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PREFACE

This handbook is concerned with the role of humans in complex systems, the design of equipment
and facilities for human use, and the development of environments for comfort and safety. The first,
second, and third editions of the handbook were a major success and profoundly influenced the human
factors profession. It was translated and published in Japanese and Russian and won the Institute of
Industrial Engineers Joint Publishers Book of the Year Award. It has received strong endorsement from
top management; the late Eliot Ester, retired president of General Motors Corporation, who wrote the
forward to the first edition of the handbook, indicated that “regardless of what phase of the economy a
person is involved in, this handbook is a very useful tool. Every area of human factors from environmental
conditions and motivation to the use of new communication systems...is well covered in the handbook
by experts in every field.”

In a literal sense, human factors and ergonomics is as old as the machine and environmental design,
for it was aimed at designing them for human use. However, it was not until World War II that human
factors emerged as a separate discipline. The field of human factors and ergonomics has developed and
broadened considerably since its inception 70 years ago and has generated a body of knowledge in the
following areas of specializations:

e Human factors profession

e Human factors fundamentals

e Design of tasks and jobs

e Equipment, workplace, and environmental design
e Design for health, safety, and comfort

e Performance modeling

e Evaluation

e Human-computer interaction

e Design for individual differences

e Selected applications

The foregoing list shows how broad the field has become. As such, this handbook should be of value
to all human factors and ergonomics specialists, engineers, industrial hygienists, safety engineers, and
human-—computer interaction specialists. The 61 chapters constituting the fourth edition of the handbook
were written by 131 experts. In creating this handbook, the authors gathered information from over 7500
references and presented over 500 figures and 200 tables to provide theoretically based and practically
oriented material for use by both practitioners and researchers. In the fourth edition of the Handbook of
Human Factors and Ergonomics, the chapters have been completely, newly written. This fourth edition

XV



xvi PREFACE

of the handbook covers totally new areas that were not included in the third edition. These include the
following subjects:

e Managing low-back disorder risk in the workplace

e Neuroergonomics

e Social networking

e User requirements

e Human factors in ambient intelligent environments

e Online interactivity

e Office ergonomics

e Human factors and ergonomics in motor vehicle transportation
e Human factors and ergonomics in aviation

The main purpose of this handbook is to serve the needs of the human factors and ergonomics
researchers, practitioners, and graduate students. Each chapter has a strong theory and science base and
is heavily tilted toward application orientation. As such, a significant number of case studies, examples,
figures, and tables are utilized to facilitate usability of the presented material.

The many contributing authors came through magnificently. I thank them all most sincerely for agreeing
so willingly to create this handbook with me. I had the privilege of working with Robert L. Argentieri,
our Wiley executive editor, who significantly facilitated my editorial work with his assistant Dan Magers.
I was truly fortunate to have during the preparation of this handbook the most able contribution of Myrna
Kasdorf, editorial coordinator of the handbook, who has done a truly outstanding job.

GAVRIEL SALVENDY
January 2011
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The purpose of science is mastery over nature.

F. Bacon (Novum Organum, 1620)

1 INTRODUCTION

Over the last 60 years human factors, a term that is used
here synonymously with ergonomics [and denoted as
human factors ergonomics (HFE)], has been evolving
as a unique and independent discipline that focuses
on the nature of human-artifact interactions, viewed
from the unified perspective of the science, engineer-
ing, design, technology, and management of human-
compatible systems, including a variety of natural and
artificial products, processes, and living environments
(Karwowski, 2005). The various dimensions of such
defined ergonomics discipline are shown in Figure 1.
The International Ergonomics Association (IEA, 2003)
defines ergonomics (or human factors) as the scientific
discipline concerned with the understanding of the
interactions among humans and other elements of a
system and the profession that applies theory, princi-
ples, data, and methods to design in order to optimize
human well-being and overall system performance.
Human factors professionals contribute to the design
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14 FUTURE HFE CHALLENGES 32
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and evaluation of tasks, jobs, products, environments,
and systems in order to make them compatible with the
needs, abilities, and limitations of people. Ergonomics
discipline promotes a holistic, human-centered approach
to work systems design that considers the physical,
cognitive, social, organizational, environmental, and
other relevant factors (Grandjean, 1986; Wilson
and Corlett, 1995; Sanders and McCormick, 1993;
Chapanis, 1995, 1999; Salvendy, 1997; Karwowski,
2001; Vicente, 2004; Stanton et al., 2004).
Historically, ergonomics (ergon + nomos), or “the
study of work,” was originally and proposed and defined
by the Polish scientist B. W. Jastrzebowski (1857a-d)
as the scientific discipline with a very broad scope and
wide subject of interests and applications, encompassing
all aspects of human activity, including labor, enter-
tainment, reasoning, and dedication (Karwowski (1991,
2001). In his paper published in the journal Nature and
Industry (1857), Jastrzebowski divided work into two
main categories: the useful work, which brings improve-
ment for the common good, and the harmful work that

Gavriel Salvendy 3
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Figure 1 General dimensions of ergonomics discipline (after Karwowski, 2005).

brings deterioration (discreditable work). Useful work,
which aims to improve things and people, is classi-
fied into physical, aesthetic, rational, and moral work.
According to Jastrzebowski, such work requires utiliza-
tion of the motor forces, sensory forces, forces of reason
(thinking and reasoning), and the spiritual force. The
four main benefits of the useful work are exemplified
through the property, ability, perfection, and felicity.
The contemporary ergonomics discipline, indepen-
dently introduced by Murrell in 1949 (Edholm and
Murrell, 1973), was viewed at that time as an applied
science, the technology, and sometimes both. The
British scientists had founded the Ergonomics Research
Society in 1949. The development of ergonomics inter-
nationally can be linked to a project initiated by the
European Productivity Agency (EPA), a branch of the
Organization for European Economic Cooperation,
which first established a Human Factors Section in
1955 (Kuorinka, 2000). Under the EPA project, in 1956
specialists from European countries visited the United
States to observe human factors research. In 1957 the
EPA organized a technical seminar on “Fitting the Job
to the Worker” at the University of Leiden, The Nether-
lands, during which a set of proposals was presented to
form an international association of work scientists. A
steering committee consisting of H.S. Belding, G.C.E.
Burger, S. Forssman, E. Grandjean, G. Lehman, B.
Metz, K.U. Smith, and R.G. Stansfield, was charged
to develop specific proposal for such association. The
committee decided to adopt the name International
Ergonomics Association. At the meeting in Paris in
1958 it was decided to proceed with forming the new
association. The steering committee designated itself

as the Committee for the International Association of
Ergonomic Scientists and elected G.C.E. Burger as its
first president, K.U. Smith as treasurer, and E. Grand-
jean as secretary. The Committee for the International
Association of Ergonomic Scientists met in Zurich in
1959 during a conference organized by the EPA and
decided to retain the name International Ergonomics
Association. On April 6, 1959, at the meeting in Oxford,
England, E. Grandjean declared the founding of the
IEA. The committee met again in Oxford, England,
later in 1959 and agreed upon the set of bylaws or
statutes of the IEA. These were formally approved by
the IEA General Assembly at the first International
Congress of Ergonomics held in Stockholm in 1961.
Traditionally, the most often cited domains of spe-
cialization within HFE are the physical, cognitive,
and organizational ergonomics. Physical ergonomics is
mainly concerned with human anatomical, anthropomet-
ric, physiological, and biomechanical characteristics as
they relate to physical activity [Chaffin et al., 2006,
Pheasant, 1986; Kroemer et al., 1994; Karwowski and
Marras, 1999; National Research Council (NRC), 2001;
Marras, 2008]. Cognitive ergonomics focuses on mental
processes such as perception, memory, information pro-
cessing, reasoning, and motor response as they affect
interactions among humans and other elements of a
system (Vicente, 1999; Hollnagel, 2003; Diaper and
Stanton, 2004). Organizational ergonomics (also known
as macroergonomics) is concerned with the optimiza-
tion of sociotechnical systems, including their organiza-
tional structures, policies, and processes (Reason, 1997;
Hendrick and Kleiner, 2002a,b; Hollman et al., 2003;
Nemeth, 2004). Examples of the relevant topics include
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Table 1 Exemplary Domains of Disciplines of Medicine, Psychology, and Human Factors

Medicine Psychology Human factors
Cardiology Applied psychology Physical ergonomics
Dermatology Child psychology Cognitive ergonomics
Gastroenterology Clinical psychology Macroergonomics
Neurology Cognitive psychology Knowledge ergonomics
Radiology Community psychology Rehabilitation ergonomics

Endocrinology
Pulmonology
Gerontology
Neuroscience
Nephrology
Oncology
Ophthalmology
Urology
Psychiatry
Internal medicine
Community medicine
Physical medicine

Counseling psychology
Developmental psychology
Experimental psychology
Educational psychology
Environmental psychology
Forensic psychology
Health psychology
Positive psychology
Organizational psychology
Social psychology
Quantitative psychology
Social psychology

Participatory ergonomics
Human-computer interaction
Neuroergonomics

Affective ergonomics
Ecological ergonomics
Forensic ergonomics
Consumer ergonomics
Human-systems integration
Ergonomics of aging
Information ergonomics
Community ergonomics
Nanoergonomics

Service ergonomics

communication, crew resource management, design of
working times, teamwork, participatory work design,
community ergonomics, computer-supported coopera-
tive work, new work paradigms, virtual organizations,
telework, and quality management. The above tradi-
tional domains as well as new domains are listed
in Table 1. According to the above discussion, the
paramount objective of HFE is to understand the interac-
tions between people and everything that surrounds us
and based on such knowledge to optimize the human
well-being and overall system performance. Table 2
provides a summary of the specific HFE objectives as
discussed by Chapanis (1995). As recently pointed out
by the National Academy of Engineering (NAE, 2004),
in the future, ongoing developments in engineering will
expand toward tighter connections between technology
and the human experience, including new products cus-
tomized to the physical dimensions and capabilities of
the user, and ergonomic design of engineered products.

2 HUMAN-SYSTEM INTERACTIONS

While in the past ergonomics has been driven by
technology (reactive design approach), in the future
ergonomics should drive technology (proactive design
approach). While technology is a product and a process
involving both science and engineering, science aims to
understand the “why” and “how” of nature through a
process of scientific inquiry that generates knowledge
about the natural world (Mitchem, 1994; NRC 2001).
Engineering is the “design under constraints” of cost,
reliability, safety, environmental impact, ease of use,
available human and material resources, manufactura-
bility, government regulations, laws, and politics (Wulf,
1998). Engineering, as a body of knowledge of design
and creation of human-made products and a process for

Table 2 Objectives of HFE Discipline

Basic Operational Objectives
Reduce errors
Increase safety
Improve system performance

Objectives Bearing on Reliability, Maintainability, and
Availability (RMA) and Integrated Logistic Support (ILS)

Increase reliability
Improve maintainability
Reduce personnel requirements
Reduce training requirements
Objectives Affecting Users and Operators
Improve the working environment
Reduce fatigue and physical stress
Increase ease of use
Increase user acceptance
Increase aesthetic appearance
Other Objectives
Reduce losses of time and equipment
Increase economy of production

Source: Chapanis (1995).

solving problems, seeks to shape the natural world to
meet human needs and wants.

Contemporary HFE discovers and applies informa-
tion about human behavior, abilities, limitations, and
other characteristics to the design of tools, machines,
systems, tasks, jobs, and environments for productive,
safe, comfortable, and effective human use (Sanders
and Mccormick, 1993; Helander, 1997). In this context,
HFE deals with a broad scope of problems relevant to
the design and evaluation of work systems, consumer



products, and working environments, in which
human—machine interactions affect human performance
and product usability (Carayon, 2006; Dekker, (2007;
Karwowski, 2006; Bedny and Karwowski, 2007;
Weick and Sutcliffe, 2007; Sears and Jacko, 2009;
Wogalter, 2006; Reason, 2008; Bisantz and Burns,
2009; Karwowski et al., 2010). The wide scope of
issues addressed by the contemporary HFE discipline is
presented in Table 3. Figure 2 illustrates the evolution
of the scope of HFE with respect to the nature of
human—system interactions and applications of human—
system integration in a large variety of domains
(Vicente, 2004; Karwowski, 2007; Lehto and Buck,
2007; Marras and Karwowski 2006a,b; Rouse, 2007;
Guerin et al., 2007; Dekker, 2007; Schmorrow and
Stanney, 2008; Pew and Mavor, 2008.; Cook and Durso,
2008; Zacharias et al., 2008; Salas et al., 2008; Marras,
2008, Chebbykin et al., 2008; Salvendy and Karwowski,
2010; Kaber and Boy, 2010; Marek et al., 2010).
Originally, HFE focused on the local human-—
machine interactions, while today the main focus is on
the broadly defined human—technology interactions. In

Table 3 Classification Scheme for Human
Factors/Ergonomics

1. General

Human Characteristics

Psychological aspects

Physiological and anatomical aspects
Group factors

Individual differences
Psychophysiological state variables
Task-related factors

N ok

Information Presentation and Communication

8. Visual communication
9. Auditory and other communication modalities
10. Choice of communication media
11. Person—-machine dialogue mode
12. System feedback
13. Error prevention and recovery
14. Design of documents and procedures
15. User control features
16. Language design
17. Database organization and data retrieval
18. Programming, debugging, editing, and
programming aids
19. Software performance and evaluation
20. Software design, maintenance, and reliability

Display and Control Design

21. Input devices and controls

22. Visual displays

23. Auditory displays

24. Other modality displays

25. Display and control characteristics

HUMAN FACTORS FUNCTION

Table 3 (continued)

Workplace and Equipment Design

26. General workplace design and buildings
27. Workstation design
28. Equipment design

Environment
29. lllumination
30. Noise
31. Vibration
32. Whole-body movement
33. Climate

34. Altitude, depth, and space
35. Other environmental issues

System Characteristics

36. General system features

Work Design and Organization

37. Total system design and evaluation
38. Hours of work

39. Job attitudes and job satisfaction

40. Job design

41. Payment systems

42. Selection and screening

43. Training

44. Supervision

45. Use of support

46. Technological and ergonomic change

Health and Safety

47. General health and safety
48. Etiology

49. Injuries and illnesses

50. Prevention

Social and Economic limpact of the System

51. Trade unions

52. Employment, job security, and job sharing
53. Productivity

54. Women and work

55. Organizational design

56. Education

57. Law

58. Privacy

59. Family and home life

60. Quality of working life

61. Political comment and ethical considerations

Methods and Techniques

62. Approaches and methods
63. Techniques
64. Measures

Source: Ergonomics Abstracts (2004).
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Human—technology relationships

Technology—system relationships

Human—system relationships

Human—machine relationships

Figure 2 Expanded view of the human-technology
relationships (modified after Meister, 1999).

this view, the HFE can also be called the discipline
of technological ecology. Tables 4 and 5 present tax-
onomy of the human-related and technology-related
components, respectively, which are of great importance
to HFE discipline. According to Meister (1987), the
traditional concept of the human—machine system is an
organization of people and the machines they operate
and maintain in order to perform assigned jobs that
implement the purpose for which the system was
developed (Meister, 1987). In this context, a system

Table 4 Taxonomy of HFE Elements: The Human Factor

is a construct whose characteristics are manifested in
physical and behavioral phenomena Meister (1991). The
system is critical to HFE theorizing because it describes
the substance of the human-—technology relationship.
General system variables of interest to HFE discipline
are shown in Table 6.

The human functioning in human—machine systems
can be described in terms of perception, information
processing, decision making, memory, attention, feed-
back, and human response processes. Furthermore, the
human work taxonomy can be used to describe five
distinct levels of human functioning, ranging from pri-
marily physical tasks to cognitive tasks (Karwowski,
1992a). These basic but universal human activities are
(1) tasks that produce force (primarily muscular work),

Table 5 Taxonomy of HFE Elements: Technology

Technology Elements Effects of Technology on the

Components Human

Tools Changes in human role
Equipments Changes in human behavior
Systems

Degree of Automation
Mechanization
Computerization
Artificial intelligence

System Characteristics
Dimensions
Attributes
Variables

Source: Meister (1999).

Organization—Technology
Relationships
Definition of organization
Organizational variables

Human Elements
Physical/sensory
Cognitive
Motivational/emotional
Human Conceptualization
Stimulus—response orientation (limited)
Stimulus—conceptual-response orientation (major)
Stimulus—conceptual-motivational-response
orientation (major)
Human Technological Relationships
Controller relationship
Partnership relationship
Client relationship
Effects of Technology on the Human
Performance effects
Goal accomplishment
Goal nonaccomplishment
Error/time discrepancies
Feeling effect
Technology acceptance
Technology indifference
Technology rejection
Demand effects
Resource mobilization
Stress/trauma

Effects of the Human on Technology
Improvement in technology effectiveness
Absence of effect
Reduction in technological effectiveness

Human Operations in Technology
Equipment operation
Equipment maintenance
System management
Type/degree of human involvement

Direct (operation)
Indirect (recipient)
Extensive
Minimal

None

Source: Meister (1999).



Table 6 General System Variables

1. Requirement constraints imposed on the system
Resources required by the system
Nature of its internal components and processes
Functions and missions performed by the system
Nature, number, and specificity of goals
Structural and organizational characteristics of the
system (e.g., its size, number of subsystems and
units, communication channels, hierarchical levels,
and amount of feedback)
7. Degree of automation
8. Nature of the environment in which the system
functions
9. System attributes (e.g., complexity, sensitivity,
flexibility, vulnerability, reliability, and determinacy)
10.  Number and type of interdependencies
(human-machine interactions) within the system
and type of interaction (degree of dependency)
11.  Nature of the system’s terminal output(s) or mission
effects

ook wd

Source: Meister (1999).

(2) tasks of continuously coordinating sensorimoni-
tor functions (e.g., assembling or tracking tasks), (3)
tasks of converting information into motor actions (e.g.,

HUMAN FACTORS FUNCTION

inspection tasks), (4) tasks of converting information
into output information (e.g., required control tasks),
and (5) tasks of producing information (primarily cre-
ative work) (Grandjean, 1986; Luczak et al., 1999). Any
task in a human—machine system requires processing
of information that is gathered based on perceived and
interpreted relationships between system elements. The
processed information may need to be stored by either
a human or a machine for later use.

The scope of HFE factors that need to be considered in
the design, testing, and evaluation of any human—system
interactions is shown in Table 7 in the form of the
exemplary ergonomics checklist. It should be noted
that such checklists also reflect practical application of
the discipline. According to the Board of Certification
in Professional Ergonomics (BCPE), a practitioner of
ergonomics is a person who (1) has a mastery of a
body of ergonomics knowledge, (2) has a command of
the methodologies used by ergonomists in applying that
knowledge to the design of a product, system, job, or
environment, and (3) has applied his or her knowledge to
the analysis, design testing, and evaluation of products,
systems, and environments. The areas of current practice
in the field can be best described by examining the
focus of Technical Groups of the Human Factors and
Ergonomics Society, as illustrated in Table 8.

Table 7 Examples of Factors to Be Used in Ergonomics Checklists

I. Anthropometric, Biomechanical, and Physiological Factors

Are the body joints close to neutral positions?
Is the manual work performed close to the body?

CORXNOOALNS

—_

Are the differences in human body size accounted for by the design?
Have the right anthropometric tables been used for specific populations?

Are there any forward-bending or twisted trunk postures involved?

Are sudden movements and force exertion present?

Is there a variation in worker postures and movements?

Is the duration of any continuous muscular effort limited?

Are the breaks of sufficient length and spread over the duration of the task?
Is the energy consumption for each manual task limited?

II. Factors Related to Posture (Sitting and Standing)

Is the work height dependent on the task?
Is the height of the work table adjustable?

Have good seating instructions been provided?
Is a footrest used where the work height is fixed?

O N ORr N~

©

Are excessive reaches avoided?
Is there enough room for the legs and feet?
Is there a sloping work surface for reading tasks?

4o
wh~o

Is sitting/standing alternated with standing/sitting and walking?

Are the height of the seat and backrest of the chair adjustable?
Is the number of chair adjustment possibilities limited?

Has the work above the shoulder or with hands behind the body been avoided?

Have the combined sit—stand workplaces been introduced?
Are handles of tools bent to allow for working with the straight wrists?
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Table 7 (continued)

Ill. Factors Related to Manual Materials Handling (Lifting, Carrying, Pushing, and Pulling Loads)
Have tasks involving manual displacement of loads been limited?
Have optimum lifting conditions been achieved?
Is anybody required to lift more than 23 kg?
Have lifting tasks been assessed using the NIOSH (1991) method?
Are handgrips fitted to the loads to be lifted?
Is more than one person involved in lifting or carrying tasks?
Are there mechanical aids for lifting or carrying available and used?
Is the weight of the load carried limited according to the recognized guidelines?
Is the load held as close to the body as possible?
Are pulling and pushing forces limited?
Are trolleys fitted with appropriate handles and handgrips?

SO0 ® N OAWND S

—_

IV. Factors Related to Design of Tasks and Jobs
Does the job consist of more than one task?
Has a decision been made about allocating tasks between people and machines?
Do workers performing the tasks contribute to problem solving?
Are the difficult and easy tasks performed interchangeably?
Can workers decide independently on how the tasks are carried out?
Are there sufficient possibilities for communication between workers?
Is there sufficient information provided to control the assigned tasks?
Can the group take part in management decisions?
Are the shift workers given enough opportunities to recover?

© o N OKN S

V. Factors Related to Information and Control Tasks
Information
Has an appropriate method of displaying information been selected?
Is the information presentation as simple as possible?
Has the potential confusion between characters been avoided?
Has the correct character/letter size been chosen?
Have texts with capital letters only been avoided?
Have familiar typefaces been chosen?
Is the text/background contrast good?
Are the diagrams easy to understand?
Have the pictograms been properly used?
Are sound signals reserved for warning purposes?

CO®NOOALDND

—_

Control

_

Is the sense of touch used for feedback from controls?

Are differences between controls distinguishable by touch?

Is the location of controls consistent and is sufficient spacing provided?
Have the requirements for the control-display compatibility been considered?
Is the type of cursor control suitable for the intended task?

Is the direction of control movements consistent with human expectations?
Are the control objectives clear from the position of the controls?

Are controls within easy reach of female workers?

Are labels or symbols identifying controls properly used?

Is the use of color in controls design limited?

© ©®NOOAMWDN

—_

(continued overleaf)
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Table 7 (continued)

HUMAN FACTORS FUNCTION

Human-Computer Interaction

Is the human-computer dialogue suitable for the intended task?

Is the dialogue self-descriptive and easy to control by the user?

Does the dialogue conform to the expectations on the part of the user?

Is the dialogue error tolerant and suitable for user learning?

Has command language been restricted to experienced users?

Have detailed menus been used for users with little knowledge and experience?
Is the type of help menu fitted to the level of the user’s ability?

Has the QWERTY layout been selected for the keyboard?

Has a logical layout been chosen for the numerical keypad?

Is the number of function keys limited?

Have the limitations of speech in human—-computer dialogue been considered?
Are touch screens used to facilitate operation by inexperienced users?

VI. Environmental Factors

Noise and Vibration

—_

—_

© VX NODOA®DN

Is the noise level at work below 80 dBA?

Is there an adequate separation between workers and source of noise?

Is the ceiling used for noise absorption?

Are the acoustic screens used?

Are hearing conservation measures fitted to the user?

Is personal monitoring to noise/vibration used?

Are the sources of uncomfortable and damaging body vibration recognized?
Is the vibration problem being solved at the source?

Are machines regularly maintained?

Is the transmission of vibration prevented?

lllumination

N o~ Dd

Is the light intensity for normal activities in the range of 200-800 lux?
Are large brightness differences in the visual field avoided?

Are the brightness differences between task area, close surroundings, and wider surroundings limited?

Is the information easily legible?
Is ambient lighting combined with localized lighting?
Are light sources properly screened?

Can the light reflections, shadows, or flicker from the fluorescent tubes be prevented?

Climate

© NGO Rr DN

Are workers able to control the climate themselves?

Is the air temperature suited to the physical demands of the task?

Is the air prevented from becoming either too dry to too humid?

Are draughts prevented?

Are the materials/surfaces that have to be touched neither too cold nor too hot?
Are the physical demands of the task adjusted to the external climate?

Are undesirable hot and cold radiation prevented?

Is the time spent in hot or cold environments limited?

Source: Dul and Weerdmeester (1993).
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Table 8 Subject Interests of Technical Groups of Human Factors and Ergonomics Society

Technical Group

Description/Areas of Concerns

Aerospace systems

Aging

Augmented cognition

Cognitive engineering and
decision making

Communications

Computer systems

Consumer products

Education

Environmental design

Forensics professional

Health care
Individual differences

Industrial ergonomics

Application of human factors to the development, design, certification, operation,
and maintenance of human-machine systems in aviation and space
environments. The group addresses issues for civilian and military systems in the
realms of performance and safety.

Human factors applications appropriate to meeting the emerging needs of older
people and special populations in a wide variety of life settings.

Fostering the development and application of real-time physiological and
neurophysiological sensing technologies that can ascertain a human’s cognitive
state while interacting with computing-based systems; data classification and
integration architectures that enable closed-loop system applications; mitigation
(adaptive) strategies that enable efficient and effective system adaptation based
on a user’s dynamically changing cognitive state; individually tailored training
systems.

Research on human cognition and decision making and the application of this
knowledge to the design of systems and training programs. Emphasis is on
considerations of descriptive models, processes, and characteristics of human
decision making, alone or in conjunction with other individuals or intelligent
systems; factors that affect decision making and cognition in naturalistic task
settings; technologies for assisting, modifying, or supplementing human decision
making; and training strategies for assisting or influencing decision making.

All aspects of human-to-human communication, with an emphasis on
communication mediated by telecommunications technology, including
multimedia and collaborative communications, information services, and
interactive broadband applications. Design and evaluation of both enabling
technologies and infrastructure technologies in education, medicine, business
productivity, and personal quality of life.

Human factors in the design of computer systems. This includes the user-centered
design of hardware, software, applications, documentation, work activities, and
the work environment. Practitioners and researchers in the CSTG community take
a holistic, systems approach to the design and evaluation of all aspects of
user—computer interactions. Some goals are to ensure that computer systems are
useful, usable, safe, and, where possible, fun and to enhance the quality of work
life and recreational/educational computer use by ensuring that computer
interface, function, and job design are interesting and provide opportunities for
personal and professional growth.

Development of consumer products that are useful, usable, safe, and desirable.
Application of the principles and methods of human factors, consumer research,
and industrial design to ensure market success.

Education and training of human factors and ergonomics specialists. This includes
undergraduate, graduate, and continuing education needs, issues, techniques,
curricula, and resources. In addition, a forum is provided to discuss and resolve
issues involving professional registration and accreditation

Relationship between human behavior and the designed environment. Common
areas of research and interest include ergonomic and macroergonomic aspects of
design within home, office, and industrial settings. An overall objective of this
group is to foster and encourage the integration of ergonomics principles into the
design of environments

Application of human factors knowledge and technique to ‘‘standards of care’ and
accountability established within legislative, regulatory, and judicial systems. The
emphasis on providing a scientific basis to issues being interpreted by legal
theory.

Maximizing the contributions of human factors and ergonomics to medical systems
effectiveness and the quality of life of people who are functionally impaired

A wide range of personality and individual difference variables that are believed to
mediate performance.

Application of ergonomics data and principles for improving safety, productivity,
and quality of work in industry. Concentration on service and manufacturing
processes, operations, and environments.

(continued overleaf)
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Table 8 (continued)

HUMAN FACTORS FUNCTION

Technical Group

Description/Areas of Concerns

Internet

Macroergonomics

Perception and
performance

Product design

Safety

System development

Surface transportation

Test and evaluation

Training

Virtual environment

Human factor aspects of user interface design of Web content, Web-based applications,
Web browsers, Webtops, Web-based user assistance, and Internet devices; behavioral
and sociological phenomena associated with distributed network communication;
human reliability in administration and maintenance of data networks; and accessibility
of Web-based products.

Organizational design and management issues in human factors and ergonomics as well
as work system design and human-organization interface technology. The Technical
Group is committed to improving work system performance (e.g., productivity, quality,
health and safety, quality of work life) by promoting work system analysis and design
practice and the supporting empirical science concerned with the technological
subsystem, personnel subsystem, external environment, organizational design, and their
interactions.

Perception and its relation to human performance. Areas of concern include the nature,
content, and quantification of sensory information and the context in which it is
displayed; the physics and psychophysics of information display; perceptual and
cognitive representation and interpretation of displayed information; assessment of
workload using tasks having a significant perceptual component; and actions and
behaviors that are consequences of information presented to the various sensory
systems.

Developing consumer products that are useful, usable, safe, and desirable. By applying the
principles and methods of human factors, consumer research, and industrial design, the
group works to ensure the success of products sold in the marketplace

Development and application of human factors technology as it relates to safety in all
settings and attendant populations. These include, but are not limited to, aviation,
transportation, industry, military, office, public building, recreation, and home
environment

Fostering research and exchanging information on the integration of human factors and
ergonomics into the development of systems. Members are concerned with defining
human factors/ergonomics activities and integrating them into the system development
process in order to enable systems that meet user requirements. Specific topics of
interest include the system development process itself; developing tools and methods
for predicting and assessing human capabilities and limitations, notably modeling and
simulation; creating principles that identify the role of humans in the use, operation,
maintenance, and control of systems; applying human factors and ergonomics data and
principles to the design of human-system interfaces; and the full integration of human
requirements into system and product design through the application of HSI methods to
ensure technical and programmatic integration of human considerations into systems
acquisition and product development processes; the impact of increasing
computerization and stress and workload effects on performance.

Human factors related to the international surface transportation field. Surface
transportation encompasses numerous mechanisms for conveying humans and
resources: passenger, commercial, and military vehicles, on- and off-road; mass transit;
maritime transportation; rail transit, including vessel traffic services (VTSs); pedestrian
and bicycle traffic; and highway and infrastructure systems, including intelligent
transportation systems (ITSs).

All aspects of human factors and ergonomics as applied to the evaluation of systems.
Evaluation is a core skill for all human factors professionals and includes measuring
performance, workload, situational awareness, safety, and acceptance of personnel
engaged in operating and maintaining systems. Evaluation is conducted during system
development when prototype equipment and systems are being introduced to
operational usage and at intervals thereafter during the operational life of these systems.

Fosters information and interchange among people interested in the fields of training and
training research.

Human factors issues associated with human-virtual environment interaction. These
issues include maximizing human performance efficiency in virtual environments,
ensuring health and safety, and circumventing potential social problems through
proactive assessment. For VE/VR systems to be effective and well received by their
users, researchers need to focus significant efforts on addressing human factors issues.

Source: www.hfes.org.
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3 HFE AND ECOLOGICAL COMPATIBILITY

The HFE discipline advocates systematic use of the
knowledge concerning relevant human characteristics
in order to achieve compatibility in the design of
interactive systems of people, machines, environments,
and devices of all kinds to ensure specific goals
[Human Factors and Ergonomics Society (HFES),
2003)]. Typically such goals include improved (system)
effectiveness, productivity, safety, ease of performance,
and the contribution to overall human well-being and
quality of life. Although the term compatibility is a
key word in the above definition, it has been mainly
used in a narrow sense only, often in the context
of the design of displays and controls, including
the studies of spatial (location) compatibility or the
intention—response—stimulus compatibility related to
movement of controls (Wickens and Carswell, 1997).
Karwowski and his co-workers (Karwowski et al.,
1988; Karwowski, 1985, 1991) advocated the use of
compatibility in a greater context of the ergonomics
system. For example, Karwowski (1997) introduced the
term human-compatible systems in order to focus on
the need for comprehensive treatment of compatibility
in the human factors discipline.

The American Heritage Dictionary of English Lan-
guage (Morris, 1978) defines “compatible” as (1) capa-
ble of living or performing in harmonious, agreeable,
or congenial combination with another or others and
(2) capable of orderly, efficient integration and opera-
tion with other elements in a system. From the beginning
of contemporary ergonomics, the measurements of com-
patibility between the system and the human and eval-
uation of the results of ergonomics interventions were

Early developments

based on the measures that best suited specific purposes
(Karwowski, 2001). Such measures included the spe-
cific psychophysiological responses of the human body
(example.g., heart rate, EMG, perceived human exer-
tion, satisfaction, comfort or discomfort) as well as a
number of indirect measures, such as the incidence of
injury, economic losses or gains, system acceptance, or
operational effectiveness, quality, or productivity. The
lack of a universal matrix to quantify and measure
human—system compatibility is an important obstacle
in demonstrating the value of ergonomics science and
profession (Karwowski, 1997). However, even though
20 years ago ergonomics was perceived by some (e.g.,
see Howell, 1986) as a highly unpredictable area of
human scientific endeavor, today HFE has positioned
itself as a unique, design-oriented discipline, indepen-
dent of engineering and medicine (Moray, 1984; Sanders
and McCormick, 1993; Helander, 1997; Karwowski,
1991, 2003).

Figure 3 illustrates the human—system compatibility
approach to ergonomics in the context of quality of
working life and system (an enterprise or business
entity) performance. This approach reflects the nature of
complex compatibility relationships between the human
operator (human capacities and limitations), technology
(in terms of products, machines, devices, processes, and
computer-based systems), and the broadly defined envi-
ronment (business processes, organizational structure,
nature of work systems, and effects of work-related mul-
tiple stressors). The operator’s performance is an out-
come of the compatibility matching between individual
human characteristics (capacities and limitations) and
the requirements and affordances of both the technology

Philosophy > Practice
Phase | | Philosophy |—> | Design |
Phase Il | Philosophy |—> | Practice | — >
Phaselll [ Philosophy |—® [  Theory |—»

| Philosophy |—>|

Traary ] —— [ practen ]

Phase IV | Theory |—> |

Theory —>

Design —» Practice

Contemporary status

Figure 3 Evolution in development of HFE discipline (after Karwowski, 2005).
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and environment. The quality of working life and the
system (enterprise) performance is affected by match-
ing the positive and negative outcomes of the complex
compatibility relationships between the human operator,
technology, and environment. Positive outcomes include
such measures as work productivity, performance times,
product quality, and subjective psychological (desirable)
behavioral outcomes such as job satisfaction, employee
morale, human well-being, and commitment. The nega-
tive outcomes include both human and system-related
errors, loss of productivity, low quality, accidents,
injuries, physiological stresses, and subjective psycho-
logical (undesirable) behavioral outcomes such as job
dissatisfaction, job/occupational stress, and discomfort.

4 DISTINGUISHING FEATURES
OF CONTEMPORARY HFE DISCIPLINE
AND PROFESSION

The main focus of the HFE discipline in the twenty-
first century will be the design and management of
systems that satisfy customer demands in terms of
human compatibility requirements. Karwowski (2005)
has discussed 10 characteristics of contemporary HFE
discipline and profession. Some of the distinguishing
features are as follows:

e HFE experiences continuing evolution of its
“fit” philosophy, including diverse and ever-
expanding human-centered design criteria (from
safety to comfort, productivity, usability, or
affective needs like job satisfaction or life
happiness).

e HFE covers extremely diverse subject matters,
similarly to medicine, engineering, and psychol-
ogy (see Table 1).

e HFE deals with very complex phenomena that
are not easily understood and cannot be simpli-
fied by making nondefendable assumptions about
their nature.

e Historically, HFE has been developing from the
“philosophy of fit” toward practice. Today, HFE
is developing a sound theoretical basis for design
and practical applications (see Figure 4).

e HFE attempts to “by-step” the need for the fun-
damental understanding of human—system inter-
actions without separation from the consideration
of knowledge utility for practical applications
in the quest for immediate and useful solutions
(also see Figure 5).

e HFE has limited recognition by decisionmakers,
the general public, and politicians as to its
value that it can bring to a global society at
large, especially in the context of facilitating the
socioeconomic development.

e HFE has a relatively limited professional educa-
tional base.

e The impact of HFE is affected by the ergonomics
illiteracy of the students and professionals in
other disciplines, the mass media, and the public
at large.

HUMAN FACTORS FUNCTION

Theoretical ergonomics is interested in the funda-
mental understanding of the interactions between people
and their environments. Central to HFE interests is also
an understanding of how human-system interactions
should be designed. On the other hand, HFE also falls
under the category of applied research. The taxonomy of
research efforts with respect to the quest for a fundamen-
tal understanding and the consideration of use, originally
proposed by Stokes (1997), allows for differentiation of
the main categories of research dimensions as follows:
(1) pure basic research, (2) use-inspired basic research,
and (3) pure applied research. Figure 5 illustrates the
interpretation of these categories for the HFE theory,
design, and applications. Table 9 presents relevant spe-
cialties and subspecialties in HFE research as outlined
by Meister (1999), who classified them into three main
categories: (1) system/technology-oriented specialties,
(2) process-oriented specialties, and (3) behaviorally ori-
ented specialties. In addition, Table 10 presents a list
of contemporary HFE research methods that can be
used to advance the knowledge discovery and utilization
through its practical applications.

5 PARADIGMS FOR ERGONOMICS
DISCIPLINE

The paradigms for any scientific discipline include the-
ory, abstraction, and design (Pearson and Young, 2002).
Theory is a foundation of the mathematical sciences.
Abstraction (modeling) is a foundation of the natural
sciences, where progress is achieved by formulating
hypotheses and systematically following the modeling
process to verify and validate them. Design is the basis
for engineering, where progress is achieved primarily by
posing problems and systematically following the design
process to construct systems that solve them.

In view of the above, Karwowski (2005) discussed
the paradigms for HFE discipline: (1) ergonomics the-
ory, (2) ergonomics abstraction, and (3) ergonomics
design. Ergonomics theory is concerned with the ability
to identify, describe, and evaluate human—system inter-
actions. Ergonomics abstraction is concerned with the
ability to use those interactions to make predictions that
can be compared with the real world. Ergonomics design
is concerned with the ability to implement knowledge
about those interactions and use them to develop sys-
tems that satisfy customer needs and relevant human
compatibility requirements. Furthermore, the pillars for
any scientific discipline include a definition, a teach-
ing paradigm, and an educational base (NRC, 2001).
A definition of the ergonomics discipline and profes-
sion adopted by the IEA (2003) emphasizes fundamental
questions and significant accomplishments, recognizing
that the HFE field is constantly changing. A teaching
paradigm for ergonomics should conform to established
scientific standards, emphasize the development of com-
petence in the field, and integrate theory, experimenta-
tion, design, and practice. Finally, an introductory course
sequence in ergonomics should be based on the curricu-
lum model and the disciplinary description.
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Figure 4 Human-system compatibility approach to ergonomics (Karwowski, 2005).
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Figure 5 Considerations of fundamental understanding and use in ergonomics research (Karwowski 2005).
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Table 9 Specialties and Subspecialties in HFE Research

HUMAN FACTORS FUNCTION

System/Technology-Oriented Specialties

SAE N

(e.g., pens, watches, TV).

2

Aerospace: civilian and military aviation and outer space activities.

Automotive: automobiles, buses, railroads, transportation functions (e.g., highway design, traffic signs, ships).
Communication: telephone, telegraph, radio, direct personnel communication in a technological context.
Computers: anything associated with the hardware and software of computers.

Consumer products: other than computers and automobiles, any commercial product sold to the general public

Displays: equipment used to present information to operators (e.g., HMO, HUD, meters, scales).

7. Environmental factors/design: the environment in which human—machine system functions are performed (e.g.,

offices, noise, lighting).

8. Special environment: this turns out to be underwater.

Process-Oriented. Specialties
The emphasis is on how human functions are performed and methods of improving or analyzing that performance:

1. Biomechanics: human physical strength as it is manifested in such activities as lifting, pulling, and so on.

N

tunnel syndrome).

o oM w

Industrial ergonomics (IE): papers related primarily to manufacturing; processes and resultant problems (e.g., carpal

Methodology/measurement: papers that emphasize ways of answering HFE questions or solving HFE problems.
Safety: closely related to IE but with a major emphasis on analysis and prevention of accidents.

System design/development: papers related to the processes of analyzing, creating, and developing systems.
Training: papers describing how personnel are taught to perform functions/tasks in the human—-machine system.

Behaviorally Oriented Specialties

—_

Aging: the effect of this process on technological performance.

2. Human functions: emphasizes perceptual-motor and cognitive functions. The latter differs from training in the sense
that training also involves cognition but is the process of implementing cognitive capabilities. (The HFE specialty
called cognitive ergonomics/decision making has been categorized.)

3. Visual performance: how people see. They differ from displays in that the latter relate to equipment for seeing,
whereas the former deals with the human capability and function of seeing.

Source: Meister (1999).

6 ERGONOMICS COMPETENCY
AND LITERACY

As pointed out by the National Academy of Engi-
neering (Pearson and Young, 2002), many consumer
products and services promise to make people’s lives
easier, more enjoyable, more efficient, or healthier but
very often do not deliver on this promise. Design of
interactions with technological artifacts and work sys-
tems requires involvement of ergonomically competent
people—people with ergonomics proficiency in a cer-
tain area, although not generally in other areas of appli-
cation, similarly to medicine or engineering.

One of the critical issues in this context is the abil-
ity of users to understand the utility and limitations
of technological artifacts. Ergonomics literacy prepares
individuals to perform their roles in the workplace and
outside the working environment. Ergonomically literate
people can learn enough about how technological sys-
tems operate to protect themselves by making informed
choices and making use of beneficial affordances of the
artifacts and environment. People trained in ergonomics
typically possess a high level of knowledge and skill
related to one or more specific area of ergonomics
application. Ergonomics literacy is a prerequisite to

ergonomics competency. The following can be proposed
as dimensions for ergonomics literacy:

1. Ergonomics Knowledge and Skills. An individ-
ual has the basic knowledge of the philoso-
phy of human-centered design and principles for
accommodating human limitations.

2. Ways of Thinking and Acting. An individual
seeks information about benefits and risks
of artifacts and systems (consumer products,
services, etc.) and participates in decisions
about purchasing and use and/or development
of artifacts/systems

3. Practical Ergonomics Capabilities. An individ-
ual can identify and solve simple task (job)-
related design problems at work or home and
can apply basic concepts of ergonomics to make
informed judgments about usability of artifacts
and the related risks and benefits of their use.

Table 11 presents a list of 10 standards for
ergonomics literacy which were proposed by Karwowski
(2003) in parallel to a model of technological liter-
acy reported by the NAE (Pearson and Young, 2002).
Eight of these standards are related to developing an



THE DISCIPLINE OF HUMAN FACTORS AND ERGONOMICS 17

Table 10 Contemporary HFE Research Methods
Physical Methods

PLIBEL: method assigned for identification of ergonomic hazards musculoskeletal discomfort surveys used at NIOSH
Dutch musculoskeletal questionnaire (DMQ)

Quick exposure checklist (QEC) for assessment of workplace risks for work-related musculoskeletal disorders (WMSDs)
Rapid upper limb assessment (RULA)

Rapid entire body assessment

Strain index

Posture checklist using personal digital assistant (PDA) technology

Scaling experiences during work: perceived exertion and difficulty

Muscle fatigue assessment: functional job analysis technique

Psychophysical tables: lifting, lowering, pushing, pulling, and carrying

Lumbar motion monitor

Occupational repetitive-action (OCRA) methods: OCRA index and OCRA checklist

Assessment of exposure to manual patient handling in hospital wards: MAPO index (movement and assistance
of hospital patients)

Psychophysiological Methods

Electrodermal measurement

Electromyography (EMG)

Estimating mental effort using heart rate and heart rate variability

Ambulatory EEG methods and sleepiness

Assessing brain function and mental chronometry with event-related potentials (ERPs)
EMG and functional magnetic resonance imaging (fMRI)

Ambulatory assessment of blood pressure to evaluate workload

Monitoring alertness by eyelid closure

Measurement of respiration in applied human factors and ergonomics research

Behavioral and Cognitive Methods

Observation

Heuristics

Applying interviews to usability assessment
Verbal protocol analysis

Repertory grid for product evaluation
Focus groups

Hierarchical task analysis (HTA)

Allocation of functions

Critical decision method

Applied cognitive work analysis (ACWA)
Systematic human error reduction and prediction approach (SHERPA)
Predictive human error analysis (PHEA)
Hierarchical task analysis

Mental workload

Multiple resource time sharing

Critical path analysis for multimodal activity
Situation awareness measurement and situation awareness
Keystroke level model (KLM)

GOMS

Link analysis

Global assessment technique

(continued overleaf)
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Table 10 (continued)

HUMAN FACTORS FUNCTION

Team Methods

Team training

Distributed simulation training for teams

Synthetic task environments for teams: CERTTs UAV-STE

Event-based approach to training (EBAT)

Team building

Measuring team knowledge

Team communications analysis

Questionnaires for distributed assessment of team mutual awareness
Team decision requirement exercise: making team decision requirements explicit
Targeted acceptable responses to generated events or tasks (TARGETS)
Behavioral observation scales (BOS)

Team situation assessment training for adaptive coordination

Team task analysis

Team workload

Social network analysis

Environmental Methods

Thermal conditions measurement

Cold stress indices

Heat stress indices

Thermal comfort indices

Indoor air quality: chemical exposures

Indoor air quality: biological/particulate-phase contaminant
Exposure assessment methods

Olfactometry: human nose as detection instrument
Context and foundation of lighting practice

Photometric characterization of luminous environment
Evaluating office lighting

Rapid sound quality assessment of background noise
Noise reaction indices and assessment

Noise and human behavior

Occupational vibration: concise perspective

Habitability measurement in space vehicles and Earth analogs

Macroergonomic Methods

Macroergonomic organizational questionnaire survey (MOQS)
Interview method

Focus groups

Laboratory experiment

Field study and field experiment

Participatory ergonomics (PE)

Cognitive walk-through method (CWM)
Kansei Engineering

HITOP analysis TM

TOP-Modeler C

CIMOP System C

Anthropotechnology

Systems analysis tool (SAT)

Macroergonomic analysis of structure (MAS)
Macroergonomic analysis and design (MEAD)

Source: Stanton et al. (2004).
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Table 11 Standards for Ergonomics Literacy:
Ergonomics and Technology

An understanding of:
Standard 1: characteristics and scope of ergonomics
Standard 2: core concepts of ergonomics

Standard 3: connections between ergonomics and
other fields of study and relationships among
technology, environment, industry, and society

Standard 4: cultural, social, economic, and political
effects of ergonomics

Standard 5: role of society in the development and use
of technology

Standard 6: effects of technology on the environment
Standard 7: attributes of ergonomics design
Standard 8: role of ergonomics research,
development, invention, and experimentation
Abilities to:
Standard 9: apply the ergonomics design process
Standard 10: assess the impact of products and
systems on human health, well-being, system
performance, and safety

Source: Karwowski (2007).

understanding of the nature, scope, attributes, and role
of the HFE discipline in modern society, while two of
them refer to the need for developing the abilities to
apply the ergonomics design process and evaluate the
impact of artifacts on human safety and well-being.

7 ERGONOMICS DESIGN

Ergonomics is the design-oriented discipline. However,
as discussed by Karwowski (2005), ergonomists do not
design systems; rather HFE professionals design the
interactions between the artifact systems and humans.
One of the fundamental problems involved in such a
design is that typically there are multiple functional
system—human compatibility requirements that must
be satisfied at the same time. In order to address
this issue, structured design methods for complex
human-artifact systems are needed. In such a per-
spective, ergonomics design can be defined in gen-
eral as mapping from the human capabilities and lim-
itations to system (technology—environment) require-
ments and affordances (Figure 6), or, more specifically,
from system—human compatibility needs to relevant
human-—system interactions.

Suh (1990, 2001) proposed a framework for
axiomatic design which utilizes four different domains
that reflect mapping between the identified needs
(“what one wants to achieve”) and the ways to achieve
them (“how to satisfy the stated needs”). These
domains include (1) customer requirements (customer
needs or desired attributes), (2) the functional domain
(functional requirements and constraints), (3) the
physical domain (physical design parameters), and
(4) the processes domain (processes and resources).
Karwowski (2003) conceptualized the above domains
for ergonomics design purposes as illustrated in

Functional

requirements Design parameters

Technology-

Hug_\?tl? environment

capabilities —_— requirements
] _angl f and

limitations affordances

Compatibility mapping

Technology-
environment
System—human g g
- compatibilit
compatibility —> requﬁ'ementi
needs —
affordances

Figure 6 Ergonomics design process: compatibility
mapping (Karwowski 2005).

Figure 7 using the concept of compatibility require-
ments and compatibility mappings between the domains
of (1) HFE requirements (goals in terms of human
needs and system performance), (2) functional require-
ments and constraints expressed in terms of human
capabilities and limitations, (3) the physical domain in
terms of design of compatibility, expressed through the
human—system interactions and specific work system
design solutions, and (4) the processes domain, defined
as management of compatibility (see Figure 8).

7.1 Axiomatic Design: Design Axioms

The axiomatic design process is described by the
mapping process from functional requirements (FRs) to
design parameters (DPs). The relationship between the
two vectors FR and DP is as follows:

{FR} = [A]{DP}

where [A] is the design matrix that characterizes
the product design. The design matrix [A] for three
functional domains (FRs) and three physical domains
(DPs) is shown below:

Ay A Ap
[A]= A21 Azz A23
31 An A

The following two design axioms, proposed by
Suh (1991), are the basis for the formal methodology
of design: (1) the independence axiom and (2) the
information axiom.
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Figure 7 Four domains of design in ergonomics (Karwowski, 2003).
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Figure 8 Axiomatic approach to ergonomics design (Karwowski, 2003).

7.1.1 Axiom 1: The Independence Axiom

This axiom stipulates a need for independence of
the FRs, which are defined as the minimum set of
independent requirements that characterize the design
goals (defined by DPs).

7.1.2 Axiom 2: The Information Axiom

This axiom stipulates minimizing the information con-
tent of the design. Among those designs that satisfy the

independence axiom, the design that has the smallest
information content is the best design.

According to the second design axiom, the informa-
tion content of the design should be minimized. The
information content /; for a given functional require-
ment (FR,) is defined in terms of the probability P; of
satisfying FR;:

I, =log,(1/P;) = —log, P; bits
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The information content will be additive when there
are many functional requirements that must be satisfied
simultaneously. In the general case of m number of FRs,
the information content for the entire system / sys is

Isys = —log, C{m}
Wh.el'e C(m} is the joint probability that all m FRs are
satisfied.

The above axioms can be adapted for ergonomics
design purposes as follows:

7.1.3 Axiom 1: The Independence Axiom

This axiom stipulates a need for independence of the
functional compatibility requirements (FCRs), which are
defined as the minimum set of independent compatibility
requirements that characterize the design goals (defined
by ergonomics design parameters, EDPs).

7.1.4 Axiom 2: The Human Incompatibility
Axiom

This axiom stipulates a need to minimize the incompat-
ibility content of the design. Among those designs that
satisfy the independence axiom, the design that has the
smallest incompatibility content is the best design.

As discussed by Karwowski (2001, 2003), in ergo-
nomics design, the above axiom can be interpreted
as follows. The human incompatibility content of the
design I; for a given functional requirement (FR;) is
defined in terms of the compatibility C; index satisfying
FR::

’ I, =log,(1/C,) = —log, C; ints

where / denotes the incompatibility content of a design.

7.2 Theory of Axiomatic Design in Ergonomics

As discussed by Karwowski 1991, 2001, 2003), a
need to remove the system—human incompatibility (or
ergonomics entropy) plays the central role in ergonomics
design. In view of such discussion, the second axiomatic
design axiom can be adopted for the purpose of
ergonomics theory as follows.

The incompatibilty content of the design, /; for a
given functional compatibility requirement (FCR,), is
defined in terms of the compatibility C; index that
satisfies this FCR;:

I, =log,(1/C;) = —log, C; [ints]

where / denotes the incompatibility content of a design,
while the compatibility index C; [0 < C < 1] is
defined depending on the specific design goals,that is,
the applicable or relevant ergonomics design criterion
used for system design or evaluation.

In order to minimize system—human incompatibil-
ity, one can (1) minimize exposure to the negative
(undesirable) influence of a given design parameter on
the system—human compatibility or (2) maximize the

positive influence of the desirable design parameter
(adaptability) on system—human compatibility. The first
design scenario, that is, a need to minimize exposure to
the negative (undesirable) influence of a given design
parameter (A;), typically occurs when A; exceeds some
maximum exposure value of R;, for example, when
the compressive force on the human spine (lumbosacral
joint) due to manual lifting of loads exceeds the accepted
(maximum) reference value. It should be noted that if A;
< R;, then C can be set to 1, and the related incompati-
bility due to the considered design variable will be zero.

The second design scenario, that is, the need to
maximize the positive influence (adaptability) of the
desirable feature (design parameter A;) on system
human compatibility), typically occurs when A; is less
than or below some desired or required value of R;
(i.e., minimum reference value). For example, when
the range of chair height adjustability is less than
the recommended (reference) range of adjustability to
accommodate 90% of the mixed (male/female) popula-
tion. It should be noted that if A; > R;, then C can be
set to 1, and the related incompatibility due to the con-
sidered design variable will be zero. In both of the above
described cases, the human-system incompatibility
content can be assessed as discussed below.

1. Ergonomics Design Criterion. Minimize expo-
sure when A; > R;.

The compatibility index C; is defined by the ratio
R;/A; where R, = maximum exposure (standard) for
design parameter i and A, = actual value of a given
design parameter i:

C =R;/A,
and hence

I, = —log, C; = —log,(R;/A;) =log, (A, /R;) ints

Note that if A; < R;, then C can be set to 1, and
incompatibility content /; is zero.

2. Ergonomics Design Criterion. Maximize adapt-
ability when A; < R;.

The compatibility index C; is defined by the ratio
A;/R;, where A, = actual value of a given design
parameter i and R, = desired reference or required
(ideal) design parameter standard i:

C,=A,/R,
Hence

I, = —log, C; = —log,(A;/R;) = log, (R, /A;) ints

Note that if A; > R;, then C can be set to 1 and
incompatibility content /; is zero.

As discussed by Karwowski (2005), the proposed
units of measurement for system—human incompatibil-
ity (ints) are parallel and numerically identical to the
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measure of information (bits). The information content
of the design in expressed in terms of the (ergonomics)
incompatibility of design parameters with the optimal,
ideal, or desired reference values, expressed in terms of
ergonomics design parameters, such as range of table
height or chair height adjustability, maximum accept-
able load of lift, maximum compression on the spins,
optimal number of choices, maximum number of hand
repetitions per cycle time on a production line, mini-
mum required decision time, and maximum heat load
exposure per unit of time.

The general relationships between technology of
design and science of design are illustrated in Figure 8.
Furthermore, Figure 9 depicts such relationships for
the HFE discipline. In the context of axiomatic design
in ergonomics, the functional requirements are the
human—system compatibility requirements, while the
design parameters are the human—system interactions.
Therefore, ergonomics design can be defined as mapping
from the human-system compatibility requirements to
the human—system interactions. More generally, HFE can
be defined as the science of design, testing, evaluation, and
management of human—system interactions according to
the human—system compatibility requirements.

7.3 Axiomatic Design Approach
in Ergonomics: Applications

Helander (1994, 1995) was first to provide a concep-
tualization of the second design axiom in ergonomics
by considering selection of a chair based on the infor-
mation content of specific chair design parameters.
Recently, Karwowski (2003) introduced the concept of
system incompatibility measurements and the measure
on incompatibility for ergonomics design and evalua-
tion. Furthermore, Karwowski (2003) has also illustrated
an application of the first design axiom adapted to the
needs of ergonomics design using an example of the
design of the rear-light system utilized to provide infor-
mation about application of brakes in a passenger car.
The rear-light system is illustrated in Figure 10. In this
highway safety-related example, the FRs of the rear-
lighting (braking display) system were defined in terms

Technology of ergonomics

Practice of ergonomics

Science of ergonomics

Theoretical basis
of ergonomics

Axiomatic design
in ergonomics

>
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Additional
center light

Traditional
side lights

Figure 10 lllustration of redesigned rear-light system
of an automobile.

of FRs and DPs as follows:
FR, = Provide early warning to maximize lead
response time (MLRT) (information

about the car in front that is applying brakes)
FR, = Assure safe braking (ASB)

The traditional (old) design solution is based on two
DPs:

DP, = Two rear brake lights on the sides (TRLS)
DP, = Efficient braking mechanism (EBM)

The design matrix of the traditional rear-lighting
system (TRLS) is as follows:

FR,| (X 0\ [DP,
FR,[ ~\x x)|DP,
MLRT | X [ 0 | TRLS
ASB | X | X | EBM

Science of ergonomics

Theoretical basis
of ergonomics

Technology of ergonomics

Practice of ergonomics

Human-compatible
products and systems

Figure 9 Science, technology, and design in ergonomics (Karwowski, 2003).
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This rear-lighting warning system (old solution) can
be classified as a decoupled design and is not an
optimal design. The reason for such classification is that,
even with the efficient braking mechanism, one cannot
compensate for the lack of time in the driver’s response
to braking of the car in front due to a sudden traffic
slowdown. In other words, this rear-lighting system does
not provide early warning that would allow the driver
to maximize his or her lead response time (MLRT) to
braking.

The solution that was implemented two decades ago
utilizes a new concept for the rear lighting of the braking
system (NRLS). The new design is based on addition of
the third braking light, positioned in the center and at
a height that allows this light to be seen through the
windshields of the car proceeding the car immediately
in front. This new design solution has two DPs:

DP1 = A new rear-lighting system (NRLS)
DP2 = Efficient braking mechanism) (EBM) (the
same as before)

The formal design classification of the new solution
is an uncoupled design. The design matrix for this new
design is as follows:

MLRT | X | O | NRLS
ASB 0 | X | EBM

It should be noted that the original (traditional) rear-
lighting system (TRLS) can be classified as decoupled
design. This old design [DPLO] does not compensate for
the lack of early warning that would allow to maximize
a driver’s lead response time (MLRT) whenever braking
is needed and, therefore, violates the second functional
requirement (FR,) of safe beaking. The design matrix
for new system (NRLS) is an uncoupled design that
satisfies the independence of functional requirements
(independence axiom). This uncoupled design, [DP, 1.
fulfills the requirement of maximizing lead response
time (MLRT) whenever braking is needed and does not
violate the FR, (safe braking requirement).

8 THEORETICAL ERGONOMICS:
SYMVATOLOGY

It should be noted that the system—human interactions
often represent complex phenomena with dynamic com-
patibility requirements. They are often nonlinear and
can be unstable (chaotic) phenomena, the modeling
of which requires a specialized approach. Karwowski
(2001) indicated a need for symvatology as a corrobo-
rative science to ergonomics that can help in developing
solid foundations for the ergonomics science. The pro-
posed subdiscipline is called symvatology, or the science
of the artifact—human (system) compatibility. Symva-
tology aims to discover laws of the artifact—human
compatibility, proposes theories of the artifact—human
compatibility, and develops a quantitative matrix for

measurement of such compatibility. Karwowski (2001)
coined the term symvatology, by joining two Greek
words: symvatotis (compatibility) and logos (logic, or
reasoning about). Symvatology is the systematic study
(which includes theory, analysis, design, implemen-
tation, and application) of interaction processes that
define, transform, and control compatibility relationships
between artifacts (systems) and people. An artifact sys-
tem is defined as a set of all artifacts (meaning objects
made by human work) as well as natural elements of the
environment, and their interactions occurring in time and
space afforded by nature. A human system is defined
as the human (or humans) with all the characteristics
(physical, perceptual, cognitive, emotional, etc.) which
are relevant to an interaction with the artifact system.

To optimize both the human and system well-being
and performance, system—human compatibility should
be considered at all levels, including the physical,
perceptual, cognitive, emotional, social, organizational,
managerial, environmental, and political. This requires
a way to measure the inputs and outputs that character-
ize the set of system—human interactions (Karwowski,
1991). The goal of quantifying artifact—human com-
patibility can only be realized if we understand its
nature. Symvatology aims to observe, identify, describe,
and perform empirical investigations and produce the-
oretical explanations of the natural phenomena of
artifact—human compatibility. As such, symvatology
should help to advance the progress of the ergonomics
discipline by providing a methodology for the design
for compatibility as well as the design of compatibility
between artificial systems (technology) and humans. In
the above perspective, the goal of ergonomics should
be to optimize both the human and system well-being
and their mutually dependent performance. As pointed
out by Hancock (1997), it is not enough to assure the
well-being of the human, as one must also optimize the
well-being of a system (i.e., the artifacts-based technol-
ogy and nature) to make the proper uses of life.

Due to the nature of the interactions, an artifact
system is often a dynamic system with a high level
of complexity, and it exhibits a nonlinear behavior.
The American Heritage Dictionary of English Language
(Morris, 1978) defines “complex” as consisting of inter-
connected or interwoven parts. Karwowski et al. (1988)
proposed to represent the artifact—human system ($) as
a construct which contains the human subsystem (H ), an
artifact subsystem (A), an environmental subsystem (E),
and a set of interactions (/) occurring between different
elements of these subsystems over time (7). In the above
framework, compatibility is a dynamic, natural phe-
nomenon that is affected by the artifact—human system
structure, its inherent complexity, and its entropy or the
level of incompatibility between the system’s elements.
Since the structure of system interactions (/) determines
the complexity and related compatibility relationships in
a given system, compatibility should be considered in
relation to the system’s complexity.

The system space, denoted here as an ordered set
[(complexity, compatibility)], is defined by the four
pairs as follows [(high, high), (high, low), (low, high),
(low, low)]. Under the best scenario, that is, under the
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most optimal state of system design, the artifact—human
system exhibits high compatibility and low complexity
levels. It should be noted that the transition from high to
low level of system complexity does not necessarily lead
to improved (higher) level of system compatibility. Also,
it is often the case in most of the artifact—human systems
that an improved (higher) system’s compatibility can
only be achieved at the expense of increasing the
system’s complexity.

As discussed by Karwowski et al. (1988), the lack
of compatibility, or ergonomics incompatibility (EI),
defined as degradation (disintegration) of the artifact—
human system, is reflected in the system’s measurable
inefficiency and associated human losses. In order to
express the innate relationship between the systems’s
complexity and compatibility, Karwowski et al.
(1988, 1991) proposed the complexity—incompatibility
principle, which can be stated as follows: As the
(artifact—human) system complexity increases, the
incompatibility between the system elements, as exp-
ressed through their ergonomic interactions at all system
levels, also increases, leading to greater ergonomic
(nonreducible) entropy of the system and decreasing
the potential for effective ergonomic intervention. The
above principle was illustrated by Karwowski (1995)
using as an example the design of an office chair (see
Figure 11). Karwowski (1992a) also discussed the
complexity—compatibility paradigm in the context of
organizational design. It should be noted that the above
principle reflects the natural phenomena that others
in the field have described in terms of difficulties

System entropy
E(S) > E(H) - E(R)

E(H,)

Simple chair [1]

E(S,)

HUMAN FACTORS FUNCTION

encountered in humans interacting with consumer
products and technology in general. For example,
according to Norman (1988), the paradox of technology
is that added functionality to an artifact typically comes
with the trade-off of increased complexity. These added
complexities often lead to increase human difficulty and
frustration when interacting with these artifacts. One of
the reasons for the above is that technology which has
more features also has less feedback. Moreover, Nor-
man noted that the added complexity cannot be avoided
when functions are added and can only be minimized
with good design that follows natural mapping between
the system elements (i.e., the control-display compat-
ibility). Following Ashby’s (1964) law of requisite
variety, Karwowski (1995) proposed the corresponding
law, called the “law of requisite complexity,” which
states that only design complexity can reduce system
complexity. The above means that only the added com-
plexity of the regulator (R = re/design), expressed by
the system compatibility requirements (CR), can be used
to reduce the ergonomics system entropy (§), that is,
reduce overall artifact—human system incompatibility.

9 CONGRUENCE BETWEEN MANAGEMENT
AND ERGONOMICS

Advanced technologies with which humans interact
toady constitute complex systems that require a high
level of integration from both the design and manage-
ment perspectives. Design integration typically focuses
on the interactions between hardware (computer-based

Complex chair [2]
E(H,)

E(S,)

Design: E(R,)
Regulator

Entropy E(R)

Ergonomic
Intervention
(compatibility
requirements)

E(R,)

Complexity

< Complexity,

Figure 11 System entropy determination: example of a chair design (after Karwowski, 1995).
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Figure 12 Desired goals for ergonomics literacy (Karwowski, 2003).

technology), organization (organizational structure),
information system, and people (human skills, training,
and expertise). Management integration refers to the
interactions between various system elements across the
process and product quality, workplace and work system
design, occupational safety and health programs, and
corporate environmental protection policies. As stated
by Hamel (2007), “Probably for the first time since the
Industrial Revolution, you cannot compete unless you
are able to get the best out of people....” Hamel also
pointed out: “You cannot build a company that is fit
for the future, unless you build a company that is fit
for human beings.” Unfortunately, the knowledge base
of human factors and its principles of human-centered
design have not yet been fully explored and applied in
the area of business management. (See Figure 12.)
The scientific management originated with the work
by Frederick W. Taylor (1911), who studied, among
other problems, how jobs were designed and how work-
ers could be trained to perform these jobs. The natu-
ral congruence between contemporary management and
HFE can be described in the context of the respec-
tive definitions of these two disciplines. Management
is defined today as a set of activities, including (1)
planning and decision making, (2) organizing, (3) lead-
ing, and (4) controlling, directed at an organization’s
resources (human, financial, physical, and information)
with the aim of achieving organizational goals in an
efficient and effective manner (Griffin, 2001). The main
elements of the management definition presented above
and central to ergonomics are the following: (1) orga-
nizing, (2) human resource planning, and (3) effective
and efficient achievement of organizational goals. In the
description of these elements, the original terms pro-
posed by the Griffin (2001) are applied in order to

ensure precision of the used concepts and terminol-
ogy. Organizing is deciding which is the best way to
group organizational elements. The job design is the
basic building block of an organizational structure. Job
design focuses on identification and determination of the
tasks and activities for which the particular workers are
responsible.

It should be noted that the basic ideas of management
(i.e., planning and decision making, organizing, leading,
and controlling) are also essential to HFE. An example
of the mapping between the management knowledge
(planning function) and human factors knowledge is
shown in Figure 13. Specifically, common to manage-
ment and ergonomics are the issues of job design and
job analysis. Job design is widely considered to be the
first building block of an organizational structure. Job
analysis as a systematic analysis of jobs within an orga-
nization allows us to determine an individual’s work-
related responsibilities. The human resource planning is
an integral part of the human resource management. The
starting point for this business function is a job analy-
sis, that is, a systematic analysis of the workplace in the
organization. Job analysis consists of two parts: (1) job
description and (2) job specification. Job description
should include description of the task demands and the
work environment conditions, such as work tools, mate-
rials, and machines needed to perform specific tasks.
Job specification determines abilities, skills, and other
worker characteristics necessary for effective and effi-
cient tasks performance in a particular job.

The discipline of management also considers
important human factors that play a role in achieving
organizational goals in an effective and efficient way.
Such factors include (1) work stress in the context of
individual workers’ behavior and (2) human resource
management in the context of safety and health
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Figure 13 Human factors knowledge mapping: planning processes (left side) related to organizational design as part of
business management and relevant human characteristics (middle and right sides).

management. The work stress may be caused by the
four categories of the organizational and individual fac-
tors: (1) decision related to the task demands; (2) work
environment demands, including physical, perceptional,
and cognitive task demands, as well as quality of the
work environment, that is, adjustment of the tools and
machines to the human characteristics and capabilities;

(3) role demands related to the relations with supervisor
and co-workers; and (4) interpersonal demands, which
can cause conflict between workers, for example,
management style and group pressure. The human
resource management includes provision of the safe
work conditions and environment at each workstation,
in the workplace, and in the entire organization.
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It should also be noted that the elements of the man-
agement discipline described above, such as job design,
human resource planning (job analysis and job specifi-
cation), work stress management, and safety and health
management, are essential components of the HFE sub-
discipline often called industrial ergonomics. Industrial
ergonomics, which investigates the human—system rela-
tionships at the individual workplace (workstation) level
or at the work system level, embraces the knowledge
that is also of central interest to management. From
this point of view, industrial ergonomics in congru-
ence with management is focusing on the organization
and management at the workplace level (work system
level) through the design and assessment (testing and
evaluation) of job tasks, tools, machines, and work envi-
ronments in order to adapt these to the capabilities and
needs of the workers.

Another important subdiscipline of HFE with respect
to the central focus of the management discipline is
macroergonomics. According to Hendrick and Kleiner
(2001), macroergonomics is concerned with the analysis,
design, and evaluation of work systems. Work denotes
any form of human effort or activity. System refers
to sociotechnical systems, which range from a single
individual to a complex multinational organization. A
work system consists of people interacting with some
form of (1) job design (work modules, tasks, knowledge,
and skill requirements), (2) hardware (machines or tools)
and/or software, (3) the internal environment (physical
parameters and psychosocial factors), (4) the external
environment (political, cultural, and economic factors),
and (5) an organizational design (i.e., the work system’s
structure and processes used to accomplish desired
functions).

The unique technology of HFE is the human—system
interface technology. The human—system interface tech-
nology can be classified into five subparts, each with
a related design focus (Hendrick, 1997; Hendrick &
Kleiner, 2001):

1. Human-—machine interface technology or hard-
ware ergonomics

2.  Human—environment interface technology or
environmental ergonomics

3. Human-software interface technology or cogni-
tive ergonomics

4.  Human—job interface technology, or work
design ergonomics

5. Human-organization interface technology or
macroergonomics In this context, as disussed
by (Hendrick and Kleiner, 2001), the HFE
discipline discovers knowledge about human
performance capabilities, limitations, and other
human characteristics in order to develop
human—system interface (HSI) technology,
which includes the interface design principles,
methods, and guidelines. Finally, the HFE pro-
fession applies the HSI technology to the design,
analysis, test and evaluation, standardization,
and control of systems.

10 HUMAN-CENTERED DESIGN OF
SERVICE SYSTEMS

An important area of interest to the contemporary HFE
discipline is the development and operation of ser-
vice systems that employ today more than 60% of the
workforce in the United States, Japan, and Germany
(Salvendy and Karwowski, 2010). The major compo-
nents in most service operations are people, infras-
tructure, and technology (Bitran and Pedrosa, 1998).
Contemporary service systems can be characterized into
four main dimensions (Fihnrich and Meiren, 2007):

e Structure: human, material, information, com-
munication, technology, resources, and operating
facilities
Processes: process model, service provision

Outcomes: product model, service content, con-
sequences, quality, performance and standards

e Markets: requirement model, market require-
ments, and customer needs

Service system design extends the basic design
concepts to include the experience that clients have with
products and services. It also applies to the processes,
strategies, and systems that are behind the experiences
(Moritz, 2005). The key principles of customer-centered
service system (CSS) design are characterized by the
relationship between knowledge and technology. CSS
involves the knowledge that is required to deliver the
service, whether it is invested in the technology of the
service or in the service provider (Hulshoff et al., 1998;
McDermott et al., 2001).

Knowledge requirements in service systems design
and modeling have been categorized into three main
categories: knowledge based, knowledge embedded,
and knowledge separated (McDermott et al., 2001).
A knowledge-based service system such as teaching
depends on customer knowledge to deliver the service.
This knowledge may become embedded in a product
that makes the services accessible to more people.
An example of this is logistics providers, where
the technology of package delivery is embedded in
service system computers that schedule and route the
delivery of packages. The delivery personnel contribute
to critical components of both delivery and pickup.
Their knowledge is crucial to satisfying customers
and providing quality services. The CSS approach
contributes to systems development processes rather
than replaces them. Key principles of customer-centered
service systems have been identified:

e Clear Understanding of User and Task Require-
ments. Key strengths of customer-centered ser-
vice systems design are the spontaneous and
active involvement of service users and the
understanding of their task requirements. Involv-
ing end users will improve service system accep-
tance and increase commitment to the success of
the new service.

e Consistent Allocation of Functions between
Users and Service System. Allocation of
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Figure 14 Domains of human systems integration (adapted from Air Force, 2005).

functions should be based on full understanding
of customer capabilities, limitations, and task
demands.

e [terative Service System Design Approach. lter-
ative service system design solutions include
processing responses and feedback from service
users after their use of proposed design solu-
tions. Design solutions could range from simple
paper prototypes to high-fidelity service systems
mock-ups.

e  Multidisciplinary Design Teams. Customer-
centered service system design is a multitask
collaborative process that involves multidisci-
plinary design teams. It is crucial that the service
system design team comprise professionals
and experts with suitable skills and interests
in the proposed service system design. Such a
team might include end users, service handlers
(front-stage service system designers), managers,
usability specialists, software engineers (back-
stage service system designers), interaction
designers, user experience architects, and training
support professionals.

11 HUMAN-SYSTEMS INTEGRATION

The HFE knowledge is also being used for the
purpose of human—systems integration (HSI), especially
in the context of applying systems engineering to
the design and development of large-scale, complex
technological systems, such as those for the defense
and space exploration industries (Malone and Carson,
2003; Handley and Smillie, 2008; Hardman et al.,
2008; Folds et al., 2008). The knowledge management
human domains have been identified internationally
and are shown in Figure 14. These include human

factors engineering, manpower, personnel, training,
safety and health hazards, habitability, and survivability.
As discussed by Ahram and Karwowski (2009a, 2009b),
these domains are the foundational human-centered
domains of HSI and can be described as follows (Air
Force, 2005, 2008, 2009):

Manpower Manpower addresses the number and
type of personnel in the various occupational special-
ties required and potentially available to train, operate,
maintain, and support the deployed system based on
work and workload analyses. The manpower commu-
nity promotes the pursuit of engineering designs that
optimize the efficient and economic use of manpower,
keeping human resource costs at affordable levels. Pro-
gram managers and decision makers, who determine
which manpower positions are required, must recognize
the evolving demands on humans (cognitive, physical,
and physiological) and consider the impact that technol-
ogy can make on humans integrated into a system, both
positive and negative.

Personnel The personnel domain considers the type
of human knowledge, skills, abilities, experience levels,
and human aptitudes (i.e., cognitive, physical, and sen-
sory capabilities) required to operate, maintain, and sup-
port a system and the means to provide (recruit and
retain) such people. System requirements drive person-
nel recruitment, testing, qualification, and selection. Per-
sonnel population characteristics can impact manpower
and training as well as drive design requirements.

Human Factors Engineering Human factors engi-
neering involves understanding and comprehensive
integration of human capabilities (cognitive, physical,
sensory, and team dynamics) into a system design,
starting with conceptualization and continuing through
system disposal. The primary concern for human factors
engineering is to effectively integrate human-—system
interfaces to achieve optimal total system performance
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(use, operation, maintenance, support, and sustainment).
Human factors engineering, through comprehensive
task analyses (including cognitive), helps define system
functions and then allocates those functions to meet
system requirements.

Environment Environment considers conditions
within and around the system that affect the human’s
ability to function as part of the system. Steps taken
to protect the total system (human, hardware, and soft-
ware) from the environment as well as the environment
(water, air, land, space, cyberspace, markets, organi-
zations, and all living things and systems) from the
systems design, development, manufacturing, operation,
sustainment, and disposal activities are considered here.
Environmental considerations may affect the concept of
operations and requirements.

Safety and Occupational Health Safety promotes
system design characteristics and procedures that min-
imize the potential for accidents or mishaps that cause
death or injury to operators, maintainers, and support
personnel as well as stakeholders and bystanders. The
operation of the system itself is considered as well as
prohibiting cascading failures in other systems. Using
safety analyses and lessons learned from prior systems
(if they exist), the safety community prompts design
features to prevent safety hazards where possible and
to manage safety hazards that cannot be avoided. The
focus is on designs that have redundancy and, where
an interface with humans exists, alerting the opera-
tors and users alike when problems arise and also help
to avoid and recover from errors. Occupational health
promotes system design features and procedures that
minimize the risk of injury, acute or chronic illness,
and disability and enhance job performance of person-
nel who operate, maintain, or support the system. The
occupational health community seeks to prevent health
hazards where possible and recommends personal pro-
tective equipment, protective enclosures, or mitigation
measures where health hazards cannot be avoided. How-
ever, a balance must be found between providing too
much information, thus increasing workload to unsafe
levels, and mitigating minor concerns (i.e., providing
too much information on faults such that managing this
information becomes a task in of itself).

Habitability Habitability involves the characteris-
tics of system living and working conditions such as
lighting, ventilation, adequate space, vibration, noise,
temperature control, availability of medical care, food
and drink services, suitable sleeping quarters, sanita-
tion, and personnel hygiene facilities. Such character-
istics are necessary to sustain high levels of personnel
morale, motivation, quality of life, safety, health, and
comfort, contributing directly to personnel effectiveness
and overall system performance. These habitability char-
acteristics also directly impact personnel recruitment and
retention.

Survivability Survivability addresses the character-
istics of a system (e.g., life support, personal protective
equipment, shielding, egress or ejection equipment, air
bags, seat belts, electronic shielding) that reduce suscep-
tibility of the total system to operational degradation or
termination, to injury or loss of life, and to a partial or

complete loss of the system or any of its components.
These issues must be considered in the context of the
full spectrum of anticipated operations and operational
environments and for all people who will interact with
the system (e.g., users/customers, operators, maintain-
ers, or other support personnel). Adequate protection and
escape systems must provide for personnel and system
survivability when they are threatened with harm.

Malone and Carson (2003) stated the goal of the
HSI paradigm as “to develop a system where the
human and machine synergistically and interactively
cooperate to conduct the mission.” They state that the
“low hanging fruit” of performance improvement lies
in the human—machine interface block. The basic steps
for the HSI approach can be summarized as follows
(Karwowski and Ahram, 2009):

e  Human-Systems Integration Process. Apply a
standardized HSI approach that is integrated with
systems processes.

e Top-Down Requirements Analysis. Conduct this
type of analysis at the beginning and at appro-
priate points to decide which steps to take to
optimize manpower and system performance.

e  Human—Systems Integration Strategy. Incorpo-
rate HSI inputs into system processes throughout
the life cycle, starting from the beginning of the
concept and continuing through the operational
life of the system.

e  Human-—Systems Integration Plan. Prepare and
update this plan regularly to facilitate HSI
activities.

e Human—Systems Integration Risks. Identity, pri-
oritize, track, and mitigate factors that will
adversely affect human performance.

e Human—Systems Integration Metrics. Implement
practical metrics in specifications and operating
procedures to evaluate progress continually.

e Human Interfaces. Assess the relationships bet-
ween the individual and the equipment, between
the individual and other individuals, and between
the individual (or organization) and the organi-
zation to optimize physiological, cognitive, or
sociotechnical operations.

e Modeling. Use simulation and modeling tools to
evaluate trade-offs.

12 COMMITTEE ON HUMAN-SYSTEMS
INTEGRATION OF THE NATIONAL RESEARCH
COUNCIL

As described by the NRC (2010), the Committee on
Human Factors was originally created in 1980 at the
request of the U.S. Army, Navy, and Air Force to
assist them in addressing various military issues. This
committee was renamed in 2008 as the Committee on
Human-Systems Integration (COHSI) and has expanded
its scope of activities to include nonmilitary issues,
such as human factors engineering, physical ergonomics,
training, occupational health and safety, health care,
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Table 12 Membership of the International Ergonomics Association

HUMAN FACTORS FUNCTION

Federated Society name Initials Website
Societies
Argentina Argentinian Ergonomics Society ADEA www.adeargentina.org.ar
Australia Human Factors and Ergonomics HFESA http://www.ergonomics.org.au
Society of Australia
Austria Austrian Ergonomics Society OAE www.imw.tuwien.ac.at/oeae
Belgium Belgian Ergonomics Society BES http://www.emploi.belique.be
Brazil Brazilian Ergonomics Society ABERGO www.abergo.org.br
Canada Association of Canadian ACE www.ace-ergocanada.ca
Ergonomists
Chile Chilean Ergonomics Society SOCHERGO http://www.sochergo.cl/
China Chinese Ergonomics Society ChES n/a
Columbia Colombian Ergonomics Society SCE http://www.sociedadcolombianadeergonomia
.com/
Croatia Croatian Ergonomics Society CrES n/a
Czech Czech Ergonomics Society CzES http://www.bozpinfo.cz/
Republic
Ecuador Ecuador Ergonomics Society AEERGO n/a
Francophone French Language Ergonomics SELF http://www.ergonomie-self.org/
Society Society
Germany German Ergonomics Society GFA www.gfa-online.de
Greece Hellenic Ergonomics Society HES WWW.ergonomics.gr
Hong Kong Hong Kong Ergonomics Society HKES http://www.ergonomics.org.hk/
Hungary Hungarian Ergonomics Society MES http://www.met.ergonomiavilaga.hu/subsites/
index_eng.htm
India Indian Society of Ergonomics ISE http://www.ise.org.in/
Indonesia Indonesian Ergonomics Society PEI http://www.iesnet.org
Iran Iranian Ergonomics Society IES www.modares.ac.ir/ies
Ireland Irish Ergonomics Society IrES http://www.ergonomics.ie/IES.html
Israel Israel Ergonomics Association IEA http://www.ergonomicsisrael.org
Italy Italian Society of Ergonomics SIA www.societadiergonomia.it
Japan Japan Ergonomics Society JES http://www.ergonomics.jp
Latvia Latvian Ergonomics Society http://www.ergonomika.lv
Mexico Mexican Ergonomics Society SEM http://www.semac.org.mx
Netherlands  Dutch Ergonomics Society NVVE www.ergonoom.nl
New Zealand New Zealand Ergonomics Society NZES WWW.ergonomics.org.nz
Nordic Nordic Ergonomics Society NES http://www.nordicergonomics.org/
countries
Philippines Philippines Ergonomics Society PHILERGO n/a
Poland Polish Ergonomics Society PES http://ergonomia-polska.com
Portugal Portuguese Ergonomics Association ~APERGO n/a
Russia Inter-Regional Ergonomics IREA n/a
Association
Serbia Ergonomics Society of Serbia ESS n/a
Singapore Ergonomics Society of Singapore ERGOSS http://www.ergoss.org/
Slovakia Slovak Ergonomics Association SEA n/a
South Africa  Ergonomics Society of South Africa  ESSA Www.ergonomicssa.com
South Korea  Ergonomics Society of Korea ESK http://esk.or.kr
Spain Spanish Ergonomics Association AEE http://www.ergonomos.es
Switzerland ~ Swiss Society for Ergonomics SSE http://www.swissergo.ch/de/index.php
Taiwan Ergonomics Society of Taiwan EST www.est.org.tw
Thailand Ergonomics Society of Thailand EST www.est.or.th
Tunisia Tunisian Ergonomics Society STE http://www.st-ergonomie.org/
Turkey Turkish Ergonomics Society TES
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Table 12 (continued)

Federated Society name Initials Website
Societies
Ukraine All-Ukrainian Ergonomics AUEA http://ergotech.org.ua
Association
United Institute of Ergonomics and Human  ES http://www.ergonomics.org.uk/
Kingdom Factors
United Human Factors and Ergonomics HFES http://hfes.org
States Society
Affiliated
Societies
Japan Human Ergology Society HES http://www.humanergology.com
Nigeria Ergonomics Society of Nigeria ESN WWW.esnig.org
IEA
Networks

South-East Asia Network of
Ergonomics Societies

Federation of European Ergonomics  FEES

Societies

Union of Latin-American Ergonomics ULAERGO

Societies

SEANES

http://www.seanes.org/index1_type.html
www.fees-network.org

www.ulaergo.net

Note: n/a = not available in public domain.
Source: www.iea.cc.

product design, and macroergonomics. The main objec-
tive of the committee is to provide new perspectives
on theoretical and methodological issues concerning the
relationship of individuals and organizations to technol-
ogy and the environment; identify critical issues in the
design, test, evaluation, and use of new human-centered
technologies;, and advise committee sponsors on the
research needed to expand the scientific and technical
bases for effectively designing new technology and train-
ing employees. Currently, the meetings and activities of
the COHSI are sponsored by the Agency for Health-
care Research and Quality, Federal Aviation Admin-
istration, the Human Factors and Ergonomics Society,
the National Institute on Disability and Rehabilitation
Research, Office of Naval Research, the U.S. Army
Research Laboratory, and the U.S. Air Force Research
Laboratory.

13 THE INTERNATIONAL ERGONOMICS
ASSOCIATION (WW.IEA.CC)

Over the last 30 years, ergonomics as a scientific dis-
cipline and as a profession has been rapidly growing,
expanding its scope and breadth of theoretical inquiries,
methodological basis, and practical applications (Meis-
ter 1997, 1999; Chapanis, 1999; Stanton and Young,
1999; Kuorinka, 2000; Karwowski, 2001; IEA 2003).
As a profession, the field of ergonomics has seen devel-
opment of formal organizational structures (i.e., the
national and cross-national ergonomics societies and
networks) in support of HFE discipline and profession-
als internationally. As of 2010, the IEA consisted of
47 member (federated) societies plus 2 affiliated soci-
eties and 3 IEA networks, representing over 18,000 HFE
members worldwide (see Table 12). The main goals of

the IEA are to elaborate and advance the science and
practice of ergonomics at an international level and to
improve the quality of life by expanding the scope of
ergonomics applications and contributions to the global
society. A list of current IEA technical committees is
shown in Table 13.

Some past IEA activities have focused on develop-
ment of programs and guidelines in order to facilitate
the discipline and profession of ergonomics worldwide.
Examples of such activities include an international
directory of ergonomics programs, core competencies
in ergonomics, criteria for IEA endorsement of certify-
ing bodies in professional ergonomics, guidelines for a
process of endorsing a certification body in professional
ergonomics, guidelines on standards for accreditation
of ergonomics education programs at tertiary (univer-
sity) level, or ergonomics quality in design (EQUID)
programs. More information about these programs can
be found on the IEA websire (www.ie.cc). In addi-
tion to the above, the IEA endorses scientific jour-
nals in the field. A list of the core HFE journals is
given in Table 14. A complete classification of the core
and related HFE journals was proposed by Dul and
Karwowski (2004).

The IEA has also developed several actions
for stimulating development of HFE in industrially
developing countries (IDCs). Such actions include the
following elements:

e Cooperating with international agencies such
as the ILO (International Labour Organisation),
WHO (World Health Organisation), and profes-
sional scientific associations with which the IEA
has signed formal agreements

e Working with major publishers of ergonomics
journals and texts to extend their access to
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Table 13 IEA Technical Committees

Activity Theories for Work Analysis and Design
Aerospace HFE

Affective Product Design

Aging

Agriculture

Anthropometry

Auditory Ergonomics

Building and Construction

Ergonomics for Children and Educational Environments
Ergonomics in Design

Ergonomics in Manufacturing

Gender and Work

Healthcare Ergonomics

Human Factors and Sustainable Development
Human Simulation and Virtual Environments
Mining

Musculoskeletal Disorders

Online Communities

Organizational Design and Management
Process Control

Psychophysiology in Ergonomics

Safety & Health

Slips, Trips and Falls

Transport

Visual Ergonomics

Work with Computing Systems (WWCS)

Source: www.iea.cc

federated societies, with particular focus on
developing countries

e Development of support programs for develop-
ing countries to promote ergonomics and extend
ergonomics training programs

Table 14 Core HFE Journals

HUMAN FACTORS FUNCTION

e Promotion of workshops and training programs
in developing countries through the supply of
educational kits and visiting ergonomists

e Extending regional ergonomics “networks” of
countries to countries with no ergonomics pro-
grams located in their region

e Supporting non-IEA member countries consider-
ing application for affiliation to the IEA in con-
junction with the IEA Development Committee

14 FUTURE HFE CHALLENGES

The contemporary HFE discipline exhibits rapidly
expanding application areas, continuing improvements
in research methodologies, and increased contributions
to fundamental knowledge as well as important applica-
tions to the needs of the society at large. For example,
the subfield of neuroergonomics focuses on the neural
control and brain manifestations of the perceptual, phys-
ical, cognitive, emotional, and so on, interrelationships
in human work activities (Parasuraman, 2003). As the
science of the brain and work environment, neuroer-
gonomics aims to explore the premise of design of work
to match the neural capacities and limitations of people.
The potential benefits of this emerging branch of HFE
are improvements of medical therapies and applications
of more sophisticated workplace design principles. The
near future will also see development of the entirely
new HFE domain that can be called nanoergonomics.
Nanoergonomics will address the issues of humans inter-
acting with the devices and machines of extremely small
dimensions and in general with the nanotechnology.
Finally, it should be noted that developments in
technology and the socioeconomic dilemmas of the
twenty-first century pose significant challenges for HFE
discipline and profession. According to the report on
major predictions for science and technology in the

Official IEA journal
IEA-endorsed Journals

Ergonomics?

Applied Ergonomics?

Human Factors and Ergonomics in Manufacturing and Service Industries?
International Journal of Industrial Ergonomics?

International Journal of Human-Computer Interaction? International Journal of
Occupational Safety and Ergonomics

Theoretical Issues in Ergonomics Science
Ergonomia: An International Journal of Ergonomics and Human Factors

Other core journals

Non-ISI journals

Human Factors?
Le Travail Human?
Asian Journal of Ergonomics

Japanese Journal of Ergonomics

Occupational Ergonomics

Tijdschrift voor Ergonomie

Zeitschrift fir Arbeitswissenschaft

Zentralblatt ftir Arbeirsmedizin, Arbeitsschurz und Ergonomie

Source: Dul and Karwowski (2004).
2|8l (Institute for Scientific Information) ranked journals.
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twenty-first century published by the Japan Ministry
of Education, Culture, Sports, Science and Technol-
ogy MEXT (2006), several issues will affect the future
of our civilization, including developments in genetics
(creation of an artificial life, extensive outer space explo-
ration); developments in cognitive sciences (human cog-
nitive processes through artificial systems); a revolution
in medicine (cell and organ regeneration, nanorobotics
for diagnostics and therapy, superprosthesis, artificial
photosynthesis of foods, elimination of human starvation
and malnutrition, and safe genetic foods manipulation);
full recycling of resources and reusable energy (biomass
and nanotechnology); changes in human habitat (100%
underground manufacturing, separation of human habi-
tat from natural environments); clean-up of the negative
effects of the twentieth century (natural sources of clean
energy); communication, transport, and travel (auto-
mated transport systems, revolution in supersonic small
aircraft and supersonic travel, underwater ocean travel);
and human safety (human error avoidance technology,
control of the forces of nature, intelligent systems for
safety in all forms of transport). The above issues will
also affect the future direction in the development of
human factors and ergonomics, as the discipline that
focuses on the science, engineering, design, technology,
and management of human-compatible systems.
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1 INTRODUCTION

1.1 Human Factors Engineering
and the Systems Approach
in Today’s Environments

1.1.1 Overview

Human factors is generally defined as the “scientific
discipline concerned with the understanding of interac-
tions among humans and other elements of a system,
and the profession that applies theory, principles, data,
and other methods to design in order to optimize human
well-being and overall system performance” (Interna-
tional Ergonomics Association, 2010). The focus of
human factors is on the application of knowledge about
human abilities, limitations, behavioral patterns, and
other characteristics to the design of person—machine
systems. By definition, a person—machine system is a
system which involves an interaction between people
and other system components, such as hardware, soft-
ware, tasks, environments, and work structures. The sys-
tem may be simple, such as a human interacting with
a hand tool, or it may be complex, such as an avia-
tion system or a physician interacting with a complex
computer display that is providing information about
the status of a patient. The general objectives of human
factors are to maximize human and system efficiency,
health, safety, comfort, and quality of life (Sanders and
McCormick, 1993; Wickens et al. 2004). In terms of
research, this involves studying human performance to
develop design principles, guidelines, methodologies,
and tools for the design of the human-—system interface.
Research relevant to the field of human factors can range
from basic, such as understanding the impact of aging on
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reaction time, to very applied, such as the understanding
if multimodal cues enhance visual search performance
in dynamic environments such as air traffic control. In
terms of practice, human factors involves the applica-
tion of these principles, guidelines, and tools to the
actual design and evaluation of real-world systems and
system components or the design of training programs
and instructional materials that support the performance
of tasks or the use of technology/equipment (Hendrick
and Kleiner, 2001). In all instances human factors is
concerned with optimizing the interaction between the
human and the other systems components.

Given the focus on human performance within the
context of tasks and environments, systems theory and
the systems approach are fundamental to human factors
engineering. Generally, systems theory argues for a uni-
fied nature of reality and the belief that the components
of a system are meaningful only in terms of the general
goals of the entire system. A basic tenet among systems
theorists is that all systems are synergistic and that the
whole is greater than the sum of its parts. This is in
contrast to a reductionist approach, which focuses on
a particular system component or element in isolation.
The reductionist approach has traditionally been the
“popular” approach to system design, where the focus
has been on the physical or technical components of a
system, with little regard for the behavioral component.
In recent years the increased incidence of human error in
the medical, transportation, safety, energy, and nuclear
power environments and the resultant horrific conse-
quences as well as the limited success of many technical
developments have demonstrated the shortcomings of
this approach and the need for a systems prospective.

Gavriel Salvendy
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As noted by Gorman and colleagues (2010), if there is a
polarity between high technologies and humans that use
them, errors can arise, especially if the system is asked to
respond in a novel or unanticipated situation. A cogent
example cited by the authors is the poor coordination of
the system-level response following Hurricane Katrina.
Other examples include adverse patient outcomes, oil
spills (e.g., Exxon Valdez), and transportation incidents
such as Flight 3407, the commercial commuter plane
that crashed in the Buffalo, New York, area in 2009.

Implicit in the belief in systems theory is adoption
of the systems approach. Generally, the systems ap-
proach considers the interaction among all of the
components of a system relative to system goals when
evaluating particular phenomena. Systems methodology
represents a set of methods and tools applicable to
(1) the analysis of systems and system problems; (2) the
design, development, and deployment of systems; and
(3) the management of systems and change in systems
(Banathy and Jenlink, 2004). As noted by Sage and
Rouse (2009), today’s systems are often large scale and
complex, and simply integrating individual subsystems
is insufficient and does not typically result in a system
that performs optimally. Instead, systems methodologies
must be employed throughout the entire life cycle of
the system. Further, systems engineering must use a
variety of methodologies and analytical methods as
well as knowledge from a multitude of disciplines.

Applied to the field of human factors, the systems
concept implies that human performance must be eval-
uated in terms of the context of the system and that the
efficiency of a system is determined by optimizing the
performance of the human and the physical/technical
components of the system. Further, optimization of
human and system efficiency requires consideration
of all major system components throughout the design
process. Unfortunately, there has been a long tradition
in the design and implementation of systems that places
the primary emphasis on the technology components of
the system without equal consideration of the person
component (Gorman et al., 2010). A basic tenet of
human factors is that design efforts that do not consider
the human element will not achieve the maximum
level of performance. For this reason, a discussion
of the role of human factors in system design and
evaluation is central to a handbook on human factors
engineering. This is especially true in today’s era of
computerization and automation where systems are
becoming increasingly large and complex and involve
multiple components and interrelationships.

In this chapter we discuss the role of human factors
engineering in system design. The focus is on the
approaches and methodologies used by human factors
engineers to integrate knowledge regarding human
performance into the design process. The topic of
system design is vast and encompasses many areas of
specialization within human factors. Thus, we introduce
several concepts that are covered in depth in other
chapters of the handbook. Prior to discussing the design
process, a summary of changes in today’s systems and a
brief history of the systems approach are provided. Our
overall intent in the chapter is to provide an overview
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of the system design process and to demonstrate the
importance of human factors to systems design. Further,
we introduce new approaches to system design that are
being applied to complex, integrated systems.

1.1.2 Changes in Work and Organizational
Systems

Work organizations and social environments have
changed enormously over the past decade, and these
changes will continue as technology and demo-
graphic/social patterns evolve. Technology by its nature
is dynamic, and continual developments in technology
are changing work processes, the content of jobs,
where work is performed, and the delivery of education
and training. These changes will continue as new
technologies emerge and we continue to move toward
a service sector economy. For example, telework,
where work is performed outside of the workplace and
oftentimes in the home, is increasing on both a full-
and part-time basis. In addition, technology-mediated
learning, or “e-learning,” is emerging as the preferred
method for training employees (Czaja and Sharit, 2009).

Systems and organizations are also changing dramat-
ically due to the growth of new organizational structures,
new management practices, and technology. Changes
include a shift from vertically integrated business orga-
nizations to less vertically integrated, specialized firms.
Another shift is to decentralized management and col-
laborative work arrangements and team work across
distributed organizational systems. Because of the com-
plexity of tasks involved in complex systems, multi-
operator teams are often preferred as the skills and
abilities of a team can exceed the capabilities and work-
load constraints of individual operators (Salas et al.,
2008). In these cases effective collaboration among the
group members is challenging and requires a balance
between efficiency and participatory involvement of as
many stakeholders. In this regard, technology, such
group support systems, has helped make it possible
for organizations to use very large and diverse groups
to solve problems. However, collaborative technology
systems do not address all of the issues facing large
groups such as meeting scheduling and information
overload (de Vreede et al., 2010). Further, in many work
domains, such as air traffic management and safety-
critical domains, group members with different roles and
responsibilities are distributed physically. There is also
a shift towards knowledge-based organizations where
intellectual capital is an important organizational asset.
Together, these changes in work structures and processes
result in an increased demand for more highly skilled
workers who have a broader scope of knowledge and
skills in decision making and knowledge management.

Also, in many domains such as the military, health
care, and communication, there is an increased concern
with “systems of systems” where different systems orig-
inally designed for their own purposes are integrated to
produce a new and complex large system. The challenge
associated with systems of systems has given rise to
the discipline of human systems integration (HSI),
which is a comprehensive multidisciplinary management
and technical approach for ensuring consideration of
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the person in all stages of the system life cycle. HSI
includes manpower, personnel, training, environment,
safety, health, human factors engineering, habitability,
and survivability. It is also concerned with the design
process and the development of tools and methods that
help to ensure that stakeholders and designers work
together to ensure that the abilities, limitations, and
needs of users are considered in all phases of the design
cycle. HSI has been largely employed in military
systems (Pew and Mavor, 2007; Liu et al., 2009).

The demographics of the population are also chang-
ing. As depicted in Figure 1, the number of older adults
in the United States is dramatically increasing. Of partic-
ular significance is the increase in the number of people
aged 85+ years. The aging of the population has vast
implications for the design of systems. For example,
increases in the number of older people coupled with a
shrinking labor pool due to a decline in fertility rates will
threaten economic growth, living standards, and pension
and health benefit financing. To this end, current changes
in pension policies favor extending working life, and
many industries are looking to older workers to address
the emerging problem of labor and skill shortages due
to the large number of older employees who are leaving
the workforce and the smaller pool of available work-
ers. Many adults in their middle and older years are
choosing to remain in the workforce longer or return
to work because of concerns about retirement income,
health care benefits, or a desire to remain productive
and socially engaged. Together, these trends suggest an
increase in the number of older workers in the upcoming
decades (Figure 2). These trends are paralleled in other
countries. In the European Union (EU), the aging of the
workforce and supporting social structures are a major
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concern, and a major goal for the countries in the EU is
to increase the employment rate of people aged 55—-64
years (Ilmarinen, 2009). Overall, these trends imply that
organizations will need to focus on strategies to accom-
modate an increasingly older workforce. Thus there is a
great need for understanding the capabilities, limitations,
and preferences of older adults with respect to current
jobs, work scheduling, and training. There are also many
unanswered questions regarding the impact of aging and
an older workforce on team functioning and processes.
This is an important consideration given the current
focus on collaborative work. The aging of the popula-
tion also has implications for system design within other
domains such as transportation and health care.

The number of women in the labor force has also
been increasing steadily, which also has implications for
job and workplace design. For example, many women
are involved in caregiving for an older relative or friend.
Current estimates indicate that about 22% of adults in
the United States are engaged in some form of care-
giving. Most informal caregivers currently work either
full time or part time, and these caregivers (~59-75%)
are typically middle-aged women at the peak of their
earning power (Family Caregiving Alliance, 2010). As
noted by Schulz and Martire (2009), increases in both
labor force participation rates of women and the num-
ber of people who need informal care raise important
questions about how effectively the work and caregiver
roles can be combined and what strategies can be used
to optimize work and caregiving scenarios. Finally, due
to the globalization of trade and commerce, many sys-
tems include people from a variety of ethnic and cultural
backgrounds. As noted by Strauch (2010), ethnic and
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Figure 1
and Stoops, 2002; U.S. Census Bureau, 2008).

U.S. historical and projected older adult population as percentage of the total population: 1900—-2050 (Hobbs
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Figure 2 Projected labor force participation rates of older adults, 1986-2016 (Toossi, 2007).

cultural values vary with respect to work practices, com-
munication, and family. Cultural/ethnic values are also
dynamic and change over time. If ethnic/cultural factors
are not considered in systems design and operations,
there may be breakdowns in system team performance
and overall system efficiency. To date, there is limited
information on how cultural factors affect issues such
as team work, communication, and the overall opera-
tions of systems. In general, all of the aforementioned
issues underscore the need for a more human factors
involvement in systems design.

1.2 Brief History of the Systems Approach
and Human Factors Engineering

The systems concept was initially a philosophy associ-
ated with thinkers such as Hegel, who recognized that
the whole is more than the sum of its parts. It was also a
fundamental concept among Gestalt psychologists, who
recognized the importance of “objectness” or wholeness
to human perception. The idea of a general systems the-
ory was developed by Bertalanffy in the late 1930s and
developed further by Ashby in the 1940s (Banathy and
Jenlink, 2004). The systems approach, which evolved
from systems thinking, was developed initially in the
biological sciences and refined by communication engi-
neers in the 1940s. Adoption of this approach was bol-
stered during World War II when it was recognized
that military systems were becoming too complex for
humans to operate successfully. This discovery gave rise
to the emergence of the field of human factors engineer-
ing and its emphasis on human—machine systems.
Sheridan (2002) classified the progress of human fac-
tors and the study of human—machine systems into three
phases: phase A (knobs and dials), phase B (borrowed
engineering models), and phase C (human—computer
interaction). The initial time period, phase A, gave
birth to the concept of human—machine systems. The

focus of human factors engineers was primarily on air-
craft (civilian and military) and weapon systems, with
limited applications in the automotive and communica-
tion industries. Following World War II there was an
appreciation of the need to continue to develop human
factors. The initial focus of this effort was on the design
of displays and controls and workstations for defense
systems. In this era, human factors study was often
equated with the study of knobs and dials. During phase
B the field began to evolve beyond knobs and dials when
human factors engineers recognized the applicability of
system engineering models to the study of human perfor-
mance. During the 1960s, systems theory became a dom-
inant way of thinking within engineering, and human
factors engineers began to use modeling techniques,
such as control theory, to predict human—system perfor-
mance. A number of investigators were concerned with
developing models of human performance and apply-
ing these models to system design. At the same time,
the application of human factors expanded beyond the
military, and many companies began to establish human
factors groups. The concept of the human—machine sys-
tem also expanded as human factors engineers became
involved with the design of consumer products and
workplaces.

Phase C refers to the era of human—computer inter-
action. Advances in computing power and automation
have changed the nature of human—machine systems
dramatically, resulting in new challenges for human
factors engineers and system designers. In many work
domains the deployment of computers and automation
has changed the nature of the demands placed on the
worker. In essence, people are doing less physical work
and are interacting mentally with computers and auto-
mated systems, with an emphasis on perceiving, attend-
ing, thinking, decision making, and problem solving
(Rasmussen et al., 1994; Sheridan 2002; Proctor and
Vu, 2010). The presence of computers and other forms
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of communications technologies has become ubiquitous
in most work systems. One of the most dramatic changes
has been the development of the Internet, which allows
increased access to vast amounts of information by a
wide variety of users as well as greater interconnectiv-
ity than ever before across time zones and distances.
Access to the Internet places greater demands on infor-
mation processing, and information management and
concerns about privacy and information security have
become important issues within the fields of human fac-
tors and human—computer interaction (Proctor and Vu,
2010). Phase C is continuing to grow at a rapid pace and
human factors engineers are confronted with many new
types of technology and work systems, such as artificial
intelligence agents, human supervisory control, and vir-
tual reality. For example, robots are increasingly being
introduced into military, space, aviation, and medical
domains and research is being conducted on how to
optimize human—robot teams. Issues being investigated
include strategies for maximizing communication such
as using gesture or gaze and how to optimally coordi-
nate human—robot behavior. Ongoing research is also
examining how theories and models of natural human
interactions can be applied to robotic systems (e.g., Shah
and Breazeal, 2010). Clearly, these types of systems
present new challenges for system designers and human
factors specialists.

To design today’s work systems effectively, we
need to apply knowledge regarding human information-
processing capabilities to the design process. The need
for this type of knowledge has created a greater empha-
sis on issues related to human cognition within the field
of human factors and has led to the emergence of cogni-
tive engineering (Woods, 1988). Cognitive engineering
focuses on complex, cognitive thinking and knowledge-
related aspects of human performance, whether carried
out by humans or by machine agents (Wickens et al.,
2004). It is closely aligned with the field of cognitive
science and artificial intelligence. With the emphasis on
team work, the concept of team cognition has emerged,
which refers to the interaction between intraindivid-
ual and interindividual cognitive processes and applies
the conceptual tools of cognitive science to a team
or group as opposed to the individual. More recently,
theories of macrocognition have been developed to
guide complex collaborative processes or knowledge-
based performance in nonroutinized, novel situations. It
emphasizes expertise out of context and teams going
beyond routine methods of performing and generating
new performance processes to deal with novel situa-
tions (Fiore et al., 2010). Another new construct that has
emerged is neuroergonomics, which involves the study
of the mechanisms that underlie human information pro-
cessing through methods used in cognitive neuroscience.
These methods include neuroimaging techniques such
as functional magnetic resonance imaging (fMRI), elec-
troencephalography (EEG), and event-related potentials
(ERPs). These techniques have been applied to assess-
ment workload in complex tasks and mental workload
and vigilance (Parasuraman and Wilson, 2008; Proctor
and Vu; 2010).
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Further need for new approaches to system design
comes from the changing nature of the design process.
Developments in technology and automation have not
only increased the complexities of the types of systems
that are being designed but have also changed the
design process itself and the way designers think,
act, and communicate. System design is an extremely
complex process that proceeds over relatively long time
periods in an atmosphere of uncertainty (Meister, 2000;
Sage and Rouse, 2009). The process is influenced by
many factors, some of which are behavioral and some
of which are physical, technical, and organizational
(Table 1). As noted, design also involves interaction
among many people with different types and levels
of knowledge and diverse backgrounds. At the most
basic level, this interaction involves engineers from
many different specialties; however, in reality it also
involves the users of the system being designed and
organizational representatives. Further, system design
often takes place under time constraints in turbulent
economic and social markets. Design also involves
the use of many different tools and technologies. For
example, human performance models are often used
to aid the design process. In this regard, there have
been three major trends in the development of human
performance models: manual control models, network
models, and cognitive process models. Today, in many
instances sophisticated models of human behavior are
simulated in virtual environments to evaluate human
system integration. In these instances a digital or
numerical manikin is used to model human processes in
an attempt to take into account factors, such as human
behavior, that influence system reliability early in the
design process (Lamkull et al., 2007; Fass and Leiber,
2009). These types of modeling techniques are being
deployed in the aircraft and air traffic control systems
as well as in the automotive and military industries.
Currently, many models are complex and difficult to
use without training. There is a strong need within the
human factors community to improve the quality and
usability of these models and to ensure that practitioners
have the requisite skills to use these models (Pew, 2008).

Overall, it has become apparent that we cannot
restrict the application of human factors to the design
of specific jobs, workplaces, or human—machine inter-
faces; instead we must broaden our view of system
design and consider broader sociotechnical issues. In
other words, design of today’s systems requires the
adoption of a more macroergonomic approach, a top-
down sociotechnical system approach to design that
is concerned with the human-—organizational interface
and represents a broad perspective to systems design.
Sociotechnical systems integrate people and social and
technical elements to accomplish system objectives.
Thus, people within these systems must demonstrate
both social and technical skills and have an aware-
ness of the broader environment to function effectively
(Carayon, 2006). As illustrated throughout this chapter,
a number of important trends are related to the organiza-
tion and design of work systems that underscore the need
for a macroergonomic approach, including (1) rapid
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Table 1 Design Process
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Elements
1. Design specification
2. Design history (e.g., predecessor system data and analyses)
3. Design components transferred from a predecessor system
4. Design goals (technological and idiosyncratic)

Processes
1. Analysis of design goals (performed by both designers and human factors ergonomics specialists)
2. Determination of design problem parameters (both)
3. Search for information to understand the design problem and parameters (both)
4. Behavioral analysis of functions and tasks (specialist only)
5. Transformation of behavioral information into physical surrogates (specialist only)
6. Development and evaluation of alternative solution to the design problem (both, mostly designers)
7. Selection of one design solution to be followed by detailed design (both, mostly designers)
8. Design of the human-machine interface, human—-computer interface, human-robot interface (any may be primary)
9. Evaluation and testing of design outputs (both)

10. Determination of system status and development progress (both)
Factors Affecting Design

1. Nature of the design problem and of the system, equipment, or product to be designed
2. Availability of needed relevant information
3. Strategies for solution of design problem (information-processing methods)
4. ldiosyncratic factors (designer/specialist intelligence, training, experience, skill, personality)
5. Multidisciplinary nature of the team
6. Environmental constraints and characteristics

7. Project organization and management

Source: Adapted from Meister (2000).

developments in technology, (2) demographic shifts,
(3) changes in the value system of the workforce,
(4) world competition, (5) an increased concern for
safety and the resulting increase in ergonomics-based
litigations, and (6) the failure of traditional microer-
gonomics (Hendrick and Kleiner, 2001; Kleiner, 2008).

In sum, the nature of human—machine systems has
changed drastically since the era of knobs and dials,
presenting new challenges and opportunities for human
factors engineers. We are faced not only with designing
and evaluating new types of systems and a wider
variety of systems (e.g., health care systems, living
environments) but also with many different types of
user populations. Many people with limited technical
background and of varying ages are operating complex
technology-based systems, which raises many new
issues for system designers. For example, older workers
may require different types of training or different work
schedules to interact effectively with new technology,
or operators with a limited technical background may
require a different type of interface than those who are
more experienced. Emergence of these types of issues
reinforces the need to include human factors in system
design. In the following section we present a general
model of a system that will serve as background to a
discussion of the system design process.

2 DEFINITION OF A SYSTEM
2.1 General System Characteristics

A system is an aggregation of elements organized in
some structure (usually, hierarchical) to accomplish sys-
tem goals and objectives. All systems have the following
characteristics: interaction of elements, structure, pur-
pose, and goals and inputs and outputs. A system is
usually composed of humans and machines and has a
definable structure and organization and external bound-
aries that separate it from elements outside the system.
All the elements within a system interact and function to
achieve system goals. Further, each system component
has an effect on the other components. It is through
the system inputs and outputs that the elements of a
system interact and communicate. Systems also exist
within an environment (physical and social), and the
characteristics of this environment have an impact on
the structure and the overall effectiveness of the system
(Meister, 1989, 1991). For example, to be responsive
to today’s highly competitive and unstable environ-
ment, systems have to be flexible and dynamic. This
creates the need for changes in organizational struc-
tures. Formal, hierarchical organizations do not effec-
tively support distributed decision making and flexible
processes.
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Generally, all systems have the following com-
ponents: (1) elements (personnel, equipment, proce-
dures); (2) conversion processes (processes that result
in changes in system states); (3) inputs or resources
(personnel abilities, technical data); (4) outputs (e.g.,
number of units produced); (5) an environment (phys-
ical and social and organizational); (6) purpose and
functions (the starting point in system development);
(7) attributes (e.g., reliability); (8) components and pro-
grams; (9) management, agents, and decision makers;
and (10) structure. These components must be consid-
ered in the design and evaluation of every system. For
example, the nature of the system inputs has a sig-
nificant impact on the ability of a system to produce
the desired outputs. Inputs that are complex, ambigu-
ous, or unanticipated may lead to errors or time delays
in information processing, which in turn may lead to
inaccurate or inappropriate responses. If there is con-
flicting or confusing information on a patient’s chart,
a physician might have difficulty diagnosing the illness
and prescribing the appropriate course of treatment.

There are various ways in which systems are clas-
sified. Systems can be distinguished according to
degree of automation, functions and tasks, feedback
mechanisms, system class, hierarchical levels, and com-
binations of system elements (Meister, 1991). A basic
distinction between open- and closed-loop systems is
usually made on the basis of the nature of a system’s
feedback mechanisms. Closed-loop systems perform a
process that requires continuous control and feedback
for error correction. Feedback mechanisms exist that
provide continuous information regarding the difference
between the actual and the desired states of the system.
In contrast, open-loop systems do not use feedback
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for continuous control; when activated, no further
control is executed. However, feedback can be used
to improve future operations of the system (Sanders
and McCormick, 1993). The distinction between open-
and closed-loop systems is important, as they require
different design strategies.

We are also able to describe different classes of
systems. For example, we can distinguish at a very
general level among educational systems, production
systems, maintenance systems and health care systems,
transportation systems, communication systems, and
military systems. Within each of these systems we can
also identify subsystems, such as the social system
or the technical system. Complex systems generally
contain a number of subsystems. Finally, we are able
to distinguish systems according to components or
elements. For example, we can distinguish among
machine systems, human systems (biological systems),
and human-machine systems and more recently
human—robot systems and collaborative team or group
systems.

2.2 Person-Machine Systems

A person—machine system is some combination of
humans and machines that interact to achieve the
goals of a system. These systems are characterized
by elements that interact, structure, goals, conversion
processes, inputs, and outputs. Further, they exist in an
environment and have internal and external boundaries.
A simple model of a human-—machine system is
presented in Figure 3. This general systems model
applies to person—machine systems; inputs are received
and processed and outputs are produced through the
interaction of the system components. A more complex

| Technological system |

Hardware interface Software interface Instructional support

Age
Education
Technical experience

@ Outcomes
Demand Perfomance
Attitudes
Vs |::> Self-efficacy
Capability Acceptance
Usage

Sensory/perceptual Phychomotor

Operator/user |

Figure 3 Example of human-machine system.
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Figure 4 Human factors model of person-task—-equipment system.

model which integrates social and environmental com-
ponents and is more representative of today’s socio-
technical systems is presented in Figure 4.

With the emergence of computer and automation
technologies, the nature of person—machine systems has
changed dramatically. For example, display technology
has changed, and information can be presented in a wide
variety of formats using multimedia approaches. Con-
trol functions have also changed, and humans can even
speak commands. In addition, as noted earlier, with the
advent of the Internet a vast amount of information on
a wide variety of topics is available at an unprecedented
rate and communication is taking on new forms with
the advent of applications email and instant messag-
ing. Perhaps more important, machines have become
more intelligent and capable of performing tasks for-
merly restricted to humans. Prior to the development of
intelligent machines, the model of the human—machine
interface was formed around a control relationship in
which the machine was under human control. In current
human—machine systems (which involve some form of
advanced technology), the machine is intelligent and
capable of extending the capabilities of the human.
Computer/automation systems can now perform routine,
elementary tasks and complex computations, suggest
ways to perform tasks, or engage in reasoning or deci-
sion making. In these instances, the human—machine
interface can no longer be conceptualized in terms of
a control relationship where the human controls the
machine. A more accurate representation is a partner-
ship where the human and the machine are engaged in
two-way cognitive interaction. Also, in today’s work-
place human—computer interaction tasks often involve
networks among groups of individuals.

For example, in aircraft piloting, the introduction of
the flight management system (FMS) has dramatically
changed the tasks of the pilot. The FMS is capable of
providing the pilot with advice on navigation, weather
patterns, airport traffic patterns, and other topics and is
also capable of detecting and diagnosing abnormalities.
The job of the pilot has become that of a process
manager, and in essence the workspace of the pilot
has become a desk; there is limited manual control
of the flight system (Sheridan, 2002). Further the
Next Generation Air Transportation System (NextGen)
project is transforming the air transportation system in
the United States through the incorporation of modern
technologies. This will also have vast implications for
pilots and air traffic controllers who will be assuming
vast changes in job demands, roles, and responsibilities
(http://www.jpdo.gov; Proctor and Vu, 2010). Rapidly
advancing technologies such as image-guided navigation
systems are being designed to support minimally inva-
sive surgical procedures. Initially these systems, which
represent a partial automation system for some aspects
of a surgeon’s task, were largely used in neurosurgery;
however, they are increasingly being used in other surgi-
cal fields such as orthopedics. As discussed by Manzey
and colleagues (2009), these tools are helpful for sur-
geons and have resulted in performance improvements.
However, there are several human factors issues such as
mental workload and training that need to be considered
prior to their implementation. Other types of systems
such as automotive systems are also incorporating new
computer, communication, and control technologies
that change the way that operators interact with these
systems and raise new design concerns. With respect
to automobiles, a number of issues related to driver
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safety are emerging: For example, are maps and route
information systems a decision aid or a distraction?
Similar issues are emerging in other domains. For
example, flexible manufacturing systems represent
some combination of automatic, computer-based, and
human control. In these systems the operators largely
assume the role of a supervisory controller and must
plan and manage the manufacturing operation. Issues
regarding function allocation are critical within these
systems, as is the provision of adequate cognitive and
technical support to the humans. Computers now offer
the potential of assisting humans in the performance
of cognitive activities, such as decision making, and
a question arises as to what level of machine power
should be deployed to assist human performance so that
the overall performance of the system is maximized.
This question has added complexity, as in most complex
systems the problem is not restricted to one operator but
to two or more operators who cooperate and have access
to different databases. Today’s automated systems are
becoming even more complex with more decision
elements, multiple controller set points, more rules, and
more distributed objective functions and goals. Further,
different parts of the system, both human and machine,
may attempt to pursue different goals, and these goals
may be in conflict. This is commonly referred to as the
mixed-initiative problem, in which mixed human initia-
tives combine with mixed automation initiatives. Most
systems of this type are supervised by teams of people
in which the operator is part of a decision-making
team of people who together with the automated
system control the process (Sheridan, 2002). The
mixed-initiative problem presents a particular challenge
for system designers and human factors engineers.
Obviously, there are many different types of human—
machine systems, and they vary greatly in size, struc-
ture, complexity, and so on. Although the emphasis in
this chapter is on work systems where computerization
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is an integral system component, we should not restrict
our conceptualization of systems to large, complex tech-
nological systems in production or process environ-
ments. We also need to consider other types of systems,
such as a person using an appliance within a living
environment, a physician interacting with a heart mon-
itor in an intensive care unit, or an older person driving
an automobile within a highway environment or using a
telemedicine device within a home setting. In all cases,
the overall performance of the system will be improved
with the application of human factors engineering to
system design.

New challenges for system design also arise from
the evolution of virtual environments (VEs). Designers
of these systems need to consider characteristics unique
to VE systems, such as the design of navigational tech-
niques, object selection and manipulation mechanisms,
and the integration of visual, auditory, and haptic sys-
tem outputs. Designers of these types of systems must
enhance presence, immersion, and system comfort while
minimizing consequences such as motion sickness. VE
user interfaces are fundamentally different from tradi-
tional user interfaces with unique input—output devices,
perspectives, and physiological interactions. As noted
virtual human modeling is commonly used in the design
of many systems to prevent changes late in the design
process and enhance design efficiency.

Thus, in today’s world, person—machine systems,
which increasingly involve machine intelligence, can
take many forms, depending on the technology involved
and the function allocation between human and machine.
Figure 5 presents the extremes of various degrees of
automation and the complexity of various task scenarios.
The lower left represents a system in which the human
is left to perform completely predictable and, in most
cases, “leftover tasks.” In contrast, the upper right rep-
resents ideally intelligent automation where automated
systems are deployed to maximal efficiency—a state
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Figure 5 Progress of human-supervised automation (Sheridan, 2002).
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not attainable in the foreseeable future. The lower right
also represents an effective use of full automation, and
the upper left represents the most effective deploy-
ment of humans—working on undefined and unpre-
dictable problems. As discussed by Sheridan (2002), few
real situations occur at these extremes; most human-
automated systems represent some trade-off of these
options, which gradually progress toward the upper
right—ideally, intelligent automation. Clearly, specifi-
cation of the human—machine relationship is an impor-
tant design decision. The relationship must be such that
the abilities of both the human and machine components
are maximized, as is cooperation among these compo-
nents. Too often, technology is viewed as a panacea and
implemented without sufficient attention to human and
organizational issues.

The impact of the changing nature of person—
machine systems on the system design process and
current approaches to system design is discussed in a
later section. However, before this topic is addressed,
concepts of system and human reliability are introduced
because these concepts are important to a discussion of
system design and evaluation.

2.3 System Reliability

System reliability refers to the dependability of perfor-
mance of the system, subsystem, or system component
in carrying out its intended function for a specified
period of time. Reliability is usually expressed as the
probability of successful performance; therefore, for the
probability estimate to be meaningful, the criteria for
successful performance must be specified (Proctor and
Van Zandt, 1994; Sheridan, 2008). The overall reliability
of a system depends on the reliability of the individ-
ual components and how they are combined within a
system. The reliability of a component is the probabil-
ity that it does not fail and is defined as r, where r =
1 — p; p represents the probability of failure.

Generally, components in a system are arranged in
series, in parallel, or some combination of both. For
total performance of the system to be satisfactory, if the
components are arranged in series, they must all operate
adequately. In this case, if the component failures are
independent of each other, system reliability is the
product of the reliability of the individual components.
Further, as more components are added to a system, the
reliability of the system decreases unless the reliability
of these components is equal to 1.0. The reliability of
the overall system can only be as great as that of the
least reliable component.

In parallel systems, two or more components perform
the same function such that successful performance of
the system requires that only one component operate
successfully. This is often referred to as system redun-
dancy; the additional components provide redundancy to
guard against system failure. For these types of systems,
adding components in parallel increases the reliability of
the system. If all of the components are equally reliable,
system reliability is determined by calculating the prob-
ability that at least one component remains functional
and considering the reliability of each of the parallel
subsystems. Parallel redundancy is often provided for
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human functions because the human component within
a system is the least reliable.

2.4 Human Reliability

Human reliability is the probability that each human
component of the system will perform successfully for
an extended period of time and is defined as 1 minus the
operator error probability (Proctor and Van Zandt, 1994).
The study of human error has become an increasingly
important research concern because it has become
apparent that the control of human error is necessary
for the successful operation of complex, integrated
systems. The incidence of human error has risen dra-
matically over the past few years with many disastrous
consequences. It has been estimated that human error is
the primary cause of most major accidents and incidents
in complex systems such as process control, aviation,
and the health care environments (e.g., Wickens and
Hollands, 2000; Morrow et al., 2006). In fact, human
error has become a significant topic within the health
care domain in efforts to improve human safety and
decrease litigation and health insurance costs. The topic
of human error is discussed in detail elsewhere in this
handbook. It is discussed briefly in this chapter because
the analysis of human error has important implications
for system design. It is generally recognized that many
errors that people make are the result of poor system
design or organizational structure, and the error is
usually only one in a lengthy and complex chain of
breakdowns.

Due to the prevalence of human error and the enor-
mous and often costly consequences, the study of human
error has become an important focus within human
factors engineering and in fact has emerged as a well-
defined discipline. In recent years a number of tech-
niques have emerged to study human error. Generally,
these techniques fall into two categories, quantitative
techniques and qualitative techniques. Quantitative tech-
niques attempt to predict the likelihood of human error
for the development of risk assessment for the entire
system. These techniques can provide useful insights
into human factors deficiencies in system design and
thus can be used to identify areas where human fac-
tors knowledge needs to be incorporated. However, there
are shortcomings associated with these techniques, such
as limitations in providing precise estimates of human
performance abilities, especially for cognitive processes
(Wickens, 1992). Further, designers are not able to iden-
tify all of the contingencies of the work process.

Qualitative techniques emphasize the causal element
of human error and attempt to develop an understanding
of the causal events and factors contributing to human
error. Clearly, when using these approaches, the circum-
stances under which human error is observed and the
resultant causal explanation for error occurrence have
important implications for system design. If the causal
explanation stops at the level of the operator, remedial
measures might encompass better training or supervi-
sion; for example, a common solution for back injuries is
to provide operators with training on “how to lift,” over-
looking opportunities for other, perhaps more effective,
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changes in the system, such as modifications in man-
agement, work procedures, work planning, or resources.

As noted, analyses of many major accident events
indicate that the root cause of these events can be traced
to latent failures and organizational errors. In other
words, human errors and their resulting consequences
usually result from inadequacies in system design. An
example is the crash at Dryden Airport in Ontario.
The analysis of this accident revealed that the accident
was linked to organizational failings such as poor
training, lack of management commitment to safety,
and inadequate maintenance and regulatory procedures
(Reason, 1995). These findings indicate that when ana-
lyzing human error it is important to look at the entire
system and the organizational context in which the
error occurred.

Several researchers have developed taxonomies for
classifying human errors into categories. These tax-
onomies are useful, as they help identify the source
of human error and strategies that might be effective
in coping with error. Different taxonomies emphasize
different aspects of human performance. For example,
some taxonomies emphasize human actions, whereas
others emphasize information-processing aspects of
behavior. Rasmussen and colleagues (Rasmussen, 1982;
Rasmussen et al., 1994) developed a taxonomy of human
errors from analyses of human involvement in fail-
ures in complex processes. This schema is based on a
decomposition of mental processes and states involved
in erroneous behavior. For the analysis, the events of the
causal chain are followed backward from the observed
accidental event through mechanisms involved at each
stage. The taxonomy is based on an analysis of the
work system and considers the context in which the
error occurred (e.g., workload, work procedures, shift
requirements). This taxonomy has been applied to the
analysis of work systems and has proven to be useful
for understanding the nature of human involvement in
accident events.

Reason (1990, 1995) has developed a similar scheme
for examining the etiology of human error for the
design and analysis of complex work systems. The
model is based on a systems approach and describes
a pathway for identifying the organizational causes of
human error. The model includes two interrelated causal
sequences for error events: (1) an active failure path-
way where the failure originates in top management
decisions and proceeds through error-producing condi-
tions in various workplaces to unsafe acts committed by
workers at the immediate human—machine interface and
(2) a latent failure pathway that runs directly from the
organizational processes to deficiencies in the system’s
defenses. The model can be used to assess organizational
safety health in order to develop proactive measures
for remediating system difficulties and as an investiga-
tion technique for identifying the root causes of system
breakdowns.

The implications of error analysis for system design
depend on the nature of the error as well as the nature of
the system. Errors and accidents have multiple causes,
and different types of errors require different remedial
measures. For example, if an error involves deviations
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from normal procedures in a well-structured technical
system, it is possible to derive a corrective action for
a particular aspect of an interface or task element.
This might involve redesign of equipment or of some
work procedure to minimize the potential for the
error occurrence. However, in complex dynamic work
systems it is often difficult or undesirable to eliminate
the incidence of human error completely. In these
types of systems, there are many possible strategies
for achieving system goals; thus, it is not possible to
specity precise procedures for performing tasks. Instead,
operators must be creative and flexible and engage in
exploratory behavior in order to respond to the changing
demands of the system. Further, designers are not able
to anticipate the entire set of possible events; thus, it
is difficult to build in mechanisms to cope with these
events. This makes inevitable a certain amount of error.

Several researchers (Rouse and Morris, 1987;
Rasmussen et al., 1994) advocate the design of error-
tolerant systems, where the system tolerates the oc-
currence of errors but avoids the consequences; there
is a means to control the impact of error on system
performance. Design of these interfaces requires an
understanding of the work domain and the acceptable
boundaries of behavior and modeling the cognitive
activity of operators dealing with incidents in a dynamic
environment. A simple example of this type of design
would be a computer system which holds a record of
a file so that it is not lost permanently if an operator
mistakenly deletes the files. A more sophisticated
example would be an intelligent monitoring system
which is capable of varying levels of intervention.

Rouse and Morris (1987) describe an error-tolerant
system that provides three levels of support. Two levels
involve feedback (current state and future state) and
rely on an operator’s ability to perceive his or her own
errors and act appropriately. The third level involves
intelligent monitoring, that is, online identification and
error control. They propose an architecture for the
development of this type of system that is based on
an operator-centered design philosophy and involves
incremental support and automation. Rasmussen and
Vincente (1989) have developed a framework for an
interface that supports recovery from human errors. The
framework, called ecological interface design, is based
on an analysis of the work system. This approach is
described in more detail in a later section.

3 SYSTEM DESIGN PROCESS
3.1 Approaches to System Design

System design is usually depicted as a highly structured
and formalized process characterized by stages in which
various activities occur. These activities vary as a func-
tion of system requirements, but they generally involve
planning, designing, testing, and evaluating. More de-
tails regarding these activities are given in a subsequent
section. Generally, system design is characterized as a
top-down process that proceeds, in an interactive fash-
ion, from broad molar functions to progressively more
molecular tasks and subtasks. It is also a time-driven
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process and is constrained by cost, resources, and
organizational and environmental requirements. The
overall goal of system design is to develop an entity
that is capable of transforming inputs into outputs to
accomplish specified goals and objectives.

In recent years, within the realm of system design,
a great deal of attention has been given to the design
philosophy and the resulting design architecture as it
has become apparent that new design approaches are
required to design modern complex systems. The design
and analysis of such systems cannot be based on design
models developed for systems characterized by a stable
environment and stable task procedures. Instead, the
design approach is concerned with supplying resources
to people who operate in a dynamic work space,
engage in collaborative relationships, use a variety of
technologies, and often need to adapt their behavioral
patterns to changing environmental conditions. In other
words, a structural perspective whereby we describe
the behavior of the system in terms of cause-and-effect
patterns and arrange system elements in cause-and-effect
chains is no longer adequate.

3.1.1 Models of System Design

The traditional view of the system design process is that
it is a linear sequence of activities where the output of
each stage serves as input to the next stage. The stages
generally proceed from the conceptual level to physical
design through implementation and evaluation. Human
factors inputs are generally considered in the design and
evaluation stages (Eason, 1991). The general character-
istics of this approach are that it represents a reductionist
approach where various components are designed in
isolation and made to fit together; it is dominated by
technological considerations where humans are consid-
ered secondary components. The focus is on fitting the
person to the system, and different components of the
system are developed on the basis of narrow functional
perspectives (Kidd, 1992; Liker and Majchrzak, 1994).
Generally, this approach has dominated the design
of overall work systems, such as manufacturing
systems, as well as the design of the human—machine
interface. For example, the emphasis in the design of
human—computer systems has largely been on the indi-
vidual level of the human—computer interaction without
much attention to task and environmental factors that
may affect performance. To date too much attention has
been on the microergonomic aspects of design without
sufficient attention to social and organizational issues
(Hendrick and Kleiner, 2001; Kleiner, 2008). The
implementation of computers of automation into most
work systems, coupled with the enhanced capabilities
of technological systems, has created a need for new
approaches to system design. As discussed, there are
many instances where technology has failed to achieve
its potential, resulting in failures in system performance
with adverse and often disastrous consequences. These
events have demonstrated that the traditional design
approach is no longer adequate. A brief overview of
these approaches and some other design approaches
will be presented to provide some examples of alter-
native approaches to system design and demonstrate
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methodologies and concepts that can be applied to the
design of current human—machine systems. This will be
followed by a discussion of the specification application
of human factors engineering to design activities.

3.1.2 Alternative Approaches to System
Design

Sociotechnical Systems Approach The sociotechnical
systems approach, which evolved from work conducted
at the Tavistock Institute, represents a complete design
process for the analysis, design, and implementation of
systems. The approach is based on open systems theory
and emphasizes the fit between social and technical
systems and the environment. This approach includes
methods for analyzing the environment, the social
system, and the technical system. The overall design
objective is the joint optimization of the social and
technical systems (Pasmore, 1988). Some drawbacks
associated with sociotechnical design are that the
design principles are often vague and there is often an
overemphasis on the social system without sufficient
emphasis on the design of the technical system.

Clegg (2000) recently presented a set of sociotech-
nical principles to guide system design. The principles
are intended for the design of new systems that involve
new technologies and modern management practices.
The principles are organized into three interrelated cat-
egories: metaprinciples, content principles, and process
principles. Metaprinciples are intended to demonstrate
a world view of design, content principles focus on
more specific aspects of the content of the new designs,
and process principles are concerned with the design
process. The principles also provide a potential for eval-
uative purposes. They are based on a macroergonomic
perspective.

The central focus of macroergonomics is on inter-
facing organizational design with the technology
employed in the system to optimize human-system
functioning. Macroergonomics considers the human—
organization—environment—machine interface, as op-
posed to microergonomics, which focuses on the
human—machine interface. Macroergonomics is consi-
dered to be the driving force for microergonomics.
Macroergonomics concepts have been applied suc-
cessfully to manufacturing, service, and health care
organizations as well as to the design of computer-based
information systems (Hendrick and Kleiner, 2001;
Kleiner, 2008).

Participatory Ergonomics Participatory ergonomics
is the application of ergonomic principles and concepts
to the design process by people who are part of the
work group and users of the system. These people
are typically assisted by ergonomic experts who serve
as trainers and resource centers. The overall goal of
participatory design is to capitalize on the knowledge
of users and to incorporate their needs and concerns
into the design process. Methods, such as focus groups,
quality circles, and inventories, have been developed to
maximize the value of user participation. Participatory
ergonomics has been applied to the design of jobs and
workplaces and to the design of products. For example,
the quality circle approach was adopted by a refrigerator
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manufacturing company that needed a systemwide
method for assessing the issues of aging workers. The
assembly line for medium-sized refrigerators was chosen
as an area for job redesign. The project redesign team
involved workers from the line as well as other staff
members. The team was instructed with respect to the
principles of ergonomics and design for older workers.
The solution, proposed by the team, for improving
the assembly line resulted in improved performance
and also allowed older workers to continue to perform
the task (Imada et al., 1986). The design of current
personal computer systems also typically involves
user participation. Representative users participate in
usability studies. In general, participatory ergonomics
does not represent a design process because it does not
consider broader system design issues but rather focuses
on individual components. However, the benefits of user
participation should not be overlooked and should be a
fundamental aspect of system design.

User-Centered Design The user-centered design
approach represents an approach where human factors
are of central concern within the design process. It
is based on an open-systems model and considers the
human and technical subsystems within the context
of the broader environment. User-centered approaches
propose general specifications for system design, such
as that the system must maximize user involvement
at the task level and the system should be designed to
support cooperative work and allow users to maintain
control over operations (Liker and Majchrzak, 1994).
Essentially, this design approach incorporates user
requirements, user goals, and user tasks as early as pos-
sible into the design of a system, when the design is still
relatively flexible and changes can be made at least cost.

Eason (1989) has developed a detailed process for
user-centered design in which a system is developed
in an evolutionary incremental fashion and develop-
ment of the social system complements development of
the technical system. Eason maintains that the techni-
cal system should follow the design of jobs and the
design of the technical system must involve user par-
ticipation and consider criteria for four factors: func-
tionality, usability, user acceptance, and organizational
acceptance. Once these criteria are identified, alterna-
tive design solutions are developed and evaluated. There
are different philosophies with respect to the nature of
user involvement. Eason emphasizes user involvement
throughout the design process, whereas with other mod-
els the users are considered sources of data and the
emphasis is on translating knowledge about users into
practice. Advocates of the user participation approach
argue that users should participate in the choice between
alternatives because they have to live with the results.
Advocates of the knowledge approach express concern
about the ability of users to make informed judgments.
Eason (1991) maintains that designers and users can
form a partnership where both can play an effective role.
A number of methods are used in user-centered design,
including checklists and guidelines, observations, inter-
views, focus groups, and task analysis.

Computer-Supported Design The design of com-
plex technical systems involves the interpretation and
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integration of vast amounts of technical information.
Further, design activities are typically constrained by
time and resources and involve the contributions of
many persons with varying backgrounds and levels
of technical expertise. In this regard, computer-based
design support tools have emerged to aid designers
and support the design of effective systems. These sys-
tems are capable of offering a variety of supports,
including information retrieval, information manage-
ment, and information transformation. The type of sup-
port warranted depends on the needs and expertise of the
designer (Rouse, 1987). A common example of this type
of support is a computer-aided design/computer-aided
manufacturing (CAD/CAM) system.

There are many issues surrounding the development
and deployment of computer-based design support
tools, including specification of the appropriate level of
support, determination of optimal ways to characterize
the design problem and the type of knowledge most
useful to designers, and the identification of factors that
influence the acceptance of these tools. A discussion of
these issues is beyond the scope of this chapter. Refer
to Rouse and Boff (1987a,b) for an excellent review of
this topic.

Ecological Interface Design Ecological interface
design (EID) is a theoretical framework for designing
human—computer interfaces for complex sociotechnical
systems (Rasmussen et al., 1994; Vincente, 2002). The
primary aim of EID is to support knowledge workers
who are required to engage in adaptive problem
solving in order to respond to novelty and change in
system demands. EID is based on a cognitive systems
engineering approach and involves an analysis of the
work domain and the cognitive characteristics and
behavior tendencies of the individual. Analysis of the
work domain is based on an abstraction hierarchy
(means—end analysis) (Rasmussen, 1986) and relates
to the specification of information content. The skills—
rules—knowledge taxonomy (Rasmussen, 1983) is used
to derive inferences for how information should be
presented. The aims of EID are to support the entire
range of activities that confront operators, including
familiar, unfamiliar, and unanticipated events, without
contributing to the difficulty of the task.

EID has been applied to a variety of domains,
such as process control, aviation, software engineering,
and medicine, and has been shown to improve perfor-
mance over that achieved by more traditional design
approaches. However, there are still some challenges
confronting the widespread use of EID in the industry.
These challenges include the time and effort required to
analyze the work domain, choice of the interface form,
and the difficulty of integrating EID with the design of
other components of a system (Vincente, 2002).

3.2 Incorporating Human Factors
in System Design

One problem faced by human factors engineers in sys-
tem design is convincing project managers, engineers,
and designers of the value of incorporating human fac-
tors knowledge and expertise into the system design
process. In many instances, human factors issues are
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ignored or human factors activities are restricted to the
evaluation stage. This is referred to as the “too little,
too late” phenomenon (Lim et al., 1992). Restricting
human factors inputs to the evaluation stage limits the
utility and effectiveness of human factors contributions.
Either the contributions are ignored because it would
be too costly or time consuming to alter the design of
the system (“too late”) or minor alterations are made to
the design to pay lip service to human issues (“too lit-
tle”). In either case there is limited realization of human
factors contributions. For human factors to be effective,
human factors engineers need to be involved throughout
the design process.

There are a variety of reasons why human factors
engineers are not considered as equal partners in a
design team. One reason is that other team members
(e.g., designers, engineers) have misconceptions about
the potential contributions of human factors and the
importance of human issues. They perceive, for ex-
ample, that humans are flexible and can adapt to system
requirements or that accommodating human issues will
compromise the technical system. Another reason is
that sometimes human factors inputs are of limited
value to designers (Meister, 1989; Chapanis, 1995).
The inputs are either so specific that they apply to a
particular design situation and not to the design process
in question or vague and overly general. For example, a
design guideline which specifies that “older people need
larger characters on computer screens” is of little value.
How does one define “larger characters”? Obviously,
the type of input required depends on the nature of the
design problem. Design of a kitchen to accommodate
people in wheelchairs requires precise information,
such as counter height dimensions or required turning
space. In contrast, guidelines for designing intelligent
interfaces need to be expressed at the cognitive task
level, independent of a particular technology (Woods
and Roth, 1988). Thus, one important task for human
factors engineers is to ensure that design inputs are in a
form that is usable and useful to designers. Williges and
colleagues (1992) demonstrate how integrated empirical
models can be used as quantitative design guidelines.
Their approach involved integrating data from four
sequential experiments and developing a model for the
design of a telephone-based information system.

To ensure that human factors will be applied to
system design systematically, we need to market the
potential contributions of human factors to engineers,
project managers, and designers. One approach is to use
case studies, relevant to the design problem, that illus-
trate the benefits of human factors. Case studies of this
nature can be found in technical journals (e.g., Applied
Ergonomics, Ergonomics in Design) and technical re-
ports. Another approach is to perform a cost—benefit
analysis. Estimating the costs and benefits associated
with human factors is difficult because it is difficult
to isolate the contribution of human factors relative to
other variables, baseline measures of performance are
unavailable, or performance improvements are hard to
quantify and link to system improvements. There are
methods available to conduct this type of analysis.
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3.3 Applications of Human Factors
to System Design Process

System design can be conceptualized as a problem-
solving process that involves the formulation of the
problem, the generation of solutions to the problem,
analysis of these alternatives, and selection of the most
effective alternative (Rouse, 1985). There are various
ways to classify the various stages in system design.
Meister (1989), on the basis of a military framework,
distinguishes among four phases:

1. System Planning. The need for the system is
identified and system objectives are defined.

2. Preliminary Design. Alternative system con-
cepts are identified, and prototypes are devel-
oped and tested.

3. Detail Design. Full-scale engineering is devel-
oped.

4. Production and Testing. The system is built and
undergoes testing and evaluation.

To maximize system effectiveness, human factors
engineers need to be involved in all phases of the
process. In addition to human factors engineers, a
representative sample of operators (users) should also
be included.

The basic role of human factors in system design is
the application of behavioral principles, data, and meth-
ods to the design process. Within this role, human fac-
tors get involved in a number of activities. These activ-
ities include specifying inputs for job, equipment and
interface design, human performance criteria, operator
selection and training, and inputs regarding testing and
evaluation. The nature of these activities is discussed
at a general level in the next section. Most of these
issues are discussed in detail in subsequent chapters.
The intent of this discussion is to highlight the nature
of human factors involvement in the design process.

3.3.1 System Planning

During system planning, the need for the system is
established and the goals and objectives and perfor-
mance specifications of the system are identified. Per-
formance specifications define what a system must do
to meet its objectives and the constraints under which
the system will operate. These specifications determine
the system’s performance requirements. Human factors
should be a part of the system planning process. The
major role of human factors engineers during this phase
is to ensure that human issues are considered in the
specification of design requirements and the statement
of system goals and objectives. This includes under-
standing personnel requirements, general performance
requirements, the intended users of the system, user
needs, and the relationship of system objectives relative
to these needs.

3.3.2 System Design

System design encompasses both preliminary design
and detailed design. During this phase of the process,
alternative design concepts are identified and tested
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and a detailed model of the system is developed. To
ensure adequate consideration of human issues during
this phase, the involvement of human factors engineers
is critical. The major human factors activities include
(1) function allocation, (2) task analysis, (3) job design,
(4) interface design, (5) design of support materials, and
(6) workplace design. The primary role of the human
factors engineer is to ensure joint optimization of the
human and technical systems.

Function Allocation Function allocation is a critical
step in work system design. This is especially true in
today’s work systems, as machines are becoming more
and more capable of performing tasks once restricted to
humans. A number of studies have shown (e.g., Morris
et al., 1985; Sharit et al., 1987) that proper allocation
of functions between humans and machines results in
improvements in overall system performance.

Function allocation involves formulating a functional
description of a system and subsequent allocation
of functions among system components. A frequent
approach to function allocation is to base allocation
decisions on machine capabilities and to automate
wherever possible. Although this approach may appear
expedient, there are several drawbacks. In most systems
not all tasks can be automated, and thus some tasks
must be performed by humans. These tasks are typically
“leftover” tasks. Allocating them to humans generally
leads to problems of underload, inattention, and job
dissatisfaction. A related problem is that automated
systems fail and humans have to take over. This can
be problematic if the humans are out of the loop or if
their skills have become rusty due to disuse. In essence
the machine-based allocation strategy is inadequate.
As discussed previously, there are numerous examples
of technocentered design. It has become clear that a
better approach is complementary where functions are
allocated so that human operators are complemented by
technical systems. This approach involves identifying
how to couple humans and machines to maximize
system performance. In this regard, there is much
research aimed at developing methods to guide function
allocation decisions. These methods include lists (e.g.,
Fitts’s list), computer simulation packages, and general
guidelines for function allocation (e.g., Price, 1985).

The traditional static approach (humans are better
at...) to function allocation has been challenged and
dynamic allocation approaches have been developed.
With dynamic allocation, responsibility for a task at any
particular instance is allocated to the component most
capable at that point in time. Hou et al. (1993) developed
a framework to allocate functions between humans
and computers for inspection tasks. Their framework
represents a dynamic allocation framework and provides
for a quantitative evaluation of the allocation strategy
chosen. Morris et al. (1985) investigated the use of
a dynamic adaptive allocation approach within an
aerial search environment. They found that the adaptive
approach resulted in an overall improvement in system
performance. Similar to this approach is the adaptive
automation approach. This approach involves invoking
some form of automation as a function of the person’s
momentary needs (e.g., transient increase in workload
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or fatigue). The intent of this approach is to optimize
the control of human—machine systems in varying
environments. To date, few studies have examined the
benefit of this approach. However, several important
issues have emerged in the design of these types of
systems, such as what aspect of the task should be
adapted and who should make the decision to implement
or remove automation.

Task Analysis Task analysis is also a central
activity in system design. Task analysis helps ensure
that human performance requirements match operators’
(users’) needs and capabilities and that the system can
be operated in a safe and efficient manner. The output
of a task analysis is also essential to the design of
the interface, workplaces, support materials, training
programs, and test and evaluation procedures.

A task analysis is generally performed after function
allocation decisions are made; however, sometimes the
results of the task analysis alter function allocation
decisions. A task analysis usually consists of two phases:
a task description and a task analysis. A task description
involves a detailed decomposition of functions into tasks
which are further decomposed into subtasks or steps.
A task analysis specifies the physical and cognitive
demands associated with each of these subtasks.

A number of methods are available for conduct-
ing task analysis. Commonly used methods include
flow process charts, critical task analysis, and hierar-
chical task analysis. Techniques for collecting task data
include documentation review, surveys and question-
naires, interviews, observation, and verbal protocols.

As the demands of tasks have changed and become
more cognitive in nature, methods have been developed
for performing cognitive task analysis, which attempts
to describe the knowledge and cognitive processes
involved in human performance in particular task
domains. The results of a cognitive task analysis are
important to the design of interfaces for intelligent
machines. A common approach used to carry out a
cognitive task analysis is a goal-means decomposition.
This approach involves an analysis of the work
domain to identify the cognitive demands inherent in
a particular situation and building a model that relates
these cognitive demands to situational demands (Roth
et al., 1992). Another approach involves the use of
cognitive simulation.

Job Design The type of work that a person performs
is largely a function of job design. Jobs involve more
than tasks and include work content, distribution of
work, and work roles. Essentially, a job represents
a person’s prescribed role within an organization.
Job design involves determining how tasks will be
grouped together, how work will be coordinated among
individuals, and how people will be rewarded for their
performance (Davis and Wacker, 1987). To design jobs
effectively, consideration must be given to workload
requirements and to the psychosocial aspects of work
(people’s needs and expectations). This consideration is
especially important in automated work systems, where
the skills and potential contributions of humans are often
overlooked.
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In terms of workload, the primary concern is that
work requirements are commensurate with human
abilities and individuals are not placed in situations of
underload or overload, as both situations can lead to
performance decrements, job dissatisfaction, and stress.
Both the physical and mental demands of a task need
to be considered. There are well-established methods
for evaluating the physical demands of tasks and for
determination of work and rest schedules. The concept
of mental workload is more esoteric. This issue has
received a great deal of attention in the literature, and
a variety of methods have been developed to evaluate
the mental demands associated with a task.

Consideration of operator characteristics is also
an essential element of job design, as the workforce
is becoming more heterogeneous. For example, older
workers may need different work/rest schedules than
younger workers or may be unsuited to certain types of
tasks. Those who are physically challenged may also
require different job specifications.

In terms of psychosocial considerations, a number of
studies have identified critical job dimensions. Gener-
ally, these dimensions include task variety, task identity,
feedback, autonomy, task significance, opportunity to
use skills, and challenge. As far as possible, these
characteristics should be designed into jobs. Davis and
Wacker (1987) have developed a quality-of-working-
life-criteria checklist which lists job dimensions
important to the satisfaction of individual needs. These
dimensions relate to the physical environment, institu-
tional rights and privileges, job content, internal social
relations, external social relations, and career path.

A number of approaches to job design have been
identified. These include work simplification, job enrich-
ment, job enlargement, job rotation, and teamwork
design. The method chosen should depend on the actual
design problem, work conditions, and individuals. How-
ever, it is generally accepted that the work simplification
approach does not lead to optimal job design.

Interface Design Interface design involves specifi-
cation of the nature of the human—machine interaction,
that is, the means by which the human is connected to
the machine. During this stage of design, the human fac-
tors specialist typically works closely with engineers and
designers. The role of human factors is to provide the
design team with information regarding the human per-
formance implications of design alternatives. This gen-
erally involves three major activities: (1) gathering and
interpreting human performance data, (2) conducting
attribute evaluations of suggested designs, and (3) hu-
man performance testing (Sanders and McCormick,
1993). Human performance testing typically involves
building mock-ups and prototypes and testing them with
a sample of users. This type of testing can be expensive
and time consuming. Recently, the development of rapid
prototyping tools has made it possible to speed up and
compress this process. These tools have been used pri-
marily in the testing of computer interfaces; however,
they can be applied to a variety of situations.

Interface design encompasses the design of both the
physical and cognitive components of the interface and
includes the design and layout of controls and displays,
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information content, and information representation.
Physical components include factors such as type of
control or input device, size and shape of controls,
control location, and visual and auditory specifications
(e.g., character size, character contrast, labeling, signal
rate, signal frequency).

Cognitive components refer to the information-
processing aspects of the interface (e.g., information
content, information layout). As machines have become
more intelligent, much of the focus of interface design
has been on the cognitive aspects of the interface:
Issues of concern include determination of the optimal
level of machine support, identification of the type of
information that users need, determination of how this
information should be presented, and identification of
methodologies to analyze work domains and cognitive
activities. The central concern is developing interfaces
that best support human task performance. In this regard,
a number of approaches have evolved for interface
design. Ecological interface design (Rasmussen and
Vincente, 1989) is an example of a recent design
method.

There are a variety of sources of data on the char-
acteristics of human performance that can serve as
inputs to the design process. These include handbooks,
textbooks, standards [e.g., American National Standards
Institute (ANSI)], and technical journals. There are also
a variety of models of human performance, including
cognitive models (e.g., GOMS; Card et al., 1983), con-
trol theory models, and engineering models. These
models can be useful in terms of predicting the effects
of design parameters on human performance outcomes.
As discussed previously, it is the responsibility of the
human factors engineer to make sure that information
regarding human performance is in a form that is useful
to designers. It is also important when using these data
to consider the nature of the task, the task environment,
and the user population.

Design of Support Materials This phase of the
design process includes identifying and developing
materials that facilitate the user’s interaction with the
system. These materials include job aids, instructional
materials, and training devices and programs. All too
often this phase of the design process is neglected or
given little attention. A common example is the cum-
bersome manuals that accompany software packages or
VCRs.

Support materials should not be used as a substitute
for good design, however; the design of effective sup-
port materials is an important part of the system design
process. Users typically need training and support to
interact successfully with new technologies and com-
plex systems. To maximize their effectiveness, human
factors principles need to be applied to the design of
instructional materials, job aids, and training programs.
Guidelines are available for the design of instructional
materials and job aids. Bailey (1982) provides a
thorough discussion of these issues. A great deal has
also been written on the design of training programs.

Design of Work Environment The design of the
work environment is an important aspect of work
system design. Systems exist within a context, and
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the characteristics of this context affect overall system
performance. The primary concern of workplace design
is to ensure that the work environment supports the
operator and activity performance and allows the
worker to perform tasks in an efficient, comfortable,
and safe manner. Important issues include workplace
and equipment layout, furnishings, reach dimensions,
clearance dimensions, visual dimensions, and the design
of the ambient environment. There are numerous
sources of information related to workplace design and
evaluation that can be used to guide this process. These
issues are also covered in detail in other chapters of this
handbook.

3.4 Test and Evaluation

Test and evaluation are critical aspects of system
design and usually take place throughout the system
design process. Test and evaluation provide a means for
continuous improvement during system development.
Human factors inputs are essential to the testing and
evaluation of systems. The primary role of human
factors is to assess the impact of system design features
on human performance outputs, including objective
outputs such as speed and accuracy of performance
and workload, and subjective outputs such as comfort
and user satisfaction. Human factors specialists are
also interested in ascertaining the impact of human
performance on overall system performance. Issues re-
lated to the evaluation and assessment of system
effectiveness are covered in detail in Chapters 41.

Because the evaluation of systems and system com-
ponents involves measurement of human performance
in operational terms (relative to the system or subsys-
tem in question), human factors engineers face a number
of challenges when evaluating systems. Generally, the
standards of generalizability are higher for human fac-
tors research, as the research results must be extended
to real-world systems (Kantowitz, 1992). At the same
time, it is often difficult to achieve an appropriate level
of control. Unfortunately, in many instances the utility
of a test and the evaluation results are limited because
of deficiencies in the test and evaluation procedures
(Bitner, 1992).

In this regard, there are three key issues that need
to be addressed when developing methods for evaluat-
ing system effectiveness: (1) subject representativeness,
(2) variable representativeness, and (3) setting repre-
sentativeness (Kantowitz, 1992). Subject representative-
ness refers to the extent to which subjects tested in
the research study represent the population to which
the research results apply. In most cases, the sample
involved in system evaluation should represent the pop-
ulation of interest on relevant characteristics. Variable
representativeness refers to the extent that the study
variables are representative of the research question. It
is important to select variables that capture the essen-
tial issues being assessed in the research study. Setting
representativeness is the degree of congruence between
the test situation in which the research is performed
and the target situation in which the research must be
applied. The important issue is the comparability of the
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psychological processes captured in these situations, not
necessarily physical fidelity.

A variety of techniques are available for conducting
human factors research, including experimental meth-
ods, observational methods, surveys and questionnaires,
and audits. There is no single preferred method; each
has its associated strengths and weaknesses. The method
one chooses depends on the nature of the research ques-
tion. It is generally desirable to use several methods in
conjunction.

4 CONCLUSIONS

System design and development represent an important
area of application for human factors engineers. System
performance will be improved by consideration of
behavioral issues. Although much has been written
on system design, our knowledge of this topic is far
from complete. The changing nature and complexity
of systems coupled with the increased diversity of
end users present new challenges for human factors
specialists and afford many research opportunities.
The goals of this chapter were to summarize some of
the current issues in system design and to illustrate the
important role of human factors engineers within the
system design process. Further, the chapter provides
a framework for many of the topics addressed in this
handbook.
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Whether performing a simple skill like standing and looking, or something more exotic . .., your perceptual

experiences are fundamentally multisensory.

L. D. Rosenblum (2010)

1 INTRODUCTION

Human—machine interaction, as all other interactions of
persons with their environment, involves a continuous
exchange of information between the operator(s) and the
machine. The operator provides input to the machine,
which acts on this input and displays information back
to the operator regarding its status and the consequences
of the input. The operator must process this information,
decide what, if any, controlling actions are needed, and
then provide new input to the machine. One important
facet of this exchange of information between the
machine and the operator is the displaying of information
from the machine as input to the operator. All such
information must enter through the operator’s senses
and be organized and recognized accurately to ensure
correct communication of the displayed information.
Thus, an understanding of how people sense and perceive
is essential for display design. An effective display is
consistent with the characteristics and limitations of the
human sensory and perceptual systems. These systems
are also involved intimately in both the control of human
interactions with the environment and the actions taken
to operate machines. However, because the selection and
control of action are the topics of Chapter 4, in this
chapter we focus primarily on the nature of sensation and
perception. Similarly, because other chapters focus on the
applied topics of motion and vibration (Chapter 22), noise

Handbook of Human Factors and Ergonomics, Fourth Edition
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(Chapter 23), illumination (Chapter 24), and displays
(Chapter 42), we concentrate primarily on the nature
of sensory and perceptual processes and the general
implications for human factors and ergonomics.

Many classifications of sensory systems exist, but
most commonly, distinctions are made between five
sensory modalities: vision, audition, olfaction, gustation,
and somasthesis. The vestibular system, which provides
the sense of balance, is also of importance in many
areas of human factors and ergonomics. Although the
peripheral aspects of these sensory systems are distinct,
the senses interact extensively in creating our perceptual
experiences, as implied by Rosenblum’s (2010) quote
with which the chapter begins.

All sensory systems extract information about four
characteristics of stimulation: (1) the sensory modality
and submodalities (e.g., touch as opposed to pain),
(2) the stimulus intensity, (3) the duration of the stim-
ulation, and (4) its location (Gardner and Martin, 2000).
Each system has receptors that are sensitive to some
aspect of the physical environment. These receptors are
responsible for sensory transduction, or the conversion
of physical stimulus energy into electrochemical energy
in the nervous system. Their properties are a major
factor determining the sensitivity to stimulation. After
sensory transduction, the sensory information for each
sense is encoded in the activity of neurons and travels to
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Figure 1 Primary sensory receiving areas (visual, auditory, and somatosensory) of the cerebral cortex and other important

landmarks and areas. (From Schiffman, 1996.)

the brain via specialized, structured pathways consisting
of highly interconnected networks of neurons. For most
modalities, two or more pathways operate in parallel to
analyze and convey different types of information from
the sensory signal. The pathways project to primary
receiving areas in the cerebral cortex (see Figure 1),
in most cases after passing through relay areas in the
thalamus. From the primary receiving area, the pathways
then project to many other areas within the brain.

Each neuron in the sensory pathways is composed
of a cell body, dendrites at the input side, and an axon
with branches at the output side. Most neurons fire in an
all-or-none manner, sending spike, or action, potentials
down the axon away from the cell body. The rate at
which a neuron fires varies as a function of the input
that the neuron is receiving from other neurons (or
directly from sensory receptors) at its dendrites. Most
neurons exhibit a baseline firing rate in the absence of
stimulation, usually on the order of 5-10 spikes/s, and
information is signaled by deviations above or below
this baseline rate. The speed of transmission of a spike
along the fiber varies across different types of neurons,
ranging from 20 to 100 m/s. Immediately after an action
potential occurs, the neuron is in a refractory state
in which another action potential cannot be generated.
This sets an upper limit on the firing rate of about
1000 spikes/s.

Transmission between neurons occurs at small gaps,
called synapses, between the axonal endings of one
neuron and the dendrites of another. Communication at
the synapse takes place by means of transmitter sub-
stances that have an excitatory effect of increasing the
firing rate of the neuron or an inhibitory effect of
decreasing the firing rate. Because as many as several
hundred neurons may have synapses with the dendrites
of a specific neuron, whether the firing rate will increase
or decrease is a function of the sum of the excitatory
and inhibitory inputs that the neuron is receiving. Which
specific neurons provide excitatory and inhibitory inputs

will determine the patterns of stimulation to which the
neuron will be sensitive (i.e., to which the firing rate
will increase or decrease from baseline). The patterns
may be rather general (e.g., an increase in illumination)
or quite specific (e.g., a pair of lines at a particular angle
moving in a particular direction). In general, increases
in stimulus intensity result in increased firing rates for
individual neurons and in a larger population of neurons
that respond to the stimulus. Thus, intensity is coded by
firing rate (as well as possibly relative timing of spike
potentials) and population codes.

The study of sensation and perception involves not
only the anatomy and physiology of the sensory systems
but also behavioral measures of perception. Psychophys-
ical data obtained from tasks in which observers are
asked to detect, discriminate, rate, or recognize stim-
uli provide information about how the properties of the
sensory systems relate to what is perceived. Behavioral
measures also provide considerable information about
the functions of the higher level brain processes involved
in perception. The sensory information must be inter-
preted and organized by these higher level processes,
which include mental representations, decision making,
and inference. Thus, perceptual experiments provide evi-
dence about how the input from the various senses is
organized into a coherent percept.

2 METHODS FOR INVESTIGATING
SENSATION AND PERCEPTION

Many methods have been, and can be, used to obtain
data relevant to understanding sensation and perception
(see, e.g., Scharff, 2003). The most basic distinction is
between methods that involve anatomy and physiology
as opposed to methods that involve behavioral responses.
Because the former are not of much direct use in human
factors and ergonomics, we do not cover them in as
much detail as we do the latter.
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2.1 Anatomical and Physiological Methods

A variety of specific techniques exist for analyzing and
mapping out the pathways associated with sensation
and perception. These include injecting tracer substances
into the neurons, classifying neurons in terms of the size
of their cell bodies and characteristics of their dendritic
trees, and lesioning areas of the brain (see Wandell,
1995). Such techniques have provided a relatively
detailed understanding of the sensory pathways.

One particular technique that has produced a wealth
of information about the functional properties of spe-
cific neurons in the sensory pathways and their associ-
ated regions in the brain is single-cell recording. Such
recording is typically performed on a monkey, cat, or
other nonhuman species; an electrode is inserted that is
sufficiently small to record only the activity of a sin-
gle neuron. The responsivity of this neuron to various
features of stimulation can be examined to gain some
understanding of the neuron’s role in the sensory system.
By systematic examination of the responsivities of neu-
rons in a given region, it has been possible to determine
much about the way that sensory input is coded. In our
discussion of sensory systems, we will have the oppor-
tunity to refer to the results of single-cell recordings.

Neuropsychological and psychophysiological inves-
tigations of humans have been used increasingly in
recent years to evaluate issues pertaining to informa-
tion processing. Neuropsychological studies typically
examine patients who have some specific neurological
disorder associated with lesions in particular parts of the
brain. Several striking phenomena have been observed
that enhance our understanding of higher level vision
(Farah, 2000). One example is visual neglect, in which
a person with a lesion in the right cerebral hemisphere,
often in a region called the right posterior parietal lobe,
fails to detect or respond to stimuli in the left visual
field (Mort et al., 2003). This is in contrast to peo-
ple with damage to regions of the temporal lobe, who
have difficulty recognizing stimuli (Milner and Goodale,
1995). These and other results have provided evidence
that a dorsal system, also called the parietal pathway,
determines where something is (and how to act on it),
whereas a ventral system, also called the temporal path-
way, determines what that something is (Merigan and
Maunsell, 1993).

A widely used psychophysiological method involves
the measurement of event-related potentials (ERPs)
(Handy, 2005). To record ERPs, electrodes attached
to a person’s scalp measure voltage variations in
the electroencephalogram (EEG), which reflects the
summed electrical activity of neuron populations as
recorded at various sites on the scalp. An ERP is those
changes that involve the brain’s response to a particular
event, usually onset of a stimulus. ERPs provide good
temporal resolution, but the spatial resolution is not
very high. Those ERP components occurring within
100 ms after onset of a stimulus are sensory components
that reflect transmission of sensory information to,
and its arrival at, the sensory cortex. The latencies
for these components differ across sensory modalities.
Later components reflect other aspects of information
processing. For example, a negative component called
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mismatch negativity is evident in the ERP about 200 ms
after presentation of a stimulus event other than the one
that is most likely. It is present regardless of whether
the stimulus is in an attended stream of stimuli or an
unattended stream, suggesting that it reflects an auto-
matic detection of physical deviance. The latency of a
positive component called the P300 is thought to reflect
stimulus evaluation time, that is, the time to update the
perceiver’s current model of the physical environment.

During the past 15 years, use of functional neu-
roimaging techniques such as functional magnetic
resonance imaging (fMRI) and positron emission tomo-
graphy (PET), which provide insight into the spatial
organization of brain functions, has become widespread
(Kanwisher and Duncan, 2004; Hall, 2010). Both fMRI
and PET provide images of the neural activity in dif-
ferent areas of the brain by measuring the volume of
blood flow, which increases as the activity in an area
increases. They have good spatial resolution, but the
temporal resolution is not as good as that of ERPs. By
comparing measurements taken during a control period
to those taken while certain stimuli are present or tasks
performed, the brain-imaging techniques can be used to
identify which areas of the brain are involved in the
processing of different types of stimuli and tasks.

Electrophysiological and functional imaging meth-
ods, as well as other psychophysiological techniques,
provide tools that can be used to address many issues
of concern in human factors. Among other things, these
methods can be used to determine whether a particu-
lar experimental phenomenon has its locus in processes
associated with sensation and perception or with those
involving subsequent response selection and execution.
Because of this diagnosticity, it has been suggested that
psychophysiological measures may be applied to pro-
vide precise measurement of dynamic changes in mental
workload (e.g., Wilson, 2002) and to other problems in
human factors (Kramer and Weber, 2000). The term neu-
roergonomics is used to refer to a neuroscience approach
to ergonomics (e.g., Lees et al., 2010).

2.2 Psychophysical Methods

The more direct concern in human factors and ergo-
nomics is with behavioral measures, because our
interest is primarily with what people can and cannot
perceive and with evaluating specific perceptual issues
in applied settings. Because many of the methods used
for obtaining behavioral measures can be applied to
evaluating aspects of displays and other human factors
concerns, we cover them in some detail. The reader
is referred to textbooks on psychophysical methods by
Gescheider (1997) and Kingdom and Prins (2010) and
to chapters by Schiffman (2003) and Rose (2006) for
more thorough coverage.

2.2.1 Psychophysical Measures of Sensitivity

Classical Threshold Methods The goal of one class
of psychophysical methods is to obtain some estimate
of sensitivity to detecting either the presence of some
stimulation or differences between stimuli. The classical
methods were based on the concept of a threshold, with
an absolute threshold representing the minimum amount
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Table 1 Determination of Sensory Threshold by Method of Limits Using Alternating Ascending (A) and

Descending (D) Series

Stimulus Intensity

(Arbitrary Units) A D A D A D A D A D
15 Y
14 Y Y Y
13 Y Y Y
12 Y Y Y Y
11 Y Y Y Y Y Y
10 Y Y Y N Y Y Y Y
9 N Y Y N N N N Y Y N
8 N N N N N Y N
7 N N N N N N
6 N N N N N
5 N N N N
4 N N N
3 N N
2 N N
1 N
Transition 9.5 8.5 8.5 9.5 10.5 9.5 9.5 7.5 8.5 9.5
points?

2Mean threshold value = 9.1.

of stimulation necessary for an observer to tell that
a stimulus was presented on a trial, and a difference
threshold representing the minimal amount of difference
in stimulation along some dimension required to tell that
a comparison stimulus differs from a standard stimulus.
Fechner (1860) developed several techniques for finding
absolute thresholds, with the methods of limits and
constant stimuli being among the most widely used.

To find a threshold using the method of limits, equally
spaced stimulus values along the dimension of interest
(e.g., magnitude of stimulation) that bracket the threshold
are selected (see Table 1). In alternating series, the
stimuli are presented in ascending or descending order,
beginning each time from a different, randomly chosen
starting value below or above the threshold. For the
ascending order, the first response typically would be,
“No, I do not detect the stimulus.” The procedure is
repeated, incrementing the stimulus value each time,
until the observer’s response changes to “yes,” and the
average of that stimulus value and the last one to which
a “no” response was given is taken as the threshold for
that series. A descending series is conducted in the same
manner, but from a stimulus above threshold, until the
response changes from yes to no. The thresholds for the
individual series are then averaged to produce the final
threshold estimate. A particularly efficient variation of
the method of limits is the staircase method (Cornsweet,
1962). For this method, rather than having distinct
ascending and descending series started from randomly
selected values below and above threshold, only a single
continuous series is conducted in which the direction
of the stimulus sequence—ascending or descending—is
reversed when the observer’s response changes. The
threshold is then taken to be the average of the stimulus

values at which these transitions occur. The staircase
method has the virtue of bracketing the threshold closely,
thus minimizing the number of stimulus presentations
that is needed to obtain a certain number of response
transitions on which to base the threshold estimate.

The method of constant stimuli differs from the
method of limits primarily in that the different stimulus
values are presented randomly, with each stimulus value
presented many different times. The basic data in this
case are the percentage of yes responses for each stimulus
value. These typically plot as an S-shaped psychophysical
function (see Figure 2). The threshold is taken to be the
estimated stimulus value for which the percentage of yes
responses would have been 50%.

Both the methods of limits and constant stimuli can
be extended to difference thresholds in a straightforward
manner (see Gescheider, 1997). The most common
extension is to use stimulus values for the comparison
stimulus that range from being distinctly less than that
of the standard stimulus to being distinctly greater. For
the method of limits, ascending and descending series
are conducted in which the observer responds “less,”
then “equal,” and then ‘“greater” as the magnitude of
the comparison increases, or vice versa as it decreases,
The average stimulus value for which the responses shift
from less to equal is the lower threshold, and from equal
to greater is the upper threshold, The difference between
these two values is called the interval of uncertainty, and
the difference threshold is found by dividing the interval
of uncertainty by 2. The midpoint of this interval is the
point of subjective equality, and the difference between
this point and the true value of the standard stimulus
reflects the constant error, or the influence of any factors
that cause the observer to overestimate or underestimate
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Figure 2 Typical S-shaped psychophysical function
obtained with the method of constant stimuli. The
absolute threshold is the stimulus intensity estimated to
be detected 50% of the time. (From Schiffman, 1996.)

systematically the value of the comparison in relation to
that of the standard.

When the method of constant stimuli is used to obtain
difference thresholds, the order in which the standard
and comparison are presented is varied, and the observer
judges which stimulus is greater than the other. The basic
data then are the percentages of “greater” responses for
each value of the comparison stimulus. The stimulus
value corresponding to the 50th percentile is taken as
the point of subjective equality. The difference between
that stimulus value and the one corresponding to the 25th
percentile is taken as the lower difference threshold, and
the difference between the subjectively equal value and
the stimulus value corresponding to the 75th percentile
is the upper threshold: The two values are averaged to
get a single estimate of the difference threshold.

Although threshold methods are often used to inves-
tigate basic sensory processes, variants can be used to
investigate applied problems as well. Shang and Bishop
(2000) argued that the concept of visual threshold is of
value for measuring and monitoring landscape attributes.
They measured three types of different thresholds—
detection, recognition, and visual impact (changes
in visual quality as a consequence of landscape
modification)—for two types of objects, a transmission
tower and an oil refinery tank, as a function of size, con-
trast, and landscape type. Shang and Bishop were able
to obtain thresholds of high reliability and concluded
that a visual variable that combined the effects of
contrast and size, which they called contrast weighted
visual size, was the best predictor of all three thresholds.

Signal Detection Methods Although many vari-
ants of the classical methods are still used, they are not
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as popular as they once were. The primary reason is
that the threshold measures confound perceptual sen-
sitivity, which they are intended to measure, with
response criterion or bias (e.g., willingness to say yes),
which they are not intended to measure. The thresh-
old estimates can also be influenced by numerous other
extraneous factors, although the impact of most of these
factors can be minimized with appropriate control pro-
cedures. Alternatives to the classical methods, signal
detection methods, have come to be preferred in many
situations because they contain the means for separating
sensitivity and response bias. Authoritative references
for signal detection methods and theory include Green
and Swets (1966), Macmillan and Creelman (2005), and
Wickens (2001). Macmillan (2002) provides a briefer
introduction to its principles and assumptions.

The typical signal detection experiment differs from
the typical threshold experiment in that only a single
stimulus value is presented for a series of trials, and the
observer must discriminate trials on which the stimulus
was not presented (noise trials) from trials on which
it was (signal-plus-noise, or signal, trials). Thus, the
signal detection experiment is much like a true—false
test in that it is objective; the accuracy of the observer’s
responses with respect to the state of the world can be
determined. If the observer says yes most of the time on
signal trials and no most of the time on noise trials, we
know that the observer was able to discriminate between
the two states of the world. If, on the other hand, the
proportion of yes responses is equal on signal and noise
trials, we know that the observer could not discriminate
between them. Similarly, we can determine whether the
observer has a bias to say one response or the other
by considering the relative frequencies of yes and no
responses regardless of the state of the world. If half of
the trials included the signal and half did not, yet the
observer said yes 70% of the time, we know that the
observer had a bias to say yes.

Signal detection methods allow two basic measures
to be computed, one corresponding to discriminability
(or sensitivity) and the other to response bias. Thus,
the key advantage of the signal detection methods is
that they allow the extraction of a pure measure of
perceptual sensitivity separate from any response bias
that exists, rather than combining the two in a single
measure, as in the threshold techniques. There are
many alternative measures of sensitivity (Swets, 1986)
and bias (Macmillan and Creelman, 1990), based on a
variety of psychophysical models and assumptions. We
will base our discussion around signal detection theory
and the two most widely used measures of sensitivity
and bias, d’ and B. Sorkin (1999) describes how signal
detection measures can be calculated using spreadsheet
application programs such as Excel.

Signal detection theory assumes that the sensory
effect of a signal or noise presentation on any given
trial can be characterized as a point along a continuum
of evidence indicating that the signal was in fact
presented. Across trials, the evidence will vary, such
that for either type of trial it will sometimes be higher
(or lower) than at other times. For computation of d’
and B, it is assumed that the resulting distribution of
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Figure 3 Equal-variance, normal probability distribu-
tions for noise and signal-plus-noise distributions on
sensory continuum, with depiction of proportion of false
alarms, proportion of hits, and computation of d’. Bottom
panel shows both distributions on a single continuum.
(From Proctor and Van Zandt, 2008.)

values is normal (i.e., bell shaped and symmetric), or
Gaussian, for both the signal and noise trials and that
the variances for the two distributions are equal (see
Figure 3). To the extent that the signal is discriminable
from the noise, the distribution for the signal trials
should be shifted to the right (i.e., higher on the con-
tinuum of evidence values) relative to that for the noise
trials. The measure d’ is therefore the distance between
the means of the signal and noise distributions, in
standard deviation units. That is,

/’Ls — u’n
g

d =

where i is the mean of the signal distribution, u,, is
the mean of the noise distribution, and o is the standard
deviation of both distributions. The assumption is that
the observer will respond yes whenever the evidence
value on any trial exceeds a criterion. The measure of
B, which is expressed by the formula

A

P A

where C is the criterion and f; and f, are the heights
of the signal and noise distributions, respectively, is the
likelihood ratio for the two distributions at the criterion.
It indicates the placement of this criterion with respect
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to the distributions and thus reflects the relative bias to
respond yes or no.

Computation of d’ and B is relatively straightfor-
ward. The placement of the distributions with respect to
the criterion can be determined as follows. The hit rate
is the proportion of signal trials on which the observer
correctly said yes; this can be depicted graphically by
placing the criterion with respect to the signal distribu-
tion so that the proportion of the distribution exceeding
it corresponds to the hit rate. The false-alarm rate is
the proportion of noise trials on which the observer
incorrectly said yes. This corresponds to the propor-
tion of the noise distribution that exceeds the criterion;
when the noise distribution is placed so that the pro-
portion exceeding the criterion is the false-alarm rate,
relative positions of the signal and noise distributions
are depicted. Sensitivity, as measured by d’, is the
difference between the means of the signal and noise
distributions, and this difference can be found by sep-
arately calculating the distance of the criterion from
each of the respective means and then combining those
two distances. Computationally, this involves converting
the false-alarm rate and hit rate into standard normal
z scores. If the criterion is located between the two
means, d’ is the sum of the two z scores. If the criterion
is located outside that range, the smaller of the two z
scores must be subtracted from the larger to obtain d’.
The likelihood ratio measure of bias, B, can be found
from the hit and false-alarm rates by using a z table that
specifies the height of the distribution for each z value.
When g is 1.0, no bias exists to give one or the other
response. A value of 8 greater than 1.0 indicates a bias
to respond no, whereas a bias less than 1.0 indicates a
bias to respond yes.

Although $ has been used most often as the measure
of bias to accompany d’, several investigations have
indicated that an alternative bias measure, C, is better
(Snodgrass and Corwin, 1988; Macmillan and Creelman,
1990; Corwin, 1994), where C is a measure of criterion
location rather than likelihood ratio. Specifically,

C =—0.5[z(H) + z(F)]

where H is the hit rate and F the false-alarm rate. Here
C is superior to 8 on several grounds, including that it
is less affected by the level of accuracy than is 8 and
will yield a meaningful measure of bias when accuracy
is near chance.

For a given d’, the possible combinations of hit rates
and false-alarm rates that the observer could produce
through adopting different criteria can be depicted in
a receiver operating characteristic (ROC) curve (see
Figure 4). The farther an ROC is from the diagonal that
extends from hit and false-alarm rates of 0—1, which
represents chance performance (i.e., d’ of 0), the greater
the sensitivity. The procedure described above yields
only a single point on the ROC, but in many cases it
is advantageous to examine performance under several
criteria settings, so that the form of the complete ROC is
evident (Swets, 1986). One advantage is that the estimate
of sensitivity will be more reliable when it is based on
several points along the ROC than when it is based on
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Van Zandt, 2008.)

only one. Another is that the empirical ROC can be
compared to the ROC implied by the psychophysical
model that underlies a particular measure of sensitivity
to determine whether serious deviations occur. For
example, when enough points are obtained to estimate
complete ROC curves, it is possible to evaluate the
assumptions of equal-variance, normal distributions on
which the measures of d’ and S are based. When plotted
on z-score coordinates, the ROC curve will be linear
with a slope of 1.0 if both assumptions are supported;
deviations from a slope of 1.0 mean that one distribution
is more variable than the other, whereas systematic
deviations from linearity indicate that assumption of
normality is violated. If either of these deviations is
present, alternative measures of sensitivity and bias that
do not rely on the assumptions of normality and equal
variance should be used.

For cases in which a complete ROC curve is desired,
several procedures exist for varying response criteria.
The relative payoff structure may be varied across
blocks of trials to make one or the other response
more preferable; similarly, instructions may be varied
regarding how the observer is to respond when uncertain.
Another way to vary response criteria is to manipulate
the relative probabilities of the signal-and-noise trials;
the response criterion should be conservative when
signal trials are rare and become increasingly more
liberal as the signal trials become increasingly more
likely. One of the most efficient techniques is to use
rating scales (e.g., from 1, meaning very sure that the
signal was not present, to 5, meaning very sure that it
was present) rather than yes—no responses. The ratings
are then treated as a series of criteria, ranging from high
to low, and hit and false-alarm rates are calculated with
respect to each. Eng (2006) provides an online program
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for plotting an ROC curve and calculating summary
statistics.

Signal detection methods are powerful tools for
investigating basic and applied problems pertaining not
only to sensation and perception but also to many other
areas in which an observer’s response must be based on
probabilistic information, such as distinguishing normal
from abnormal X rays (Manning and Leach, 2002)
or detecting whether severe weather will occur within
the next hour (Harvey, 2003). Although most work
on signal detection theory has involved discriminations
along a single psychological continuum, it has been
extended also to situations in which multidimensional
stimuli are presumed to produce values on multiple
psychological continua such as color and shape (e.g.,
Macmillan, 2002). Such analyses have the benefit of
allowing evaluation of whether the stimulus dimensions
are processed in perceptually separable and independent
manners and whether the decisions for each dimension
are also separable. As these examples illustrate, signal
detection methods can be extremely effective when used
with discretion.

2.2.2 Psychophysical Scaling

Another concern in psychophysics is to construct scales
for the relation between physical intensity and per-
ceived magnitude (see Marks and Gescheider, 2002,
for a review). One way to build such scales is to do
so from discriminative responses to stimuli that dif-
fer only slightly. Fechner (1860) established procedures
for constructing psychophysical scales from difference
thresholds. Later, Thurstone (1927) proposed a method
for constructing a scale from paired comparison proce-
dures in which each stimulus is compared to all others.
Thurstonian scaling methods can even be used for com-
plex stimuli for which physical values are not known.
Work on scaling in this tradition continues to this day
in what is called Fechnarian multidimensional scaling
(Dzhafarov and Colonius, 2005), which “borrows from
Fechner the fundamental idea of computing subjective
dissimilarities among stimuli from the observers’ ability
to tell apart very similar stimuli” (p. 3).

An alternative way to construct scales is to use direct
methods that require some type of magnitude judgment
(see, e.g., Bolanowski and Gescheider, 1991, for an
overview). Stevens (1975) established methods for
obtaining direct magnitude judgments. The technique of
magnitude estimation is the most widely used. With this
procedure, the observer is either presented a standard
stimulus and told that its sensation is a particular
numerical value (modulus) or allowed to choose his
or her own modulus. Stimuli of different magnitudes
are then presented randomly, and the observer is to
assign values to them proportional to their perceived
magnitudes. These values then provide a direct scale
relating physical magnitude to perceived magnitude. A
technique called magnitude production can also be used,
in which the observer is instructed to adjust the value
of a stimulus to be a particular magnitude. Variations
of magnitude estimation and production have been used
to measure such things as emotional stress (Holmes and
Rahe, 1967) and pleasantness of voice quality for normal



66

speakers and persons with a range of vocal pathology
(Eadie and Doyle, 2002). Furthermore, Walker (2002)
provided evidence that magnitude estimation can be
used as a design tool in the development of data
sonifications, that is, representations of data by sound.
Within physical ergonomics, Borg’s (1998) RPE (ratings
for perceived exertion) and CR-10 (category ratio,
10 categories) scales are used to measure magnitude
of perceived exertion and discomfort, respectively, in
situations where physical activity is required.

Baird and Berglund (1989) coined the term environ-
mental psychophysics for the application of psychophys-
ical methods such as magnitude estimation to applied
problems of the type examined by Berglund (1991) that
are associated with odorous air pollution and commu-
nity noise. As Berglund puts it: “The method of ratio
scaling developed by S. S. Stevens (1956) is a contri-
bution to environmental science that ranks as good and
important as most methods from physics or chemistry”
(p. 141). When any measurement technique developed
for laboratory research is applied to problems outside the
laboratory, special measurement issues may arise. In the
case of environmental psychophysics, the environmental
stimulus of concern typically is complex and multisen-
sory, diffuse, and naturally varying, presented against an
uncontrollable background. The most serious measure-
ment problem is that often it is not possible to obtain
repeated measurements from a given observer under
different magnitude concentrations, necessitating that a
scale be derived from judgments of different observers
at different points in time.

Because differences exist in the way that people
assign magnitude numbers to stimuli, each person’s
scale must be calibrated properly. Berglund and her
colleagues have developed what they call the master
scaling procedure to accomplish this purpose. The pro-
cedure has observers make magnitude judgments for
several values of a referent stimulus as well as for the
environmental stimulus. Each observer’s power function
for the referent stimulus is transformed to a single
master function (this is much like converting different
normal distributions to the standard normal distribution
for comparison). The appropriate transformation for
each observer is then applied to her or his magnitude
judgment for the environmental stimulus so that all such
judgments are in terms of the master scale.

2.2.3 Other Techniques

Many other techniques have been used to investigate
issues in sensation and perception. Most important are
methods that use response times either instead of or in
conjunction with response accuracy (see Welford, 1980;
Van Zandt, 2002). Reaction time methods have a history
of use approximately as long as that of the classical
psychophysical methods, dating back to Donders (1868),
but their use has been particularly widespread since
about 1950. Simple reaction times require the observer
to respond as quickly as possible with a single response
(e.g., a keypress) whenever a stimulus event occurs.
Alternative hypotheses of various factors that affect
detection of the stimulus and the decision to respond,
such as the locus of influence of visual masking
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and whether the detection of two signals presented
simultaneously can be conceived of as an independent
race, can be evaluated using simple reaction times.
Decision processes play an even larger role in go—no
go tasks, where responses must be made to some
stimuli but not to others, and in choice—reaction tasks,
where there is more than one possible stimulus and
more than one possible response and the stimulus must
be identified if the correct response is to be made.
Methods such as the additive factors logic (Sternberg,
1969) can be used to isolate perceptual and decisional
factors. This logic proposes that two variables whose
effects are additive affect different processing stages,
but two variables whose effects are interactive affect
the same processing stage. Variables that interact with
marker variables whose effects can be assumed to be
in perceptual processes, but not with marker variables
whose effects are on response selection or programming,
can be assigned a perceptual locus. Analyses based
on the distributions of reaction times have gained in
popularity in recent years. Van Zandt (2002) provides
MATLAB code for performing such analyses.

3 SENSORY SYSTEMS AND BASIC
PERCEPTUAL PHENOMENA

The ways in which the sensory systems encode infor-
mation have implications not only for the structure and
function of the sensory pathways but ultimately also
for the nature of human perception. They also place
restrictions on the design of displays. Displays must be
designed to satisfy known properties of sensory encod-
ing (e.g., visual information that would be legible if
presented in central vision will not be legible if the dis-
play were presented in the visual periphery), but they
do not need to exceed the capabilities of sensory encod-
ing. The sensory information that is encoded also must
be represented in the nervous system. The nature of
this representation also has profound implications for
perception.

3.1 Vision
3.1.1 Visual System

The sensory receptors in the eye are sensitive to
energy within a limited range of the electromagnetic
spectrum. One way of characterizing such energy is as
continuous waves of different wavelengths. The visible
spectrum ranges from wavelengths of approximately
370nm (billionths of a meter) to 730 nm. Any energy
outside this range, such as ultraviolet rays, will not be
detected because they have no effect on the receptors.
Light can also be characterized in terms of small units
of energy called photons. Describing light in terms of
wavelength is important for some aspects of perception,
such as color vision, whereas for others it is more useful
to treat it in terms of photons. As with any system in
which light energy is used to create a representation
of the physical world, the light must be focused and a
clear image created. In the case of the eye, the image
is focused on the photoreceptors located on the retina,
which lines the back wall of the eye.
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Figure 5 Structure of the human eye. (From Schiffman, 1996.)

Focusing System Light enters the eye (see Figure 5)
through the cornea, a transparent layer that acts as a lens
of fixed optical power and provides the majority of the
focusing. The remainder of the focusing is accomplished
by the crystalline lens, whose power varies automatically
as a function of the distance from the observer of
the object that is being fixated. Beyond a distance of
approximately 6 m, the far point, the lens is relatively flat;
for distances closer than the far point, muscles attached to
the lens cause it to become progressively more spherical
the closer the fixated object is to the observer, thus
increasing its refractive power. The reason why this
process, called accommodation, is needed is that without
an increase in optical power for close objects their images
would be focused at a point beyond the retina and the
retinal image would be out of focus. Accommodation
is effective for distances as close as 20cm (the near
point), but the extent of accommodation, and the speed
at which it occurs, decreases with increasing age, with
the near point receding to approximately 100 cm by age
60. This decrease in accommodative capability, called
presbyopia, can be corrected with reading glasses. Other
imperfections of the lens system—myopia, where the
focal point is in front of the receptors; hyperopia, where
the focal point is behind the receptors; and astigmatism,
where certain orientations are out of focus while others
are not—also typically are treated with glasses.
Between the cornea and the lens, the light passes
through the pupil, an opening in the center of the iris
that can vary in size from 2 to 8 mm. The pupil size
is large when the light level is low, to maximize the
amount of light that gets into the eye, and small when
the light level is high, to minimize the imperfections
in imaging that arise when light passes through the
extreme periphery of the lens system. One additional
consequence of these changes in image quality as a
function of pupil size is that the depth of field, or the
distance in front of or behind a fixated object at which

the images of other objects will be in focus also, will
be greatest when the pupil size is 2mm and decrease
as pupil size increases, at least up to intermediate
diameters (Marcos et al., 1999). In other words, under
conditions of low illumination, accommodation must
be more precise and work that requires high acuity,
such as reading, can be fatiguing (Randle, 1988). When
required to accommodate to near stimuli, adults show
accommodative pupil restrictions that increase the depth
of field. This tendency for restriction in pupil size is
much weaker for children (Gislén et al., 2008; the chil-
dren in their study were 9—10 years of age), most likely
due to the superior accommodative range of their lenses.

If the eyes fixate on an object at a distance of approx-
imately 6 m or farther, the lines of sight are parallel. As
the object is moved progressively closer, the eyes turn
inward and the lines of sight converge. Thus, the degree
of vergence of the eyes varies systematically as a
function of the distance of the object being fixated. The
near point for vergence is approximately 5 cm, and if an
object closer than that is fixated, the images at the two
eyes will not be fused and a double image will be seen.

The natural resting states for accommodation and
vergence, called dark focus and dark vergence, respec-
tively, are intermediate to the near and far points
(Leibowitz and Owens, 1975; Andre, 2003; Jaschinski
et al., 2007). One view for which there is considerable
support is that dark focus and vergence provide zero ref-
erence points about which accommodative and vergence
effort varies (Ebenholtz, 1992). A practical implication
of this is that less eye fatigue will occur if a person
working at a visual display screen for long periods of
time is positioned at a distance that corresponds approx-
imately to the dark focus and vergence points. As with
most other human characteristics of concern in human
factors and ergonomics, considerable individual differ-
ences in dark focus and vergence exist. People with
far dark-vergence postures tend to position themselves
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farther away from the display screen than will those
with closer postures (Heuer et al., 1989), and they also
show more visual fatigue when required to perform close
visual work (Jaschinski-Kruza, 1991).

Retina 1If the focusing system is working properly,
the image will be focused on the retina, which lines
the back wall of the eye. Objects in the left visual field
will be imaged on the right hemi-retina and objects in
the right visual field on the left hemi-retina; objects
above the point of fixation will be imaged on the
lower half of the retina, and vice versa for objects
below fixation. The retina contains the photoreceptors
that transduce the light energy into a neural signal;
their spatial arrangement limits our ability to perceive
spatial pattern (see Figure 6). There also are two layers
of neurons, and their associated blood vessels, that
process the retinal image before information about it
is sent along the optic nerve to the brain. These neural
layers are in the light path between the lens and the
photoreceptors and thus degrade to some extent the
clarity of the image at the receptors.

There are two major types of photoreceptors, rods
and cones, with three subtypes of cones. All photore-
ceptors contain light-sensitive photopigments in their
outer segments that operate in basically the same man-
ner. Photons of light are absorbed by the photopigment
when they strike it, starting a reaction that leads to
the generation of a neural signal. As light is absorbed,
the photopigment becomes insensitive and is said to be
bleached. It must go through a process of regenera-
tion before it is functional again. Because the rod and
cone photopigments differ in their absolute sensitivities
to light energy, as well as in their differential sensitiv-
ities to light across the visual spectrum, the rods and
cones have different roles in perception.

Rods are involved primarily in vision under very low
levels of illumination, what is called scotopic vision. All
rods contain the same photopigment, rhodopsin, which
is highly sensitive to light. Its spectral sensitivity func-
tion shows it to be maximally sensitive to light around
500 nm and to a lesser degree to other wavelengths. One
consequence of there being only one rod photopigment
is that we cannot perceive color under scotopic condi-
tions. The reason for this is easy to understand. The rods
will respond relatively more to stimulation of 500 nm
than they will to 560-nm stimulation of equal inten-
sity. However, if the intensity of the 560-nm stimulus is
increased, a point would be reached at which the rods
responded equally to the two stimuli. In other words,
with one photopigment, there is no basis for distinguish-
ing among the wavelength differences associated with
color differences from intensity differences.

Cones are responsible for vision in daylight, or what
is known as photopic vision. Cone photopigments are
less sensitive to light than rhodopsin, and hence cones
are operative at levels of illumination at which the rod
photopigment has been effectively fully bleached. Also,
because there are three types of cones, each containing
a different photopigment, cones provide color vision.
As explained previously, there must be more than one
photopigment type if differences in the wavelength of

HUMAN FACTORS FUNDAMENTALS

stimulation are to be distinguished from differences in
intensity. The spectral sensitivity functions for each of
the three cone photopigments span broad ranges of the
visual spectrum, but their peak sensitivities are located
at different wavelengths. The peak sensitivities are
approximately 440 nm for the short-wavelength (“blue’)
cones, 540nm for the middle-wavelength (“green”)
cones, and 565 nm for the long-wavelength (“red”) cones.
Monochromatic light of a particular wavelength will
produce a pattern of activity for the three cone types that is
unique from the patterns produced by other wavelengths,
allowing each to be distinguished perceptually.

The retina contains two landmarks that are important
for visual perception. The first of these is the optic disk,
which is located on the nasal side of the retina. This is
the region where the optic nerve, composed of the nerve
fibers from the neurons in the retina, exits the eye. The
significant point is that there are no photoreceptors in
this region, which is why it is sometimes called the blind
spot. We do not normally notice the blind spot because
(1) the blind spot for one of the eyes corresponds
to part of the normal visual field for the other eye
and (2) with monocular viewing, the perceptual system
fills it in with fabricated images based on visual att-
ributes from nearby regions of the visual field (Araragi
et al., 2009). How this filling in occurs has been the
subject of considerable investigation, with evidence
from physiological studies and computational modeling
suggesting that the filling in is induced by neurons
in the primary visual cortex through slow conductive
paths of horizontal connections in the primary visual
cortex and fast feed-forward/feedback paths by way of
the visual association cortex (Matsumoto and Komatsu,
2005; Satoh and Usui, 2008). If the image of an object
falls only partly on the blind spot, the filling in from
the surrounding region will cause the object to appear
complete. However, if the image of an object falls
entirely within the blind spot, this filling in will cause
the object to not be perceived.

The second landmark is the fovea, which is a small
indentation about the size of a pinhead on which the
image of an object at the point of fixation will fall. The
fovea is the region of the retina in which visual acuity is
highest. Its physical appearance is due primarily to the
fact that the neural layers are pulled away, thus allowing
the light a straight path to the receptors. Moreover, the
fovea contains only cones, which are densely packed in
this region.

As shown in Figure 6, the photoreceptors synapse
with bipolar cells, which in turn synapse with ganglion
cells; the latter cells are the output neurons of the
retina, with their axons making up the optic nerve. In
addition, horizontal cells and amacrine cells provide
interconnections across the retina. The number of
ganglion cells is much less than the number of photo-
receptors, so considerable convergence of the activity of
individual receptors occurs. The neural signals generated
by the rods and cones are maintained in distinct
pathways until reaching the ganglion cells (Kolb, 1994).
In the fovea, each cone has input into more than one
ganglion cell. However, convergence is the rule outside
the fovea, being an increasing function of distance from
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Figure 6 Neural structures and interconnections of vertebrate retina. (From Dowling and Boycott, 1966.)

the fovea. Overall, the average convergence is 120:1
for rods as compared to 6:1 for cones. The degree of
convergence has two opposing perceptual consequences.
Where there is little or no convergence, as in the
neurons carrying signals from the fovea, the pattern

of stimulation at the retina is maintained effectively
complete, thus maximizing spatial detail. When there
is considerable convergence, as for the rods, the activity
of many photoreceptors in the region is pooled together,
optimizing sensitivity to light at the cost of detail. Thus,
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the wiring of the photoreceptors is consistent with the
fact that the rods operate when light energy is at a
premium but the cones operate when it is not.

The ganglion cells show several interesting proper-
ties pertinent to perception. When single-cell recording
techniques are used to measure their receptive fields
(i.e., the regions on the retina that when stimulated pro-
duce a response in the cell), these fields are found to
have a circular, center-surround relation for most cells.
If light presented in a circular, center region causes an
increase in the firing rate of the neuron, light presented
in a surrounding ring region will cause a decrease in the
firing rate, or vice versa. What this means is that the
ganglion cells are tuned to respond primarily to discon-
tinuities in the light pattern within their receptive fields.
If the light energy across the entire receptive field is
increased, there will be little if any effect on the firing
rate. In short, the information extracted and signaled by
these neurons is based principally on contrast, which is
important for perceiving objects in the visual scene, and
not on absolute intensity, which will vary as a func-
tion of the amount of illumination. Not surprisingly, the
average receptive field size is larger for ganglion cells
receiving their input from rods than for those receiv-
ing it solely from cones and increases with increasing
distance from the fovea.

Although most ganglion cells have the center-
surround receptive field organization, two pathways can
be distinguished on the basis of other properties. The
ganglion cells in the parvocellular pathway have small
cell bodies and relatively dense dendritic fields. Many
of these ganglion cells, called midget cells, receive
their input from the fovea. They have relatively small
receptive fields, show a sustained response as long as
stimulation is present in the receptive field, and have a
relatively slow speed of transmission. The ganglion cells
in the magnocellular pathway have larger cell bodies
and sparse dendritic trees. They have their receptive
fields at locations across the retina, have relatively
large receptive fields, show a transient response to
stimulation that dissipates if the stimulus remains on,
have a fast speed of transmission, and are sensitive
to motion. Because of these unique characteristics
and the fact that these channels are kept separated
later in the visual pathways, it has been thought that
they contribute distinct information to perception. The
parvocellular pathway is presumed to be responsible for
pattern perception and the magnocellular pathway for
high-temporal-frequency information, such as in motion
perception and perception of flicker. The view that
different aspects of the sensory stimulus are analyzed in
specialized neural pathways has received considerable
support in recent years.

Visual Pathways The optic nerve from each eye
splits at what is called the optic chiasma (see Figure 7).
The fibers conveying information from the nasal halves
of the retinas cross over and go to the opposite sides of
the brain, whereas the fibers conveying information from
the temporal halves do not cross over. Functionally, the
significance of this is that for both eyes input from the
right visual field is sent to the left half of the brain and
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input from the left visual field is sent to the right half.
A relatively small subset of the fibers (approximately
10%) splits off from the main tract and the fibers go
to structures in the brain stem, the tectum, and then
the pulvinar nucleus of the thalamus. This tectopulvinar
pathway is involved in localization of objects and the
control of eye movements.

Approximately 90% of the fibers continue on the pri-
mary geniculostriate pathway, where the first synapse is
at the lateral geniculate nucleus (LGN). The distinction
between the parvocellular and magnocellular pathways
is maintained here. The LGN is composed of six lay-
ers, four parvocellular and two magnocellular, each of
which receives input from only a single eye. Hence, at
this level the input from the two eyes has yet to be com-
bined. Each layer is laid out in a retinotopic map that
provides a spatial representation of the retina. In other
respects, the receptive field structure of the LGN neu-
rons is similar to that of the ganglion cells. The LGN
also receives input from the visual cortex, both directly
and indirectly, by way of a thalamic structure called the
reticular nucleus that surrounds the LGN (Briggs and
Usrey, 2011). This feedback likely modulates the activ-
ity in the LGN, allowing the communication between
the visual cortex and LGN to be bidirectional.

From the LGN, the fibers go to the primary visual
cortex, which is located in the posterior cortex. This
region is also called the striate cortex (because of its
stripes), area 17, or area VI . The visual cortex consists
of six layers. The fibers from the LGN have their
synapses in the fourth layer from the outside, with the
parvocellular neurons sending their input to one layer
(4Cp) and the magnocellular neurons to another (4Cw),
and they also have collateral projections to different
parts of layer 6. The neurons in these layers then send
their output to other layers. In layer 4 the neurons have
circular-surround receptive fields, but in other layers,
they have more complex patterns of sensitivity. Also,
whereas layer 4 neurons receive input from one or the
other eye, in other layers most neurons respond to some
extent to stimulation at either eye.

A distinction can be made between simple cells
and complex cells (e.g., Hubel and Wiesel, 1977). The
responses of simple cells to shapes can be determined
from their responses to small spots of light (e.g., if
the receptive field for the neuron is plotted using
spots of light, the neuron will be most sensitive to
a stimulus shape that corresponds with that receptive
field), whereas those for complex cells cannot be. Simple
cells have center-surround receptive fields, but they
are more linear than circular; this means that they
are orientation selective and will respond optimally to
bars in an orientation that corresponds with that of
the receptive field. Complex cells have similar linear
receptive fields and so are also orientation selective, but
they are movement sensitive as well. These cells respond
optimally not only when the bar is at the appropriate
orientation but also when it is moving. Some cells,
which receive input from the magnocellular pathway,
are also directionally sensitive: they respond optimally
to movement in a particular direction. Certain cells,
called hypercomplex cells, are sensitive to the length of
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Figure 7 Human visual system showing projection of visual fields through the system. (From Schiffman, 1996.)

the bar so that they will not respond if the bar is too long.
Some neurons in the visual cortex are also sensitive to
disparities in the images at each eye and to motion
velocity. In short, the neurons of the visual cortex
analyze the sensory input for basic features that provide
the information on which higher level processes operate.

The cortex is composed of columns and hyper-
columns arranged in a spatiotopic manner. Within a
single column, all of the cells except for those in layer
4 will have the same preferred orientation. The next
column will respond to stimulation at the same loca-
tion on the retina but will have a preferred orientation

that is approximately 10° different than that of the first
column. As we proceed through a group of about 20
columns, called a hypercolumn, the preferred orienta-
tion will rotate 180°. The next hypercolumn will show
the same arrangement, but for stimulation at a location
on the retina that is adjacent to that of the first. A rel-
atively larger portion of the neural machinery in the
visual cortex is devoted to the fovea, which is to be
expected because it is the region for which detail is
being represented.

Two cortical areas, V2 (the first visual association
area) and MT (medial temporal), receive input from
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V1 (Briggs and Usrey, 2010). Part of the V2 neurons
also project to MT, but another part goes to cortical
area V4, making up the dorsal (where) and ventral
(what) streams, respectively. Barber (1990) found that
visual abilities pertaining to detection, identification,
acquisition, and tracking of aircraft in air defense
simulations clustered into subgroups consistent with the
hypothesis that different aspects of visual perception are
mediated by these distinct subsystems in the brain.

3.1.2 Basic Visual Perception

Brightness Brightness is that aspect of visual per-
ception that corresponds most closely to the intensity of
stimulation. To specify the effective intensity of a stimu-
lus, photometric measures, which are calibrated to reflect
human spectral sensitivity, should be used. A photome-
ter can be used to measure either illuminance, that is, the
amount of light falling on a surface, or luminance, that
is, the amount of light generated by a surface. To mea-
sure illuminance, an illuminance probe is attached to the
photometer and placed on the illuminated surface. The
resulting measure of illuminance is in lumens per square
meter (Im/m?) or lux (Ix). To measure luminance, a lens
with a small aperture is attached to the photometer and
focused onto the surface from a distance. The resulting
measure of luminance is in candelas per square meter
(cd/m?). Although measures with a photometer are suit-
able with most displays, the relatively new technology
of laser-based video projectors requires an alternative
method, because each pixel produces light for too brief
of a time for accurate photometric measurement (Doucet
et al., 2010).

Judgments of brightness are related to intensity by
the power function

B — al®3

where B is brightness, a is a constant, and / is
the physical intensity. However, brightness is not
determined by intensity alone but also by several other
factors. For example, at brief exposures on the order
of 100ms or less and for small stimuli, temporal and
spatial summation occurs. That is, a stimulus of the
same physical intensity will look brighter if its exposure
duration is increased or if its size is increased.

One of the most striking influences on brightness
perception and sensitivity to light is the level of dark
adaptation. When a person first enters a dark room, he or
she is relatively insensitive to light energy. However, with
time, dark adaptation occurs and sensitivity increases
drastically. The time course of dark adaptation is
approximately 30 min. Over the first couple of minutes,
the absolute threshold for light decreases and then levels
off. However, after approximately 8 min in the dark,
it begins decreasing again, approaching a maximum
around the 30-min point. After 30min in the dark,
lights can be seen that were of too low intensity to
be visible initially, and stimuli that appeared dim now
seem much brighter. Dark adaptation reflects primarily
regeneration into a maximally light-sensitive state of
the cone photopigments and then the rod photopigment.
Jackson et al. (1999) reported a dramatic slowing in the

HUMAN FACTORS FUNDAMENTALS

rod-mediated component of dark adaptation that may
contribute to increased night vision problems experienced
by older adults. After becoming dark adapted, vision
may be impaired momentarily when the person returns
to photopic viewing conditions. Providing gradually
changing light intensity in regions where light intensity
would normally change abruptly, such as at the entrances
and exits of tunnels, may help minimize such impairment
(e.g., Oyama, 1987).

The brightness of a monochromatic stimulus of con-
stant intensity will vary as a function of its wavelength
because the photopigments are differentially sensitive to
light of different wavelengths. The scotopic spectral sen-
sitivity function is shifted toward the short-wavelength
end of the spectrum, relative to the photopic function.
Consequently, if two stimuli, one short wavelength and
one long, appear equally bright at photopic levels, the
short-wavelength stimulus will appear brighter at sco-
topic levels, a phenomenon called the Purkinje shift.
Little light adaptation will occur when high levels of
long-wavelength light are present because the sensitiv-
ity of the rods to long-wavelength light is low. Thus,
it is customary to use red light sources to provide high
illumination for situations in which a person needs to
remain dark adapted.

It is common practice to distinguish between bright-
ness and lightness as two different aspects of percep-
tion (Blakeslee et al., 2008): Judgments of brightness
are of the apparent luminance of a stimulus, whereas
judgments of lightness are of perceived achromatic
color along a black-to-white dimension (i.e., apparent
reflectance). Both the brightness and lightness of an
object are greatly influenced by the surrounding context.
Lightness contrast is a phenomenon where the intensity
of a surrounding area influences the lightness of a stim-
ulus. The effects can be quite dramatic, with a stimulus
of intermediate reflectance ranging in appearance from
white to dark gray or black as the reflectance of the
surround is increased from low to high. The more com-
mon phenomenon of lightness constancy occurs when
the level of illumination is increased across the entire
visual field. In this case, the absolute amount of light
reflected to the eye by an object may be quite different,
but the percept remains constant. Basically, lightness
follows a constant-ratio rule (Wallach, 1972): Lightness
will remain the same if the ratio of light energy for a
stimulus relative to its surround remains constant. Light-
ness constancy holds for a broad range of ratios and
across a variety of situations, with brightness constancy
obtained under a more restricted set of viewing condi-
tions (Jacobsen and Gilchrist, 1988; Arend, 1993).

Although low-level mechanisms early in the sensory
system probably contribute at least in part to constancy
and contrast, more complex higher level brain mecha-
nisms apparently do as well. Particularly compelling are
demonstrations showing that the lightness and bright-
ness of an object can vary greatly simply as a function
of organizational and depth cues. Agostini and Proffitt
(1993) demonstrated lightness contrast as a function of
whether a target gray circle was organized perceptually
with black or white circles, even though the inducing cir-
cles were not in close proximity to the target. Gilchrist
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Figure 8 Effect of perceived shading on brightness
judgments. The patches a1 and a are the same shade of
gray, but a; appears much darker than a,. (Reprinted with
permission from Adelson, 1993. Copyright 1993 by the
American Association for the Advancement of Science.)

(1977) used depth cues to cause a piece of white paper to
be perceived incorrectly as in a back chamber that was
highly illuminated or correctly as in a front chamber that
was dimly illuminated. When perceived as in the front
chamber, the paper was seen as white; however, when
perceived as in the back chamber, the paper appeared
to be almost black. Adelson (1993) showed that such
effects are not restricted to lightness but also occur for
brightness judgments. For example, when instructed to
adjust the luminance of square a, in Figure 8 to equal
that of square a,, observers set the luminance of a, to
be 70% higher than that of a,. Thus, even relatively
“sensory” judgments such as brightness are affected by
higher order organizational factors.

Visual Acuity and Sensitivity to Spatial Fre-
quency Visual acuity refers to the ability to perceive
detail. Acuity is highest in the fovea, and it decreases
with increasing eccentricities due in part to the progres-
sively greater convergence of activity from the sensory
receptors that occurs in the peripheral retina. Distinc-
tions can be made between different types of acuity.
Identification acuity is the most commonly measured,
using a Snellen eye chart that contains rows of letters
that become progressively smaller. The smallest row for
which the observer can identify the letters is used as the
indicator of acuity. Regarded as normal, 20/20 vision
means that the person being tested is able to identify at
a distance of 20ft letters of a size that a person with
normal vision is expected to identify. A person with
20/100 vision can identify letters at 20 ft only as large
as those that a person with normal vision could at 100
ft. Vernier acuity is a person’s ability to discriminate
between broken and unbroken lines, and resolution acu-
ity is the ability to distinguish gratings from a stimulus
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that covers the same area but is of the same average
intensity throughout. All of these measures are variants
of static acuity, in that they are based on static dis-
plays. Dynamic acuity refers to the ability to resolve
detail when there is relative motion between the stimu-
lus and the observer. Dynamic acuity is usually poorer
than static acuity (Morgan et al., 1983), partly due to
an inability to keep a moving image within the fovea
(Murphy, 1978). A concern in measuring acuity is that
the types are not perfectly correlated, and thus an acuity
measure of one type may not be a good predictor of
ability to perform a task whose acuity requirements are
of a different type. For example, the elderly show typ-
ically little loss of identification acuity as measured by
a standard test, but they seem to have impaired acuity
in dynamic situations and at low levels of illumination
(Kosnik et al., 1990; Sturr et al., 1990). Thus, perfor-
mance on a dynamic acuity test may be a better predic-
tor of driving performance for elderly persons (Wood,
2002). In a step toward making assessment of dynamic
acuity more routine, Smither and Kennedy (2010) have
developed and evaluated a prototype of an automated,
portable dynamic visual acuity system using a low-
energy laser.

Spatial contrast sensitivity has been shown to provide
an alternative, more detailed way for characterizing
acuity. A spatial contrast sensitivity function can be
generated by obtaining threshold contrast values for
discriminating sine-wave gratings (for which the bars
change gradually rather than sharply from light to dark)
of different spatial frequencies from a homogeneous
field. The contrast sensitivity function for a typical adult
shows maximum sensitivity at a spatial frequency of
about three to five cycles per degree of visual angle,
with relatively sharp drop-offs at high and low spatial
frequencies. Basically what this means is that we are
not extremely sensitive to very fine or course gratings.
Because high spatial frequencies relate to the ability to
perceive detail and low to intermediate frequencies to
the more global characteristics of visual stimuli, tests
of acuity based on contrast sensitivity may be more
analytic concerning aspects of performance that are
necessary for performing specific tasks. For example,
Evans and Ginsburg (1982) found contrast sensitivity at
intermediate and low spatial frequencies to predict the
detectability of stop signs in night driving, and contrast
sensitivity measures have also been shown to predict
performance of flight-related tasks (Gibb et al., 2010). A
main difficulty for use of contrast sensitivity functions
for practical applications is the long time required to
perform such a test. Lesmes et al. (2010) have developed
and performed initial validation tests of a quick method
that requires only 25 trials to construct a relatively
accurate function.

Of concern in human factors and ergonomics is
temporal acuity. Because many light sources and
displays present flickering stimulation, we need to be
aware of the rates of stimulation beyond which flicker
will not be perceptible. The critical flicker frequency is
the highest rate of flicker at which it can be perceived.
Numerous factors influence the critical frequency,
including stimulus size, retinal location, and level of
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surrounding illumination. The critical flicker frequency
can be as high as 60Hz for large stimuli of high
intensity, but it typically is less. You may have
noticed that the flicker of a computer display screen
is perceptible when you are not looking directly at it as
a consequence of the greater temporal sensitivity in the
peripheral retina.

Color Vision and Color Specification Color is
used in many ways to display visual information. Color
can be used, as in television and movies, to provide a
representation that corresponds to the colors that would
be seen if one were physically present at the location
that is depicted. Color is also used to highlight and
emphasize as well as to code different categories of
displayed information. In situations such as these, we
want to be sure that the colors are perceived as intended.

In a color-mixing study, the observer is asked to
adjust the amounts of component light sources to match
the hue of a comparison stimulus. Human color vision
is trichromatic, which means that any spectral hue can
be matched by a combination of three primary colors,
one each from the short-, middle-, and long-wavelength
positions of the spectrum. This trichromaticity is a
direct consequence of having three types of cones that
contain photopigments with distinct spectral sensitivity
functions. The pattern of activity generated in the three
cone systems will determine what hue is perceived. A
specific pattern can be determined by a monochromatic
light source of a particular wavelength or by a com-
bination of light sources of different wavelengths. As
long as the relative amounts of activation in the three
cone systems are the same for different physical stimuli,
they will be perceived as being of the same hue. This
fact is used in the design of color television sets and
computer monitors, for which all colors are generated
from combinations of pixels of three different colors.

Another phenomenon of additive color mixing is
that blue and yellow, when mixed in approximately
equal amounts, yield an achromatic (e.g., white) hue,
as do red and green. This stands in contrast to the fact
that combinations involving one hue from each of the
two complementary pairs are seen as combinations of
the two hues. For example, when blue and green are
combined additively in similar amounts, the resulting
stimulus appears blue-green. The pairs that yield an
achromatic additive mixture are called complementary
colors. That these hues have a special relation is evident
in other situations as well. When a background is one
of the hues from a pair of complementary colors, it will
tend to induce the complementary hue in a stimulus that
would otherwise be perceived as a neutral gray or white.
Similarly, if a background of one hue is viewed for
awhile and then the gaze is shifted to a background of a
neutral color, an afterimage of the complementary hue
will be seen.

The complementary color relations also appear to
have a basis in the visual system, but in the neural
pathways rather than in the sensory receptors. That
is, considerable evidence indicates that output from
the cones is rewired into opponent processes at the
level of the ganglion cells and beyond. If a neuron’s
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firing rate increases when a blue stimulus is presented,
it decreases when a yellow stimulus is presented.
Similarly, if a neuron’s firing rate increases to a red
stimulus, it decreases to a green stimulus. The pairings
in the opponent cells always involve blue with yellow
and red with green. Thus, a wide range of color
appearance phenomena can be explained by the view
that the sensory receptors operate trichromatically,
but this information is subsequently recoded into an
opponent format in the sensory pathways.

The basic color-mixing phenomena are depicted in
color appearance systems. A color circle can be formed
by curving the visual spectrum, as done originally
by Isaac Newton. The center of the circle represents
white, and its rim represents the spectral colors. A
line drawn from a particular location on the rim to
the center depicts saturation, the amount of hue that
is present. For example, if one picks a monochromatic
light source that appears red, points on the line represent
progressively decreasing amounts of red as one moves
along it to the center. The appearance for a mixture of
two spectral colors can be approximated by drawing a
chord that connects the two colors. If the two are mixed
in equal amounts, the point at the center corresponds to
the mixture; if the percentages are unequal, the point
is shifted accordingly toward the higher percentage
spectral color. The hue for the mixture point can be
determined by drawing a diagonal through it; its hue
corresponds to that of the spectral hue at the rim, and
its saturation corresponds to the proximity to the rim.

The color circle is too imprecise to be used to
specify color stimuli, but a system much like it, the CIE
(Commission Internationale de I’Eclairage) system, is
the most widely used color specification system. The
CIE provided a standardized set of color-matching func-
tions, x(1), y(&), and z(}), called the XYZ tristimulus
coordinate system (see Figure 9). The tristimulus values
for a monochromatic stimulus can be used to determine
the proportions of three wavelengths (X, Y, and Z, cor-
responding to red, green, and blue, respectively) needed
to match it. For example, the X, Y, and Z tristimulus
values for a 500-nm stimulus are 0.0049, 0.3230, and
0.2720. The proportion of X primary can be determined
by dividing the tristimulus value for X by the combined
values for X plus Y plus Z. The proportion of ¥ primary
can be determined in like manner, and the proportion of
Z primary is simply 1 minus the X and Y proportions.
The spectral stimulus of 500 nm thus has the following
proportions: x = 0.008, y = 0.539, and z = 0.453.

The CIE color space, shown in Figure 9, is tri-
angular rather than circular. Location in the space is
specified according to the x and y color coordinates.
Only x and y are used as the coordinates for the space
because x, y, and z sum to 1.0. The spectral stimulus
of 500 nm would be located on the rim of the triangle,
in the upper left of the figure. Saturation decreases as
proximity to the rim decreases, to an achromatic point
labeled C in Figure 9. The color of a stimulus can be
specified precisely by using the tristimulus values for
each component spectral frequency or approximately by
determining the coordinates at the location approximat-
ing its appearance.
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Another widely used color specification system is
the Munsell Book of Colors. This classification scheme
is also a variant of the color circle, but adding in a third
dimension that corresponds to lightness. In the Munsell
notation, the word hue is used as normal, but the words
value and chroma are used to refer to lightness and
saturation, respectively. The book contains sheets of
color samples organized according to their values on
the three dimensions of hue, value, and chroma. Color
can be specified by reporting the values of the sample
that most closely match those of the stimulus of interest.

When using a colored stimulus, one important con-
sideration is its location in the visual field (Gegenfurt-
ner and Sharpe, 1999). The distribution of cones varies
across the retina, resulting in variations in color percep-
tion at different retinal locations. For example, because
short-wavelength cones are absent in the fovea and only
sparsely distributed throughout the periphery, very small
blue stimuli imaged in the fovea will be seen as achro-
matic and the blue component in mixtures will have little
impact on the perceived hue. Cones of all three types

decrease in density with increasing eccentricity, with the
consequence that color perception becomes less sensi-
tive and stimuli must be larger in order for color to be
perceived. Red and green discrimination extends only
20°-30° into the periphery, whereas yellow and blue
can be seen up to 40°~60° peripherally. Color vision is
completely absent beyond that point.

Another consideration is that a significant portion of
the population has color blindness, or, more generally,
color vision deficiency. The most common type of color
blindness is dichromatic vision. It is a gender-linked
trait, with most dichromats being males. The name arises
from the fact that such a person can match any spec-
tral hue with a combination of only two primaries; in
most cases this disorder can be attributed to a miss-
ing cone photopigment. The names tritanopia, deuter-
anopia, and protanopia refer to missing the short-,
middle-, or long-wavelength pigment, respectively. The
latter two types (commonly known as red—green color
blindness) are much more prevalent than the former.
The point to keep in mind is that color-blind persons
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are not able to distinguish all of the colors that a
person with trichromatic vision can. Specifically, peo-
ple with red—green color blindness cannot differentiate
middle and long wavelengths (520—700 nm), and the
resulting perception is composed of short (blue) versus
longer (yellow) wavelength hues. O’Brien et al. (2002)
found that the inability to discriminate colors in certain
ranges of the spectrum reduces their conspicuity (i.e.,
the ability to attract attention). Deuteranopes performed
significantly worse than trichromats at detecting red,
orange, and green color-coded traffic control devices in
briefly flashed displays, but not at detecting yellow and
blue color-coded signs. Testing for color vision is of
importance for certain occupations, such as being an
aircraft pilot, where a deficiency in color vision may
lead to a crash. Tests for color deficiencies include the
Ishihara plates, which require differences in color to
be perceived if test patterns are to be identified, and
the Farnsworth—Munsell 100-hue test, in which colored
caps are to be arranged in a continuous series about four
anchor point colors (Wandell, 1995). Because individu-
als who have some color deficiency but are not severely
deficient may be able to pass one test, for example, with
the Ishihara plates, multiple color vision tests seem to
be necessary to detect lesser color deficiencies (Gibb
et al., 2010).

3.2 Audition
3.2.1 Auditory System

The sensory receptors for hearing are sensitive to sound
waves, which are moment-to-moment fluctuations in air
pressure about the atmospheric level. These fluctuations
are produced by mechanical disturbances, such as a
stereo speaker moving in response to signals that it is
receiving from a music source and amplifier. As the
speaker moves forward and then back, the disturbances
in the air go through phases of compression, in
which the density of molecules—and hence the air
pressure—is increased, and rarefaction, in which the
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density and air pressure decrease. With a pure tone,
such as that made by a tuning fork, these changes
follow a sinusoidal pattern. The frequency of the
oscillations (i.e., the number of oscillations per second)
is the primary determinant of the sound’s pitch, and
the amplitude or intensity is the primary determinant
of loudness. Intensity is usually specified in decibels
(dB), which is 20log (p/p,), where p is the pressure
corresponding to the sound and p, is the standard
value of 20 pPa. When two or more pure tones are
combined, the resulting sound wave will be an additive
combination of the components. In that case, not only
frequency and amplitude become important but also the
phase relationships between the components, that is,
whether the phases of the cycles for each are matched
or mismatched. The wave patterns for most sounds
encountered in the world are quite complex, but they can
be characterized in terms of component sine waves by
means of a Fourier analysis. The auditory system must
perform something like a Fourier analysis, since we are
capable to a large extent of extracting the component
frequencies that make up a complex sound signal, so
that the pitches of the component tones are heard.

Ear A sound wave propagates outward from its
source at the speed of sound (344 m/s), with the
amplitude proportional to 1/(distance)?. It is the cyclical
air pressure changes at the ear as the sound wave
propagates past the observer that starts the sensory
process. The outer ear (see Figure 10), consisting of
the pinna and the auditory canal, serves to funnel the
sound into the middle ear; the pinna will amplify or
attenuate some sounds as a function of the direction from
which they come and their frequency, and the auditory
canal amplifies sounds in the range of approximately
1-2 kHz. A flexible membrane, called the eardrum
or tympanic membrane, separates the outer and middle
ears. The pressure in the middle ear is maintained
at the atmospheric level by means of the Eustachian
tube, which opens into the throat, so any deviations
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Figure 10 Structure of the human ear. (From Schiffman, 1996.)
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from this pressure in the outer ear will result in a
pressure differential that causes the eardrum to move.
Consequently, the eardrum vibrates in a manner that
mimics the sound wave that is affecting it. However,
changes in altitude, such as those occurring during flight,
can produce a pressure differential that impairs hearing
until that differential is eliminated, which cannot occur
readily if the Eustachian tube is blocked by infection or
other causes.

Because the inner ear contains fluid, there is an
impedance mismatch between it and the air that would
greatly reduce the fluid movement if the eardrum acted
on it directly. This impedance mismatch is overcome
by a lever system of three bones (the ossicles) in the
middle ear: the malleus, incus, and stapes. The malleus
is attached to the eardrum and is connected to the stapes
by the incus. The stapes has a footplate that is attached to
a much smaller membrane, the oval window, which is at
the boundary of the middle ear and the cochlea, the part
of the inner ear that is important for hearing. Thus, when
the eardrum moves in response to sound, the ossicles
move, and the stapes produces movement of the oval
window. Muscles attached to the ossicles tighten when
sounds exceed 80 dB, thus protecting the inner ear to
some extent from loud sounds by lessening their impact.
However, because this acoustic reflex takes between 10
and 150 ms to occur, depending on the intensity of the
sound, it does not provide protection from percussive
sounds such as gunshots.

The cochlea is a fluid-filled, spiral structure (see
Figure 11). It consists of three chambers, the vestibular
and tympanic canals, and the cochlear duct, which
separates them except at a small hole at the apex
called the helicotrema. Part of the wall separating the
cochlear duct from the tympanic canal is a flexible
membrane called the basilar membrane. This membrane
is narrower and stiffer nearer the oval window than it is
nearer the helicotrema. The organ of Corti, the receptor
organ that transduces the pressure changes to neural
impulses, sits on the basilar membrane in the cochlear
duct. It contains two groups of hair cells whose cilia
project into the fluid in the cochlear duct and either touch

Cochlea
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or approach the tectorial membrane, which is inflexible.
When fluid motion occurs in the inner ear, the basilar
membrane vibrates, causing the cilia of the hair cells to
be bent. It is this bending of the hair cells that initiates
a neural signal. One group of hair cells, the inner
cells, consists of a single row of approximately 3500
cells; the other group, the outer cells, is composed of
approximately 12,000 hair cells arranged in three to five
rows. The inner hair cells are mainly responsible for the
transmission of sound information from the cochlea to
the brain; the outer hair cells act as a cochlear amplifier,
increasing the movement of the basilar membrane at
frequencies contained in the sounds being received
(Hackney, 2010). Permanent hearing loss most often
is due to hair cell damage that results from excessive
exposure to loud sounds or to certain drugs.

Sound causes a wave to move from the base of the
basilar membrane, at the end near the oval window,
to its apex. Because the width and thickness of the
basilar membrane vary along its length, the magnitude
of the displacement produced by this traveling wave at
different locations will vary. For low-frequency sounds,
the greatest movement is produced near the apex; as the
frequency increases, the point of maximal displacement
shifts toward the base. Thus, not only does the frequency
with which the basilar membrane vibrates vary with
the frequency of the auditory stimulus, but so does the
location.

Auditory Pathways The auditory pathways after
sensory transduction show many of the same properties
as the visual pathways. The inner hair cells have
synapses with the neurons that make up the auditory
nerve. The neurons in the auditory nerve show frequency
tuning. Each has a preferred or characteristic frequency
that corresponds to the location on the basilar membrane
of the hair cell from which it receives input but will
fire less strongly to a range of frequencies about the
preferred one. Neurons can be found with characteristic
frequencies for virtually every frequency in the range of
hearing. The contour depicting sensitivity of a neuron
to different tone frequencies is called a tuning curve.
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Figure 11 Schematic of the cochlea uncoiled to show the canals. (From Schiffman, 1996.)
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The tuning curves typically are broad, indicating that
a neuron is sensitive to a broad range of values, but
asymmetric: The sensitivity to frequencies higher than
the characteristic frequency is much less than that to
frequencies below it. With frequency held constant,
there is a dynamic range over which as intensity is
increased the neuron’s firing rate will increase. This
dynamic range is on the order of 25 dB, which is
considerably less than the full range of intensities that
we can perceive.

The first synapse for the nerve fibers after the ear
is the cochlear nucleus, After that point, two separate
pathways emerge that seem to have different roles, as
in vision. Fibers from the anterior cochlear nucleus
go to the superior olive, half to the contralateral
side of the brain and half to the ipsilateral side, and
then on to the inferior colliculus. This pathway is
presumed to be involved in the analysis of spatial
information. Fibers from the posterior cochlear nucleus
project directly to the contralateral inferior colliculus.
This pathway analyzes the frequency of the auditory
stimulus. From the inferior colliculus, most of the
neurons project to the medial geniculate and then
to the primary auditory cortex. Frequency tuning is
evident for neurons in all of these regions, with
some neurons responding to relatively complex features
of stimulation. The auditory cortex has a tonotopic
organization, in which cells responsive to similar
frequencies are located in close proximity, and contains
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neurons tuned to extract complex information. As with
vision, the signals from the auditory cortex follow two
processing streams (Rauschecker, 2010). The posterior-
dorsal stream analyzes where a sound is located,
whereas the anterior-ventral stream analyzes what the
sound represents.

3.2.2 Basic Auditory Perception

Loudness and Detection of Sounds Loudness
for audition is the equivalent of brightness for vision.
More intense auditory stimuli produce greater amplitude
of movement in the eardrum, which produces higher
amplitude movement of the stapes on the oval window,
which leads to bigger waves in the fluid of the inner ear
and hence higher amplitude movements of the basilar
membrane. Thus, loudness is primarily a function of
the physical intensity of the stimulus and its effects on
the ear, although as with brightness, it is affected by
many other factors. The relation between judgments of
loudness and intensity follows the power function

L=al"

where L is loudness, a is a constant, and / is physical
intensity.

Just as brightness is affected by the spectral proper-
ties of light, loudness is affected by the spectral proper-
ties of sound. Figure 12 shows equal-loudness contours
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Figure 12 Equal-loudness contours. Each contour represents the sound pressure level at which a tone of a given
frequency sounds as loud as a 1000-Hz tone of a particular intensity. (From Schiffman, 1996.)
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for which a 1000-Hz tone was set at a particular inten-
sity level and tones of other frequencies were adjusted to
match its loudness. The contours illustrate that humans
are relatively insensitive to low-frequency tones below
approximately 200 Hz and, to a lesser extent, to high-
frequency tones exceeding approximately 6000 Hz. The
curves tend to flatten at high intensity levels, particularly
in the low-frequency end, indicating that the insensi-
tivity to low-frequency tones is a factor primarily at
low intensity levels. This is why most audio ampli-
fiers include a “loudness” switch for enhancing low-
frequency sounds artificially when music is played at
low intensities. The curves also show the maximal sensi-
tivity to be in the range 3000—4000 Hz, which is critical
for speech perception. The two most widely cited sets of
equal-loudness contours are those of Fletcher and Mun-
son (1933), obtained when listening through earphones,
and of Robinson and Dadson (1956), obtained for free-
field listening.

Temporal summation can occur over a brief period
of approximately 200 ms, meaning that loudness is
a function of the total energy presented for tones of
this duration or less. The bandwidth (i.e., the range
of the frequencies in a complex tone) is important
for determining its loudness. With the intensity held
constant, increases in bandwidth have no effect on
loudness until a critical bandwidth is reached. Beyond
the critical bandwidth, further increases in bandwidth
result in increases in loudness.

Extraneous sounds in the environment can mask
targeted sounds. This becomes important for situations
such as work environments, in which audibility of
specific auditory input must be evaluated with respect to
the level of background noise. The degree of masking
is dependent on the spectral composition of the target
and noise stimuli. Masking occurs only from frequencies
within the critical bandwidth. Of concern for human
factors is that a masking noise will exert a much greater
effect on sounds of higher frequency than on sounds of
lower frequency. This asymmetry is presumed to arise
primarily from the operation of the basilar membrane.

Pitch Perception Pitch is the qualitative aspect of
sound that is a function primarily of the frequency of
a periodic auditory stimulus. The higher the frequency,
the higher the pitch. The pitch of a note played on a
musical instrument is determined by what is called its
Sfundamental frequency, but the note also contains energy
at frequencies that are multiples of the fundamental
frequency, called harmonics or overtones. Observers
can resolve perceptually the lower harmonics of a
complex tone but have more difficulty resolving the
higher harmonics (Plomp, 1964). This is because the
perceptual separation of the successive harmonics is
progressively less as their frequency increases.

Pitch is also influenced by several factors in addition
to frequency. A phenomenon of particular interest in
human factors is that of the missing fundamental effect.
Here, the fundamental frequency can be removed, yet
the pitch of a sound remains unaltered. This suggests
that pitch is based on the pattern of harmonics and
not just the fundamental frequency. This phenomenon
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allows a person’s voice to be recognizable over the
telephone and music to be played over low-fidelity
systems without distorting the melody. The pitch of a
tone also varies as a function of its loudness. Equal-pitch
contours can be constructed much like equal-loudness
contours by holding the stimulus frequency constant
and varying its amplitude. Such contours show that
as stimulus intensity increases, the pitch of a 3000-Hz
tone remains relatively constant. However, tones whose
frequencies are lower or higher than 3000 Hz show
systematic decreases and increases in pitch, respectively,
as intensity increases.

Two different theories were proposed in the nine-
teenth century to explain pitch perception. According to
Ernest Rutherford’s (1886) frequency theory, the criti-
cal factor is that the basilar membrane vibrates at the
frequency of an auditory stimulus. This in turn gets
transduced into neural signals at the same frequency
such that the neurons in the auditory nerve respond at
the frequency of the stimulus. Thus, according to this
view, it is the frequency of firing that is the neural code
for pitch. The primary deficiency of frequency theory is
that the maximum firing rate of a neuron is restricted
to about 1000 spikes/s. Thus, the firing rate of individ-
ual neurons cannot match the frequencies over much of
the range of human hearing. Wever and Bray (1937)
provided evidence that the range of the auditory spec-
trum over which frequency coding could occur can be
increased by neurons that phase lock and then fire in
volleys. The basic idea is that an individual neuron fires
at the same phase in the cycle of the stimulus but not
on every cycle. Because many neurons are responsive
to the stimulus, some neurons will fire on every cycle.
Thus, across the group of neurons, distinct volleys of
firing will be seen that when taken together match the
frequency of the stimulus. Phase locking extends the
range for which frequency coding can be effective up
to 4000-5000 Hz. However, at frequencies beyond this
range, phase locking breaks down.

According to Hermann von Helmholtz’s (1877) place
theory, different places on the basilar membrane are
affected by different frequencies of auditory stimulation.
He based this proposal on his observation that the basilar
membrane was tapered from narrow at the base of the
cochlea to broad at its apex. This led him to suggest that
it was composed of individual fibers, much like piano
strings, that would resonate when the frequency of sound
to which it was tuned occurred. The neurons that receive
their input from a location on the membrane affected by
a particular frequency would fire in its presence, whereas
the neurons receiving their input from other locations
would not. The neural code for frequency thus would
correspond to the particular neurons that were being
stimulated. However, subsequent physiological evidence
showed that the basilar membrane is not composed of
individual fibers.

Von Békésy (1960) provided evidence that the basilar
membrane operates in a manner consistent with both
frequency and place theory. Basically, he demonstrated
that waves travel down the basilar membrane from the
base to the apex at a frequency corresponding to that
of the tone. However, because the width and thickness
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of the basilar membrane vary along its length, the
magnitude of the traveling wave is not constant over
the entire membrane. The waves increase in magnitude
up to a peak and then decrease abruptly. Most important,
the location of the peak displacement varies as a function
of frequency. Low frequencies have their maximal
displacement at the apex; as frequency increases, the
peak shifts systematically toward the oval window.
Although most frequencies can be differentiated in
terms of the place at which the peak of the traveling
wave occurs, tones of less than 500—1000 Hz cannot
be. Frequencies in this range produce a broad pattern
of displacement, with the peak of the wave at the
apex. Consequently, location coding does not seem
to be possible for low-frequency tones. Because of
the evidence that frequency and location coding both
operate but over somewhat different regions of the
auditory spectrum, it is now widely accepted that
frequencies less than 4000 Hz are coded in terms of
frequency and those above 500Hz in terms of place,
meaning that at frequencies within this range both
mechanisms are involved.

3.3 Vestibular System and Sense
of Balance

The vestibular system provides us with our sense of
balance. It contributes to the perception of bodily
motion and helps in maintaining an upright posture and
the position of the eyes when head movements occur
(Lackner, 2010). The sense organs for the vestibular
system are contained within a part of the inner ear called
the vestibule, which is a hollow region of bone near the
oval window. The vestibular system includes the otolith
organs, one called the utricle and the other the saccule,
and three semicircular canals (see Figure 10). The otolith
organs provide information about the direction of gravity
and linear acceleration. The sensory receptors are hair
cells lining the organs whose cilia are embedded in a
gelatin-like substance that contains otoliths, which are
calcium carbonate crystals. Tilting or linear acceleration
of the head in any direction causes a shearing action
of the otoliths on the cilia in the utricle, and vertical
linear acceleration has the same effect in the saccule.
The semicircular canals are placed in three perpendicular
planes. They also contain hair cells that are stimulated
when relative motion between the fluid inside them and
the head is created and thus respond primarily to angular
acceleration or deceleration in specific directions.

The vestibular ganglion contains the cell bodies
of the afferent fibers of the vestibular system. The
fibers project to the vestibular nucleus, where they
converge with somatosensory, optokinetic, and motor-
related input. These are reciprocally connected with the
vestibulocerebellar cortex and nuclei in the cerebellum
(Green and Angelaki, 2010). Two functions of the
vestibular system, one static and one dynamic, can be
distinguished. The static function, performed primarily
by the utricle and saccule, is to monitor the position of
the head in space, which is important in the control of
posture. The dynamic function, performed primarily by
the semicircular canals, is to track the rotation of the
head in space. This tracking is necessary for reflexive
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control of what are called vestibular eye movements. If
you maintain fixation on an object while rotating your
head, the position of the eyes in the sockets will change
gradually as the head moves. When your nose is pointing
directly toward the object, the eyes will be centered in
their sockets, but as you turn your head to the right,
the eyes will rotate to the left, and vice versa as the
head is turned to the left. These smooth, vestibular eye
movements are controlled rapidly and automatically by
the brain stem in response to sensing of the head rotation
by the vestibular system.

Exposure to motions that have angular and linear
accelerations substantially different from those normally
encountered, as occurs in aircraft, space vehicles, and
ships, can produce erroneous perceptions of attitude
and angular motion that result in spatial disorientation
(Benson, 1990). Spatial disorientation accounts for
approximately 35% of all general aviation fatalities,
with most occurring at night when visual cues are
either absent or degraded and vestibular cues must be
relied on heavily. The vestibular sense also is key to
producing motion sickness (Kennedy et al., 2010). The
dizziness and nausea associated with motion sickness
are generally assumed to arise from a mismatch between
the motion cues provided by the vestibular system, and
possibly vision, with the expectancies of the central
nervous system. The vestibular sense also contributes
to the related problem of simulator sickness that arises
when the visual cues in a simulator or virtual reality
environment do not correspond well with the motion
cues that are affecting the vestibular system (Draper
et al., 2001).

3.4 Somatic Sensory System

The somatic sensory system is composed of four
distinct modalities (Gardner et al., 2000). Touch is
the sensation elicited by mechanical stimulation of
the skin; proprioception is the sensation elicited by
mechanical displacements of the muscles and joints;
pain is elicited by stimuli of sufficient intensity to
damage tissue; and thermal sensations are elicited by
cool and warm stimuli. The receptors for these senses
are the terminals of the peripheral branch of the axons
of ganglion cells located in the dorsal root of the spinal
cord. The receptors for pain and temperature, called
nociceptors and thermoreceptors, are bare (or free)
nerve endings. Three types of nociceptors exist that
respond to different types of stimulation. Mechanical
nociceptors respond to strong mechanical stimulation,
thermal nociceptors respond to extreme heat or cold,
and polymodal nociceptors respond to several types
of intense stimuli. Distinct thermoreceptors exist for
cold and warm stimuli. Those for cold stimuli respond
to temperatures between 1 and 20°C below skin
temperature, whereas those for warm stimuli respond to
temperatures up to 13°C warmer than skin temperature,

The mechanoreceptors for touch have specialized
endings that affect the dynamics of the receptor to stim-
ulation. Some mechanoreceptor types are rapidly adapt-
ing and respond at the onset and offset of stimulation,
whereas others are slow adapting and respond through-
out the time that a touch stimulus is present. Hairy



SENSATION AND PERCEPTION

skin is innervated primarily by hair follicle receptors.
Hairless (glabrous) skin receives innervation from two
types: Meissner’s corpuscles, which are fast adapting,
and Merkel’s disks, which are slow adapting. Pacinian
corpuscles, which are fast adapting, and Ruffini’s cor-
puscles, which are slow adapting, are located in the
dermis, subcutaneous tissue that is below both the hairy
and glabrous skin.

The nerve fibers for the skin senses have a center-
surround organization of the type found for vision.
The receptive fields for the Meissner corpuscles and
Ruffini disks are smaller than those for the Pacinian
and Ruffini corpuscles, suggesting that the former
provide information about fine spatial differences and
the latter about coarse spatial differences. The density
of mechanoreceptors is greatest for those areas of the
skin, such as the fingers and lips, for which two-
point thresholds (i.e., the amount of difference needed
to tell that two points rather than one are being
stimulated) are low. Limb proprioception is mediated
by three types of receptors: mechanoreceptors located
in the joints, muscle spindle receptors in muscles that
respond to stretch, and cutaneous mechanoreceptors.
The ability to specify limb positions decreases when
the contribution of any of these receptors is removed
through experimental manipulation.

The afferent fibers enter the spinal cord at the
dorsal roots and follow two major pathways, the dorsal-
column medial-lemniscal pathway and the anterolateral
(or spinothalamic) pathway. The lemniscal pathway
conveys information about touch and proprioception.
It receives input primarily from fibers with corpuscles
and transmits this information quickly. It ascends along
the dorsal part of the spinal column, on the ipsilateral
side of the body. At the brain stem, most of its
fibers cross over to the contralateral side of the brain
and project to the medial lemniscus in the thalamus
and from there to the anterior parietal cortex. The
fibers in the anterolateral pathway ascend along the
contralateral side of the spinal column and project to
the reticular formation, midbrain, or thalamus and then
to the anterior parietal cortex and other cortical regions.
This system is primarily responsible for conveying pain
and temperature information.

The somatic sensory cortex is organized in a
spatiotopic manner, much as is the visual cortex. That
is, it is laid out in the form of a homunculus representing
the opposite side of the body, with areas of the body for
which sensitivity is greater, such as the fingers and lips,
having relatively larger areas devoted to them. There
are four different, independent spatial maps of this type
in the somatic sensory cortex, with each map receiving
its inputs primarily from the receptors for one of the
four somatic modalities. The modalities are arranged
into columns, with any one column receiving input from
the same modality. When a specific point on the skin
is stimulated, the population of neurons that receive
innervation from that location will be activated. Each
neuron has a concentric excitatory—inhibitory center-
surround receptive field, the size of which varies as a
function of the location on the skin. The receptive fields
are smaller for regions of the body in which sensitivity
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to touch is highest. Some of the cells in the somatic
cortex respond to complex features of stimulation, such
as movement of an object across the skin.

Vibrotaction has proven to be an effective way of
transmitting complex information through the tactile
sense (Verrillo and Gescheider, 1992). When mechanical
vibrations are applied to a region of skin such as the
tips of the fingers, the frequency and location of the
stimulation can be varied. For frequencies below 40 Hz,
the size of the contactor area does not influence the
absolute threshold for detecting vibration. For higher
frequencies, the threshold decreases with increasing size
of the contactor, indicating spatial summation of the
energy within the stimulated region. Except for very
small contactor areas, sensitivity reaches a maximum
for vibrations of 200-300 Hz. A similar pattern of
less sensitivity for low-frequency vibrations than for
high-frequency vibrations is evident in equal sensation
magnitude contours (Verrillo et al., 1969), much like
the equal-loudness contours for audition. Because of the
sensitivity to vibrotactile stimuli, it has been suggested
that vibrotactile stimulation provided through the brake
pedal of a vehicle may make an effective frontal
collision warning system (de Rosario et al., 2010).

With multicontactor devices, which can present
complex spatial patterns of stimulation, masking stimuli
presented in close temporal proximity to the target
stimulus can degrade identification (e.g., Craig, 1982),
as in vision and audition. However, with practice,
pattern recognition capabilities with these types of
devices can become quite good. As a result, they can
be used successfully as reading aids for the blind and to
a lesser extent as hearing aids for the hearing impaired
(Summers, 1992). Hollins et al. (2002) provide evidence
that vibrotaction also plays a necessary and sufficient
role in the perception of fine tactile textures.

A distinction is commonly made between active and
passive touch (Gibson, 1966; Katz, 1989). Passive touch
refers to situations in which a person does not move her
or his hand, and the touch stimulus is applied passively,
as in vibrotaction. Active touch refers to situations in
which a person moves his or her hand intentionally
to manipulate and explore an object. According to
Gibson, active touch is the most common mode of
acquiring tactile information in the real world and
involves a unique perceptual system, which he called
haptics. Pattern recognition with active touch typically
is superior to that with passive touch (Appelle, 1991).
However, the success of passive vibrotactile displays
for the blind indicates that much information can also
be conveyed passively. Passive and active touch can
combine in a third type of touch, called intra-active
touch, in which one body part is used to provide active
stimulation to another body part, as when using a finger
to roll a ball over the thumb (Bolanowski et al., 2004).

3.5 Gustation and Olfaction

Smell and taste are central to human perceptual
experience. The taste of a good meal and the smell of
perfume can be quite pleasurable. On the other hand,
the taste of rancid potato chips or the smell of manure
or of a paper mill can be quite noxious. In fact, odor
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and taste are quite closely related, in that the taste of a
substance is highly dependent on the odor it produces.
This is evidenced by the changes in taste that occur when
a cold reduces olfactory sensitivity. In human factors,
both sensory modalities can be used to convey warnings.
For example, ethylmercaptan is added to natural gas to
warn of gas leaks because humans are quite sensitive
to its odor. Also, as mentioned in Section 2.2.2, there
is concern with environmental odors and their influence
on people’s moods and performance.

The sensory receptors for taste are groups of cells
called raste buds. They line the walls of bumps on the
tongue that are called papillae, as well as being located
in the throat, the roof of the mouth, and inside the
cheeks. Each taste bud is composed of several receptor
cells in close arrangement. The receptor mechanism is
located in projections from the top end of each cell
that lie near an opening called a taste pore. Sensory
transduction occurs when a taste solution comes in
contact with the projections. The fibers from the taste
receptors project to several nuclei in the brain and then
to the insular cortex, located between the temporal and
parietal lobes, and the limbic system.

In 1916, Henning proposed a taste tetrahedron
in which all tastes were classified in terms of four
primary tastes: sweet, sour, salty, and bitter. This
categorization scheme has been accepted since then,
although not without opposition. A fifth taste, umami,
that of monosodium glutamate (MSG) and described
as “savoriness,” has also been suggested. People can
identify this taste when the MSG is placed in water
solutions, and they can also identify it in prepared foods
after some training (Sinesio et al., 2009).

For smell, molecules in the air that are inhaled affect
receptor cells located in the olfactory epithelium, a
region of the nasal cavity. An olfactory rod extends from
each receptor and goes to the surface of the epithelium.
Near the end of the olfactory rod is a knob from which
olfactory cilia project. These cilia are thought to be the
receptor elements. Different receptor types apparently
have different receptor proteins that bind the odorant
molecules to the receptor. The axons from the smell
receptors project to the olfactory bulb, located in the
front of the brain, via the olfactory nerve. From there,
the fibers project to a cluster of neural structures called
the olfactory brain.

Olfaction shows several functional attributes (Engen,
1991). For one, a novel odor will almost always cause
apprehension and anxiety. As a consequence, odors
are useful as warnings. However, odors are not very
effective at waking someone from sleep, which is
illustrated amply by the need for smoke detectors that
emit a loud auditory signal, even though the smoke
itself has a distinctive odor. There also seems to be
a bias to falsely detect the presence of odors and to
overestimate the strength when the odor is present. Such
a bias ensures that a miss is unlikely to occur when
an odor signal is really present. The sense of smell
shows considerable plasticity, with associations of odors
to events readily learned and habituation occurring to
odors of little consequence. Doty (2003) and Rouby
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et al. (2002) provide detailed treatment of the perceptual
and cognitive aspects of smell and taste.

4 HIGHER LEVEL PROPERTIES OF
PERCEPTION

4.1 Perceptual Organization

The stimulus at the retina consists of patches of light
energy that affect the photoreceptors. Yet we do not per-
ceive patches of light. Rather, we perceive a structured
world of meaningful objects. The organizational pro-
cesses that affect perception go unnoticed in everyday
life, until we encounter a situation in which we initially
misperceive the situation in some way. When we real-
ize this and our perception now is more veridical, we
become aware that the organizational processes can be
misled.

Perceptual organization is particularly important for
the design of any visual display. If a symbol on a
street sign is organized incorrectly, it may well go
unrecognized. Similarly, if a warning signal is grouped
perceptually with other displays, its message may be
lost. The investigation of perceptual organization was
initiated by a group of German psychologists called
Gestalt psychologists, whose mantra was, “The whole
is more than the sum of the parts.” The demonstrations
they provided to illustrate this point were sufficiently
compelling that the concept is now accepted by all
perceptual psychologists.

According to the Gestalt psychologists, the over-
riding principle of perceptual organization is that of
pragnanz. The basic idea of this law is that the organiza-
tional processes will produce the simplest possible orga-
nization allowed by the conditions (Palmer, 2003). The
first step in perceiving a figure requires that it be sepa-
rated from the background. Any display that is viewed
will be seen as a figure or figures against a background.
The importance of figure—ground organization is illus-
trated clearly in figures with ambiguous figure—ground
organizations, as in the well-known Ruben’s vase (see
Figure 13). Such figures can be organized with either
the light region or the dark region seen as the figure.
When a region is seen as the figure, the contour appears
to be part of it. Also, the region seems to be in front of
the background and takes on a distinct form. When the
organization changes so that the region is now seen as
the ground, its perceived relation with the other region
reverses.

Clearly, when designing displays, one wants to
construct them such that the figure—ground organization
of the observer will correspond with what is intended.
Fortunately, research has indicated factors that influence
figure—ground organization. Symmetric patterns tend to
be seen as the figure over asymmetric ones; a region
that is surrounded completely by another tends to be
seen as the figure and the surrounding region as the
background; convex contours tend to be seen as the
figure in preference to concave contours; the smaller
of two regions tends to be seen as the figure and the
larger as the ground; and a region oriented vertically or
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Figure 13 Ruben’s vase, for which two distinct figure—
ground organizations are possible. (From Schiffman,
1996.)

horizontally will tend to be seen as the figure relative to
one that is not so oriented.

In addition to figure—ground segregation being
crucial to perception, the way that the figure is organized
is important as well (see Figure 14). The most widely
recognized grouping principles are proximity, display
elements that are located close together will tend to be
grouped together; similarity, display elements that are
similar in appearance (e.g., orientation or color) will
tend to be grouped together; continuity, figures will
tend to be organized along continuous contours; closure,
display elements that make up a closed figure will tend
to be grouped together; and common fate, elements with
a common motion will tend to be grouped together.
Differences in orientation of stimuli seem to provide a
particularly distinctive basis for grouping. As illustrated
in Figure 15, when stimuli differ in orientation, those
of like orientation are grouped and perceived separately
from those of a different orientation. This relation lies
behind the customary recommendation that displays
for check reading be designed so that the pointers on
the dials all have the same orientation when working
properly. When something is not right, the pointer on
the dial will be at an orientation different from that of
the rest of the pointers, and it will “jump out” at the
operator.

Two additional grouping principles (see Figure 14)
were described by Rock and Palmer (1990). The princi-
ple of connectedness is that lines drawn between some
elements but not others will cause the connected ele-
ments to be grouped perceptually. The principle of com-
mon region is that a contour drawn around display ele-
ments will cause those elements to be grouped together.
Palmer (1992) has demonstrated several important prop-
erties of grouping by common region. When multiple,
conflicting regions are present, the smaller enclosing
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upright T’s than do backward-L characters.

region seems to dominate the organization; for nested,
consistent regions, the organization appears to be hierar-
chical. Grouping by common region breaks down when
the elements and background region are at different per-
ceived depths, as does grouping by proximity (Rock and
Brosgole, 1964), suggesting that such grouping occurs
relatively late in processing, after at least some depth
perception has occurred.
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Although most work on perceptual organization has
been conducted with visual stimuli, there are numerous
demonstrations where the principles apply as well to
auditory stimuli (Julesz and Hirsh, 1972). Grouping by
similarity is illustrated in a study by Bregman and Rud-
nicky (1975) in which listeners had to indicate which
of two tones of different frequency occurred first in a
sequence. When the two tones were presented in isola-
tion, performance was good. However, when preceded
and followed by a single occurrence of a distractor tone
of lower frequency, performance was relatively poor.
The important finding is that when several occurrences
of the distractor tone preceded and followed the critical
pair, performance was just as good as when the two
tones were presented in isolation. Apparently, the dis-
tractor tones were grouped as a distinct auditory stream
based on their frequency similarity. Grouping of tones
occurs not only with respect to frequency but also on
the basis of similarities of their spatial positions, simi-
larities in the fundamental frequencies and harmonics of
complex tones, and so on (Bregman, 1990, 1993). Based
on findings that the two-tone paradigm often yields
instability of streaming under conditions that should be
biased toward a particular organization, Denham et al.
(2010) concluded that auditory perception is inherently
multistable, but rapid switches of attention back to the
dominant organization yield the experience of stability.

Another distinction that has received considerable
interest over the past 35 years is that between integral
and separable stimulus dimensions (Garner, 1974). The
basic idea is that stimuli composed from integral dimen-
sions are perceived as unitary wholes, whereas stimuli
composed from separable dimensions are perceived in
terms of their distinct dimensions. The operations used
to distinguish between integral and separable dimensions
are that (1) direct similarity scaling should produce a
Euclidean metric for integral dimensions (i.e., the psy-
chological distance between two stimuli should be the
square root of the sum of the squares of the differences
on each dimension) and a city-block metric for separa-
ble dimensions (i.e., the psychological distance should
be the sum of the differences on the two dimensions);
and (2) in free perceptual classification tasks, stimuli
from sets with integral dimensions should be classified
together if they are close in terms of the Euclidean met-
ric (i.e., in overall similarity), whereas those from sets
with separable dimensions should be classified in the
same category if they match on one of the dimensions
(i.e., the classifications should be in terms of dimen-
sional structure; Garner, 1974). Perhaps most important
for human factors, speed of classification with respect to
one dimension is unaffected by its relation to the other
dimension if the dimensions are separable but shows
strong dependencies if they are integral. For integral
dimensions, classifications are slowed when the value of
the irrelevant dimension is uncorrelated with the value
of the relevant dimension but speeded when the two
dimensions are correlated.

Based on these criteria, dimensions such as hue,
saturation, and lightness, in any combination, or pitch
and loudness have been classified as integral; size and
lightness or size and angle are classified as separable
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Figure 16 Configural dimensions. The bracket context
helps in discriminating the line whose slope is different
from the rest.

(e.g., Shepard, 1991). A third classification, called
configural dimensions (Pomerantz, 1981), has been
proposed for dimensions that maintain their separate
codes but have a new relational feature that emerges
from their specific configuration. For example, as
illustrated in Figure 16, a diagonally oriented line can be
combined with the context of two other lines to yield an
emergent triangle. Configural dimensions behave much
like integral dimensions in speeded classification tasks,
although the individual dimensions are still relatively
accessible. Potts et al. (1998) presented evidence that the
distinction between interacting (integral and configural)
and noninteracting (separable) dimensions may be
oversimplified. They found that with some instructions
and spatial arrangements the dimensions of circle size
and tilt of an enclosed line behaved as if they were
separable, whereas under others they behaved as if they
were integral. Thus, Potts et al. suggest that specific task
contexts increase or decrease the salience of dimensional
structures and may facilitate or interfere with certain
processing strategies.

Wickens and his colleagues have extended the
distinction between interactive dimensions (integral and
configural) and separable dimensions to display design
by advocating what they call the proximity compatibility
principle (e.g., Wickens and Carswell, 1995). This
principle states that if a task requires that information be
integrated mentally (i.e., processing proximity is high),
that information should be presented in an integral or
integrated display (i.e., one with high display proximity).
High display proximity can be accomplished by, for
example, increasing the spatial proximity of the display
elements, integrating the elements so that they appear
as a distinct object, or combining them in such a
way as to yield a new configural feature. The basic
idea is to replace the cognitive computations that the
operator must perform to combine the separate pieces
of information with a much less mentally demanding
pattern recognition process. The proximity compatibility
principle also implies that if a task requires that the
information be kept distinct mentally (i.e., processing
proximity is low), the information should be presented in
a display with separable dimensions (i.e., one with low
display proximity). However, the cost of high display
proximity for tasks that do not require integration of
displayed information is typically much less than that
associated with low display proximity for tasks that do
require information integration.

4.2 Spatial Orientation

We live in a three-dimensional world and hence must be
able to perceive locations in space relatively accurately
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if we are to survive. Many sources of information
come into play in the perception of distance and spatial
relations (Proffitt and Caudek, 2003), and the consensus
view is that the perceptual system constructs the
three-dimensional representation using this information
as cues.

4.2.1 Visual Depth Perception

Vision is a strongly spatial sense and provides us
with the most accurate information regarding spatial
location. In fact, when visual cues regarding location
conflict with those from the other senses, the visual
sense typically wins out, a phenomenon called visual
dominance. There are several areas of human factors
in which we need to be concerned about visual depth
cues. For example, accurate depth cues are crucial for
situations in which navigation in the environment is
required; misleading depth cues at a landing strip at an
airfield may cause a pilot to land short of the runway.
For another, a helmet-mounted display, viewed through
a monocle, will eliminate binocular cues and possibly
provide information that conflicts with that seen by the
other eye. As a final example, it may be desired that
a simulator depict three-dimensional relations relatively
accurately on a two-dimensional display screen.

One distinction that can be made is between ocu-
lomotor cues and visual cues. The oculomotor cues
are accommodation and vergence angle, both of which
we discussed earlier in the chapter. At relatively
close distances, vergence and accommodation will vary
systematically as a function of the distance of the
fixated object from the observer. Therefore, either the
signal sent from the brain to control accommodation
and vergence angle or feedback from the muscles
could provide cues to depth. However, Proffitt and
Caudek (2003) conclude that neither oculomotor cue is a
particularly effective cue for perceiving absolute depth
and both are easily overridden when other depth cues
are available.

Visual cues can be partitioned into binocular and
monocular cues. The binocular cue is retinal disparity,
which arises from the fact that the two eyes view an
object from different locations. An object that is fixated
falls on corresponding points of the retinas. This object
can be regarded as being located on an imaginary curved
plane, called the horopter; any other object that is
located on this plane will also fall on corresponding
points. For objects that are not on the horopter, the
images will fall on disparate locations of the retinas.
The direction of disparity, uncrossed or crossed (i.e.,
whether the image from the right eye is located to the
right or left of the image from the left eye), is a function
of whether the object is in back of or in front of the
horopter, respectively, and the magnitude of disparity is
a function of how far the object is from the horopter.
Thus, retinal disparity provides information with regard
to the locations of objects in space with respect to the
surface that is being fixated.

The first location in the visual pathway at which neu-
rons are sensitive to disparity differences is the primary
visual cortex. However, Parker (2007) emphasizes that
“generation of a full, stereoscopic depth percept is a

85

multi-stage process that involves both dorsal and ventral
cortical pathways . ... Both pathways may contribute to
perceptual judgements about stereo depth, depending on
the task presented to the visual system” (p. 389).

Retinal disparity is a strong cue to depth, as
witnessed by the effectiveness of three-dimensional
(3D) movies and stereoscopic static pictures, which are
created by presenting slightly different images to the
two eyes to create disparity cues. Anyone who has seen
any of the recent spate of 3D movies realizes how
compelling these effects can be. They are sufficiently
strong that 3D is now being incorporated into home
television and entertainment systems. In addition to
enhancing the perception of depth relations in displays
of naturalistic scenes, stereoptic displays may be of
value in assisting scientists and others in evaluating
multidimensional data sets. Wickens et al. (1994) found
that a three-dimensional data set could be processed
faster and more accurately to answer questions that
required integration of the information if the display was
stereoptic than if it was not.

The fundamental problem for theories of stereopsis
is that of matching. Disparity can be computed only
after corresponding features at the two eyes have been
identified. When viewing the natural world, each eye
receives the information necessary to perceive contours
and identify objects, and stereopsis could occur after
monocular form recognition. However, one of the more
striking findings of the past 40 years is that there do
not have to be contours present in the images seen
by the individual eyes in order to perceive objects
in three dimensions. This phenomenon was discovered
by Julesz (1971), who used random-dot stereograms
in which a region of dot densities is shifted slightly
in one image relative to the other. Although a form
cannot be seen if only one of the two images is
viewed, when each of the two images is presented to
the respective eyes, a three-dimensional form emerges.
Random-dot stereograms have been popularized recently
through figures that utilize the autostereogram variation
of this technique, in which the disparity information
is incorporated in a single, two-dimensional display.
That stereopsis can occur with random-dot stereograms
suggests that matching of the two images can be based
on dot densities.

There are many static, or pictorial, monocular cues
to depth. These cues are such that people with only one
eye and those who lack the ability to detect disparity
differences are still able to interact with the world with
relatively little loss in accuracy. The monocular cues
include retinal size (i.e., larger images appear to be
closer) and familiar size (e.g., a small image of a car
provides a cue that the car is far away). The cue of
interposition refers to an object that appears to block
part of the image of another object located in front
of it. Although interposition provides information that
one object is nearer than another, it does not provide
information about how far apart they are. Another cue
comes from shading. Because light sources typically
project from above, as with the sun, the location of
a shadow provides a cue to depth relations. A darker
shading at the bottom of a region implies that the region



86

is elevated, whereas one at the top of a region provides
a cue that it is depressed. Aerial perspective refers to
blue coloration, which appears for objects that are far
away, such as is seen when viewing a mountain at a
distance. Finally, the cue of linear perspective occurs
when parallel lines receding into the distance, such as
train tracks, converge to a point in the image.

Gibson (1950) emphasized the importance of texture
gradient, which is a combination of linear perspective
and relative size, in depth perception. If one looks at a
textured surface such as a brick walkway, the parts of
the surface (i.e., the bricks) become smaller and more
densely packed in the image as they recede into the
distance. The rate of this change is a function of the
orientation of the surface in depth with respect to the
line of sight. This texture change specifies distance on
the surface, and an image of a constant size will be
perceived to come from a larger object that is farther
away if it occludes a larger part of the texture. Certain
color gradients, such as a gradual change from red to
gray, provide effective cues to depth as well (Truscianko
et al., 1991).

For a stationary observer, there are plenty of cues
to depth. However, cues become even richer once
the observer is allowed to move. When you maintain
fixation on an object and change locations, as when
looking out a train window, objects in the background
will move in the same direction in the image as you are
moving, whereas objects in the foreground will move
in the opposite direction. This cue is called motion
parallax. When you move straight ahead, the optical
flow pattern conveys information about how fast your
position is changing with respect to objects in the
environment. There are also numerous ways in which
displays with motion can generate depth perception
(Braunstein, 1976).

Of particular concern for human factors is how
the various depth cues are integrated. Bruno and
Cutting (1988) varied the presence or absence of four
cues: relative size, height in the projection plane,
interposition, and motion parallax. They found that the
four cues combined additively in one direct and two
indirect scaling tasks. That is, each cue supported depth
perception, and the more cues that were present, the
more depth was revealed. Bruno and Cutting interpreted
these results as suggesting that a separate module
processes each source of depth information. Landy et al.
(1995) have developed a detailed model of this general
nature, according to which interactions among depth
cues occur for the purpose of establishing for each cue
a map of absolute depth throughout the scene. The
estimate of depth at each location is determined by
taking a weighted average of the estimates provided by
the individual cues.

Because the size of the retinal image of an object
varies as a function of the distance of the object from
the observer, perception of size is intimately related
to perception of distance. When accurate depth cues
are present, good size constancy results. That is, the
perceived size of the object does not vary as a function
of the changes in retinal image size that accompany
changes in depth. One implication of this view is
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Figure 17 Ponzo illusion. The top circle appears larger
than the lower circle, due to the linear perspective cue.

that size and shape constancy will break down and
illusions appear when depth cues are erroneous. There
are numerous illusions of size, such as the Ponzo illusion
(see Figure 17), in which one of two stimuli of equal
physical size appears larger than another, due at least
in part to misleading depth cues. Misperceptions of size
and distance also can arise when depth cues are minimal,
as when flying at night.

4.2.2 Sound Localization

The cues for sound localization on the horizontal
dimension involve disparities at the two ears, much as
disparities of the images at the two eyes are cues to
depth. Two different sources of information, interaural
intensity and time differences, have been identified
(Yost, 2010). Both of these cues vary systematically
with respect to the position of the sound relative to
the listener. At the front and back of the listener, the
intensity of the sound and the time at which it reaches
the ears will be equal. As the position of the sound
along the azimuth (i.e., relative to the listener’s head) is
moved progressively toward one side or the other, the
sound will become increasingly louder at the ear closest
to it relative to the ear on the opposite side, and it also
will reach the ipsilateral ear first. The interaural intensity
differences are due primarily to a sound shadow created
by the head. Because the head produces no shadow for
frequencies less than 1000 Hz, the intensity cue is most
effective for relatively high frequency tones. In contrast,
interaural time differences are most effective for low-
frequency sounds. Localization accuracy is poorest for
tones between 1200 and 2000 Hz, because neither
the intensity nor time cue is very effective in this
intermediate-frequency range (Yost, 2010).

Both the interaural intensity and time difference cues
are ambiguous because the same values can be produced
by stimuli in more than one location. To locate sounds in
the vertical plane and to distinguish whether the sound
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is in front of or behind the listener, spectral alterations in
the sound wave caused by the outer ears, head, and body
(collectively called a head-related transfer function)
must be relied on. Because these cues vary mainly for
frequencies above 6000 Hz (Yost, 2010), front—back and
vertical-location confusions of brief sounds will often
occur. Confusions are relatively rare in the natural world
because head movements and reflections of sound make
the cues less ambiguous than they are in the typical
localization experiment (e.g., Guski, 1990; Makous and
Middlebrooks. 1990). As with vision, misleading cues
can cause erroneous localization of sounds. Caelli and
Porter (1980) illustrated this point by having listeners in
a car judge the direction from which a siren occurred.
Localization accuracy was particularly poor when all
but one window were rolled up, which would alter the
normal relation between direction and the cues.

4.3 Eye Movements and Motion Perception

Because details can be perceived well only at the fovea,
the location on which the fovea is fixated must be able
to be changed regularly and rapidly if we are to maintain
an accurate perceptual representation of the environment
and to see the details of new stimuli that appear in the
peripheral visual field. Such changes in fixation can be
brought about by displacement of the body, movements
of the head, eye movements, or a combination of the
three. Each eye has attached to it a set of extraocular
muscle pairs: medial and lateral rectus, superior and
inferior rectus, and superior and inferior obliques. Each
pair controls a different axis of rotation, with the two
members of the pairs acting antagonistically. Fixation
is maintained when all of the muscles are active to
similar extents. However, even in this case there is a
continuous tremor of the eye as well as slow drifts
that are corrected with compensatory micromovements,
causing small changes in position of the image on the
retina. Because the visual system is insensitive to images
that are stabilized on the retina, such as the shadows cast
by the blood vessels that support the retinal neurons,
this tremor prevents images from fading when fixation
is maintained on an object for a period of time.

Two broad categories of eye movements are of
deepest concern. Saccadic eye movements involve a
rapid shift in fixation from one point to another.
Typically, up to three saccadic movements will be made
each second (Kowler and Coolewijn, 2010). Saccadic
movements can be initiated automatically by the abrupt
onset of a stimulus in the peripheral visual field or
voluntarily. The latency of initiation typically is on the
order of 200 ms, and the duration of movement less
than 100 ms. One of the more interesting phenomena
associated with these eye movements is that of saccadic
suppression, which is reduced sensitivity to visual
stimulation during the time that the eye is moving.
Saccadic suppression does not seem to be due to the
movement of the retinal image being too rapid to allow
perception or to masking of the image by the stationary
images that precede and follow the eye movement.
Rather, it seems to have a neurological basis. The loss
of sensitivity is much less for high-spatial-frequency
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gratings of light and dark lines than for low-spatial-
frequency gratings and is absent for colored edges (Burr
et al.,, 1994). Because lesioning studies suggest that
the low spatial frequencies are conveyed primarily by
the magnocellular pathway, this pathway is probably the
locus of saccadic suppression.

Smooth pursuit movements are those made when
a moving stimulus is tracked by the eyes. Such
movements require that the direction of motion of the
target be decoded by the system in the brain responsible
for eye movements. This information must be integrated
with cognitive expectancies and then translated into
signals that are sent to the appropriate members of the
muscle pairs of both eyes, causing them to relax and
contract in unison and the eyes to move to maintain
fixation on the target. Pursuit is relatively accurate for
relatively slow moving targets, with increasingly greater
error occurring as movement speed increases.

Eye movement records provide precise information
about where a person is looking at any time. Such
records have been used to obtain evidence about
strategies for determining where successive saccades
are directed when scanning a visual scene and about
the extraction of information from the display (see
Abernethy, 1988, for a review). Because direction of
gaze can be recorded online by appropriate eye-tracking
systems, eye gaze computer interface controls have
considerable potential applications for persons with
physical disabilities and for high-workload tasks (e.g.,
Goldberg and Schryver, 1995). It is tempting to equate
direction of fixation with direction of attention, and in
many cases that may be appropriate. However, there
is considerable evidence that attention can be directed
to different locations in space while fixation is held
constant (e.g., Sanders and Houtmans, 1985), indicating
that direction of fixation and direction of attention are
not always one and the same.

Movements of our eyes, head, and body produce
changes in position of images on the retina, as does
motion of an object in the environment. How we distin-
guish between motion of objects in the world and our
own motion has been an issue of concern for many years
(Crapse and Sommer, 2008). We have already seen that
many neurons in the visual cortex are sensitive to motion
across the retina. However, detecting changes in posi-
tion on the retina is not sufficient for motion perception,
because those changes could be brought about by our
own motion, motion of an object, or a combination of
the two. Typically, it has been assumed that the position
of the eyes is monitored by the brain, and any changes
that can be attributed to eye movements are taken into
account. According to inflow theory, first suggested by
Sherrington (1906), it is the feedback from the muscles
controlling the eyes that is monitored. According to out-
flow theory, first proposed by Helmholtz (1909), it is the
command to the eyes to move (referred to as efference
copy or corollary discharge) that is monitored. Evidence,
such as that the scene appears to move when an observer
who has been paralyzed tries to move her or his eyes
(which do not actually move; Stevens et al., 1976; Matin
et al., 1982), has tended to support the outflow the-
ory. Crapse and Sommer (2008) present evidence that
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corollary discharge is important for many aspects of
perception when a person (or other organism) is mov-
ing through the world because it allows predictions of
consequences of one’s own movements. In their words,
“CD (corollary discharge) contributes to sensorimotor
harmony as primates interact with the world” (p. 552).

Sensitivity to motion is affected by many factors.
For one, motion can be detected at a slower speed if
a comparison, stationary object is also visible. When a
reference object is present, changes of as little as 0.03°
per second can be perceived (Palmer, 1986). However,
this gain in sensitivity for detecting relative motion is
at the potential cost of attributing the motion to the
wrong object. For example, it is common for movement
of a large region that surrounds a smaller object to
be attributed to the object, a phenomenon that is
called induced motion (Mack, 1986). The possibility for
misattribution of motion is a concern for any situation
in which one object is moving relative to another.

Induced motion is one example of a phenomenon
in which motion of an object is perceived in the
absence of motion of its image on the retina. The
phenomenon of apparent, or stroboscopic, motion is
probably the most important of these. This phenomenon
of continuous perceived motion occurs when discrete
changes in position of stimulation on the retina take
place at appropriate temporal and spatial separations.
It appears to be attributable to two processes, a short-
range process and a long-range process (Petersik,
1989). The short-range process is presumed to reflect
relatively low-level directionally sensitive neurons that
respond to small spatial changes that occur with
short interstimulus intervals. The long-range process
is presumed to reflect higher level processes and to
respond to stimuli at relatively large retinal separations
presented at interstimulus intervals as long as 500 ms.
Apparent motion is responsible not only for the motion
produced in flashing signs but also for motion pictures
and television, in which a series of discrete images is
presented.

4.4 Pattern Recognition

The organizational principles and depth cues determine
form perception, that is, what shapes and objects
will be perceived. However, for the information in a
display to be conveyed accurately, the objects must
be recognized. If there are words, they must be read
correctly; if there is a pictograph, the pictograph must
be interpreted accurately. In other words, good use
of the organizational principles and depth cues by a
designer does not ensure that the intended message will
be conveyed to the observer.

Concern with the way in which stimuli are recog-
nized and identified is the domain of pattern recognition.
Much research on pattern recognition has been con-
ducted with verbal stimuli. The initial step in pattern
recognition is typically presumed to be feature analysis.
If visual, alphanumeric characters are presented, they
are assumed to be analyzed in terms of features such
as a vertical line segment, a horizontal line segment,
and so on. Such an assumption is generally consistent
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with the evidence that neurons in the primary visual cor-
tex respond to specific features of stimulation. Evidence
indicates that detection of features provides the basis for
letter recognition (Pelli et al., 2006). Confusion matrices
obtained when letters are misidentified indicate that an
incorrect identification is most likely to involve a let-
ter with considerable feature overlap with the one that
was actually displayed (e.g., Townsend, 1971). Detailed
evaluations of the features show that line terminations
(e.g., the lower termination of C vs. G) and horizontal
lines are most important for letter identification (Fiset
et al., 2009).

Letters are composed of features, but they in turn
are components of the letter patterns that form syllables
and words (see Figure 18). The role played by letter-
level information in visual word recognition has been
the subject of considerable debate. Numerous findings
have suggested that in at least some cases letter-level
information is not available prior to word recognition.
For example, Healy and colleagues have found that
when people perform a letter detection task while
reading a prose passage, the target letter is missed more
often when it occurs in a very high frequency word
such as the than when it appears in lower frequency
words (e.g., Healy, 1994; Proctor and Healy, 1995).
Their results have shown that this “missing-letter” effect
is not just due to skipping over the words while
reading. To explain these and other results, Greenberg
et al. (2004) proposed a guidance-organization model of
reading, which has the following properties: Unitization
processes facilitate identification of function words
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Figure 18 Levels of representation in reading a short
passage of text. Operation of the unitization hypothesis is
illustrated by the bypassing of levels that occurs for “‘of
the.” (From Healy, 1994.)
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that operate as cues for the structural organization of
the sentence; this organization then directs attention
to the content words, allowing semantic analysis and
integration of meaning. In contrast to the unitization
hypothesis, Pelli et al. (2003, 2006) have found that
a word in isolation cannot be identified unless its
letters are separately identifiable and the difficulty in
identification of even common words can be predicted
from the difficulties in identifying the individual letters.
This has led them to conclude that people identify words
as letter combinations and, even more broadly, that
“everything seen is a pattern of features” (Pelli et al.,
2003, p. 752).

The primary emphasis in the accounts just described
is on bottom-up processing from the sensory input to
recognition of the pattern, but pattern recognition is
also influenced by top-down, nonvisual information
of several types (Massaro and Cohen, 1994). These
include orthographic constraints on the spelling patterns,
regularities in the mapping between spelling and spoken
sounds, syntactic constraints regarding which parts of
speech are permissible, semantic constraints based on
coherent meaning, and pragmatic constraints derived
from the assumption that the writer is trying to com-
municate effectively. Interactive activation models, in
which lower level sources of information are modified
by higher levels, have been popular (e.g., McClelland
and Rumelhart, 1981). However, Massaro and col-
leagues (e.g., Massaro and Cohen, 1994) have been
successful in accounting for a range of reading phe-
nomena with a model, which they call the fuzzy logical
model of perception, in which the multiple sources of
information are assumed to be processed independently,
rather than interactively, and then integrated.

Reading can be viewed as a prototypical pattern
recognition task. The implications of the analysis of
reading are that multiple sources of information, both
bottom up and top down, are exploited. For accurate
pattern recognition, the possible alternatives need to
be physically distinct and consistent with expectancies
created by the context. More complex than reading,
applied tasks such as identifying unwanted activity
from computer log files involve pattern recognition,
and the difficulty of these tasks can be minimized by
taking pattern recognition accounts when displaying the
information that goes into the log files.

5 SUMMARY

In this chapter we have reviewed much of what is known
about sensation and perception. Any such review must
necessarily exclude certain topics and be limited in the
treatment given to the topics that are covered. Mather
(2011) provides an accessible overview of sensation
and perception that assumes no prior background, and
excellent introductory texts that provide more thorough
coverage include Schiffman (2001), Goldstein (2010),
Sekuler and Blake (2006), and Wolfe et al. (2009).
More advanced treatments of most areas are included
in Volume 1 of Stevens’ Handbook of Experimental
Psychology (Pashler and Yantis, 2002) and Volume 1
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of Handbook of Perception and Human Performance
(Boff et al., 1986). Engineering Data Compendium:
Human Perception and Performance (Boff and Lincoln,
1988) is an excellent, although now somewhat dated,
resource for information pertinent to many human
engineering concerns. Also, throughout the text we have
provided references to texts and review articles devoted
to specific topics. These and related sources should be
consulted to get an in-depth understanding of the rel-
evant issues pertaining to any particular application
involving perception.

Virtually all concerns in human factors and
ergonomics involve perceptual issues to at least some
extent. Whether dealing with instructions for a con-
sumer product, control rooms for chemical processing
or nuclear power plants, interfaces for computer
software, guidance of vehicles, office design, and so
on, information of some type must be conveyed to the
user or operator. To the extent that the characteristics
of the sensory systems and the principles of perception
are accommodated in the design of displays and the
environments in which the human must work, the
transmission of information to the human will be fast
and accurate and the possibility for injury low. To the
extent that they are not accommodated, the opportunity
for error and the potential for damage are increased.
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Psychology’s search for quantitative laws that describe human behavior is long-standing, dating back to the
1850s. A few notable successes have been achieved, including Fitts’s law (1954) and the Hick—Hyman law

(Hick, 1952; Hyman, 1953).
Delaney et al. (1998)

1 INTRODUCTION

Research on selection and control of action has a long
history, dating to at least the middle of the nineteenth
century. Modern-day research in this area has developed
contemporaneously with that on human factors and
ergonomics (Proctor and Vu, 2010a). Influential works
in both areas appeared in the period following World
War II, and in many instances, people who played
important roles in the development of human factors and
ergonomics also made significant contributions to our
understanding of selection and control of action. Two
such contributions are those alluded to in the opening
quote from Delaney et al. (1998), the Hick—Hyman law
and Fitts’s law, involving selection and control of action,
respectively, which are among the few well-established
quantitative laws of behavior.

Paul M. Fitts, for whom Fitts’s law is named, was
perhaps the most widely known of those who made
significant contributions to the field of human factors
and ergonomics and to basic research on human perfor-
mance (Pew, 1994). He headed the Psychology Branch
of the U.S. Army Airforce Aeromedical Laboratory at
its founding in 1945 and is honored by a teaching award
in his name given annually by the Human Factors and

Handbook of Human Factors and Ergonomics, Fourth Edition
Copyright © 2012 John Wiley & Sons, Inc.

Ergonomics Society. Although Fitts’s primary goal was
the design of military aircraft and other machines to
accommodate the human operator, he fully appreciated
that this goal could only be accomplished against a
background of knowledge of basic principles of human
performance established under controlled laboratory
conditions. Consequently, Fitts made many lasting em-
pirical and theoretical contributions to knowledge con-
cerning selection and control of action, including the
quantitative law that bears his name and the principle
of stimulus—response (SR) compatibility, both of which
are discussed in this chapter.

Since the groundbreaking work of Fitts and others in
the 1950s, much research has been conducted on selec-
tion and control of action under the headings of human
performance, motor learning and control, and motor
behavior, among others. Indeed, the relation between
perception and action is a very active area of research in
psychology and associated fields [see, e.g., the special
issue of Psychological Research devoted to cognitive
control of action (Nattkemper and Ziessler, 2004)].
In the present chapter we review some of the major
findings, principles, and theories concerning selection
and control of action that are relevant to designing for
human use.

Gavriel Salvendy 95
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2 SELECTION OF ACTION
2.1 Methods

Selection of action is most often studied in choice—
reaction tasks, in which a set of stimulus alternatives
is mapped to a set of responses. On each trial, one
or more stimuli appear and a response is to be made
based on task instructions. Simple responses such as
keypresses are typically used because the intent is to
study the central decisions involved in selecting actions,
not the motoric processes involved in executing the
actions. In a choice—reaction study, response time (RT)
is characteristically recorded as the primary dependent
measure and error rate as a secondary measure. Among
the methods used to interpret the RT data are the
additive factors method and related ones that allow
examination of the selective influence of variables on
various processes (Sternberg, 1998). Analyses based
on these methods have suggested that the primary
variables affecting the duration of action selection, or
response selection, processes include SR uncertainty,
SR compatibility, response precuing, and sequential
dependencies (Sanders, 1998). Analyses of measures in
addition to mean RT and percentage of error, including
RT distributions, specific types of errors that are made,
and psychophysiological/neuroimaging indicators of
brain functions, can also be used to obtain information
about the nature of action selection.

One well-established principle of performance in
choice—reaction tasks, as well as of any tasks for
which speeded responses are required, is that speed can
be traded for accuracy (Pachella, 1974). The speed—
accuracy trade-off function (see Figure 1) can be cap-
tured by sequential sampling models of response
selection, according to which information accumulates
over time after stimulus onset in a later decision stage
until a decision is reached (Busemeyer and Diederich,
2010). One class of such models, race models, assume
that there is a separate decision unit, or counter, for
each response, with the response that is ultimately
selected being the one for the counter that “wins the
race” and reaches threshold first (e.g., Van Zandt et al.,
2000). One point of sequential sampling models is
that action selection is a function of both the quality
of the stimulus information, which affects the rate at
which the information accumulates, and the level of the
response thresholds, which is affected by instructions
and other factors. Speed—accuracy trade-off methods
in which subjects are induced to adopt different
speed—accuracy criteria in different trial blocks, or in
which biases toward one response category or another
are introduced, can be used to examine details of the
choice process (e.g., Band et al., 2003).

Many situations outside the laboratory require per-
formance of multiple tasks, either in succession or con-
currently. Choice RT methods can be used not only
to examine action selection for single-task performance
but also for conditions in which two or more task sets
must be maintained, and the person is required to switch
between the various tasks periodically or to perform the
tasks concurrently. Because considerable research on
action selection has been conducted using both single
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Very high —
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Very low —

T T
Very fast Very slow
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Figure 1 Speed-accuracy trade-off. Depending on
instructions, payoffs, and other factors, when a person
must choose a response to a stimulus, he or she can
vary the combination of response speed and accuracy
between the extremes of very fast with low accuracy or
very slow with high accuracy.

and multiple tasks, we cover single- and multiple-task
performance separately.

2.2 Action Selection in Single-Task
Performance

2.2.1 Uncertainty and Number of Alternatives:
Hick-Hyman Law

Hick (1952) and Hyman (1953), following up on much
earlier work by Merkel (1885; described in Woodworth,
1938), conducted studies showing a systematic increase
in choice RT as the number of SR alternatives increased.
Both Hick and Hyman were interested in whether
effects of SR uncertainty could be explained in terms of
information theory, which Shannon (1948) had recently
developed in the field of communication engineering.
Information theory provides a metric for information
transmission in bits (binary digits), with the number
of bits conveyed by an event being a function of
uncertainty. The average number of bits for a set of N
equally likely stimuli is log, N. Because uncertainty
also varies as a function of the probabilities with
which individual stimuli occur, the average amount
of information for stimuli that occur with unequal
probability will be less than log, N. More generally,
the average amount of information (H) conveyed by a
stimulus for a set of size N is

N
H =—Zpl.log2pi

i=1

where p; is the probability of alternative i. Across trials,
all of the information in the stimulus set is transmitted
through the responses if no errors are made. However,
when errors are made, the amount of transmitted infor-
mation (H ;) will be less than the average information
in the stimulus set.

The stimuli in Hick’s (1952) study were 10 lamps
arranged in an irregular circle, to which subjects res-
ponded by pressing one of the 10 keys, on which the
fingers from each hand were placed. Hick served as his
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Figure 2 Hick—-Hyman law: Reaction time increases as
a function of the amount of information transmitted.

own subject in two experiments (and a third control
experiment). In experiment 1, Hick performed blocks of
trials with set sizes ranging from 2 to 10 in ascending
and descending order, maintaining a high level of accu-
racy. In experiment 2 he used only the set size of 10 but
adopted various speed—accuracy criteria in different trial
blocks. For both experiments, RT increased as a logarith-
mic function of the average amount of information trans-
mitted. Hyman (1953) also manipulated the probabilities
of occurrence of the alternative stimuli and sequential
dependencies. In both cases, RT increased as a logarith-
mic function of the average amount of information con-
veyed by a stimulus, as predicted by information theory.

This relation between RT and the stimulus informa-
tion that is transmitted in the responses is the Hick—
Hyman law (see Figure 2), sometimes called Hick’s law,
mentioned in the opening quote of the chapter. Accord-
ing to it,

RT =a + bH,

where a is basic processing time and b is the amount that
RT increases with increases in the amount of information
transmitted (H ,; log, N for equally likely SR pairs with
no errors).

The Hick—Hyman function is obtained in a variety
of tasks, although the slope of the function is influenced
by several factors (Teichner and Krebs, 1974). The
slope is typically shallower for highly compatible SR
pairings than for less compatible ones (see later), and
it decreases as the amount of practice at a task in-
creases. Thus, the cost associated with high event
uncertainty can be reduced by using highly compatible
display—control arrangements or giving the operators
training on the task. In fact, an essentially zero slope for
the Hick—Hyman function, or even a decrease in RTs
for larger set sizes, can be obtained with vibrotactile
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stimulation of fingers requiring corresponding press
responses (ten Hoopen et al., 1982), saccadic eye move-
ments to targets (Marino and Munoz, 2009), and visually
guided, aimed hand movements (Wright et al., 2007).

Usher et al. (2002) provided evidence that the
Hick—Hyman law may result from subjects trying to
maintain a constant accuracy for all set sizes. Usher
et al. evaluated race models for which, as mentioned
earlier, the response selection process is characterized
as involving a separate stochastic accumulator for each
SR alternative. Upon stimulus presentation, activation
relevant to each alternative builds up dynamically within
the respective accumulators, and when the activation in
one accumulator reaches a threshold, that response is
selected. Response selection is faster with lower than
with higher thresholds because a threshold is reached
sooner after stimulus presentation. However, this benefit
in response speed is obtained at the cost of accuracy
because the threshold for an incorrect alternative is more
likely to be reached due to the noisy activation process.

With two SR alternatives there are two accumula-
tors, with four alternatives there are four accumulators,
and so on. Each additional accumulator provides an
extra chance for an incorrect response to be selected.
Consequently, if the error rate is to be held approx-
imately constant as the size of the SR set increases,
the response thresholds must be adjusted upward. Usher
et al. (2002) showed that if the increase in the thresh-
old as N increases is logarithmic, the probability of
an incorrect response remains approximately constant.
This logarithmic increase in criterion results in a log-
arithmic increase in RT. Based on their model fits,
Usher et al. concluded that the major determinant of
the Hick—Hyman law is the increase in likelihood of
erroneously reaching a response threshold as the num-
ber of SR alternatives increases, coupled with subjects
attempting to keep the error rate from increasing under
conditions with more alternatives.

2.2.2 Stimulus-Response Compatibility

Spatial Compatibility SR compatibility refers to the
fact that some arrangements of stimuli and responses, or
mappings of individual stimuli to responses, are more
natural than others, leading to faster and more accurate
responding (see Proctor and Vu, 2006, for a review).
SR compatibility effects were demonstrated by Fitts
and colleagues in two classic studies conducted in the
1950s. Specifically, Fitts and Seeger (1953) had subjects
perform eight-choice tasks in which subjects moved a
stylus (or a combination of two styluses) to a location in
response to a stimulus. Subjects performed with each of
nine combinations of three display configurations and
three control configurations (see Figure 3), using the
most compatible mapping of the stimulus and response
elements for each combination. The primary finding was
that responses were fastest and most accurate when the
display and control configurations corresponded spa-
tially than when they did not. Fitts and Deininger
(1954) examined different mappings of the stimulus
and response elements. In the case of circular display
and control arrangements (see Figure 3a), performance
was much worse with a random mapping of the eight
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(a)

(c)

Figure 3 Three configurations of stimulus sets and response sets used by Fitts and Seeger (1953). Displays are shown
in black boxes, with the stimulus lights shown as circles. Response panels are in gray, with the directions in which one
or two styluses could be moved shown by arrows. As an example, an upper right stimulus location was indicated by
the upper right light for stimulus set (a), the upper and right lights for stimulus set (b), and the right light of the left pair
and upper light of the right pair for stimulus set (c). The upper right response was a movement of a stylus to the upper
right response location for response sets (a) and (b), directly for response set (a) and indirectly through the right or upper
position for response set (b), or of two styluses for response set (c), one to the right and the other up.

stimulus locations to the eight response locations than
with a spatially compatible mapping in which each stim-
ulus was mapped to its spatially corresponding response.
This finding demonstrated the basic spatial compatibility
effect that has been the subject of many subsequent stud-
ies. Almost equally important, performance was much
better with a mirror opposite mapping of stimuli to
responses than with the random mapping. This finding
implies that action selection benefits from being able to
apply the same rule regardless of which stimulus occurs.

Spatial compatibility effects also occur when there
are only two alternative stimulus positions, left and
right, and two responses, left and right keypresses or
movements of a joystick or finger, and regardless of
whether the stimuli are lights or tones. Moreover, spatial
correspondence not only benefits performance when
stimulus location is relevant to the task but also when
it is irrelevant. If a person is told to press a right key to
the onset of a high pitch tone and a left key to onset of
a low pitch tone, the responses are faster when the high
pitch tone is in a right location (e.g., the right ear of a
headphone) than when it is in a left location, and vice
versa for the low pitch tone (Simon, 1990). This effect,
which is found for visual stimuli as well, is known as
the Simon effect after its discoverer, J. R. Simon. The
Simon effect and its variants have attracted considerable
research interest in the past 15 years because they allow
examination of many fundamental issues concerning the
relation between perception and action (Proctor, 2011).

Accounts of SR Compatibility Most accounts of
SR compatibility effects attribute them to two factors.
One factor is direct, or automatic, activation of the cor-
responding response. The other is intentional translation
of the stimulus into the desired response according to
the instructions that have been provided for the task.
The Simon effect is attributed entirely to the automatic

activation factor, with intentional translation not
considered to be involved because stimulus location is
irrelevant to the task. The basic idea is that, because the
response set has a spatial property, the corresponding
response code is activated automatically by the stimulus
at its onset, producing a tendency to select that response
regardless of whether it is correct. Evidence suggests
that this activation may dissipate across time, through
either passive decay or active inhibition, because the
Simon effect often decreases as RT becomes longer
(Hommel, 1993b; De Jong et al., 1994).

In many situations, stimuli can be coded as left or
right with respect to multiple frames of reference, as,
for example, when there is a row of eight possible stim-
ulus positions, four in the left hemispace and four in
the right, with each of those divided into left and right
pairs and left and right elements within the pairs. In such
circumstances, stimulus position is coded relative to all
frames of reference, with the magnitude of the Simon
effect reflecting the sum of the weighted correspondence
effects for each position code (e.g., Lamberts et al.,
1992). Errors can result if an inappropriate reference
frame is weighted more heavily than one that is relevant
to the response, as appears to have been the case in the
1989 crash of a British Midland Airways Boeing 737-
400 aircraft in which the operating right engine was shut
down instead of the nonoperating left engine (Learmount
and Norris, 1990). Confusion arose about which engine
to shut down because the primary instruments for both
engines were grouped in a left panel and the secondary
instruments for both engines in a right panel, for which
the global left and right panels were not mapped com-
patibly to the left and right engines (and controls).

SR compatibility proper is also presumed by many
researchers to be determined in part by automatic acti-
vation of the corresponding response. As for the Simon



SELECTION AND CONTROL OF ACTION

effect, the activated response is correct when the map-
ping is compatible and incorrect when the mapping is
incompatible. The most influential dual-route model,
that of Kornblum et al. (1990), assumes that this auto-
matic activation occurs regardless of the SR mapping,
a strong form of automaticity. However, certain results
question this assumption with regard to compatibility
effects (e.g., Read and Proctor, 2009), and more recent
treatments of automaticity in general suggest that goal
independence is not a defining feature (e.g., Moors and
De Houwer, 2006). The intentional translation route is
also presumed to play an important role in SR com-
patibility effects, with translation being fastest when
a “corresponding” rule can be applied, intermediate
when some other rule is applicable (e.g., respond at the
opposite position), and slowest when there is no simple
rule and the specific response assigned to a stimulus
must be retrieved from memory.

Dimensional Overlap Although spatial location is
an important factor influencing performance, it is by no
means the only type of compatibility effect. Kornblum
et al. (1990) introduced the term dimensional overlap
to describe stimulus and response sets that are percep-
tually or conceptually similar. Left and right stimulus
locations overlap with left and right response locations
both perceptually and conceptually, and responding is
fastest with the SR mapping that maintains spatial corre-
spondence (left stimulus to left response and right stim-
ulus to right response) than with the mapping that does
not. The words “left” and “right” mapped to keypress
responses also produce a compatibility effect because
of the conceptual correspondence between the words
and the response dimension, but the effect is typi-
cally smaller than that for physical locations due to the
absence of perceptual overlap (e.g., Proctor et al., 2002).

SR compatibility and Simon effects have been
obtained for a number of different stimulus types with
location or direction information, for example, direction
of stimulus motion (Galashan et al., 2008) and the
direction of gaze of a face stimulus (Ansorge, 2003).
They have also been obtained for typing letters on
a keyboard, as a function of the positions in which
the letters appear on a computer screen relative to the
locations of the keys with which they are typed (Logan,
2003), elements in movement sequences (Inhoff et al.,
1984), and clockwise versus counterclockwise rotations
of a wheel (Wang et al.,, 2007). Properties such as
the durations of stimuli and responses (short and long;
Kunde and Stdcker, 2002), positive or negative affective
valence of a stimulus in relation to that of a response
(Duscherer et al., 2008), and pitch of a tone with that
of the vowels in syllable sequences (Rosenbaum et al.,
1987) also yield compatibility effects. The point is that
compatibility effects are likely to occur for any situation
in which the relevant or irrelevant stimulus dimension
has perceptual or conceptual overlap with the response
dimension.

Influence of Action and Task Goals It is important
to understand that SR compatibility effects are deter-
mined largely by action goals and not the physical
responses. This is illustrated by a study conducted by
Hommel (1993a) in which subjects made a left or right
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keypress to a high or low pitch tone, which could occur
in the left or right ear. The closure of the response key
produced an action effect of turning on a light on the side
opposite that on which the response was made. When
instructed to turn on the left light to one tone pitch and
the right light to the other, a Simon effect was obtained
for which responses were faster when the tone location
corresponded with the light location than when it did
not, even though this condition was noncorresponding
with respect to the key that was pressed. Similarly, when
holding a wheel at the bottom, for which the direction
of hand movements is incongruent with that of wheel
movement, some subjects code the responses as left or
right with respect to direction of hand movement and
others with respect to direction of wheel movement, and
these tendencies can be influenced to some extent by
instructions that stress one response coding or the other
and by controlled visual events (Guiard, 1983; Wang
et al., 2007).

Compatibility effects can occur for situations in
which there is no spatial correspondence relation bet-
ween stimuli and responses. One such example is when
stimulus and response arrays are orthogonal to each
other, one being oriented vertically and the other hori-
zontally (e.g., Proctor and Cho, 2006). Action selection
when there is no spatial correspondence has been studied
extensively in the literature on display—control popula-
tion stereotypes, in which the main measure of interest
is which action a person will choose when operating a
control to achieve a desired outcome. Many studies have
examined conditions in which the display is linear and
the control is a rotary knob. Their results have yielded
several principles relating direction of control motion to
display movement (Proctor and Vu, 2010b), including:

e Clockwise to Right/Up. Turn the control clock-
wise to move the controlled element of the dis-
play to the right on a horizontal display or up on
a vertical display.

e Clockwise to Increase. Turn the control clock-
wise to increase the value of the controlled ele-
ment of the display.

e Warrick’s. The controlled element of the display
will move in the same direction as the side of
the control nearest to the display. This principle
is only applicable when the control is to the left
or right of a vertical display or below or above
a horizontal display.

e Scale Side. The controlled element of the display
will move in the same direction as that of the
side of the control corresponding to the side of
the scale markings on the display.

Performance is most consistent when all stereotypes
predict the same response to achieve an action goal.
When the stereotypes are in conflict (e.g., the clockwise-
to-right principle specifies clockwise rotation, whereas
Warrick’s principle specifies counterclockwise rotation),
choices are less consistent across individuals and group
differences from experience become more evident. For
example, Hoffmann (1997) reported that psychology
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students abide more by the clockwise-to-right principle,
whereas engineering students tend to adhere to War-
rick’s principle.

2.2.3 Sequential Effects

Because many human—machine interactions involve a
succession of responses, it is also important to under-
stand how action selection is influenced by immediately
preceding events, which can be evaluated by examin-
ing the sequential effects that occur in choice—reaction
tasks. The most common sequential effect is that the
response to a stimulus is faster when the stimulus and
response are the same as those on the preceding trial
than when they are not (Bertelson, 1961). This repetition
benefit increases in size as the number of SR alter-
natives becomes larger and is greater for incompatible
SR mappings than for compatible ones (Soetens, 1998).
Repetition effects have been attributed to two processes,
residual activation from the preceding trial when the cur-
rent trial is identical to it and intentional preparation for
what is expected on the next trial (Soetens, 1998). The
former contributes to response selection primarily when
the interval between a response and onset of the next
stimulus is short, whereas the latter contributes primarily
when the interval is long.

Although sequential effects with respect to the im-
mediately preceding trial have been most widely stud-
ied, higher order repetition effects, which involve the
sequence of the preceding two or three stimuli, also
occur (Soetens, 1998). For two-choice tasks, at short
response—stimulus intervals, where automatic acti-
vation predominates, a string of multiple repetitions
is beneficial regardless of whether or not the present
trial is a repetition of the immediately preceding one.
In contrast, at long response—stimulus intervals, where
expectancy is important, a prior string of repetition
trials is beneficial if the current trial is also a repetition,
and a prior string of alternation trials is beneficial if
the current trial is an alternation.

When stimuli contain irrelevant stimulus informa-
tion, as in the Stroop color-naming task in which the task
is to name the ink color in which a conflicting color word
is printed, RT is typically longer if the relevant stimulus
value on a trial (e.g., the color red) is the same as that
of the irrelevant information on the previous trial (e.g.,
the word red). This effect is called negative priming
(Fox, 1995), with reference to the fact that the “priming”
from the preceding trial slows RT compared to a neutral
trial, for which there is no repetition of the relevant or
irrelevant information from that trial. Negative priming
was attributed initially to inhibition of the response ten-
dency to the irrelevant information on the previous trial,
which then carried over to the current trial. However, the
situation is more complex than originally thought, and
several other factors may account in whole or in part
for negative priming. One such factor is that of episodic
retrieval from memory (Neill and Valdes, 1992), accord-
ing to which stimulus presentation initiates retrieval of
the most recent episode involving the stimulus; if the
relevant stimulus information was irrelevant on the pre-
vious trial, it includes an “ignore” tag, which slows
responding. Another factor is that of feature mismatch
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(Park and Kanwisher, 1994), according to which symbol
identities are bound to objects and locations, and any
change in the bindings from the preceding trial will pro-
duce negative priming. These accounts are difficult to
discriminate because they make similar predictions in
many situations (Christie and Klein, 2008).

Similar to negative priming, in which the irrelevant
information from the previous trial interferes with pro-
cessing the relevant feature on the current trial, several
studies have also shown that in the Simon task noncor-
responding information from the previous trial can alter
how the present trial is processed. That is, the Simon
effect has been shown to be evident when the preceding
trial was one for which the SR locations corresponded
and were absent when it was one for which they did
not (e.g., Stiirmer et al., 2002). A suppression/release
hypothesis has been proposed to account for this pattern
of results (e.g., Stiirmer et al., 2002). According to this
hypothesis, the Simon effect is absent following a non-
corresponding trial because the direct response selection
route is suppressed since automatic activation of the
response code corresponding to the stimulus location
would lead to the wrong response alternative. This sup-
pression is released, though, following a corresponding
trial, which results in the stimulus activating the corre-
sponding response and thus producing a Simon effect.

However, Hommel et al. (2004) noted that the
analysis on which the suppression/release hypothesis is
based collapses across mapping and location repetitions
and nonrepetitions. According to Hommel’s (1998b)
event file hypothesis, the stimulus features on a trial and
the response made to them are integrated into an event
file. When both stimulus features are repeated on the
next trial, the response with which they were integrated
on the previous trial is reactivated, and responding is
facilitated. When both stimulus features change, neither
feature was associated with the previous response, and
the change in stimulus features signals a change in
the response. Response selection is more difficult on
trials for which one stimulus feature repeats and the
other changes because one stimulus feature produces
reactivation of the previous response and the other
signals a change in response.

Hommel et al. (2004) and Notebaert et al. (2001)
provided evidence that the pattern of repetition effects
in the Simon task can be attributed to feature integration
processes of the type specified by the event file hypoth-
esis rather than to suppression/release of the automatic
route. That is, responses were faster when the relevant
stimulus feature and irrelevant stimulus location both
repeated or both changed than when only one stimulus
feature repeated. Whether the suppression/release fea-
ture integration mechanism accounts for the largest part
of the sequential effects is still a matter of debate [cf.
Chen and Melara (2009) and Iani et al. (2009)].

2.2.4 Preparation and Advance Information

When a stimulus to which a response is required occurs
unexpectedly, the response to it will typically be slower
than when it is expected. General preparation is studied
in choice—reaction tasks by presenting a neutral warning
signal at various intervals prior to onset of the imperative
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stimulus. A common finding is that RT first decreases
as the warning interval increases and then goes up
as the warning interval is increased further, but the
error rate first increases and then decreases. Bertelson
(1967) demonstrated this relation in a study in which
he varied the onset between an auditory warning click
and a left or right visual stimulus to which a compatible
keypress response was to be made. RT decreased by
20 ms for warning intervals of 0—150ms and increased
slightly as the interval increased to 300 ms, but the
error rate increased from approximately 7% at the
shortest intervals to about 10% at 100- and 150-ms
intervals and decreased slightly at the longer intervals.
Posner et al. (1973) obtained similar results for a two-
choice task in which SR compatibility was manipulated,
and compatibility did not interact with the warning
interval. These results suggest that the warning tone
alters alertness, or readiness to respond, but does not
affect the rate at which the information accumulates in
the response selection system.

People can also use informative cues to prepare for
subsets of stimuli and responses. Leonard (1958) per-
formed a task in which six stimulus lights were assigned
compatibly to six response keys operated by the index,
middle, and ring fingers of each hand. Of most concern
was a condition in which either the three left or three
right lights came on, precuing that subset as possible on
that trial. RT decreased as precuing interval increased,
being similar to that of a three-choice task when the
precuing interval was 500 ms. Similar results have been
obtained using four-choice tasks in which a benefit for
precuing the two left or two right locations occurs within
the first 500 ms of precue onset (Miller, 1982; Reeve and
Proctor, 1984). However, when pairs of alternate loca-
tions are precued, a longer period of time is required
to attain the maximal benefit of the precue. Reeve and
Proctor (1984) showed that the benefit for precuing the
two left or two right responses is also obtained when
the hands are overlapped such that the index and mid-
dle fingers from the two hands are alternated, indicating
that it reflects faster translation of the precued stimulus
locations into possible response locations. Proctor and
Reeve (1986) attributed this pattern of differential precu-
ing benefits to the left—right distinction being salient for
both stimulus and response sets, and Adam et al. (2003)
proposed a grouping model that expands on this theme.

2.2.5 Acquisition and Transfer of Action-
Selection Skill

Response selection efficiency improves with practice or
training on a task. This improvement has been attributed
to better pattern recognition or chunking of stimuli and
responses (Newell and Rosenbloom, 1981), strength-
ening of associations between stimuli and responses
(e.g., Anderson, 1982), and shifting from an algorithmic
mode of processing to one based on retrieval of prior
instances (Logan, 1988). The general idea behind all of
these accounts is that practice results in performance
becoming increasingly automatized. For virtually any
task, the absolute benefit of a given amount of addi-
tional practice is a decreasing function of the amount of
prior practice. Newell and Rosenbloom (1981) showed
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that the reduction in RT with practice using the mean
data from groups of subjects in a variety of tasks is
characterized well by a power function:

RT=A+BN*

where A is the asymptotic RT, B the performance time
on the first trial, N the number of practice trials, and
B the learning rate.

Although the power function for practice has been
regarded as a law to which any theory or model of skill
acquisition must conform (e.g., Logan, 1988), evidence
indicates that it does not provide the best fit for the
practice functions of individual subjects. Heathcote et al.
(2000) demonstrated that exponential functions of the
following form provided better fits than power functions
for individual data sets:

RT = A + Be™*V

where o« is the rate parameter. In relatively complex
cognitive tasks such as mental arithmetic, individual
subject data often show one or more abrupt changes
(e.g., Haider and Frensch, 2002; Rickard, 2004), sug-
gesting shifts in strategy. Delaney et al. (1998) showed
that in such cases the individual improvement in solu-
tion time is fit better by separate power functions for
each specific strategy than by a single power function
for the entire task.

As noted earlier, practice reduces the slope of the
Hick—Hyman function (e.g., Hyman, 1953), indicating
that the cost associated with increased SR uncertainty
can be offset by allowing more practice. Seibel (1963)
showed that after practice with more than 75,000 tri-
als of all combinations of 10 lights mapped directly to
10 keys, RT for a task with 1023 alternatives was only
about 25 ms slower than that for a task with 31 alterna-
tives. Practice also benefits performance more for tasks
with an incompatible SR mapping than for ones with a
compatible mapping (e.g., Fitts and Seeger, 1953). How-
ever, as a general rule, performance with an incompati-
ble mapping does not reach the same level as that with
a compatible mapping for the same amount of practice
(e.g., Fitts and Seeger, 1953; Dutta and Proctor, 1992).

Some evidence suggests that the improvements that
occur with practice in spatial choice tasks involve
primarily the mappings of the stimuli to spatial response
codes and not to the specific motor effectors. Proctor and
Dutta (1993) had subjects perform two-choice spatial
tasks for 10 blocks of 42 trials each. In alternating trial
blocks, subjects performed with their hands uncrossed
or crossed such that the right hand operated the left
key and the left hand the right key. There was no cost
associated with alternating the hand placements for the
compatible or incompatible mapping when the mapping
of stimulus locations to response locations remained
constant across the two hand placements. However,
when the mapping of stimulus locations to response
locations was switched between blocks so that the hand
used to respond to a stimulus remained constant across
the two hand placements, there was a substantial cost for
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participants who alternated hand placements compared
to those who did not, indicating the importance of
maintaining a constant location mapping.

Although spatial SR compatibility effects are not
eliminated by practice, transfer studies show that
changes in processing that occur as one task is practiced
can affect performance of a subsequent, different task.
Proctor and Lu (1999) had subjects perform with an
incompatible spatial mapping of left stimulus to right
response and right stimulus to left response for 900
trials. When the subjects then performed a Simon task,
for which stimulus location was irrelevant, the Simon
effect was reversed: RT was shorter when stimulus
location did not correspond with that of the response
than when it did. Later studies by Tagliabue et al. (2000)
and Vu et al. (2003) showed that as few as 72 practice
trials with an incompatible spatial mapping eliminate the
Simon effect in the transfer session and that this transfer
effect remains present even a week after practice. Thus,
a limited amount of practice produces new spatial SR
associations that continue to affect performance at least
a week later.

The transfer of a spatially incompatible mapping
to the Simon task is not an automatic consequence of
having executed the spatially incompatible response
during practice. Vu (2011) had subjects perform 72
practice trials of a two-choice task for which stimuli
occurred in a left or right location and stimulus color
was nominally relevant. However, the correct response
was always to the side that did not correspond to the
stimulus location (i.e., if a left response was to be made
to the color red, the red stimulus always occurred in the
right location). Thus, the relation between stimulus and
response locations was identical to that for a task with
an incompatible spatial mapping; if subjects became
aware of this spatially noncorresponding relation, they
could base response selection on an “opposite” spatial
rule instead of on stimulus color. Approximately half of
the subjects indicated in a postexperiment interview that
they were aware that the noncorresponding response
was always correct, whereas half showed no awareness
of this relation. Those subjects who were aware of the
relation showed a stronger transfer effect to the Simon
task than did those who showed no awareness. Related
to this finding, Miles and Proctor (2010) showed that
imposing an attentional load during practice with an
incompatible spatial mapping eliminates transfer of this
mapping to the Simon task, indicating that attention is
required for the learning to occur.

2.3 Action Selection in Multiple-Task
Performance

In many activities and jobs, people must engage in
multiple tasks concurrently. This is true for an operator
of a vehicle, a pilot of an aircraft, a university professor,
and a secretary, among others. When more than one task
set must be maintained, there is a cost in performance
for all tasks even when the person devotes all of his or
her attention to only one task at that time. This cost of
concurrence that occurs with multiple-task performance
has been of considerable interest in human factors
and ergonomics. As a result, much research has been
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devoted to understanding and improving multiple-task
performance.

2.3.1 Task Switching and Mixing Costs

Since the mid-1990s, there has been considerable
interest in task switching (see Kiesel et al., 2010, for
a review). In task-switching studies, two distinct tasks
are typically performed, one at a time, with the tasks
presented either in a fixed sequence (e.g., two trials
of one task followed by two trials of the other task)
or randomly with the current task indicated by a cue
or instruction. The interval between successive trials
or between the cue and the imperative stimulus can be
varied to allow different amounts of time to prepare for
the forthcoming task. Four phenomena are commonly
obtained in such situations (Monsell, 2003):

1. Mixing Cost. Responses are slower overall
compared to when the same task is performed
on all trials. This cost represents the “global”
demands required to maintain two task sets in
working memory and resolve which task is to
be performed on the current trial.

2. Switch Cost. Responses are slower on trials
for which the task switches from the previous
trial than for those on which it repeats. This
cost reflects the “local”” demands associated with
switching from the previously performed task to
the new task for the current trial.

3. Preparation Benefit. The switch cost is reduced
if the next task is known, due to either following
a predetermined sequence or to being cued, as
long as adequate time for preparation is allowed.

4.  Residual Cost. Although reduced in magnitude,
the switch cost is not eliminated, even with
adequate time for preparation.

The switch cost is typically attributed to the time
needed to change the task set. The fact that the switch
cost can be reduced but not eliminated by preparation
is often interpreted as evidence for at least two
components to the switch cost. One component involves
an intentional task set reconfiguration process, and the
other reflects exogenous, stimulus-driven processes, of
which several have been suggested as possibilities.
Rogers and Monsell (1995) proposed that this second
component is a part of task set reconfiguration that
cannot be accomplished until it is initiated by stimulus
components related to the task. Allport et al. (1994)
attributed this second component to task set inertia, with
the idea that inhibition of the inappropriate task set on
the previous trial carries over to the next trial, much as
in negative priming. Finally, because the requirement to
perform a task a few minutes later can slow performance
of the current task, Waszak et al. (2003) proposed that
associative retrieval of the task sets associated with the
current stimulus is involved in the second component.
Monsell (2003) describes the situation as follows: “Most
authors now acknowledge a plurality of causes, while
continuing to argue over the exact blend” (p. 137).

One important finding in the task-switching literature
is that the costs associated with mixing an easy task with
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a more difficult one are often larger for the easier task.
For example, for Stroop stimuli, in which a color word is
printed in an incongruent ink color, the costs are larger
for the easy task of naming the word and ignoring the ink
color than for the difficult task of naming the ink color
and ignoring the word (Allport et al., 1994). Similarly,
when compatible and incompatible spatial mappings are
mixed within a trial block, responding is not only slowed
overall, but the benefit for the compatible mapping is
often eliminated (Vu and Proctor, 2008). One way to
think of the reduction of the compatibility effect with
mixed mappings is that the “automatic” tendency to
make the corresponding response must be suppressed
because it often leads to the incorrect response. An
example of a task environment where operators must
maintain both compatible and incompatible spatial
mappings is that of driving a coal mine shuttle car,
where one mapping is in effect when entering the mine
and the other mapping when exiting the mine. Zupanc
et al. (2007) found that in a simulated shuttle car driving
task, drivers were slower at responding to critical stimuli
and made more directional errors when they had to
alternate between mappings, as is the case in real mines
where forward and reversed maneuvers are necessary,
compared to when all trials were performed with a single
mapping.

Many of the results for the elimination of the SR
compatibility effect with mixing are consistent with a
dual-route model of the general type described earlier.
According to such an account, response selection can be
based on direct activation of the corresponding response
when all trials are compatible, but the slower indirect
route must be used when compatible trials are mixed
with either incompatible trials or trials for which another
stimulus dimension is relevant. The most important
point for application of the compatibility principle is
that the benefit for a task with a compatible mapping
may not be realized when that task is mixed with other
less compatible tasks.

2.3.2 Psychological Refractory Period Effect

Much research on multiple-task performance has focus-
ed on what is called the psychological refractory period
(PRP) effect [see Pashler and Johnston (1998) and
Lien and Proctor (2002) for reviews]. This phenomenon
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refers to slowing of RT for the second of two tasks that
are performed in rapid succession. Peripheral sensory
and motor processes can contribute to decrements in
dual-task performance. For example, if you are looking
at the display for a compact disk changer in your car,
you cannot respond to visual events that occur outside,
and if you are holding a cellular phone in one hand,
you cannot use that hand to respond to other events.
However, research on the PRP effect has indicated that
the central processes involved in action selection seem
to be the locus of a major limitation in performance.

In the typical PRP study, the subject is required to
perform two speeded tasks. Task 1 may be to respond to
a high or low pitch tone by saying “high” or “low” out
loud, and task 2 may be to respond to the location of a
visual stimulus by making a left or right key press. The
stimulus onset asynchrony (SOA, the interval between
onsets of the task 1 stimulus, S1, and the task 2 stimulus,
S2) is typically varied, either randomly within a block of
trials or between blocks. The characteristic PRP effect
is that RT is slowed, often considerably, for task 2 when
the SOA is short (e.g., 50 ms) compared to when it is
long (e.g., 800 ms).

The most widely accepted account of the PRP effect
is what has been called the central bottleneck model
(e.g., Welford, 1952; Pashler and Johnston, 1998). This
model assumes that selection of the response for task
2 (R2) cannot begin until response selection for task 1
(R1) is completed (see Figure 4). The central bottleneck
model has several testable implications that have
tended to be confirmed by the data. First, increasing
the duration of response selection for task 2 should
not influence the magnitude of the PRP effect because
response selection processes occur after the bottleneck.
This result has been obtained in several studies in which
manipulations such as SR compatibility for task 2 have
been found to have additive effects with SOA, that is, to
affect task 2 RT similarly at all SOAs (e.g., Pashler and
Johnston, 1989; McCann and Johnston, 1992). Second,
increasing the duration of stimulus identification pro-
cesses for task 2 by, for example, degrading S2 should
reduce the PRP effect because this increase can be
absorbed into the “slack™ at short SOAs after which
identification of S2 is completed but response selection
for the task cannot begin. This predicted underadditive

Time o
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Perception selection Motor execution
S2 R2
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Perception selection Motor execution

Figure 4 Central bottleneck model. Response selection for task 2 cannot begin until that for task 1 is completed. S1 and
S2 are the stimuli for tasks 1 and 2, respectively, and R1 and R2 are the responses.
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interaction has been obtained in several studies (e.g.,
Pashler and Johnston, 1989).

The central bottleneck influences performance in
tasks other than typical choice—reaction tasks. Pashler
et al. (2008) found that when the second task required
spontaneously choosing an action (whether to accept
a card denoting a gamble), response latencies were
longer at short SOAs, and this PRP effect was additive
with the effects of several decision-related variables.
Likewise, Levy et al. (2006) showed that in simulated
driving vehicle braking was subject to dual-task slowing.
Thus, evidence suggests that the bottleneck imposes
a limitation on multitasking performance in real-world
environments.

Numerous issues concerning the central response
selection bottleneck have been investigated in recent
years. One issue is whether all processes associated with
action selection are subject to the bottleneck or only a
subset. Consistent with the latter view, several studies
have shown crosstalk correspondence effects such that
the responses for both tasks 1 and 2 are faster when
they correspond than when they do not (e.g., Hommel,
1998a; Lien et al., 2005), which suggests that activation
of response codes occurs prior to the response selection
bottleneck. A second issue is whether the bottleneck
is better conceived as being of limited capacity than
all-or-none. Navon and Miller (2002) and Tombu and
Jolicceur (2003) have argued that the evidence is most
consistent with a central-capacity sharing model, in
which attentional capacity can be allocated in different
amounts to response selection for the two tasks. One
finding that the capacity-sharing account can explain
that is difficult for the all-or-none bottleneck model is
that RT for task 1, as well as that for task 2, sometimes
increases at short SOAs.

Another issue is whether there is a structural bottle-
neck at all, or whether the bottleneck reflects a strategy
adopted to perform the dual tasks as instructed. Meyer
and Kieras (1997) developed a computational model,
implemented within their EPIC (executive-process inter-
active control) architecture, which consists of percep-
tual, cognitive, and motor components, that does not
include a limit on central-processing capacity. The spe-
cific model developed for the PRP effect, called the
strategic response deferment model, includes an analy-
sis of the processes involved in the performance of each
individual task and of the executive control processes
that coordinate the joint performance of the two tasks.
Attention begins at the perceptual level, orienting focus
(i.e., moving the eyes) on sensory input. Limits in the
systems are attributed to the sensory and motor effectors,
but not to the central processes. Central limitations arise
from individuals’ strategies for satisfying task demands
(e.g., making sure that the responses for the two tasks
are made in the instructed order). Specifically, accord-
ing to the model, the PRP effect occurs when people
adopt a conservative strategy of responding with high
accuracy at the expense of speed. EPIC computational
models can be developed for multitasking in real-world
circumstances such as human—computer interaction and
military aircraft operation as well as for the PRP effect.
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The view that the bottleneck is strategic implies that
it should be possible to bypass its limitations. Green-
wald and Shulman (1973) provided evidence suggesting
that this is the case when two tasks are “ideomotor”
compatible: that is, the feedback from the response
is similar to the stimulus. Their ideomotor-compatible
tasks were moving a joystick to a positioned left- or
right-pointing arrow (task 1) and saying the name of
an auditorily presented letter (task 2). Greenwald and
Shulman’s experiment 2 showed no PRP effect when
both tasks were ideomotor compatible, although an
effect was apparent when only one task was. However,
other experiments in which the two tasks were ideo-
motor compatible, including Greenwald and Shulman’s
experiment 1, have consistently shown small PRP
effects (e.g., Lien et al., 2002). Regardless of whether
such tasks bypass the bottleneck, dual-task interference
is much smaller with two ideomotor-compatible tasks
than for most other pairs of tasks.

Under certain conditions, the PRP effect can be
virtually eliminated with considerable practice, a finding
that some authors have interpreted as evidence against
a central bottleneck (e.g., Schumacher et al., 2001).
However, this elimination is accomplished primarily
through the reduction of RT for task 1, which leaves
open the possibility that the bottleneck is “latent” and
not affecting performance (Ruthruff et al., 2003). That
is, because the speed of performing task 1 improves with
practice, even at short SOAs, task 1 response selection
can be completed prior to the time at which response
selection for task 2 is ready to begin. For practical
purposes, though, the messages to take from the PRP
research is that it is difficult to select different actions
concurrently, but many factors can reduce the magnitude
of the cost associated with trying to do so.

3 MOTOR CONTROL AND LEARNING
3.1 Methods

Whereas action selection focuses primarily on choice
between action goals, motor control is concerned
mainly with the execution of movements to carry out
the desired actions. Tasks used to study motor control
typically require movement of one or more limbs,
execution of sequences of events, or control of a cursor
following a target that is to be tracked. For example, a
person may be asked to make an aimed movement from
a start key to a target location under various conditions,
and measures such as movement time and accuracy
can be recorded. Some issues relevant to human factors
include the nature of movement representation, the role
of sensory feedback in movement execution, the way in
which motor actions are sequenced, and the acquisition
of perceptual—-motor skills.

3.2 Control of Action

Motor control is achieved in two different ways, open
loop and closed loop. Open-loop control is based
on an internal model, called a motor plan or motor
program, which provides a set of movement commands.
Two pieces of evidence for motor plans include the
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fact that deafferented monkeys, which cannot receive
sensation from the deafferented limb, can still make
movements including walking and climbing (e.g., Taub
and Berman, 1968) and the time to initiate a movement
increases as the number of elements to be performed
increases (e.g., Henry and Rogers, 1960; Monsell,
1986). Closed-loop control, in contrast, relies on sensory
feedback, comparing the feedback to a desired state and
making the necessary corrections when a difference is
detected. The advantages and disadvantages of open-
and closed-loop control are the opposite of each other.
A movement under open-loop control can be executed
quickly, without a delay to process feedback, but at a
cost of limited accuracy. In contrast, closed-loop control
is slower but more accurate. Not surprisingly, both types
of control are often combined, with open-loop control
used to approximate a desired action and closed-loop
control serving to reduce the deviation of the actual state
from the intended state as the action is executed.

3.2.1 Fitts’s Law

As indicated in the quote with which the chapter began,
Fitts’s law, which specifies the time to make aimed
movements to a target location (Fitts, 1954), is one
of the most widely established quantitative relations in
behavioral research. As originally formulated by Fitts,
the law is

Movement time = a + b log, (2D /W)

where a and b are constants, D is the distance to the
target, and W is the target width (see Figure 5). Two
important points of Fitts’s law are that (1) movement
time increases as movement distance increases and (2)
movement time decreases as target width increases. It is
a speed—accuracy relation in the sense that movement
time must be longer when more precise movements are
required. Fitts’s law provides an accurate description of
movement time in many situations, although alternative
formulations can provide better fits for certain specific
situations. The speed—accuracy relation captured by
Fitts’s law is a consequence of both open- and closed-
loop components. Meyer et al. (1988) provided the most
complete account of the relation, a stochastic optimized-
submovement model. This model assumes that aimed
movements consist of a primary submovement and an
optional secondary submovement. Fitts’s law arises as
a consequence of (1) programming each movement to
minimize average movement time while maintaining a
high frequency of “hitting” the target and (2) making
the secondary, corrective submovement when the index
of difficulty is high.

Fitts’s law is of considerable value in human factors
because it is quite robust and is applicable to many tasks
of concern to human factors professionals. The relation
holds not only for tasks that require movement of a
finger to a target location (e.g., when using an ATM
machine) but also for tasks such as placing washers on
pegs and inserting pins into holes (Fitts, 1954), using
tweezers under a microscope (Langolf and Hancock,
1975), and making aimed movements underwater (Kerr,
1973). Variants of Fitts’s law can also be used to model
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Figure 5 Fitts’s law: Movement time increases as a
function of the index of difficulty [logz(2D/W)].

limb and head movements with extended probes such
as screwdrivers and helmet-mounted interfaces (Baird
et al., 2002). The slope of the Fitts’s law function has
been used to evaluate the efficiency of various ways
for moving a computer cursor to a target position. For
example, Card et al. (1978) showed that a computer
mouse produced smaller slopes than text keys, step keys
(arrows), and a joystick for the task of positioning a
cursor on a desired area of text and pressing a button
or key.

Size and distance are only two of many constraints
that influence movement time (Heuer and Massen, in
press). Movement time will be longer, for example,
if the target must be grasped instead of just touched.
Moreover, for objects that must be grasped, movement
time depends on properties of the object, being longer
to one that has to be grasped cautiously (e.g., a knife)
than one that does not.

3.2.2 Motor Preparation and Advance
Specification of Movement Properties

Movement of a limb is preceded by preparatory pro-
cesses at various levels of the motor system. For a
simple voluntary movement such as a keypress, a nega-
tive potential in the electroencephalogram (EEG) begins
as much as 1 s before the movement itself, with this
potential being stronger over the contralatateral cere-
bral hemisphere (which controls the finger) 100—200 ms
before responding. This asymmetry, called the later-
alized readiness potential, provides an index of being
prepared to respond with a limb on one or the other
side of the body (Masaki et al., 2004). In reaction
tasks, this preparation may involve what is sometimes
called a response set, or a readiness to respond, that is,
response activation just below the threshold for initiat-
ing the response. However, motor preparation depends
on the response that is to be performed. As noted, sim-
ple RT increases as the number of components of which
the to-be-executed movement is composed increases.
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Also, motor preparation is sensitive to the end state of
an action. For example, when executing an action that
requires grasping a bar with a pointer and placing it in
a specified target position, the bar will be grasped in a
manner that minimizes the awkwardness, or maximizes
the comfort, of the final position in which the arm will
end up (Rosenbaum et al., 1990).

Advance specification of movement parameters has
been studied using a choice—RT procedure in which sub-
jects must choose between aimed-movement responses
that differ in, for example, arm (left or right), direction
(toward or away), and extent (near or far). One or more
parameters are precued prior to presentation of the stim-
ulus to which the person is to respond, the idea being
that RT will decrease if those parameters can be speci-
fied in advance (Rosenbaum, 1983). The results of such
studies have generally supported the view that move-
ment features can be specified in variable order; that is,
there is a benefit of precuing any parameter in isolation
or in combination with another. Thus, the results sup-
port those described in the section on action selection,
which indicated that people can take advantage of virtu-
ally any advance information that reduces the possible
stimulus and response events. A disadvantage of using
the movement precuing technique to infer characteristics
of parameter specification is that the particular patterns
of results may be determined more by SR compatibil-
ity than by the motoric preparation process itself (e.g.,
Goodman and Kelso, 1980; Dornier and Reeve, 1992).

3.2.3 Visual Feedback

Another issue in the control of movements is the role of
visual feedback. In a classic study, Woodworth (1899)
had people repeatedly draw lines of a specified length
on a roll of paper moving through a vertical slot in a
tabletop. The rate of movement in drawing the lines
was set by a metronome that beat from 20 to 200 times
each minute, with one complete movement cycle to be
made for each beat. Subjects performed the task with
their eyes open or closed. At rates of 180 per minute or
greater, movement accuracy was equivalent for the two
conditions, indicating that visual feedback had no effect
on performance. However, at rates of 140 per minute
or less, performance was better with the eyes open.
Consequently, Woodworth concluded that the minimum
time required to process visual feedback was 450 ms.

Subsequent studies have reduced this estimate sub-
stantially. Keele and Posner (1968) had people perform a
discrete movement of a stylus to a target that, in separate
pacing conditions, was to be approximately 150, 250,
350, or 450 ms in duration. The lights turned off at the
initiation of the movement on half of the trials, without
foreknowledge of the performer. Movement accuracy
was better with the lights turned on than off in all but
the fastest pacing condition, leading Keele and Posner
to conclude that the minimum duration for processing
visual feedback is between 190 and 260 ms. Moreover,
when people know in advance whether visual feed-
back will be present, results indicate that feedback can
be used for movements with durations of only slightly
longer than 100 ms (Zelaznik et al., 1983).
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It might be thought that the role of visual feedback
would decrease as a movement task is practiced, but
evidence indicates that vision remains important. For
example, Proteau and Cournoyer (1992) had people
perform 150 trials of a task of moving a stylus to a
target with either full vision, vision of both the stylus
and the target, or vision of the target only. Performance
during these practice trials was best with full vision and
worst with vision of the target only. However, when
the visual information was eliminated in a subsequent
transfer block, performance was worst for those people
who had practiced with full vision and worst for those
who had practiced with vision of only the target. What
appears to happen is that participants rely on the visual
feedback for accurate performance without developing
an adequate internal model of the task. Heuer and
Hegele (2008) found similar results to those of Proteau
and Cournoyer for a task requiring performance with
a novel visuomotor gain when continuous visual
feedback was provided. But when only terminal visual
feedback about the final positions of the movements
was provided, visuomotor adaptation to the practice
conditions occurred. Thus, the kind of feedback used
during practice will influence what the performer learns.

3.3 Coordination of Effectors

To perform many tasks well, it is necessary to coordinate
the effectors. For example, when operating a manual
transmission, the movements of the foot on the gas pedal
must be coordinated with the shifting of gears controlled
by the arm and hand. This example illustrates that
one factor determining the coordination pattern is the
constraints imposed by the task that is to be performed.
These coordination patterns are flexible within the
structural constraints imposed by the action system.

For tasks involving bimanual movements, there is a
strong tendency toward mirror symmetry; that is, it is
generally easy to perform symmetric movements of the
arms, as in drawing two circles simultaneously with each
hand. Moreover, intended asymmetric movement pat-
terns will tend more toward symmetry in duration and
timing than they should. This symmetry tendency has
been studied extensively for tasks involving bimanual
oscillations of the index fingers: It is easier to maintain
the instructed oscillatory pattern if told to make sym-
metrical movements of the fingers inward and outward
together than if told to make parallel movements left-
ward and rightward together (see Figures 6a,b). The
symmetry tendency in bimanual oscillatory movements
and for other bimanual tasks has traditionally been
attributed to coactivation of homologous muscles (e.g.,
Kelso, 1984).

However, Mechsner et al. (2001) presented evidence
that the bias is toward spatial symmetry and not motor
symmetry. To dissociate motor symmetry from spatial
symmetry, Mechsner et al. had subjects perform with the
palm up for one hand and the palm down for the other
(see Figures 6c,d). A tendency toward coactivation of
homologous muscles would predict that, in this case,
the bias should be toward parallel oscillation, whereas a
tendency toward spatial symmetry should still show the
bias toward symmetrical oscillation. The latter result
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Figure 6 (a) Symmetric and (b) asymmetric patterns
of finger movements for which symmetric movements
are typically easier. Parts (c) and (d) show conditions
examined by Mechsner et al. (2001), in which spatial
symmetry and muscle homology are dissociated.

was in fact obtained, with the bias toward symmetrical
oscillation being just as strong when one palm faced
up and the other down as when both hands were palm
down or both palm up. Mechsner et al. and Mechsner
and Knoblich (2004) obtained similar results for tasks in
which two fingers of each hand are periodically tapped
together by comparing congruous conditions for which
the fingers from the two hands were the same (e.g.,
index and middle fingers of each hand or middle and
ring fingers of each hand) and incongruous conditions
for which they were different (index and middle finger
for one hand and middle and ring finger for the other).
Mechsner and Knoblich concluded that “homology
of active fingers, muscular portions, and thus motor
commands plays virtually no role in defining preferred
coordination patterns, in particular the symmetry ten-
dency” (p. 502) and that the symmetry advantage
“originates at a more abstract level, in connection with
planning processes involving perceptual anticipation”
(p. 502). Evidence from behavioral and neuroscientific
investigations has supported this conclusion that a
major source of constraint in bimanual control is a
consequence of the manner in which the action goals
are represented (Oliveira and Ivry, 2008).

3.4 Sequencing and Timing of Action

How sequences of actions are planned and executed
is one of the central problems of concern in the area
of motor control (Rosenbaum, 2010). Most discussions
of this problem originate with Lashley’s (1951) well-
known book chapter in which he presented evidence
against an associative chaining account of movement
sequences, according to which the feedback from each
movement in the sequence provides the stimulus for
the next movement. Instead, Lashley argued that the
sequences are controlled centrally by motor plans.
Considerable evidence is consistent with the idea
that these motor plans are structured hierarchically.
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For example, Povel and Collard (1982) had subjects
perform sequences of six taps with the four fingers
on a hand (excluding the thumb). A sequence was
practiced until it could be performed from memory, and
then trials were conducted for which the sequence was
to be executed as rapidly as possible. The sequences
differed in terms of the nature and extent of their
structure. For example, the patterns 1-2-3-2-3-4
and 2-3-4-1-2-3, where the numbers 1, 2, 3, and
4 designate the index, middle, ring, and little fingers,
respectively, can each be coded as two separate ordered
subsets. Povel and Collard found that the pattern of
latencies between each successive tap was predicted well
by a model that assumed the memory representation for
the sequence was coded in a hierarchical decision tree
(see Figure 7), with the movement elements represented
at the lowest level, which was then interpreted by a
decoding process that traversed the decision tree from
left to right. Interresponse latencies were predicted well
by the number of links that had to be traversed in the
tree between successive responses. For example, for
the sequences shown above, the longest latencies were
between the start signal and the first tap and between
the third and fourth taps, both of which required two
levels of the tree to be traversed.

Although many results in tasks requiring execution
of sequential actions are in agreement with predictions
of hierarchical models, it should be noted that it is not
so simple to rule out serial association models. Context-
sensitive association models, which allow elements
farther back than just the immediately preceding one
to affect performance, can generate many of the same
result patterns as hierarchical models (e.g., Wickelgren,
1969).

Beginning with a study by Nissen and Bullemer
(1987), numerous experiments have been conducted on
incidental learning of trial sequences in choice—reaction
tasks. Nissen and Bullemer had subjects perform a
four-choice RT task in which the stimulus on a trial
appeared in one of four horizontal locations, and the
response was the corresponding location of one of

1 2 3 2 3 4

Figure 7 Hierarchical representation of the movement
sequence 1-2-3-2-3-4. T1 represents the operation
transpose to an adjacent finger. The tree traversal model
predicts longer latencies for the first and fourth elements
in the movement sequence, as Povel and Collard (1982)
found.
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four buttons also arranged in a row, made with the
middle and index fingers of the left and right hands.
Subjects received eight blocks of 100 trials for which
the stimuli were presented in random order or in a
sequence that repeated every 10 trials. There was a slight
decrease in RT of about 20 ms across blocks with the
random order but a much larger one of about 150 ms for
the repeating sequence. Nissen and Bullemer presented
evidence that they interpreted as indicating that such
sequence learning can occur without awareness, but this
remains a contentious issue (see, e.g., Fu et al, 2010;
Riinger and Frensch, 2010).

Of most interest to present concerns is the nature
of the representation that is being learned in sequen-
tial tasks. Most studies have found little evidence for
perceptual learning of the stimulus sequence (e.g., Will-
ingham et al., 2000), although Gheysen et al. (2009) did
find perceptual learning for a task that required attend-
ing to the stimulus sequence and maintaining infor-
mation in working memory. Their study also showed
evidence of there being a nonperceptual component to
the sequence learning, as have most other studies. In
general, results have indicated that this learning is not
effector specific, because it can transfer to a different
set of effectors (e.g., Cohen et al., 1990). Willingham
et al. (2000) concluded that the sequence learning occurs
in a part of the motor system involving response loca-
tions but not specific effectors or muscle groups. They
showed that subjects who practiced the task using a key-
board with one arrangement of response keys during
a training phase showed no benefit from the repeating
stimulus sequence when subsequently transferred to a
keyboard with a different arrangement of response keys.
In another experiment, Willingham et al. also showed
that subjects who switched from performing the task
with the hands crossed in practice to performing with
them uncrossed in a transfer session, such that the hand
operating each key was switched, showed no cost rela-
tive to subjects who used the uncrossed hand placement
throughout. Willingham et al. rejected an explanation
in terms of SR associations because Willingham (1999)
found excellent transfer as long as the response sequence
remained the same in both the practice and transfer ses-
sions even when the stimulus set was changed from dig-
its to spatial locations or the mapping of spatial stimuli
to responses was changed. Note that Willingham et al.’s
conclusions are similar to those reached by Mechsner
and Knoblich (2004) for bimanual coordination in that
much of the motor control and learning occur at a level
of spatial response relations rather than the muscles used
to execute the actions.

Whereas in some situations the speed with which a
sequence of actions is executed is important, in others
the timing of the actions is crucial. One influential model
of response timing is that of Wing and Kristofferson
(1973), who developed it to explain the timing of suc-
cessive, discrete tapping responses. According to this
model, two processes control the timing of the res-
ponses. One is an internal clock that generates trigger
pulses that can be used to time the delay (by the
number of pulses) and initiate motor responses. The
other is a delay process between when a trigger pulse
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initiates a response and when the movement is actually
executed. The interval between successive pulses is as-
sumed to be an independent random variable, as is the
interval between a trigger pulse and the response that
it initiates. One key prediction of the model is that
the variance of the interval between responses should
increase as the delay between the responses increases,
due to the variability of the internal clock. Another
prediction is that adjacent interresponse intervals
should be negatively correlated, due to the variability
of the delay process. These predictions have tended
to be confirmed, and Wing and Kristofferson’s model
has generally been successful for timing of discrete
responses such as tapping. However, evidence has
suggested that, for more continuous motor acts such as
drawing circles at a certain rate with the dominant hand,
the timing is an emergent property of the movement
rather than the consequence of a central timer (e.g.,
Ivry et al., 2002; Studenka and Zelaznik, 2008).

3.5 Motor Learning and Acquisition of Skill

Performance of virtually any perceptual-motor skill
improves substantially with practice, as with the
sequence learning described in the previous section,
becoming faster, more accurate, and more fluid. Consid-
erable research has been devoted to understanding the
ways in which training and augmented feedback (knowl-
edge of results or performance) should be scheduled to
optimize the acquisition of motor skill. Some of this
research is described in the following sections.

3.5.1 Practice Schedules

A long-standing issue in the study of motor skill has
been whether better learning results from a distributed
practice schedule, in which there is a break or rest period
between performance attempts, or a massed practice
schedule, for which there is not. Although distributed
practice often leads to better performance during ac-
quisition of a motor skill, it does not necessarily result
in better learning and retention. Lee and Genovese
(1988) conducted a meta-analysis of the literature on the
distribution of practice and concluded that distributed
practice does result in more learning for motor tasks
that require continuous movements, such as cycling.
Donovan and Radosevich (1999) reached a similar
conclusion from a larger scale meta-analysis, with their
findings indicating that distributed practice is more
beneficial for simple tasks than for complex ones.

For discrete tasks, however, massed practice may
even be beneficial to learning. Carron (1969) found
better retention for massed than distributed practice
when the task required the three discrete steps of picking
up a dowel out of a hole, flipping the ends of the
dowel, and putting the dowel back into the hole. Lee
and Genovese (1989) directly compared discrete and
continuous versions of a task in which the interval
between when a stylus was lifted from one plate and
moved to another was to be 500 ms. A single movement
was made for the discrete version of the task, whereas 20
movements back and forth were performed in succession
for the continuous version. Massed practice produced
better retention than distributed practice did for the
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discrete task, but distributed practice produced better
retention for the continuous task.

The conclusions of Lee and Genovese (1988, 1989)
and Donovan and Radosevich (1999) hold for distribu-
tion of practice within a session. For performance across
practice sessions, evidence suggests that shorter practice
sessions spread over more days are more effective than
longer sessions spread over fewer days. For example,
Baddeley and Longman (1978) gave postal trainees 60 h
of practice learning to operate mail-sorting machines.
The trainees who received this practice in 1-h/day ses-
sions over 12 weeks learned the task much better than
those who received the practice in 2-h sessions twice
daily over three weeks. One factor contributing to the
smaller benefit in learning with the longer, more massed
sessions is that the sessions may get tiresome, causing
people’s attention to wander.

Another issue is whether different tasks or task vari-
ations should be practiced individually, in distinct prac-
tice blocks, or mixed together within a practice block.
Retention and transfer of motor tasks have been shown
typically to be better when the tasks are practiced in
random order than in distinct blocks, even though per-
formance during the practice session is typically better
under blocked conditions. This finding, called the con-
textual interference effect, was first demonstrated by
Shea and Morgan (1979). They had subjects knock down
three of six barriers in a specified order as quickly as
possible when a stimulus light occurred. During the
acquisition phase, each subject performed three differ-
ent versions of the task, which differed with respect to
the barriers that were to be knocked down and their
order. For half of the subjects, the three barrier condi-
tions were practiced in distinct trial blocks, whereas for
the other half, the barrier conditions were practiced in a
random order. Although performance during acquisition
was consistently faster for the blocked group than for the
random group, performance on retention tests conducted
10 min or 10 days later was faster for the random group.

The contextual interference effect has been repli-
cated in numerous studies and tasks (see, e.g., Magill
and Hall, 1990; Wright et al., 2005). Shea and Morgan
(1979) originally explained the contextual interference
effect as follows: Because performance during practice
is more difficult for the random group than for the
blocked group, the random group is forced to use mul-
tiple processing strategies, leading to more elaborate
long-term memory representations and better retention.
Lee and Magill (1985) proposed instead that the
benefit of random practice arises from subjects often
forgetting how the task to be performed on the current
trial was done previously, requiring that an action plan
be reconstructed. This reconstruction process results
in a more highly developed memory trace. Although
these accounts differ slightly in their details, they
make the similar point that random practice schedules
lead to better long-term retention because they require
deeper or more elaborate processing of the movements.
Evidence suggests that this processing is reflected in
greater activation of the motor cortex (Lin et al., 2009).

Because real-world perceptual—motor skills may be
quite complex, another issue that arises is whether it

109

is beneficial for learning to practice parts of a task in
isolation before performing the whole, integrated task.
Three types of part- task practice can be distinguished
(Wightman and Lintern, 1985): Segmentation involves
decomposing a task into successive subtasks, which are
performed in isolation or in groups and then recombined;
fractionation involves separate performance of subtasks
that typically are performed simultaneously and then
recombining them; simplification involves practicing a
reduced version of a task that is easier to perform
(such as using training wheels on a bicycle) before
performing the complete version. Part-task training is
often beneficial, and the results can be striking, as
illustrated by Frederiksen and White’s (1989) study,
involving performance of a video game called Space
Fortress that entailed learning and coordinating many
perceptual-motor and cognitive components. In that
study, subjects who received part-task training on the
key task components performed about 25% better over
the last five of eight whole-game transfer blocks than
did subjects who received whole-game practice (see
Figure 8), and this difference showed no sign of
diminishing.

Although part-task training is beneficial for complex
tasks that require learning complex rules and relations
and coordinating the components, it is less beneficial
for motor skills composed of several elements, such as
a tennis serve, where practicing one element in isolation
shows at most small transfer to the complete task (e.g.,
Lersten, 1968). Evidence suggests, though, that part-task
practice with the first half of a movement sequence prior
to practice of the whole sequence causes participants
to code the two halves as separate parts, resulting in
better performance than that of a whole-task group when
required to perform just the second half in a transfer test
(Park et al., 2004).

3.5.2 Provision of Feedback

Intrinsic feedback arises from movement, and this sen-
sory information is a natural consequence of action. For
example, as described previously, several types of visual
and proprioceptive feedback are typically associated
with moving a limb from a beginning location to a target
location. Of more concern for motor learning, though, is
extrinsic, or augmented, feedback, which is information
that is not inherent to performing a task itself. Two types
of extrinsic feedback are typically distinguished, knowl-
edge of results, which is information about the outcome
of the action, and knowledge of performance, which is
feedback concerning how the action was executed.
Knowledge of results (KR) is particularly important
for motor learning when the intrinsic feedback for the
task itself does not provide an indication of whether the
goal was achieved. For example, in learning to throw
darts at a target, the extrinsic KR is not of extreme
importance because intrinsic visual feedback provides
information about the amount of error in the throws.
However, even in this case, KR may provide motivation
to the performer and reinforcement of their actions, and
knowledge of performance (e.g., whether the throwing
motion was appropriate) may also be beneficial. If the
task is one of learning to throw darts in the dark, KR
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Figure 8 Mean score of Frederiksen and White’s (1989) subjects on eight game blocks of Space Fortress in the transfer
session after receiving part- or whole-task training in a prior session.

increases in importance because there is no longer visual
feedback to provide information about the accuracy
of the throws. Many issues concerning KR have been
investigated, including the precision of the information
conveyed and the schedule by which it is conveyed.

Feedback can be given with varying precision.
For example, when performing a task that requires
contact with a target at a specified time window, say,
490-500 ms after movement initiation, the person may
be told whether or not the movement was completed
within the time window (qualitative KR) or how many
milliseconds shorter or longer the movement was than
allowed by the window (quantitative KR). Qualitative
feedback can be effective, particularly at early stages of
practice when the errors are often large, but people tend
to learn better when KR is quantitative than when it is
just qualitative (Magill and Wood, 1986; Reeve et al.,
1990).

Although it may seem that it is best to provide feed-
back on every trial, research has indicated to the con-
trary. For example, Winstein and Schmidt (1990) had
people learn to produce a lever movement pattern
consisting of four segments in 800 ms. Some subjects
received KR after every trial during acquisition, whereas
others received KR on only half of the trials. The two
groups performed similarly during acquisition, but those
subjects who received feedback after every trial did sub-
stantially worse than the other group on a delayed reten-
tion test. Similar results have been obtained for a more
naturalistic golf-putting task (Ishikura, 2008). Summary
KR, for which feedback about a subset of trials is not
presented until the subset is completed, has also been
found to be successful (Lavery, 1962; Schmidt et al.,
1989). Schmidt et al. had people learn a timed lever
movement task similar to that used by Winstein and
Schmidt (1990), providing summary KR after 1, 5, 10,

or 15 trials. A delayed retention test showed that learn-
ing was best when summary KR was provided every 15
trials and worst when KR was provided every trial. The
apparent reason why it is best not to provide feedback
on every performance attempt is that the person comes
to depend on it. Thus, much like blocked practice of the
same task, providing feedback on every trial does not
force the person to engage in the more effortful infor-
mation processing that is necessary to produce enduring
memory traces needed for long-term performance.

4 SUMMARY AND CONCLUSIONS

Human-machine interactions involve a succession of
reciprocal actions taken by the human and the machine.
For performance of the human component to be opti-
mal, it is necessary not only to consider how the machine
should display information regarding its states and activ-
ities to the human, but also to take into account the pro-
cesses by which the human selects and executes actions
in the sequence of the interaction. Selection and control
of action have been studied since the earliest days of
research on human performance, and research in these
areas continues to produce significant empirical and the-
oretical advances, several of which have been summa-
rized in this chapter. Because the purpose of the chapter
is to provide readers with an overview of the topic of
selection and control of action, readers are encouraged
to refer to more detailed information on topics of inter-
est in chapters by Rosenbaum (2002), Heuer and Massen
(in press), and Proctor and Vu (in press); and books by
Rosenbaum (2010), Proctor and Dutta (1995), Sanders
(1998), and Schmidt and Lee (1999); and other sources.

This chapter showed that the relations between
choice uncertainty and response time, captured by the
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Hick—Hyman law, movement difficulty and movement
time, conveyed by Fitts’s law, and amount of practice
and performance time, depicted by the power law of
practice, follow quantitative laws that can be applied
to specific research and design issues in human factors
and ergonomics. In addition, many qualitative principles
are apparent from research that is directly applicable to
human factors:

e The relative speed and accuracy of responding
in a situation depends in part on the setting of
response thresholds, or how much noisy evidence
needs to be sampled before deciding which
alternative action to select.

e Sequential sampling models can capture the rela-
tions between speed and accuracy of perfor-
mance in various task conditions.

e Response time increases as the number of
alternatives increases, but the cost of additional
alternatives is reduced when compatibility is
high or the performer is highly practiced.

e Spatially compatible relations and mappings
typically yield better performance than spatially
incompatible ones.

e Compatibility effects are not restricted to spatial
relations but occur for stimulus and response sets
that have perceptual or conceptual similarity of
any type.

e Compatibility effects occur when an irrelevant
dimension of the stimulus set shares similarity
with the relevant response dimension.

e For many situations in which compatible map-
pings are mixed with less compatible ones, the
benefit of compatibility is eliminated.

e When actions are not performed in isolation,
the context of preceding events can affect
performance significantly.

e Advance information can be used to prepare
subsets of responses.

e Improvements in response selection efficiency
with practice that occur in a variety of tasks
involve primarily spatial locations of the actions
and their relation to the stimuli, not the effectors
used to accomplish the actions.

e Small amounts of experience with novel relations
may influence performance after a long delay,
even when those relations are no longer relevant
to the task.

e Costs that are associated with mixing and
switching tasks can be only partly overcome by
advance preparation.

e [t is difficult to select an action for more than
one task at a time, although the costs in doing so
can be reduced by using highly compatible tasks
and with practice.

e Many constraints influence movement time, and
the particular way in which an action will be
carried out needs to be accommodated when
designing for humans.
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e Feedback of various types is important for motor
control and acquisition of perceptual—motor
skills.

e The tendency toward symmetry in preferred
bimanual coordination patterns is primarily one
of spatial symmetry, not of homologous muscles.

e Practice and feedback schedules that produce the
best performance of perceptual—motor skills dur-
ing the acquisition phase often do not promote
learning and retention of the skills.

e Part-task training can be an effective means of
teaching someone how to perform complex tasks.

Beyond these general laws and principles, research
has yielded many details concerning the factors that
are critical to performance in specific situations. More-
over, models of various types, some qualitative and
some quantitative, have been developed for various
domains of phenomena that provide relatively accurate
descriptions and predictions of how performance will
be affected by numerous variables. The laws, princi-
ples, and model characteristics can be incorporated into
cognitive architectures such as EPIC (Meyer and Kieras,
1997) and ACT-R (Anderson et al., 2004; Byrne, 2001),
along with other facts, to develop computational mod-
els that enable quantitative predictions to be derived for
complex tasks of the type encountered in much of human
factors and ergonomics.
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1 INTRODUCTION

Information processing lies at the heart of human perfor-
mance. In a plethora of situations in which humans
interact with systems, the operator must perceive infor-
mation, transform that information into different forms,
take actions on the basis of the perceived and trans-
formed information, and process the feedback from that
action, assessing its effect on the environment. These
characteristics apply whether information processing is
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defined in terms of the classic open-loop information-
processing model that derives from much of psycho-
logical research (Figure la) or the closed-loop model
of Figure 1b, which has its roots within both control
engineering (e.g., Pew and Baron, 1978; McRuer, 1980;
Jagacinski and Flach, 2003) and more recent concep-
tualizing in ecological psychology (Flach et al., 1995;
Hancock et al., 1995). In either case, transformations
must be made on the information as it flows through
the human operator. These transformations take time
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Stimulus—>| Perception |—>| Response |—>Response

(a)

Human
operator [«—— Command

Environmental
disturbance

(b)

Figure1 Two representations of information processing:
(@) traditional open-loop representation from cognitive
psychology; (b) closed-loop system, following the tradition
of engineering feedback models.

and may be the source of error. Understanding their
nature, their time demands, and the kinds of errors that
result from their operation is critical to predicting and
modeling human—system interaction.

In this chapter we describe characteristics of the
different important stages of information processing,
from perception of the environment to acting on that
environment. We try to do so in a way that is neither too
specific to any particular system nor so generic that the
relevance of the information-processing model to system
design is not evident. We begin by contrasting three
ways in which information processing has been treated
in applied psychology, and then we describe processes
and transformations related to attention, perception,
memory and cognition, action selection, and multiple-
task performance.

2 THREE APPROACHES TO INFORMATION
PROCESSING

The classic information-processing approach to describ-
ing human performance owes much to the seminal work
of Broadbent (1958, 1972), Neisser (1967), Sternberg
(1969), Posner (1978), and others in the decades of the
1950s, 1960s, and 1970s, who applied the metaphor of
the digital computer to human behavior. In particular, as
characterized by the representation in Figure la, infor-
mation was conceived as passing through a finite number
of discrete stages. These stages were identifiable, not
only by experimental manipulations, but also by con-
verging evidence from brain physiology. For example,
it makes sense to distinguish a perceptual stage from one
involving the selection and execution of action, because
of the morphological distinctions between perceptual
and motor cortex.

There is also a human factors rationale for the stage
distinction made by information-processing psychology.
This is because different task or environmental factors
appear to influence processing differentially at the
different stages, a distinction that has certain design
implications. For example, the aging process appears to
affect the selection and execution of actions more than
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the speed of perceptual encoding (Strayer et al., 1987).
Immersed displays may improve perceptual—motor
interaction, even as they inhibit the allocation of
attention (Olmos et al., 2000), and different sources of
workload may have different influences on the different
stages (Wickens and Hollands 2000). Decision-making
biases can be characterized by whether they influence
perception, diagnosis, or action selection (Wallsten,
1980; Wickens and Hollands, 2000), and the different
stages may also be responsible for the commission of
qualitatively different kinds of errors (Reason, 1990; see
Chapter 27). The support that automation provides to the
human operator can also be well represented within the
information-processing stage taxonomy (Parasuraman
et al., 2000, 2008). Within the stage approach, there is
no need to assume that processing starts at stage 1. For
example, if one has an intention to act, processing can
start with the response.

In contrast to the stage approach, the ecological
approach to describing human performance provides
much greater emphasis on the integrated flow of infor-
mation through the human rather than on the distinct,
analyzable stage sequence (Gibson, 1979; Flach et al.,
1995; Hancock et al., 1995). The ecological approach
also emphasizes the human’s integrated interaction with
the environment to a greater extent than does the stage
approach, which can sometimes characterize informa-
tion processing in a more context-free manner. Accord-
ingly, the ecological approach focuses very heavily on
modeling the perceptual characteristics of the environ-
ment to which the user is “tuned” and responds in order
to meet the goals of a particular task. Action and per-
ception are closely linked, since to act is to change what
is perceived, and to perceive is to change the basis of
action in a manner consistent with the closed-loop rep-
resentation shown in Figure 1b.

As a consequence of these properties, the ecolog-
ical approach is most directly relevant to describing
human behavior in interaction with the natural environ-
ment (e.g., walking or driving through natural spaces
or manipulating objects directly). However, as a direct
outgrowth, this approach is also quite relevant to the
design of controls and displays that mimic characteris-
tics of the natural environment—the concept of direct-
manipulation interfaces (Hutchins et al., 1985). As a
further outgrowth, the ecological approach is relevant
to the design of interfaces that mimic characteristics of
how users think about a physical process, even if the
process itself is not visible in a way that can be repre-
sented directly. In this regard, the ecological approach
has been used as a basis for designing effective displays
of energy conversion processes such as those found in
a nuclear reactor (Vicente and Rasmussen, 1992; Moray
et al., 1994; Vicente et al., 1995; Burns, 2000; Vicente,
2002; Burns et al., 2004).

Because of its emphasis on interaction with the nat-
ural (and thereby familiar) environment, the ecological
approach is closely related to other approaches to per-
formance modeling that emphasize people working with
domains and systems about which they are experts. This
feature characterizes, for example, the study of natu-
ralistic decision making (Zsambock and Klein, 1997,



INFORMATION PROCESSING

Kahneman and Klein, 2009; see Chapter 3), which is
often set up in contrast to the representation of deci-
sion making within an information-processing frame-
work (Wickens and Hollands, 2000).

Both the stage-based approach and the ecological
approach have a great deal to offer to human factors,
and the position we take in this chapter is that aspects
of each can and should be selected, as they are more
appropriate for analysis of the operator in a particular
system. For example, the ecological approach is highly
appropriate for modeling vehicle control, but less
so for describing processes in reading, understanding
complex instructions under stress, or dealing with highly
symbolic logical systems (e.g., the logic of computers,
information retrieval systems, or decision tree analysis;
see Chapter 8). Finally, both approaches can be fused
harmoniously, as when, for example, the important
constraints of the natural environment are analyzed
carefully to understand the information available for
perception and the control actions allowable for action
execution in driving, but the more context-free limits
of information processing can be used to understand
how performance might break down from a high load
that is imposed on memory or dual-task performance
requirements in a car.

A final approach, that of cognitive engineering, or
cognitive ergonomics (Rasmussen et al., 1995; Vicente,
1999, 2002; Bizants and Roth, 2007; Jenkins et al.,
2009), is somewhat of a hybrid of the two described
above. The emphasis of cognitive engineering is, on
the one hand, based on a very careful understanding
of the environment and task constraints within which
an operator works, a characteristic of the ecological
approach. On the other hand, as suggested by the
prominence of the word cognitive, the approach places
great emphasis on modeling and understanding the
knowledge structures that expert operators have of
the domains in which they must work and, indeed,
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the knowledge structures of computer agents in the
system. Thus, whereas the ecological approach tends
to be more specifically applied to human interaction
with physical systems and environments (particularly
those that obey the constraints of Newtonian physics),
cognitive engineering is relevant to the design of
almost any system about which the human operator
can acquire knowledge, including the very symbolic
computer systems, which have no physical analogy.

Whether human performance is approached from an
information-processing, ecological, or cognitive engi-
neering point of view, we assert here that, in almost any
task, a certain number of mental processes involved in
selecting, interpreting, retaining, or responding to infor-
mation may be implemented, and it is understanding
the vulnerabilities of these processes and capitalizing,
where possible, on their strengths which can provide
an important key to effective human factors of system
design.

In this chapter we adopt as a framework the
information-processing model depicted in Figure 2
(Wickens and Hollands, 2000). Here stimuli or events
are sensed and attended (Section 3) and that information
received by our sensory system is perceived, that is,
provided with some meaningful interpretation based on
memory of past experience (Section 4). That which
is perceived may be responded to directly, through a
process of action selection (decision of what act to
take) and execution (Section 6). Alternatively, it may
be stored temporarily in working memory, a system that
may also be involved in thinking about or transforming
information that was not sensed and perceived but
was generated internally (e.g., mental images, rules,
Section 5). Working memory is of limited capacity and
heavily demanding of attention in its operation but is
closely related to our large-capacity long-term memory,
a system that stores vast amounts of information about
the world, including both facts and procedures, and
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memory
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Figure 2 Model of human information processing. (Adapted from Wickens, 1992.)



120

retains that information without attention but not always
fully available for retrieval.

As noted in the figure and highlighted in the eco-
logical approach, actions generally produce feedback
which is then sensed to complete the closed-loop cycle.
In addition, human attention, a limited resource, plays
two critical roles in the information-processing sequence
(Wickens, 2007; Wickens and McCarley, 2008). As a
selective agent, it chooses and constrains this infor-
mation that will be perceived (Section 3). As a task
management agent, it constrains what tasks (or mental
operations) can be performed concurrently (Section 7).

3 SELECTING INFORMATION

Since Broadbent’s (1958) classic book, it has been
both conventional and important to model human
information processing as, in part, a filtering process.
This filtering is assumed to be carried out by the
mechanisms of human attention (Kahneman, 1973;
Parasuraman et al., 1984; Damos, 1991; Pashler, 1998;
Johnson and Proctor, 2004). Attention, in turn, may
be conceptualized as having three modes: Selective
attention chooses what to process in the environment,
focused attention characterizes the efforts to sustain
processing of those elements while avoiding distraction
from others, and divided attention characterizes the
ability to process more than one attribute or element of
the environment at a given time.

We discuss below the human factors implications
of the selective and focused attention modes and their
relevance to visual search and discuss those of divided
attention in more detail in Sections 4.6 and 7.

3.1 Selective Attention

In complex environments, selective attention may be
described in terms of how it is influenced by the com-
bined force of four factors: salience, effort, expectancy,
and value (Wickens et al., 2003). These influences can
often be revealed by eye movements when visual selec-
tive attention is assessed by visual scanning; obviously,
however, eye movements cannot reflect the selectivity
between vision and the other sensory modalities, such
as auditory or tactile (Sarter, 2007).

1. Salient features of the environment will attract,
or “capture,” attention. Thus, auditory sounds
tend to be more attention grabbing than visual
events, leading to the choice of sounds to
be used in alarms (Stanton, 1994; see also
Chapterx 24). Within a visual display, the onset
of a stimulus (e.g., increase in brightness from
zero, or the appearance of an object where one
was not present previously) tends to be the most
salient or attention-attracting property (Yantis,
1993; Egeth and Yantis, 1997); other features,
such as uniqueness, can also attract attention, but
these are typically less powerful than onsets. The
prominent role of onsets as attention-capturing
devices can explain the value of repeated onsets
(“flashing”) as a visual alert. Salient events
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are sometimes described as those that govern
bottom-up or stimulus-driven allocation of atten-
tion, to be contrasted with knowledge-driven or
top-down features of selective attention, which
we describe next in the context of expectations.

Expectancy refers to knowledge regarding the
probable time and location of information avail-
ability. For example, frequently changing areas
are scanned more often than slowly changing
areas (Senders, 1980). Thus, drivers will keep
their eyes on the road more continuously when
the car is traveling fast on a curvy road than
when traveling slowly on a straight one. The for-
mer has a higher “bandwidth.” Also, expectancy
defines the role of cueing in guiding attention.
For example, an auditory warning may direct
attention toward the display indicator that the
warning is monitoring, because the operator will
now expect to see an abnormal reading on that
display.

Value is a third factor. High-frequency changes
are not, however, sufficient to direct attention.
The driver will not look out the side window
despite the fact that there is a lot of percep-
tual “action” there, because information in the
side window is generally not relevant to high-
way safety. It has already passed. Thus, selec-
tive attention is also driven by the value of
information received at different locations. This
describes the importance of knowing that infor-
mation in carrying out useful tasks, or the costs
of failing to note important information. It is
valuable for the driver to look forward, because
of the cost of failing to see a roadway haz-
ard or of changing direction toward the side of
the road. Thus, the effect of expectancy (band-
width or frequency) on the allocation of selec-
tive attention is modulated by the value, as if
the probability of attending somewhere, p(A),
is equal to the expected value of information
sources to be seen at that location (Moray, 1986;
Wickens et al., 2003; Wickens et al., 2008).
Indeed, Moray (1986) and Wickens et al. (2003)
find that well-trained, highly skilled operators
scan the environment very much as if their atten-
tion is driven primarily and nearly exclusively
by the multiplicative function of expectancy and
value. Thus, we may think of the well-trained
operator as developing scanning habits that
internalize the expectancy and value of sources
in the environment, defining an appropriately
calibrated mental model (Bellenkes et al., 1997).

The final factor that may sometimes influence at-
tention allocation is a negative one, and this
factor, unique to eye movements, is the effort
required to move attention around the environ-
ment. Small attention movements, such as scan-
ning from one word to the next in a line of text
or a quick glance at the speedometer in a car,
require little effort. However, larger movements,
such as shifting the eyes and head to check the
side-view mirrors in a car, or coupling these



INFORMATION PROCESSING

with rotation of the trunk to check the “blind
spot” before changing lanes, requires consider-
ably more information access effort (Ballard et
al, 1995; Wickens, 1993). Indeed, the role of the
information access effort also generalizes to the
effort costs of using the fingers to manipulate a
keyboard and access printed material that might
otherwise be accessed by a simple scan to a ded-
icated display (Gray and Fu, 2001). The effort
to shift attention to more remote locations may
have a minimal effect on the well-rested opera-
tor with a well-trained mental model who knows
precisely the expectancy and value of informa-
tion sources (Wickens et al., 2003). However,
the combination of fatigue (depleting effort) and
a less well calibrated mental model can seri-
ously inhibit accessing information at effortful
locations, even when such information may be
particularly valuable.

Collectively, the forces of salience, effort, expec-
tancy, and value on attention can be represented by a
visual attention model called SEEV, in which P(A) =
S —EF 4+ EX x V (Wickens et al., 2003, 2008, 2009a;
Horrey et al., 2006). Good design should try to reduce
these four components to two by making valuable
information sources salient (correlating salience and
value) and by minimizing the effort required to access
valuable and frequently used (expected) sources. For
example, head-up displays (HUDs) in aircraft and
automobiles are designed to minimize the information
access effort of selecting the view outside and the
information contained in important instruments (Fadden
et al., 2001; Wickens et al., 2004). Reduced information
access effort can also be achieved through effective
layout of display instruments (Wickens et al., 1997).

While SEEV may predict what is attended, and
salience highlights the roll of bottom-up attention
capture, a large body of research has also recently
focused on attentional blindness, particularly change
blindness, highlighting the events in the world that are
not noticed, even when they may be valuable (Simons
and Levin, 1997 Rensink, 2002; Wickens et al., 2009a).

It seems that the human’s attention system is not well
designed to notice unexpected events, particularly when
they appear in peripheral vision, under conditions of
high workload. Naturally if these events are not salient
as well (e.g., the offset of a stimulus, or a change in a
word, say from “off” to “on”), then noticing will degrade
still further. While in many circumstances such events
may be noticed a majority of the time, when the events
are safety critical (as in the above, “on” designating
the activation of power) and relatively rare (referred to
as “black swans”; Taleb, 2007; Wickens et al., 2009a),
human miss rates as low as 10—20% can illuminate the
safety concerns of change blindness (Wickens, 2009).

3.2 Focused Attention

While selective attention dictates where attention should
travel, the goal of focused attention is to maintain pro-
cessing of the desired source and avoid the distracting
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influence of potentially competing sources. The pri-
mary sources of breakdowns in focused attention are
certain physical properties of the visual environment
(clutter) or the auditory environment (noise), which
will nearly guarantee some processing of those environ-
ments, whether or not such processing is desired. Thus,
any visual information source within about 1° of visual
angle of a desired attentional focus will disrupt process-
ing of the latter to some extent (Broadbent, 1982). Any
sound within a certain range of frequency and intensity
of an attended sound will have a similar disruptive effect
on auditory focused attention (Banbury et al., 2001; see
Chapter 3). However, even beyond these minimum lim-
its of visual space and auditory frequency, information
sources can be disruptive of focused attention if they
are salient.

3.3 Discrimination and Confusability

A key to design that can address issues of both selec-
tive and focused attention is concern for discrimination
between information sources. Making sources discrim-
inable by space, color, intensity, frequency, or other
physical differences has two benefits. First, it will allow
the display viewer to parse the world into its meaning-
ful components on the basis of these physical features,
thereby allowing selective attention to operate more effi-
ciently (Treisman, 1986; Yeh and Wickens, 2001; Wick-
ens et al., 2004). For example, an air traffic controller
who views on her display all of the aircraft within a
given altitude range depicted in the same color can eas-
ily select all of those aircraft for attention to ascertain
which ones might be on conflicting flight paths. Parsing
via a discrimination will be effective as long as all ele-
ments that are rendered physically similar (and therefore
are parsed together) share in common some characteris-
tic that is relevant for the user’s task (as in the example
above, all aircraft at the same altitude represent potential
conflicts).

Second, when elements are made more discriminable
by some physical feature, it is considerably easier for the
operator to focus attention on one and ignore distraction
from another, even if the two are close together in space
(or are similar in other characteristics). Here, again, in
our air traffic control example, it will be easier for the
controller to focus attention on the converging tracks of
two commonly colored aircraft if other aircraft are col-
ored differently than if all are depicted in the same hue.

Naturally, the converse of difference-based discrim-
inability is similarity- (or identity-) based confusion
between information sources, a property that has many
negative implications for design. For example, industrial
designers may strive for consistency or uniformity in
the style of a particular product interface by making all
touchpad controls the same shape or size. Such stylistic
uniformity, however, may result in higher rates of errors
from users activating the wrong control because it looks
so similar to the control intended.

3.4 \Visual Search

Discrimination joins with selective and focused attention
when the operator is engaged in visual search, looking
for something in a cluttered environment (Wickens and
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McCarley, 2008). The task may characterize looking for
a sign by the roadway (Holohan et al., 1978), conflicting
aircraft in an air traffic control display (Remington
et al., 2000), a weapon in an X-rayed luggage image
(McCarley et al., 2004), a feature on a map (Yeh and
Wickens, 2001), or an item on a computer menu (Fisher
et al., 1989). Visual search models are designed to
predict the time required to find a target. Such time
predictions can be very important for both safety (e.g.,
if the eyes need to be diverted from vehicle control while
searching) and productivity (e.g., if jobs require repeated
searches, as in quality control inspection or menu use).

The simplest model of visual search, based on a
serial self-terminating search (Neisser et al., 1964),
assumes that a search space is filled with items most
of which are nontargets or distracters. The mean time
to find a target is modeled to be RT = NT/2, where N
is the number of items in the space, T is the time to
examine each item and determine that it is not a target
before moving on to the next, and division by 2 reflects
the fact that on average the target will be reached after
half of the space is searched, but sometimes earlier and
sometimes later. Hence, the variance in search time will
also grow with N. Importantly, in many displays, we
can think of N as a very functional measure of clutter
(Yeh and Wickens, 2001).

The elegant and simple prediction of the serial self-
terminating search model often provides a reasonable
accounting for data (Yeh and Wickens 2001; Remington
et al., 2000) but is also thwarted (but search performance
is improved) by three factors that characterize search
in many real-world search tasks: bottom-up parallel
processing, top-down processing, and target familiarity.
The first two can be accommodated by the concept
of a guided search model (Wolfe, 2007; Wolfe and
Horowitz, 2004). Regarding parallel processing, as
noted in Section 3.1, certain features (e.g., uniqueness,
flashing) will capture attention because they can be
preattentively processed or processed in parallel (rather
than in series) with all other elements in the search field.
Hence, if the target is known to contain such features, it
will be found rapidly, and search time will be unaffected
by the number of nontarget items in the search field.
This is because all nontarget items can be discriminated
automatically (as discussed in Section 1) and thereby
eliminated from imposing any search costs (Yeh and
Wickens, 2001; L. D. Wickens, Alexander et al., 2004).
For example, in a police car dispatcher display, all cars
currently available for dispatching can be highlighted,
and the dispatcher’s search for the vehicle closest to
a trouble spot can proceed more rapidly. Stated in
other terms, search is “guided” to the subset of items
containing the single feature which indicates that they
are relevant. If there is more than a single such item,
the search may be serial between those items that
remain. Highlighting (Fisher et al., 1989; L. D. Wickens,
Alexander et al., 2004; Remington et al., 2000) is a
technique that capitalizes on this guided search.

Regarding top-down processing, search may also
be guided by the operator’s knowledge of where the
target is most likely to be found. Location expectancy,
acquired with practice and expertise, will create search
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strategies that scan the most likely locations first, to
the extent that such predictability exists in the searched
environments. For example, tumors may be more likely
to appear in some parts of an organ than others, and
skilled radiologists capitalize on this in examining an X
ray in a way that novices do not (Kundel and Nodine,
1978). However, such a strategy may not be available
to help the scanner of luggage X rays for weapons,
because such weapons may be hidden anywhere in the
luggage rather than in a predicable location (McCarley
et al., 2004).

A second influence of top-down processing on search
is the expectancy of whether a target will be present or
not, the “target prevalence rate.” Wolfe et al. (2005)
observe that a low expectancy for targets will lead
searchers to terminate their search prematurely, even
though the target may still be present in the cluttered
search field.

A third factor that can speed visual search, target
familiarity is, like guided search, related to experience
and learning and, like parallel search, related to salient
features. Here we find that repeated exposures to the
same consistent target can speed the search for that tar-
get and, in particular, reduce the likelihood that the tar-
get may be looked at (fixated) but not actually detected
(McCarley et al., 2004). With sufficient repetition look-
ing for the same target (or target possessing the same
set of features), the expert tunes his or her sensitivity
to discriminate target from nontarget features, and with
extensive practice, the target may actually “pop out”
of the nontargets, as if its discriminating features are
processed preattentively (Schneider and Shiffrin, 1977).
Further, even if a target does not become sufficiently
salient to pop out when viewed in the visual periph-
ery, repeated exposure can help ensure that it will be
detected and recognized once the operator has fixated
on it (McCarley et al., 2004).

The information processing involved in visual search
culminates in a target detection decision, which some-
times may be every bit as important as the search
operations that preceded it. In the following section we
examine this detection process in its own right.

4 PERCEPTION AND DATA INTERPRETATION
4.1 Detection as Decision Making

At the top of many display design checklists is a
reminder that critical targets must be detectable in the
environment for which they are intended (e.g., Travis,
1991; Sanders and McCormick, 1993). Assuring such
detectability might seem to be a simple matter of know-
ing enough about the limits of the operator’s sensory
systems to choose appropriate levels of physical stimu-
lation, for example, appropriate wavelengths of light,
frequencies of sound, or concentrations of odorants.
Human sensitivity to the presence and variation of dif-
ferent physical dimensions is reviewed in Chapter 3, and
these data must be considered limiting factors in the
design of displays. Yet the detectability of any critical
signal is also a function of the operator’s goals, knowl-
edge, and expectations. As noted in our discussion of
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Table 1 Joint Contingent Events Used in Signal

Detection Theory Analysis

State of the World
Operator’s Decision No Signal
(Response Criterion) Signal (Noise)
Signal Hit False alarm
No signal Miss Correct rejection

visual search, there are plenty of opportunities for tar-
gets that are clearly above threshold to be missed when
the operator is hurried and the display is cluttered. As
we noted in our discussion of change blindness above,
the magnitude of the superthreshold changes in a scene
that can be missed is often surprising (Rensink, 2002).
The interpretive and vulnerable nature of even the
simplest signal detection task becomes most apparent
when we consider that missing a target is not the
only possible detection error; we may also make false
alarms, responding as if a signal is present when it
is not (see Table 1). Signal detection theory (SDT)
provides a valuable conceptual and computational
framework for describing the processes that can lead to
both types of errors (Green and Swets, 1989; Wickens,
2002; MacMillan and Creelman, 2005). In SDT,
signals are never assumed to occur against a “clean”
background of zero stimulation. Instead, all signals
occur against a background of fluctuating noise. The
noise arises from both internal (e.g., baseline neuronal
activity) and external sources. The observer’s detection
task is thus, in reality, a decision task: Is the level of
stimulation experienced at any moment the results of
high levels of noise or does it represent the presence of
a signal? Because noise is always present and is always
fluctuating in intensity, detection errors are inevitable.
To deal with the uncertainty inherent in detection,
SDT asserts that operators choose a level of sensory
excitation to serve as a response criterion. If excitation
exceeds this criterion, they will respond as if a signal
is present. Operators who raise their response criteria,
making them more conservative, will also increase the
likelihood of missing targets. Lowering their criteria,
however, will decrease the number of misses at the
expense of increased false alarms. Signal detection
theory provides a way to describe the criterion set by
a particular operator performing a particular detection
task and of determining the optimality of the selected
criterion in the face of task characteristics such as
signal probabilities and the relative repercussions (i.e.,
practical outcomes) of making the two types of errors.
Signal detection theory formally demonstrates that as
signal probability increases, response criteria should be
lowered in order to minimize overall error rates. People
performing laboratory detection tasks tend to adjust their
response criteria in the direction prescribed by SDT;
however, they do not tend to adjust them far enough
(Green and Swets, 1989). Probability-related shifts in
response criteria also seem to occur in a wide variety
of operational settings. For example, Lusted (1976)
found that physicians’ criteria for detecting particular
medical conditions were influenced by the base rate
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of the abnormality (probability of signal). Similarly,
industrial inspectors adjusted their criteria for fault
detection based on estimated defect rates (Drury and
Addison, 1973), although they fail to adjust their criteria
enough when defect rates fall below 5% (Harris and
Chaney, 1969). Many errors in the judicial process
may also be linked to the biasing effects of implicit
and potentially unreliable clues about signal probability.
Saks et al. (2003) argue that such probability estimates
influence the performance of forensic scientists asked to
detect critical matches in evidence such as fingerprints,
bite marks, and bomb residues. Research has also
demonstrated an effective intervention for operators with
overly low response criteria: Inserting “false signals”
into some inspection tasks can increase perceived signal
probability and, as a result, shift response criteria
downward (Baker, 1961; Wilkinson, 1964).

A second factor that should influence the setting of
the response criterion, according to SDT, is the relative
costs associated with misses and false alarms and the
relative benefits of correct responses. As an extreme
example, if there were dire consequences associated
with a miss and absolutely no costs for false alarms,
the operator should adopt the lowest criterion possible
and simply respond as if the signal is there at every
opportunity. Usually, however, circumstances are not so
simple. For example, a missed (or delayed) air space
conflict by the air traffic controller or a missed tumor
by the radiologist may have enormous costs, possibly in
terms of human lives. However, actions taken because
of false alarms, such as evasive flight maneuvers or
unnecessary surgery, also have costs. The operator
should adjust his or her response criterion downward to
the degree that misses are more costly than false alarms
and upward to the extent that avoiding false alarms is
more important.

An important use of SDT in human factors research
is often to diagnose the source of unsatisfactory detec-
tion performance. Has the operator failed to appro-
priately calibrate his or her response criterion to actual
signal probabilities and response outcomes? Or, are
limitations in the sensitivity of the operator’s own
(internal) signal-processing systems at fault? Depending
on the answers to these questions, interventions can be
devised to enhance detection performance. In the case
of sensory limitations, engineering innovations may
be required to enhance the fundamental signal-to-noise
ratio, or greater target exposure may be necessary to
enhance the operator’s sensory tuning to critical target
features (Gold et al., 1999). For example, attempts to
increase the performance of airport luggage screeners
have led to the development of a threat image projection
(TIP) system for on-the-job training (Schwaninger
and Wales, 2009). The system intermittently projects
“false threat” images onto actual X-ray images, giving
screeners greater exposure to potential targets (in-
creasing overall sensitivity) and increasing their esti-
mates of signal probability as well (thus, keeping their
response criteria relatively low).

The job of the baggage screener exemplifies a combi-
nation of demands that can prove particularly challeng-
ing to operators—detection of low-probability signals
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over lengthy monitoring periods. Such vigilance tasks,
and the predictable vigilance decrements in detection
performance that occur as the watch progresses, have
been the target of extensive research over much of the
last century (Warm, 1984). In reviewing this literature,
Warm et al. (2008) have argued that vigilance tasks are
a part of many modern jobs and are both more men-
tally demanding and stressful than is often realized.
As a way of dealing with such demands and the rel-
atively poor detection performance that often results,
designers often develop alarms and alerts to assist or
sometimes replace the operator (Stanton, 1994). Yet con-
siderable evidence suggests that such automation does
not eliminate the detection problem. Automated alerts
must also confront challenging issues of distinguishing
signals from highly similar noise (e.g., friend and foe
on a military image display), and such alert systems can
be counted on to create errors. Thus, the alarm designer,
rather than the human monitor, is now the agent respon-
sible for adjusting the response criterion of the alarm, to
trade off misses versus false alarms, and designers are
often tempted to make this adjustment in such a way that
signals are never missed by their systems. (Consider the
possible litigation if a fire alarm fails to go off.) How-
ever, when the human and automation are considered
as a total system, the resulting increase in automation
false alarms can have serious consequences (Sorkin and
Woods, 1985; Dixon et al., 2007). These consequences
arise because a high false-alarm rate can lead to seri-
ous issues of automation mistrust, in which people may
ignore the alarms altogether (Sorkin, 1989) and experi-
ence the “cry wolf” phenomenon (Breznitz, 1983).

The analysis of diagnostic systems also reveals that
the problems of high false-alarm rates will be further
amplified to the extent that the signals to be detected
themselves occur rarely—the “low-base-rate problem,”
as is often the case with alarm systems (Parasuraman
etal., 1997), so that a large majority of the alarms that do
sound will be false alarms. Answers to these problems
lie in part in making available to human perception
the raw data of the signal domain that is the basis of
the alarm (Wickens et al, 2009b); and this appears to
mitigate or even eliminate the cry-wolf effect. There is
some evidence that likelihood alarms that can signal
their own degrees of certainty in graded form (rather
than a two-state on—off logic) will assist (Sorkin and
Woods, 1985; St. Johns and Manes, 2002). Finally, it
is reasonable to assume that training operators as to the
nature of the mandatory miss/false-alarm trade-off, and
the inevitable high false-alarm rate when there are low-
base-rate events, should mitigate problems of distrust to
some degree.

4.2 Expectancy, Context, and Identification

We have seen that our knowledge and expectations about
the world help determine the efficiency of both our visual
search and signal detection performance. Based on our
past experience, attention can be directed to locations
where targets are more likely to occur and response
criteria can be adjusted according to the perceived
likelihood or value of signals. We now consider how our
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ability to identify enormous numbers of objects from a
variety of vantage points, often under less than optimal
conditions, is also dependent on prior knowledge.
Much research in object perception has been devoted
to determining how the co-occurrence of particular
stimulus attributes helps define individual objects (e.g.,
Biederman, 1987). However, research in cognitive
psychology and computer vision has also provided
compelling demonstrations of how our knowledge of
statistical dependencies across entire scenes and events
helps us make “educated guesses” about the likely
identity of constituent objects (Oliva and Torralba,
2010).

Many studies, ranging from those using simple,
artificial stimuli to those using complex, naturalistic
scenes, have demonstrated that objects and attributes
are recognized more quickly when they are embedded
in consistent contexts (i.e., those in which the targets
are naturally and frequently found) rather than when
presented alone or in inconsistent contexts. Words
are more efficiently identified when embedded in
meaningful sentences rather than alone (e.g., Tulving
et al,, 1964). Individual letters are recognized more
efficiently when embedded in words rather than when
presented alone or as part of nonwords (Reicher, 1969).
Caricature facial features require less physical detail
for recognition when they are embedded in a face
(Palmer, 1975). Photographs of naturalistic scenes also
seem to enhance the identification of objects typically
found there (Biederman et al., 1981). Even relatively
subtle (but meaningful) object relations can influence
identification; for example, an image of a glass is
identified more rapidly when presented with an image
of a pitcher that has its spout oriented toward the glass
rather than away from it (Green and Hummel, 2006).

Explanations for context effects generally assume
that added items in the stimulus array will increase
the odds that the operator will recognize at least some
portion of it. Even if the portion immediately recognized
is not the target object, the recognition is still useful
because it reduces the likelihood that some stimuli will
be encountered while increasing the likelihood of others.
In this way, the total set of possible objects, words, or
letters from which the observer must choose becomes
smaller and more manageable [see Massaro (1979) and
McClelland and Rumelhart (1981) for formal models].

It is important to note that not all research on context
effects focuses on our use of knowledge about con-
tingencies among and within perceptual objects. Some
researchers are more interested in identifying global
scene statistics that might constrain the processing (and
enhance the efficiency) of our interpretation of local
scene elements (e.g., Ariely, 2001). These global proper-
ties may not be as subjectively accessible as the objects
that form the scene, but they may provide an efficient
means to reduce perceptual load. These statistics may
include the mean size and variance of a set of objects,
the center of mass, and textural properties (Oliva and
Torralba, 2010). Evidence is accumulating that we do, in
fact, extract global scene statistics such as mean object
size, even of nonattended display elements (e.g., Chong
and Treisman, 2005).
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Taken together, these findings suggest that the old
design maxim that “less is more” may well be wrong
when the goal is to support the operator’s iden-
tification of task-critical information. Unlike perfor-
mance in visual search tasks, where additional nontarget
stimuli or events usually cause declines in performance,
identification tasks often benefit from the presence of
additional stimuli, as long as those stimuli are nor-
mally encountered in spatial or temporal proximity to
the target. In fact, operator expectancies can be used to
offset degraded stimulus conditions such as poor print
reproductions, faulty lighting, brief stimulus exposures,
presentation to peripheral vision, or even the momen-
tary diversion of attention. Therefore, the redundant use
of red, an octagonal shape, and the letters S—T—-O-P
enhances the identification of a stop sign, as does its
expected location to the driver’s right immediately before
an intersection. A “less is more” stop sign that only used
the letter S as a distinguishing feature would not be
advised!

In addition to the design implications of providing
a consistent context for critical information, context
effects also warn of the dangers of contextual inconsis-
tency. The detection of such inconsistencies by safety
professionals may be particularly useful for identifying
environmental hazards. For example, a sidewalk inter-
rupted by isolated steps may be a dangerous spot for a
fall if not surrounded by changes in scene texture that
typically indicate abrupt changes in landscape elevation
[see Cohen (2003) for further examples of expectancy
effects in trips and falls]. The availability of normative
scene statistics may one day contribute to the identifica-
tion of such hazards and is consistent with the ecological
approach to human information processing.

4.3 Judgments of Two-Dimensional Position
and Extent

Both detection and identification are categorical judg-
ments. Sometimes, however, we may be more interested
in determining specific qualitative properties of a stim-
ulus such as its location and the magnitude of its vari-
ous properties (e.g., length, volume, orientation). These
judgments are critical for manual control and locomo-
tion (see Section 6) as well as for the interpretation of
maps, graphs, and dynamic analog indicators. In this
section we focus mainly on spatial judgments of static
formats before turning to their dynamic counterparts.

It is well known that the spatial judgments required
to read even the most everyday graphs are prone
to systematic distortions, knowledge of which can
sometimes be used to manipulate a graph’s message
[e.g., Penrose (2008) evaluates the prevalence of such
distortions in corporate annual reports]. Some examples
include:

1. Our overestimation of values represented in bar
graphs, especially with shorter bars and those
farthest from the y axis (Graham, 1937)

2. The perceptual flattening of line graphs with
respect to the y axis, resulting in larger under-
estimations of the represented data as the reader
follows the line from its origin (Poulton, 1985)
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3. Cyclic patterns of bias in estimations of part—
whole relationships (e.g., reading pie charts)
that are dependent on the number of available
reference points on the graphs (Hollands and
Dyre, 2000)

4. Distance distortions between cursor locations
and target/icon locations induced by the shape
of the cursor (overestimations and overshooting
occur when the cursor is an arrow pointed
toward the target; Phillips et al., 2003)

These distortions in distance and size may be special
cases of geometric illusions such as those reviewed
by Gillam (1980) and Gregory (1980). Poulton (1985),
for example, has ascribed the perceptual flattening of
lines in graphs to the Poggendorf illusion (Figure 3a).
Phillips et al. (2003) refer to the Muller—Lyer illusion
(Figure 3b) when describing the overestimations of
distances between cursor and target. A variety of infor-
mation-processing mechanisms have been proposed for
such illusions, including misallocation of attention, and
our tendency to misapply depth cues to wo-dimensional
(2D) images. Whatever the cause, design modifications
can reduce the impact of these illusions. Poulton (1985),
for example, found that simply adding a redundant y
axis to the right side of his graphs effectively reduced
point-reading errors. Lowlighted horizontal gridlines
can have the same beneficial effect. Kosslyn (2006)
describes more ways to minimize the likelihood of these
graphical illusions as well as ways to reduce graphical
miscommunication more generally.

Although there are many salient examples of the use
of perceptual illusions to misrepresent data in graphical
displays, the presence of illusions is not always harmful.
Some designers have even used illusions of size to
increase traffic safety. Shinar et al. (1980) painted a
pattern similar to that used to induce the Wundt illusion
(see Figure 3c) on a roadway leading to a dangerous
obscured curve. After the roadway was painted, drivers
tended to reduce their speed before encountering the
curve, presumably because the pattern made the road
seem narrower.

The most systematic work on the size and nature of
errors in the perception of graphical displays has focused

(a) (b) (c)

Figure 3 Three perceptual illusions, influencing the
perception of location and spatial extent: (@) Poggendorf
illusion, in which two diagonal line segments that are
actually collinear do not appear so; (b) Muller-Lyer
illusion, in which the distances between the horizontal
line segment and the tips of the two arrowheads appear
to be different, even though they are not; (c) Wundt illusion,
in which two parallel vertical lines appear to curve inward.
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1. Linear extent with common baseline

2. Linear extent without baseline ‘ ‘

3. Comparison of line length,
along a single axis

4. Comparison of angle (pie graphs) 4 <
5. Comparison of area |:|

7

7. Comparison of hue Green Blue

6. Comparison of volume

Figure 4 Graphical dimensions for making comparative
judgments. (From Wickens, 1992; used by Cleveland and
McGill, 1985.)

on how precisely we can make comparisons between
data values. Cleveland and McGill (1984; Cleveland,
1985) developed a list of the physical dimensions that
are commonly used to represent data in graphs and
maps. These dimensions were ordered, as shown in
Figure 4, in terms of the accuracy with which they
could be used to make relative-magnitude judgments
(e.g., “What percentage is point A of point B?”). Using
this list as a guide, designers are advised, for example,
to avoid using variation in volume or area to represent
data. Thus, pictograms should usually be avoided in
favor of bar charts or point displays. Similar lists have
also been proposed for other sensory modalities. For
example, Wall and Brewster (2003) have suggested that
haptic graphs should use friction to represent data values
rather than stiffness or the spatial period of sinusoidal
textures.

Although a sensible first step in designing displays,
lists of this type do not ensure the eventual efficacy of
graphs. The Cleveland—McGill list of preferred graph-
ical dimensions, for example, predicts performance in
graph-reading tasks less well when users move from
making simple comparisons to performing more inte-
grative tasks such as describing trends (Carswell, 1992).
Furthermore, each step down the Cleveland—McGill
list is not equally detrimental to performance. Position,
length, and angle judgments are associated with small
differences from one another, but all three are used much
more accurately than either area or volume. As we will
see next, the misperception of volume and other spatial
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stimulus dimensions may reflect ambiguities in our per-
ception of three-dimensional (3D) form and distance.

Additional comprehensive coverage of information-
processing factors and biases in graph interpretation can
be found in Kosslyn (2006), Gillan et al. (1998), and
Wickens and Hollands (2000).

4.4 Judgments of Distance and Size
in Three-Dimensional Space

Judgments of extent and position, discussed in the
preceding section, are also made in 3D space, a space
that can be either true space (e.g., judging whether
there is adequate room to pass a car on a two-lane
road) or a display-synthesized 3D space (e.g., comparing
the volume of cubes in Figure 5). When making
judgments in either real or synthesized virtual spaces,
human perception depends on a host of cues to provide
information about the absolute or relative distance from
the viewer (Cutting and Vishton, 1995). Many of these
depth cues are called pictorial cues because they can
be used to generate the impression of depth in 2D
pictures such as Figure 6. Here the convergence of
the edges of the roadway at the horizon, the linear
perspective, suggests that the roadway is receding. The
decreasing grain of the texture of the cornfield moving
|

1) /2

Figure 5 Role of size constancy in depth perception in
creating illusions: (a) distorted overestimation of the size of
the more distant bar graphs; (b) Ponzo illusion, illustrating
the greater perceived length of the more distant bar.

Figure 6 Perceptual cues for depth perception. (From
Wickens, 1992.)
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from the bottom to the top of the figure, the rextural
gradient, also informs us that the surface is receding,
as well as revealing the slant angle of the surface and
the vantage point of the viewer above the landscape.
Three additional pictorial cues allow us to judge which
building is closer. The building closer to the top of
the image is signaled to be farther away (height in the
plane), as is the building that captures the smaller retinal
image (relative size); the building that obscures the
contours of the other is seen to be closer (interposition
or occlusion).

In addition to the pictorial cues, which are part of
the image itself, there are five cues that result from
characteristics of the viewer. Motion parallax results
whenever the viewer moves, with nearer objects pro-
ducing greater relative motion across the visual field
than distant objects. Binocular disparity refers to the
difference in viewpoint of the two eyes, a difference
that diminishes exponentially as objects are farther from
the viewer. Stereopsis, the use of binocular disparity to
perceive depth, can occur in 3D displays when slightly
different images are presented to the two eyes (Patter-
son, 1997). Some depth information is also obtained
from accommodation and binocular convergence. These
cues result from the natural adjustments of the eyes
needed to focus on specific objects at different distances.
Accommodation is the response of the lens required to
bring very close objects into focus, and convergence is
the “cross-eyed” viewing of the two eyes, also neces-
sary to bring the image of closer objects into focus on
the back of both retinas.

In viewing real 3D scenes, most of these depth
cues operate redundantly and fairly automatically to
give us very precise information about the relative
distance of objects in the visual scene and adequate
information about the absolute distance (particularly of
nearby objects). Such distance judgments are also a
necessary component of judgments of 3D shape and
form. A host of research studies on depth perception
reveal that the depth cues respond in a generally additive
fashion to convey a sense of distance (see Wickens et al.,
1989). Thus, as the viewer looks at a 3D display, the
more depth cues that are available to the viewer, the
more perceived separation there is between objects in
depth (i.e., along the Z axis in 3D space).

Although all depth cues contribute to the sense of
distance, there is evidence that three of those cues (i.e.,
motion parallax, binocular disparity, and interposition)
are the most powerful and will dominate other cues
when they are placed in opposition (e.g., Braunstein
et al., 1986; Wickens et al., 1989, 2000). Hence, in
designing a 3D display to synthesize the 3D spatial
world, it is a good idea to try to incorporate at least
one, if not two, of these dominant cues.

In constructing a 3D perceptual representation from a
displayed or real 3D image, people may often be guided
by knowledge-driven expectancies when interpreting
the bottom-up distance cues. For example, the use of
relative size as an effective cue depends on the viewer’s
assumption about the true size of the objects to be
compared. If the assumptions are inaccurate, the use
of relative size to judge distance can lead to illusions,
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sometimes dangerous ones. For example, Eberts and
MacMillan (1985) concluded that the high rate of rear-
end collisions suffered by small cars resulted from
drivers’ misuse of relative size. The trailing driver,
seeing the smaller-than-expected retinal image of the
small car, perceives the car to be of normal size and
farther away. The perception of greater distance between
cars, in turn, may lead to dangerously delayed braking.
Recent research indicates that reliance on other
pictorial depth cues may lead to equally poor distance
estimations on the part of drivers. Buchner et al. (2006)
found that cars with higher backlights are at an increased
risk of being perceived as more distant than they actually
are. This illusion may be due to the misapplication of the
depth cue that associates height in the picture plane with
increased distance. Naturally, such illusions, based on
inappropriate application of knowledge and expectan-
cies, are more likely to occur when there are fewer
depth cues available. This is why pilots are particularly
susceptible to illusions of depth and distance (Previc
and Ercoline, 2004), since many of the judgments they
must make are removed from the natural coordinate
framework of Earth’s surface and must sometimes be
made in the degraded conditions of haze or night.
Besides the problems of impoverished cues, a second
problem with 3D displays is line-of -sight ambiguity.
This is illustrated in Figure 7, which depicts a viewer
looking into a volume containing three objects, A, B,
and C, as we see the views from the side (top view).
The view of these objects on the screen is shown below.
Here we see that when the viewer makes judgments of
position along the viewing axis into the 3D world, a
given distance in the world is represented by a smaller
visual angle than when judgments are made parallel to
the display surface, a phenomenon known as compres-
sion (Stelzer and Wickens, 2006). In Figure 7 judgment
of the distance AB along the Z axis is compressed,
whereas the judgment of the distance AC, along the X
axis is not. As a consequence of this reduced resolution
along the viewing axis, it is harder to tell exactly how
distant things are. This distance ambiguity, in turn, has
repercussions for the ability to make precise spatial com-
parisons between objects in the plane orthogonal to the
line of sight. Returning to Figure 5a, note how difficult
it is to tell if the difference in height between the two
distant bars is the same or different from the closer ones.
To make matters worse, it is often difficult in
3D displays to resolve the extent to which an object
displaced to a new location is receding in depth or is
moved to a higher location at the same depth, a further
form of ambiguity. For example, the various movements
of point C in Figure 7 to points C;, C,, and C; would all
appear nearly equivalent to the viewer of the 3D display
with few depth cues, since they all would occupy the
same position along the line of sight into the display;
the relative contribution of altitude to distance change
would be difficult to resolve.
Of course, as we have noted, some of this ambiguity
can be resolved in display viewing if the designer incor-
porates progressively more depth cues. Yet in many
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Figure 7 Ambiguity in 3D displays. The actual distance
of objects A, B, and C from the observer is shown from the
side, in the top view. The screen viewed by the observer
is shown below. From the 3D screen view it may be
ambiguous whether A or B is closer. Movement from C to
C1, C» and C3 may all look identical.

circumstances it may be cumbersome or computer
intensive to incorporate the most powerful cues of stereo
and relative motion realistically; furthermore, there are
certain tasks, such as those involved in air traffic control,
precise robotic control, and some forms of minimally
invasive surgery, in which the requirement for very
precise spatial judgments with no ambiguity on any axis
is so strong that a set of 2D displays, from orthogonal
viewing axes, may provide the best option, even if they
present a less natural or realistic view of the world
(Wickens, 2000, 2003a).

Concerns for 3D ambiguity notwithstanding, the
power of computers to create stereo and motion
parallax rapidly and effectively continues to grow,
thereby supporting the design of virtual environments
that capture the natural 3D properties of the world.
Such environments have many uses, as discussed
in Chapter 40, and their creation must again make
effective use of an understanding of the human’s natural
perception of depth cues. Further discussion of the
benefits of different kinds of 3D displays for active
navigation is provided in Section 5.4.2.

4.5 Motion Perception and Dynamic Displays

Although many of the displays discussed above are
static, many other analog displays are frequently or
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continuously updated. Such displays have long been a
part of air and ground transportation, process control,
and manufacturing systems, and our ability to process
motion cues is a requirement for our interaction with
objects in both natural and virtual worlds. However,
as with the perception of depth and 3D shape, the
visual perception of motion can fall prey to a variety
of illusions and ambiguities (Blake and Sekuler, 2006).
Sometimes these perceptual distortions predispose oper-
ators to accidents, for example, the alarming tendency
of drivers to cross railroads when trains are drawing
dangerously close. Leibowitz (1985) has argued that
this behavior may, in part, be due to a size-contingent
distortion of speed. Specifically, we tend to see small
objects as approaching faster than large ones, perhaps
causing drivers to underestimate the speed at which
trains, a large object by most vehicular standards, are
approaching. Fortunately, errors of motion perception
can sometimes be corrected by intentionally employing
some of these same illusions, as we will see below.
And most of us would agree that at least one motion
illusion is of particular value as it is at the very core of
many forms of communication and entertainment, that
is, media that involve “moving” pictures.

Apparent motion is our ability to perceive seamless
motion of displayed objects from a series of still
images—as long as the individual images are presented
within certain spatial—temporal bounds. Given over a
century of experience with apparent motion, many of
the parameters that affect this illusion are well known
among animators and videographers as well as scientists
(Hochberg, 1998). For example, an object is seen as
moving smoothly from one location to another when
presented in two successive pictures that are separated
by approximately 20 m and when the displacement of the
image is no more than approximately 15° of arc. Under
these circumstances, the movement of an object usually
appears to take the shortest path between its positions
in the two frames. Although this process is mediated by
relatively early, bottom-up processing, there is evidence
that when intervals between images are long enough,
apparent motion appears to be influenced by top-down
factors such as the plausibility of the movement (e.g.,
a person’s hand will be seen going over rather than
through her head when the two successive images used
to create apparent motion show a hand first on one side
and then on the other side of her head; Shiffrar and
Freyd, 1990).

Of importance to a variety of simulation and gaming
applications is another motion illusion—vection, or
the perception of self-motion by a stationary operator.
The illusion of self-motion can be induced by visual
displays that imitate the regularities in the pattern of
flow of textures across the visual field as we change
speed and trajectories in the natural world (Hettinger,
2002), thus taking advantage of some of the types of
scene statistics we introduced when discussing context
effects on recognition. In addition to their use to create
perceptions of self-motion in virtual environments,
relevant scene properties can be manipulated in the real
world to alter operators’ perceptions of self-motion in
ways that can enhance safety. In order to encourage
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drivers to slow down when approaching a roadwork
site, for example, researchers have found that placing a
series of cones by the roadway can be helpful, especially
when the spacing between the cones systematically
decreases, giving drivers the illusory impression that
they are accelerating (Allpress and Leland, 2010; also
see Denton, 1980).

Further sources of uncertainty in motion judgments
are framework effects. As a general rule, the visual
perception of motion is greatly influenced by the
framework within which it occurs. A very sparse display
with few fixed reference elements, for example, can
make it appear that a small, slowly moving display
element is actually stationary. At the opposite end of
the spectrum are situations where the target object is
too big to be fully seen through the viewing framework.
If there is uncertainty about the overall shape of the
target object, the target may appear to move in a
direction other than its true course. DeLucia et al. (2006)
demonstrate the potential importance of this aperture
effect during minimally invasive surgeries, where the
view through the endoscope reveals only a very limited
part of the surgical field, and the shape and location
of various anatomical landmarks may be distorted by
disease. The surgeon may make incorrect judgments
about the location of the endoscope inside the patient
because of an incorrect perception of its direction of
movement based on the apparent flow of organs under
the endoscope. This aperture effect can be reduced by
using rectangular rather than round viewing windows,
but its existence is one reason designers are pursuing
the development of augmented displays that generate a
computer model of the entire surgical field surrounding
the immediate, detailed view from the endoscope (e.g.,
Wang et al., 2009).

Even when the motion of target objects in dynamic
displays can be accurately perceived, operators may
still have difficulty linking the motion or changes
they perceive to the appropriate actions they should
take. Thus, moving displays need to consider the
compatibility of their changing elements with the mental
models of their users (Gentner and Stevens, 1983;
Norman, 1988). In the remainder of this section, we
describe two general principles that can help designers
match the elements of dynamic displays to users’
expectations. The first of these is clearly applicable to
both static and dynamic displays, although it may be
more important in situations where users must quickly
react to changing information. The second principle,
however, deals with the meaning of motion itself in the
context of the user’s goals.

Code congruence requires that designers take into
consideration users’ expectations about the codes (i.e.,
stimulus dimensions) that should represent critical infor-
mation. If a display is being designed to represent tem-
perature, for example, then the use of a vertically moving
bar might be an appropriate code because of mental
models associated with mercury-based thermometers that
often show temperatures “rising” and “falling.” If we
do choose this code, we must also be careful to map
the values of the to-be-represented variable (tempera-
ture) to the display code in a way that conforms to
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users’ experience. Thus, an increase in bar height should
indicate hotter rather than colder temperatures.

In the preceding example, temperature is associated
with vertical position through experience with ther-
mometers rather than because there is anything inher-
ently spatial about temperature. Many other variables,
however, are spatial to begin with. In these cases, code
congruence is maintained simply by using rescaled ver-
sions of the original spatial dimensions, making sure to
orient the spatial model in a manner consistent with the
typical viewpoint of the user. Thus, the temperature of
different rooms in a building could be represented by
superimposing our individual temperature displays on
an actual plan view, elevation, or 3D view of the build-
ing. When the spatial metaphor is direct, as in this case,
the display fulfills Roscoe’s (1968) principle of pictorial
realism.

Finally, in dynamic displays, the designer must be
concerned with whether motion represented in a display
is compatible with the movement expected by the
operator. These expectations in turn are often driven by
the frame of reference of display motion. As an example,
a common design decision in systems involving robotics
control is whether the camera generating a display of the
moving robotics arm or vehicle should be mounted to the
moving element itself (viewing the target to be reached)
or to an external frame viewing the moving element.
The difference between these two views is that when a
control moves the element to the right, in the first case
the display of the world slews to the left, whereas in
the second case, the world is stable and the rightward
control depicts rightward motion on the display. These
two frames of reference are referred to respectively as
(1) inside-out, moving world, or “ego referenced,” and
(2) outside-in, moving object, or world referenced.

There is some evidence that the second frame is
better and more compatible (Johnson and Roscoe, 1972)
in that it corresponds to what we naturally see when we
view our hand as well as to the ecological perspective
that the world is stable and objects move within it.
However, it is also acknowledged that in many complex
systems both views are needed, often the outside-in view
for global positioning and the inside-out view for fine
vernier control. What is most vital is to understand that
it is possible for an operator to confuse the two if both
are offered (simultaneously or sequentially). An operator
viewing an inside-out view moves the control to the
right with the intention of moving the object to the
right; he or she suddenly sees a left movement on the
display, perceives (incorrectly) it to be a control error,
and quickly reverses the movement, now inadvertently
creating such an error. This problem can be amplified if
views are often switched between different modes.

4.6 Perceptual Organization, Display
Organization, and Proximity Compatibility

Our discussion of motion highlighted how the relation-
ship among displayed elements, in both time and space,
can produce psychologically important effects such as
apparent motion from still images. In this section, we
look at how the relationship among component ele-
ments of multielement displays, such as those found
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in emergency management information systems, scien-
tific visualizations, and process control workstations,
can influence the effectiveness of these display systems,
sometimes in dramatic ways.

The challenge for the designer of multielement dis-
plays is to determine how best to organize the various
displays so that the natural laws of perceptual organi-
zation (e.g., Pomerantz and Kubovy, 1986; Hochberg,
1998) may support rather than hinder the user’s acquisi-
tion of information. That is, we must take into account
the laws by which our perceptual systems parse raw
sensory data into potential targets for attention (e.g.,
perceptual parts, objects, and configurations). As noted
in Section 3, multielement displays have the poten-
tial to create a variety of problems for the viewer,
including increases in search time, increased information
access effort, similarity-based confusion, and challenges
to focused attention. Such concerns are becoming even
more critical with the rapid evolution of expansive, high-
definition displays (e.g., “data walls”) to represent infor-
mation for multiple concurrent tasks and users (Yost and
North, 2006).

Many of the principles of display organization can be
accounted for by the proximity compatibility principle
(PCP) (Carswell and Wickens, 1987, 1996; Barnett
and Wickens, 1988; Wickens and Andre, 1990; see
Wickens and Carswell, 1995, for review). This is a
broad-ranging principle with two parts: (1) when two
(or more) elements of a display must be integrated
(e.g., compared, multiplied, subtracted) in the service
of a single task—a feature we describe as “close
(or high) mental proximity”—they should be placed
in close physical proximity on the display. However,
(2) when one element must be processed by itself,
without distraction from others (distant or low mental
proximity requiring focused attention), its processing is
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best served when its display is more distant from its
neighbors (low physical proximity). Hence there is a
sort of “compatibility” between proximity in the mind
and proximity on the display. Of course, what this means
is that no single display layout serves all tasks, for what
may be best for integration tasks (“how does my speed
compare with a maximum speed allowable?”’) may not
serve focused attention (“what is my current speed?”).

The previous broad overview of the PCP is com-
plicated by the fact that there are at least two kinds
of “mental integration” (simple comparison and arith-
metic combination, such as computing and amount from
the product of rate and time) and a large number of
ways of creating or manipulating “display proximity,” as
illustrated in Figure 8. The most obvious source of phys-
ical proximity is simple distance, as illustrated by rows
(a) and (b) of the figure. Moving things closer together
can minimize visual scanning; in a cluttered display, it
can also minimize visual search for the two items to
be compared, as attention must move from one to the
other to compare them. From an information-processing
perspective, the problem is often that information from
one display must be held in vulnerable working mem-
ory as the other is sought. At a minimum, this dual-task
requirement may produce a delay— a decay in the rep-
resentation of the first item until the second is found.
More severely, it may produce concurrent task interfer-
ence (see Section 7) as an effort-consuming search must
be carried out while information from the first display is
rehearsed.

To cite extreme examples of low physical proximity,
consider the challenge of comparing a picture on one
page of a textbook to the text describing that picture on
the back side of the same page. Would it not be better if
text and picture were side by side so that repeated page
flipping would not be needed? Instructional designers

Proximity is both physical and perceptual
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need to consider the role of cognitive load of information
integration in preparing their material (Paas et al, 2003).
Or consider the problem of comparing a box legend on
a graph labeling the multiple graph lines with the graph
itself. It would be better if each graph line had its own
label attached to it (Huestegge et al, in press) In this
sense, display proximity can not only be conceptualized
as physical distance affecting visual scanning but also
includes the manual (and sometimes cognitive) effort
required to “move” attention from one source to the
other.

Row (b) of Figure 8 also illustrates the occasional
downside of close physical proximity for focused
attention. On the right, the oval indicator and the digital
altitude reading are separated. It is easy to focus on
one and ignore the other. On the left, they are overlaid.
The very close physical proximity can create clutter,
making it hard to focus on one and ignore the other.
Such overlay is often created when viewing the world
beyond through a head-mounted display (C. D. Wickens
et al., 2004); such clutter of close proximity also may
be created by overlaying computer windows (Mori
and Hayashi, 1995). Of course, the reader may ask,
“Can’t we get the best of both worlds by placing the
two indicators adjacent, and not overlapping?” and the
answer here is “yes.” Adjacency will greatly reduce the
costs of integration, but if there is at least 1° of visual
angle separating an item from its neighbors, this will
pretty well minimize the costs to focusing attention.

Naturally, there are some circumstances in which
displays simply cannot be moved to create adjacency
or close proximity. In a cluttered demographic map, for
example, two cities may be located at different places
whose demographics (portrayed in icons, or text boxes)
cannot be “relocated.” As shown in row (c), linkages
can achieve such physical proximity or “connectedness”
(Jolicoeur and Ingleton, 1991). Indeed, in the simple
line graphs, the lines connecting the data points are not
essential to understanding the trends. But those lines,
linking points belonging to the same condition, greatly
assist graph interpretation. (As we will see below, the
lines have another benefit for integration by creating
emergent features.) Thus, if rendered appropriately,
often in lower intensity, linkages can increase benefits to
integration without imposing costs on focused attention.

When displays cannot be moved, an alternative to
linkages, as shown in row (d), is to exploit perceptual
similarity; for example, two items to be compared
may be highlighted in the same color (as this word
and the word in the paragraph below; L. D. Wickens,
Alexander, et al., 2004) or may both be flashed or
“jittered” in synchrony. This technique can be quite
advantageous for an air traffic controller (ATC) who
needs to consider the trajectories of two planes on the
same altitude and converging but still far apart. On an
ATC display cluttered with many other aircraft symbols,
a highlighting tool (Remington et al., 2000) that can
illuminate each in a common color can greatly reduce
the demands of such a comparison.

In row (e) is depicted a conceptually different way
of creating display proximity. Here a single object (in
this case a line connecting two points on a line graph) is
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created to foster integration, whereas the more separated
display shown on the right contains two objects (two
bar graphs, or even three, if the baseline is considered).
Basic research in attention describes how processing of
all attributes of a single object can take place more or
less in parallel, whereas processing two objects requires
serial processing (and less efficiency; Treisman et al.,
1983; Duncan, 1984; Scholl, 2007). In the graph shown
in (e), not only is the single line more perceptually
efficient to process, but also the slope of the line
provides a direct indicator of the strength of the effect
or trend, an indication that is easier to extract than
by comparing the height of the two bars in the more
separated display on the right (Carswell and Wickens,
1996; Hollands and Spence, 1992). We refer to this slope
as one example of an emergent feature of the object
display, a concept elaborated below.

There are of course many other ways of creating an
object than just “connecting the dots.” Shown just to the
right of the word “objectness” in row (e) is a rectangle.
This object has four features, its height, width, color,
and texture, all conveyed within the confines of a single
object. It would require four bar graphs (four objects)
to convey all that information in separate displays.
And object displays, if carefully configured, can be
shown to greatly improve the facility of information
integration (Barnett and Wickens, 1988). As a simple
example, consider a demographic map. If each city
were represented by four bar graphs, when several cities
are closely packed together, the display would appear
extremely cluttered, in contrast to the case where each
is represented by a single rectangle.

Finally, row (f) of the figure illustrates a concept
of display proximity that can also facilitate integration.
Emergent features of the multiple elements of a display
are created when the display is “configured” in such
a way that a feature emerges from the combination of
the elements (Buttigieg and Sanderson, 1991; Pomerantz
and Pristach, 1989). In the close-proximity version on
the left, the bar graphs are all aligned to the same
baseline. Hence the emergent feature of “colinearity”
is created when all bars are the same height (e.g.,
all of three engines of a machine are operating at
the same power setting). In this configuration, it is
quite easy to perform the mental integration task: “Is
the power equally distributed?” Any break from this
equality will be rapidly and easily perceived. In contrast,
the configuration on the right will make the precise
integration judgment of equality very challenging.

Referring back to row (e), we can see how, for
example, the simple connections of endpoints to form
a single object as in the line graph creates an emergent
feature (line slope) that directly serves the integration
task (how strong is the trend from left to right?). Also,
creating an object like a rectangle display creates an
emergent feature from its height and width: its area
(the product of height and width) as well as its shape
(tall skinny, short fat), which can often carry important
information (Barnett and Wickens, 1988). But it is
important to realize that not all dimensions of an object
will configure in some geometric or spatial pattern: For
example, color and height do not form an emergent
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feature (Carswell and Wickens, 1996). And of course,
as row (f) illustrates, emergent features can readily be
formed in the absence of the object display.

Regardless of whether emergent features are part
of an object display or result from the configuration
of separate objects, they can have potent effects on
performance. We must caution that these effects are not
always positive. Emergent features are only useful if
they directly represent integrated variables or system
states of importance to the operator. If they are
irrelevant or, worse, cause patterns that cue responses
inconsistent with those that are appropriate for safe and
efficient system operation, the user may be better off
with separable formats. Using the terms of Section 3,
emergent features are salient and capture focused
attention, whether wanted or not. Representation aiding
is a display design approach in the cognitive engineering
tradition (Section 2) that provides guidance on how to
optimize the design of displays, including the use of
emergent features (Vicente and Rasmussen, 1992; Smith
et al., 2006). The focus of this approach is directly
on understanding the physical constraints of dynamic
systems and matching these to the geometric properties
of configural formats in a way that is perceptually salient
and meaningful to the operator. An example is shown
in Figure 9.

Our discussion above has focused most heavily on
the way in which close proximity supports information
integration. But while we have identified separation
(lower proximity) as a tool to support focused attention
on a single element, lower proximity has a second
benefit. That is, the close proximity and particularly
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the “binding” in an object display represent a designer-
imposed solution to encourage the user to integrate
particular subsets of information sources. However, such
binding or grouping is not a “free lunch” for the viewer.
If the viewer’s task is not appropriately characterized by
the designer, or if the task demands change, the viewer
may need to “unbind” one or more elements from the
perceptual group to use in a new way. The extra effort
and reduced performance efficiency that occur in this
situation may be considered a “parsing cost.” This is
what we experience when a graph’s designer has not
organized individual data points in a way that allows
us to make the comparisons that are of most interest to
us, instead forcing us to compare points across different
perceptual groups (e.g., points on different lines or bars
in different data series).

Clearly, the specific way in which a designer uses
proximity tools in any display will make some inte-
gration tasks easy while imposing parsing costs on
others. However, the designer’s choices can also be
used to infer their communication goals (or graphical
pragmatics). Following this logic, there have been
attempts to apply the PCP to the development of software
that “reverses engineers” displays. That is, the software
provides inferences to the user about the designer’s
underlying communication goals based on the way in
which proximity is applied (Elzer et al., 2003). This
information may, in turn, be used by viewers to help them
decide if the display is likely to suit their information
needs and to help automate the textural summary of
graphical information for those individuals who cannot
access the information visually. More generally, the
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study of graphical pragmatics highlights the extent
to which individual, noninteractive visualizations, no
matter how carefully designed, can impose on the viewer
the designer’s values and assumptions about what is
meaningful in the displayed data. In particular, one may
argue that in scientific or interpretive endeavors one of
the most critical information-processing challenges is
integrating data in a variety of different ways in order to
obtain unique insights. Hence the importance of flexible
data visualization tools that are not constrained by a
particular designer’s choices (Robertson et al., 2009;
North, 2006), which can configure data in different ways,
encouraging the use of different aspects of proximity.

In conclusion, forming effective multielement dis-
plays can sometimes be as much a creative “art” as it
is a science. But effective use of different proximity
tools can greatly facilitate information integration with-
out necessarily compromising focused attention.

5 COMPREHENSION AND COGNITION

In our discussion of perception and display design,
we have treated many of the operator’s perceptual
tasks as decision-making, problem-solving, or reasoning
tasks. Detection involves decisions about criterion
setting. Identification involves estimations of stimulus
probabilities. Size and distance judgments in 3D space
involve the formulation of perceptual hypotheses. For
the most part, however, these processes occur rapidly
and automatically, and as a result, we are generally not
aware of them. In this sense, perceptual reasoning is a
far cry from the effortful, deliberate, and often time-
consuming process that we are very aware of when
trying to troubleshoot a malfunctioning microwave,
find our way through an unfamiliar airport, understand
a legal document, or choose among several product
designs. Before discussing such higher order cognitive
tasks, we describe the critical limits of working memory.
As we will see, the parameters of working memory
constrain, sometimes severely, the strategies we can
deploy to understand and make choices in many types
of tasks.

5.1 Working Memory Limitations

Working memory refers to the limited number of ideas,
sounds, or images that we can maintain and manipulate
mentally at any point in time. The concept has its
roots in William James’s (1890) primary memory and
Atkinson and Shiffrin’s (1971) short-term store. All
three concepts share the distinction between information
that is available in the conscious here and now (working,
short-term, or primary memory) and information that we
are not consciously aware of until it is retrieved from a
more permanent storage system (long-term or secondary
memory).

Unlike items in long-term memory, items in working
memory are lost rapidly if no effort is made to maintain
them through rehearsal (Brown, 1959; Peterson and
Peterson, 1959). For example, decay rates of less
than 20 s have been obtained for verbally delivered
navigation information (Loftus et al., 1979) as well as for
visuospatial radar information (Moray, 1986). However,
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even when tasks require minimal delays before recall,
working memory is still severely limited in its capacity.
Miller (1956) suggested that this capacity, the memory
span, is limited to about five to nine independent items.
The qualifier “independent” is critical, however, because
physically separate items that are stored together as a unit
in long-term memory may be rehearsed and maintained
in working memory as a single entity: a chunk. Thus,
for most people, the letter string “H-T—-E” contains
three items to remember, whereas the rearranged string
“T-H-E” contains only one.

Baddeley (2003) has integrated information about the
limits described above with evidence from neuropsy-
chological and psychometric investigations to develop
a four-part model of working memory. First, there are
two temporary storage systems, the phonological loop
and visuospatial sketchpad. These subsystems are used
by a central executive that manipulates information
from these stores. The central executive also integrates
information from the component storage systems with
long-term memory to create more complex, multimodal
representations of coherent objects. These integrated
representations, in turn, are held in an episodic buffer.
It should be noted that the proposed episodic buffer is
a relatively recent addition to Baddeley’s model (2000),
which was originally conceptualized as having only
three components (Baddeley and Hitch, 1974). Although
relatively little is known about the limits of the episodic
buffer compared to those of the phonological loop and
the visuospatial sketchpad, the notion of a repository for
objects of interest that is not limited to a single process-
ing code is relevant to our discussions of virtually all
higher order cognitive tasks.

Most research on the limits of working memory have
focused on the phonological loop, so named because
it is associated with our silent repetition or rehearsal
of words, letters, and numbers. The phonological loop
stores a limited number of sounds for a short period
of time; thus, the number of items that can be held in
working memory is related to the length of time it takes
to pronounce each item (Gathercole and Baddeley, 1993;
Gathercole, 1997). This implies that our memory span
is slightly lower for words with many syllables.

The visuospatial sketchpad holds visual and spatial
information as well as visualizations of information
acquired verbally (Logie, 1995; Baddeley, 2003). The
information held in the sketchpad may be in the form of
mental images, and as with the phonological loop, the
contents will be lost rapidly if not rehearsed. Research
suggests that rehearsal in the visuospatial sketchpad
involves repeated switching of selective attention to
different positions across these images (Awh et al.,
1998). The proposed maintenance function of attention
switching may explain why our control of eye movement
apparently disrupts some contents of the sketchpad
(Postle et al., 2006).

The central executive is aptly named because its
functions can be compared to those of a business exec-
utive. The central executive’s role is not to store infor-
mation but to coordinate the use of information. This
information may come from the phonological loop,
the visuospatial sketchpad, or the episodic buffer. The
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central executive is presumed to be involved in inte-
grating information from these different stores, and it
is also involved with selecting information, suppressing
irrelevant information, coordinating behavior, and plan-
ning (see Section 5.5 for the relevance of these functions
for problem solving). It is important to note that there
are limits on how many of these operations the central
executive can execute at one time.

The concept of working memory has a number of
implications for design. We describe some of these
implications below, and in subsequent sections we
discuss other implications for higher order tasks such as
decision making, problem solving, and creative thinking.

1. The capacity of working memory’s short-term
storage systems are easily exceeded, resulting
in a loss of information that may be necessary
to perform an ongoing task (consider rehearsing
a 10-digit phone number and area code). The
design implication is to avoid, whenever possi-
ble, codes that infringe on the limits of these
systems.

2. When it is necessary to use codes that exceed
the limits of working memory capacity, there
are several ways to reduce memory loss. For
example, parsing material into three- or four-
item units may increase chunking and subse-
quent recall (Wickelgren, 1964). Thus, 3546773
is more difficult to recall than 354-6773. In
addition, information for different tasks may be
split between storage systems so that a single
system, for example, the visuospatial sketchpad,
is not overwhelmed. More will be said about
such interventions when we turn to the discus-
sion of multitask performance (see Section 7).
Finally, designers should prefer easily pro-
nounced verbal codes. For example, numerical
codes that make frequent use of the two-syllable
number “seven” will be more prone to loss from
the phonological loop than codes that make fre-
quent use of other numbers. It may also suggest
that the functional number span for some lan-
guages may be larger than those for others.

3. Information from working memory may be lost
if there are delays longer than a few seconds
between receiving the information and using it.
Thus, systems should not be designed so that
the user must perform several operations before
being able to perform a “memory dump.” For
example, voice menu systems should always
allow users to select a menu option as soon as it is
presented rather than forcing them to wait until all
the options have been read to make their choice.
Methods of responding should be simplified as
well, so that users do not have to retain their
choice for long periods of time while trying to
figure out how to execute it. One aspect of the
proximity compatibility principle (Section 4.6)
emphasizes working memory limitations on the
need to seek a second source of information to
be integrated while rehearsing the contents of the
first source.
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4. The need to scan should be minimized if a
person must hold spatial information in the
sketchpad. Thus, a first responder who has
found the likely location of a victim in cluttered,
unfamiliar, and distorted terrain should not
have to scan long lists of information to find
appropriate communication codes.

5. Avoid the need to transfer information from
one subsystem into the other before further
transformations or integrations can be made.
This reduces the resources available for the
primary processing goal. Wickens et al. (1983,
1984) have provided evidence that the display
format should be matched to the working
memory subsystem that is used to perform the
task. Specifically, visual-analog displays are
most compatible with tasks utilizing the visu-
ospatial sketchpad (e.g., air traffic controllers’
maintenance of a model of the spatial relations
among aircraft) and auditory—verbal displays
are most compatible with tasks utilizing the
phonological loop (e.g., a nurse keeping track of
which medications to administer to a patient).

6. If working memory subsystems are updated too
rapidly, old information may interfere with the
new. For alphanumerical information, Loftus
et al. (1979) found that a 10-s delay was
necessary before information from the last
message no longer interfered with the recall of
the current material. As we will see below, when
such updating occurs nearly continually, the
capacity of working memory is greatly reduced
to around its “7 — 2 = 5" value.

7. Interference in working memory is most likely
when to-be-remembered information is similar
in either meaning or sound. Thus, an air traf-
fic controller might have particular difficulties
remembering a series of aircraft with similar
call signs (UAL 235, UAL 325). Interference
will also be greater if there is similarity between
material to be remembered and other compet-
ing tasks (i.e., listening, speaking) (Banbury
et al., 2001).

8. The capacity of working memory varies between
people and has been associated with differences
in the fluency of the central executive and
hence with success in multitasking and general
intelligence (Engle, 2002; Engle et al., 1999).

5.2 Dynamic Working Memory, Keeping
Track, and Situation Awareness

Much of the research devoted to working memory
has examined tasks in which information is delivered
in discrete batches and the goal is to remember as
much of the information as possible. However, there are
many other tasks in which the operator must deal with
continuous information updates with little expectation of
perfect retention. Moray (1981) studied several running
memory tasks that simulated the demands of a more
continuous input stream, and he found the typical
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memory span to be less than five chunks. In some
cases it was difficult for subjects to keep track of items
more than two places back in the queue. Yntema (1963)
demonstrated that the way information is organized has
a direct impact on supervisors’ abilities to keep track
of values of multiple attributes of several objects (e.g.,
status and descriptions of several aircraft). Supervisors
had greater success keeping track of a few objects that
varied on many different (and discriminable) attributes
than in keeping track of variation in a few attributes
for many objects. In the former case there are fewer
opportunities for confusion than in the latter case, and
confusion is a major source of disruption in working
memory (Hess and Detweiler, 1995).

This earlier research on running memory anticipates
the rapid growth of interest over the last two decades
in situation awareness (SA) or, colloquially, our under-
standing and use of information about “what’s hap-
pening” during dynamic tasks (Wickens, 2008; Tenney
and Pew, 2006; Banbury and Treselian, 2004; Ends-
ley and Garland, 2000; Durso et al., 2007; see also
Chapter 19). Endsley (1995) provides a more formal def-
inition of SA, one that has been adopted by many current
researchers: SA is “...the perception of the elements
of the environment within a volume of time and space,
the comprehension of their meaning, and the projection
of their status in the near future.” This definition sug-
gests that SA has three stages or “levels”: (1) perception
or “noticing,” (2) understanding or comprehending, and
(3) projecting or prediction. These three levels of situa-
tion awareness can be tied directly to different aspects of
information processing and, therefore, failures at differ-
ent levels will require different types of training or design
interventions.

Stage 1 SA, noticing, traces directly to issues of
selective attention and attentional capture, discussed in
Section 2. Indeed, Jones and Endsley (1996) found
that a majority of aircraft accidents attributable to loss
of SA were related to breakdowns at this first stage.
Likewise, Durso et al. (2007) found failures of stage
1 SA to be responsible for many SA-related problems
encountered in air traffic control. This is not surprising
given our previous discussion of how easily we can fail
to notice significant changes in dynamic systems (e.g.,
the “change blindness” phenomenon; see Section 3.1). In
general, failures of stage 1 SA typically indicate the need
for interventions involving display design, especially the
use of alerts and attentional cueing. However, because
sampling of information in dynamic environments also
involves long-term memory in the form of knowledge
about “where and when to look,” training interventions
may also be considered (e.g., Hoffman et al., 1998).

Stage 2 SA, understanding the implications of events
noticed in stage 1, depends heavily on the limits of
working memory as they apply to keeping track of
evolving situations (e.g., the pilot asks: “Where was that
traffic aircraft the last time that I looked?””). The episodic
buffer of working memory proposed by Baddeley
(2003), with its connections to long-term memory, may
be necessary to explain the ability of skilled performers
to hold more information for longer periods than would
be expected on the basis of the decay rates established
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for other working memory stores. Likewise, Ericsson
and Kintsch (1995) have used the concept of long-
term working memory with its automatic activation of
relevant knowledge structures in long-term memory
to explain the unusual ability of experts to maintain
and integrate relatively large amounts of information
across time. For operators who may lack extensive
experience, and even for experienced operators who may
be interrupted by other tasks, displays of system history
may also be helpful in understanding the implications
of current events in light of prior observations (St. John
et al., 2005).

The stage 3 component, prediction and projection,
is perhaps the most complex and may depend to a
greater extent than the other two stages on the expertise
and training of the operator. Accurate prediction of
an evolving situation certainly depends on current
perception and understanding (stages 1 and 2), but it also
requires a well-calibrated mental model of the dynamic
process under supervision (Gentner and Stevens, 1983;
Wilson and Rutherford, 1989), a mental model that
can be “played” in response to the current data, in
order to predict the future state. For example, an air
traffic controller with a good mental model of aircraft
flight characteristics can examine the display of the
current state and turn the rate of an aircraft and
project when (and whether) that aircraft will intersect a
desired approach course, thereby attaining a satisfactory
separation. A well-calibrated mental model resides in
long-term memory, but to play the model with the
current data requires perception of those data as well
as the active cognitive operations carried out in working
memory. In some cases, prediction can be approximated
by using an expert acquired script of the way a typical
situation unfolds. However, unless active processing
(stage 1) of incoming perceptual information is carried
out, there is a danger that projection will be based totally
on expectancies of typical situations and that unusual or
atypical events will be overlooked. Naturally, stage 3
SA can benefit greatly from accurate predictive displays
(Wickens et al., 2000).

It should be noted, finally, that situation awareness
is a construct that is resident within the perceptual—
cognitive operations of the brain. It is not itself a part
of the action (other than the actions chosen to acquire
new information).

5.3 Text Processing and Language
Comprehension

Comprehension of language, whether written or spoken,
shares many of the processes described for situation
awareness. Noticing relevant information, understanding
its implications, and to varying degrees projecting the
content of upcoming messages are all part of the active
process of language comprehension. The constraints
relevant to information processing at each of these
stages helps determine why we find some conversations,
lectures, journal articles, instructions, and warnings
easier to understand than others.

Of course, factors influencing the detectability
and discriminability of the individual speech sounds
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(phonemes) and written symbols (letters) will limit the
extent to which language can be processed meaning-
fully. However, recall that easily comprehended phrases
or sentences can also influence the detectability of the
individual words. See Section 3.2 for a discussion of
the effect of context on identification. We are typically
able to understand sentences such as the last one despite
the absence of many of the correct letters in the words,
because of the profound effects of context, expectancies,
and the redundancies inherent in language. It is worth
noting that just as context can help us recognize familiar
words; it can also help us understand the meanings of
words that we have never encountered before (Sternberg
and Powell, 1983).

As our discussion of context suggests, the compre-
hensibility of text depends on many factors, from the
reader’s experience, knowledge, and mental models that
drive expectations to the structuring of text so as to make
maximum use of these expectancies. It is not surprising,
then, that readability metrics that attempt to estimate the
difficulty of text passages, generally based on average
word and sentence length, are not altogether satisfac-
tory. Although it may be true that longer words are
generally less familiar and longer sentences place greater
demands on our working memory capacities, many other
factors influence comprehensibility. Kintsch and Vipond
(1979), for example, used traditional readability indices
to compare the speeches of candidates in the 1952 presi-
dential campaign. Eisenhower’s speeches were generally
reputed to be simpler than those of Stevenson, yet formal
readability indices indicated that Stevenson used shorter
words and sentences. This contradiction between pub-
lic opinion and the formal metrics corresponds to our
experience that some sentences with a few short words
can still be very confusing. We now discuss some addi-
tional factors that determine comprehensibility and have
implications for message design.

Kintsch and colleagues (e.g., Kintsch and Keenan,
1973; Kintsch and Van Dijk, 1978) argue that the
complexity of a sentence is actually determined by the
number of underlying ideas, or propositions, that it
contains rather than by the number of words. Although
a few specific words may be carried forward in
working memory for brief periods, it is the underlying
propositions that are used to relate information in
different phrases and sentences. Just as Moray (1981)
estimates that running memory carries forward less than
five chunks of information, Kintsch and Van Dijk (1978)
estimate that only four propositions can be held in
working memory at one time. There are some exceptions
to this general rule, as when a highly skilled reader
reads text on a very familiar topic. As we saw in our
discussion of situation awareness, the memory effects of
such expertise have led some to argue for the existence
of a long-term working memory in which long-term
memory associations are automatically activated and
used during ongoing comprehension at little additional
processing cost. However, as a general rule, readers
must be very selective in their choices of propositions
to retain, usually favoring the most recent propositions
and those they believe to be most central to the overall
text message.
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Problems arise in comprehension when newly
encountered propositions cannot easily be related to the
propositions active in working memory. Such problems
often occur when readers attempt to integrate informa-
tion across sentence boundaries. Consider, for example,
the following sentences:

1. When the battery is weak, a light will appear.
2. You will see it at the top of the display panel.

Readers must make the bridging inference that the
second sentence is telling them where to look for the
light rather than where to find the battery. This inference,
in turn, depends on their general knowledge of displays:
Lights rather than batteries tend to be visible on display
panels. A second type of integration failure occurs when
a concept introduced earlier in the text is not actually
used again until some sentences, paragraphs, or pages
later. In fact, even relatively minor delays, such as
the need to scroll in order to see additional text on
a web page, can lead to comprehension decrements,
especially in readers with smaller working memory
capacities (Sanchez and Wiley, 2009). Such challenges
to text comprehension are often explained by the need
to conduct a reinstatement search, which requires an
effortful search of long-term memory or a rereading
of earlier text, in order to clarify the meaning of a
proposition in current working memory.

One general goal in striving for comprehensibility is
to avoid the need to make bridging inferences or perform
reinstatement searches. However, it is clearly impossible
to remove the need to make some inferences, and it is
probably undesirable given that such elaborations may
make the information more memorable. One goal of the
text designer is simply to assist the reader in making the
appropriate inferences. One important way that this can
be done is by providing adequate context immediately
prior to the presentation of target information (McKoon
and Ratcliff, 1992). Because inferences draw on the
reader’s knowledge of particular topics, it is useful
to allow the reader to access the relevant knowledge
structures in long-term memory at the outset. Bransford
and Johnson (1972) provide a powerful demonstration
of the importance of providing context in the form
of pictures or descriptive titles presented just prior to
textual material. A series of instructions on how to
wash clothes was presented with and without the prior
context of a title, “washing clothes.” When the title was
removed, the reduction in readers’ abilities to understand
and recall the instructions was dramatic.

Other factors that increase the processing demands
of verbal material include the use of negations and lack
of congruence between word orders and logical orders.
With regard to negations, research indicates that it takes
longer to verify a sentence such as “the circle is not
above the star” compared to “the star is above the circle”
(Clark and Chase, 1972; Carpenter and Just, 1975).
Results suggest further that the delay is due to something
other than the time necessary to process an additional
word (i.e., “not”). Instead, it appears that listeners or
readers first form a representation of the objects in
the sentence based on the order of presentation (e.g.,
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circle-before-star in the sentence “the circle is not above
the star.” However, to make their mental representation
congruent with the meaning of the negation, they must
perform a transformation of orders (i.e., to end up with
a circle that is not before/above the star). Similar logic
is used to explain why we have trouble processing
statements in which there is a mismatch between the
underlying logical order and the actual, physical order
of the words (DeSoto et al., 1965). Returning to our
battery of instructions once again, the underlying causal
sequence assumed by most people would be that a weak
battery would trigger a warning light. To be consistent
with this causal order, it would be better to state that “If
the battery is weak, the light will come on” rather than
“If the light comes on, the battery is weak.”

Finally, the physical parsing of sentences on a page,
sign, or computer screen can also influence the com-
prehensibility of verbal messages. Just and Carpenter
(1987) have argued that readers pause and integrate
propositions at the end of each phrase in a sentence. This
idea may explain why comprehension of sentences that
must be split over multiple lines is better when the end of
each line of text corresponds to the end of a constituent
phrase (Graf and Torrey, 1966). Thus, instructions or
warnings that must appear on several different lines (or
as a few words on several successive screens) should be
divided by phrases rather than, for example, on the basis
of the number of letters. “Watch your step...when
exiting . .. the bus” will be understood more quickly
than “Watch your. .. step when...exiting the bus.”

5.4 Spatial Awareness and Navigation

Language comprehension sometimes taxes working
memory, particularly the phonological rehearsal loop
and central executive. However, as we saw when
discussing problems with negation, people may use text
to generate representations of spatial relations. This
spatial facet of text and language comprehension has
been particularly prominent in recent discussion of the
“situation models” that we develop when reading or lis-
tening to a story (e.g., knowing where in a room all the
characters are sitting). We now turn to a task that relies
more heavily, for many people, on the capacity limits
of the visuospatial sketchpad (Logie, 1995) or, more
generally, spatial working memory and spatial cognition
(Shah and Iyiri, 2005)—navigating through our worlds,
both real (finding our way through a maze of looping
suburban streets and cul-de-sacs; Taylor et al., 2008)
and virtual (searching a complex computer-displayed
multidimensional database; Wickens et al., 2005).

5.4.1 Geographical Knowledge

Thorndyke (1980) has studied the knowledge that people
use when finding their way about. Of particular interest
is Thorndyke’s claim that increased familiarity with
an area causes changes in more than the amount of
detail contained in our mental representation of that
area stored in long-term memory. In addition, the actual
type of mental representation (analog versus verbal/
symbolic), as well as its frame of reference, may evolve
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in a predictable way. After an initial encounter with
a city, neighborhood, or building, we may develop
landmark knowledge. 1f told that his or her destination
is beside the “telephone tower,” a person with landmark
knowledge will scan the environment visually until
spotting something that appears to be the tower and
will then strike off in its direction. Thus, the newcomer
has the knowledge necessary to recognize the landmark
but has no knowledge about its location. For the
person with landmark knowledge alone, wayfinding
would be impossible if the landmarks were obscured.
This problem has become commonplace as once-salient
landmarks have become obscured by new and often
taller structures. The problem for urban planners, then,
is to ensure that landmarks (both natural and designed)
remain easily visible and distinctive in order to serve
their navigational function for years to come.

With more experience traveling about an area, we
typically develop an ordered series of steps that will
get us from one location to another. These sets of
directions, called route knowledge, tend to be verbal in
nature, stated as a series of left—right turns (e.g., “Go
left on Woodland until you get to the fire station. Then
take a left...”). Navigation along these routes may be
rapid and very automatic; however, limited knowledge
of the higher order relations among different routes
and landmarks still limits navigational decision making,
making it difficult, for example, to figure out shortcuts
and particularly difficult to recover when lost. With still
more extensive wayfinding experience, or with specific
map study, survey knowledge may be acquired. Survey
knowledge is an integrated representation of the various
routes and landmarks that preserves their spatial distance
relations. This analog representation is often referred to
as a cognitive map.

The type of representation—route versus survey—
that best supports performance in various wayfinding
tasks, like so many other aspects of mental (and display)
representation, depends on the nature of the task or
problem. Thorndyke and Hayes-Roth (1982) compared
route training (actual practice navigating between
specific points in a large building) to survey training
(study of the building map). Route training appeared
to facilitate people’s estimates of route distance and
orientation, while survey training appeared to facilitate
judgments of absolute (Euclidean) distance and object
localization.

5.4.2 Navigational Aids

Although we can often navigate through environments
on the basis of our acquired knowledge stored in long-
term memory, whether route, survey, or even landmark,
there are many other circumstances in which we require
displayed navigational aids which are perceived. These
aids may take on a wide variety of forms, ranging in
the degree to which guidance to a target is supported:
from tightly guided flight directors in aircraft and turn
signs on highways to route lists to electronic maps that
highlight one’s current position to simple paper maps.
Furthermore, electronic maps can vary in the extent to
which they rotate so that the direction of travel is “up”
on the map, and both electronic and paper maps can vary
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in terms of whether they present the world in planar or
3D perspective view as the latter is seen in many in-car
navigation displays (see Section 4.4).

To understand which forms of maps support the
best spatial information processing to accomplish
navigation, it is important to consider briefly the stages
involved in this process. The navigator must engage in
some form of visual search of both the navigational aid
(to locate the final destination, intermediate goals, and
current location) and the environment or a displayed
representation thereof (to locate landmarks that estab-
lish the current location and orientation). The navigator
must then establish the extent to which the former and
the latter are congruent, determining the extent to which
“where I am” (located and oriented) agrees with the
intermediate goal of “where I want to be.” Finally, the
traveler must choose an action (e.g., turn right) to move
from the current location toward the goal. Establishing
this congruence as well as choosing the action may
require any number of different cognitive transforma-
tions that add both time and effort to the navigational
task (Aretz, 1991; Hickox and Wickens, 1999; Gugerty
and Brooks, 2001; Wickens et al., 2005, 2010).

An example of two of these transformations is
represented in Figure 10, which represents the infor-
mation processing of a pilot flying south through an
environment depicted on a north-up contour map. To

Visual inputs

Forward
field
of view |

~— Comparison —
1

j
North-up map |

HUMAN FACTORS FUNDAMENTALS

establish navigational congruence, the pilot must rotate
the map mentally to a track-up orientation and then
envision the contour representation of the 3D terrain to
determine its congruence with the forward view. Both of
these information transformations are effortfuland time
consuming and provide sources for error. In particu-
lar, those sources involved with mental rotation of maps
have been well documented (Levine, 1982; Eley, 1988;
Warren et al., 1990; Aretz, 1991; Olmos et al., 1997;
Gugerty and Brooks, 2001; Macedo et al., 1998.
Different transformations may be required when
other navigational aids than the 2D map are provided.
For example, verbal descriptions of landmarks will also
require some transformations to evaluate against their
visible 3D spatial counterparts. Transformations may
also be required to “zoom in” to a large-scale map
(Kosslyn, 1987) in order to establish its congruence
with a close-in view of a small part of the environment.
Modeled in terms of processing operations such as
visual search and spatial transformations, one can then
determine the form of navigational aids that would be of
benefit for certain tasks. For example, electronic maps
are beneficial if they highlight the navigator’s current
location, thus obviating visual search of the map.
Highlighting landmarks on the map, which are salient
in the visual world, will correspondingly reduce search.
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Figure 10 Mental rotation required to compare the image seen in an ego-referenced forward field of view (top) with a
world-referenced north-up map (below) when the aircraft is heading south. The map image is mentally rotated (right) to
bring it into lateral congruence with the forward field of view. It is then envisioned in three dimensions to compare with the

forward field of view.
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Rotating maps in a track-up orientation will help
navigation by eliminating mental rotation (Aretz,
1991; Olmos et al., 1997; Wickens, 1999). Presenting
guidance information in a 3D format (Section 4.4),
like one would see looking ahead into the environment
itself, will also reduce the magnitude of any sort of
transformations and considerably improve navigational
performance (Wickens and Prevett, 1995; Wickens
et al., 2005). The benefits of a 3D view will be en-
hanced if the viewpoint of the display corresponds to
the same zoom-in viewpoint as that occupied by the
navigator, looking forward, rather than a viewpoint
that is behind and from the outside (Wickens and
Prevett, 1995; Prinzel and Wickens, 2008—-2009). These
viewpoint relationships are shown in Figure 11, which
depicts the viewpoint location (top) and the view seen
by a pilot (bottom row) in an immersed or egocentric
view (a and b). (These two views differ in terms of
their geometric field of view.) Panel (c) represents an
external or exocentric view. Panel (d) represents a 2D
coplanar view, which was discussed in Section 4.4.

Expressing navigational guidance in terms of com-
mand route lists (e.g., “turn left at X; go three blocks
until Y”’) will also eliminate the need for many of the
spatial cognitive transformations that may be imposed
when spatial maps are used, since the language of com-
mand is thereby expressed directly in the language of
action. Such congruence can account for the benefits of
route lists over spatial maps in certain ground naviga-
tion tasks (Streeter et al., 1985). A second advantage to
such route lists is that they can be presented verbally and
represented in working memory mentally in a phonetic
or verbal code, thus reducing competition for the spatial
processing resources involved in many aspects of envi-
ronmental scanning and vehicle navigation (Section 7).
The verbal descriptions inherent in route lists are well
suited for some navigational environments, particularly
human-designed environments (cities) with objects that
are easily labeled, have distinct unambiguous landmarks,

(a) (b)

139

and can easily be discriminated by counting (the “fourth
house”). In many naturalistic environments, however,
where features are defined by continuous, not categor-
ical, properties and may be confusable, route lists are
more problematic and should be coupled with redundant
spatial or pictorial guidance.

The most direct levels of navigational guidance that
eliminate most or all levels of mental transformations
(e.g., a flight director, the 3D forward-looking display
shown in Fiigure 11a, or a verbal route list) will provide
for effective navigation while en route. However, such
displays may do a disservice to the navigator who
suddenly finds himself lost, disoriented, or required to
make a spontaneous departure from the planned route.
Also, those features that make a navigational display
best for guidance will harm its effectiveness to support
the spatial situation awareness (Section 5.2) that is
necessary for a successful recovery from a state of
geographical disorientation (Wickens and Prevett, 1995;
Wickens, 1999). This is an important trade-off between
the immersed 3D view of Fiigure 11a, which is good
for guidance, but because of its “keyhole view” of the
world, it is poor for maintaining global situation aware-
ness, a task better supported by the exocentric view of
Fiigure 11c. Finally, we note that the immersed 3D view
makes a poor tool for route planning, an activity that we
turn to in the following section.

5.5 Planning and Problem Solving

Our previous discussion has focused on cognitive activ-
ities that were heavily and directly driven by informa-
tion in the environment (e.g., text, maps, or material
to be retained in working memory). In contrast, the
information-processing tasks of planning and problem
solving are tied much less directly to perceptual process-
ing and are more critically dependent on the interplay
between information available in (and retrieved from)
long-term memory and information-processing transfor-
mations carried out in working memory.

(c) (9

Figure 11 Display viewpoints in an aircraft display that require varying degrees of transformations to compare with
a pilot’s direct view forward from the cockpit, looking at a virtual “‘highway in the sky”” The lower figures illustrate
schematically what would be seen by the pilot with the viewpoint shown above. The transformation in (a) is minimal; in (b)
and (c), modest; and in (d), large. Views (a) and (b), however, reduce more global situation awareness.
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5.5.1 Planning

The key to successful operation in many endeavors
(Miller et al., 1960) is to develop a good plan of action.
When such a plan is formulated, steps toward the goal
can be taken smoothly without extensive pauses between
subgoals. Furthermore, developing contingency plans
will allow selection of alternative courses of actions
should primary plans fail. As an example, pilots are
habitually reminded to have contingency flight plans
available should the planned route to a destination
become unavailable because of bad weather.

Planning can typically depend on either of two types
of cognitive operations (or a blend of the two). Planners
may depend on scripts (Schank and Abelson, 1977) of
typical sequences of operations that they have stored
in long-term memory on the basis of past experience.
In essence, one’s plan is either identical to or involves
some minor variation on the sequence of operations that
one has carried out many times previously. Alternatively,
planning may involve a greater degree of guess work, and
some level of mental simulation of the intended future
activities (Klein and Crandall, 1995; see Chapter 37). For
example, in planning how to attack a particular problem,
one might play a series of “what-if” games, imagining
the consequences of action, based again on some degree
of past experience. Hence a surgeon, in planning how
to manage a potential future operation, might mentally
simulate the future body conditions and reactions of the
patient under different proposed surgical procedures to
see if the intended commands would resolve the conflict
and would stay clear of other aircraft.

Consideration of human performance issues and
some amount of experimental data reveals three char-
acteristics of planning activities. First, they place fairly
heavy demands on working memory, particularly as
plans become less script based and more simulation
based. Hence, planning is a task that is vulnerable
to competing demands from other tasks. Under high-
workload conditions, planning is often the first task to
be dropped, and operators become less proactive and
more reactive (Hart and Wickens, 1990). The absence
of planning is often a source of poor decision making
(Orasanu, 1993; Orasanu and Fischer, 1997). Second,
perhaps because of the high-working-memory demands
of planning, in many complex settings, people’s plan-
ning horizon tends to be fairly short, working no more
than one or two subgoals into the future (Tulga and
Sheridan, 1980). To some extent, however, this char-
acteristic may be considered as a reasonably adaptive
one in an uncertain world, since many of the contin-
gency plans for a long time horizon in the future would
never need to be carried out and hence are probably not
worth the workload cost of their formulation. Finally,
given the dependency of script-based planning on long-
term memory, many aspects of planning may be biased
by the availability heuristic (Tversky and Kahneman,
1974; Schwarz and Vaughan, 2002), discussed in more
detail in Chapter 8. That is, one’s plans may be biased
in favor of trajectories that have been tried with success
in the past and therefore are easily recalled.

Consideration of such vulnerabilities leads ines-
capably to the conclusion that human planning is
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a cognitive information-processing activity that can
benefit from automated assistance, and indeed, such
planning aids have been well received in the past for
activities such as flight route planning (Layton et al.,
1994) and industrial scheduling (Sanderson, 1989). Such
automated planners provide assistance that need not
necessarily replace the cognitive processes of the human
operator but merely provide redundant assistance to
those processes in allowing the operator to keep track
of plausible courses of future action.

5.5.2 Problem Solving, Diagnosis, and
Troubleshooting

The three cognitive activities of problem solving, diag-
nosis, and troubleshooting all have similar connotations,
although there are some distinctions between them. All
have in common the characteristic that there is a goal to
be obtained by the human operator; that actions, infor-
mation, or knowledge necessary to achieve that goal is
currently missing; and that some physical action or men-
tal operation must be taken to seek these entities (Mayer,
1983; Levine, 1988). To the extent that these actions are
not easy or not entirely self-evident, the processes are
more demanding.

Like planning, the actual cognitive processes under-
lying the diagnostic troubleshooting activities can
involve some mixture of two extreme approaches. On
the one hand, situations can sometimes be diagnosed
(or solutions to a problem reached) by a direct match
between the features of the problem observed and pat-
terns experienced previously and stored in long-term
memory. Such a pattern-matching technique, analogous
to the role of scripts in planning, can be carried out
rapidly, with little cognitive activity, and is often highly
accurate (Rasmussen, 1981). This is a pattern of behav-
ior often seen in the study of naturalistic decision mak-
ing (Zsambok and Klein, 1997; Kahneman and Klein,
2009; see Chapter 8).

At the other extreme, when solving complex and
novel problems that one has never experienced before, a
series of diagnostic tests must often be performed, their
outcomes considered, and based on these outcomes, new
tests or actions taken, until the existing state of the world
is identified (diagnosis) or the problem is solved. Such
an iterative procedure is typical in medical diagnosis
(Shalin and Bertram, in press). The updating of belief in
the state of the world, on the basis of the test outcomes,
may or may not approach prescriptions offered by
guidelines for optimal information integration, such as
Bayes’s theorem (Yates, 1990; see Chapter 8).

In between these two extremes are hybrid approaches
that depend to varying degrees on information already
stored in long-term memory on the basis of experience.
For example, the sequence of administering tests (and
the procedures for doing so) may be well learned in
long-term memory even if the outcome of such tests
is unpredictable and must be retained or aggregated
in working memory. Furthermore, the sequence and
procedures may be supported by (and therefore directly
perceived from) external checklists, relieving cognitive
demands still further. The tests themselves might be
physical tests, such as the blood tests carried out by
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medical personnel, or they may involve the same mental
simulation of what-if scenarios that was described in the
context of planning (Klein et al., 1993).

As with issues of planning, so also with diagnosis
and problem solving, there are three characteristics of
human cognition that affect the efficiency and accu-
racy of such processes. First, as these processes
become more involved with mental simulation and less
with more automatic pattern matching, their cognitive
resource demands grow and their vulnerability to inter-
ference from other competing tasks increases in a
corresponding fashion (see also Chapter 9). Second,
as we noted, past experience, reflected in the contents
of long-term memory, can often provide a benefit for
rapid and accurate diagnosis or problem solutions. But
at the same time, such experience can occasionally be
hazardous, by trapping the troubleshooter to consider
only the most available hypotheses: often those that
have been experienced recently or frequently and hence
are well represented in long-term memory (Tversky
and Kahneman, 1974; Schwarz and Vaughn, 2002). In
problem solving, this dependence on familiar solutions
in long-term memory has sometimes been described as
functional fixedness (Adamson, 1952; Levine, 1988).

Third, the diagnostic/troubleshooting process is often
thwarted by a phenomenon referred to alternatively by
such terms as confirmation bias and cognitive tunneling
(Levine, 1988; Nickerson, 1998; Woods et al., 1994,
Wickens and Hollands, 2000). These terms describe a
state in which the troubleshooter tentatively formulates
one hypothesis of the true state of affairs (or the best way
to solve a problem) and then continues excessively on
that track even when it is no longer warranted. This may
be done by actively seeking only evidence to confirm
that the hypothesis chosen is correct (the confirmation
bias) or simply by ignoring competing and plausible
hypotheses (cognitive tunneling).

Collectively, then, the joint cognitive processes of
planning and problem solving (or troubleshooting),
depending as they do on the interplay between work-
ing memory and long-term memory, reflect both the
strengths and the weaknesses of human information pro-
cessing. The output of each process is typically a deci-
sion: to undertake a particular course of action, to follow
a plan, to choose a treatment based on the diagnosis,
or to formulate a solution to the problem. The cog-
nitive processes involved in such decision making are
discussed extensively in Chapter 8, as are some of the
important biases and heuristics in diagnosis discussed
more briefly above.

5.5.3 Creativity

In general, creativity involves human problem solving
that is relatively free from the confirmation bias, cogni-
tive tunneling, and functional fixedness, each of which
restricts the number of problem solutions we consider.
For most theorists, creativity refers to the production
of effective novelty (Cropley, 1999; Mayer, 1999). This
is a process that involves thinking of a variety of pre-
viously untried solutions and judging their probable
effectiveness. Finke et al. (1992) argue that generating

141

novel cognitive structures involves retrieving, associat-
ing, synthesizing, and transforming information, while
evaluating novel structures involves inferring, hypothe-
sis testing, and context shifting, among other strategies.
It is clear from this analysis that the cognitive load
imposed by creative tasks can be immense and that
working memory, including the storage systems and the
central executive, will be taxed.

Novelty production may be particularly difficult to
maintain for long periods of time for at least two
reasons. First, the cognitive load imposed by creative
problem solving, as we have described above, is high
from the outset. Second, because novel stimuli often
increase arousal levels, it is likely that the production of
novelty will create a cycle of upward-spiraling arousal
in the problem solver. This, in turn, will cause some
degree of cognitive tunneling, making continued novelty
production and evaluation difficult (Cropley, 1999).
This may suggest that, unlike some other tasks, where
higher levels of arousal may be desirable to maintain
performance (e.g., long-duration search tasks for low-
probability targets), creativity may be fostered by low
initial levels of arousal.

The idea that novelty production may cause spiraling
levels of arousal also provides one explanation for
the often-discussed benefits of incubation for creative
problem solving. Smith (1995) describes incubation
in terms of the general finding that people are more
likely to solve a problem after taking a break rather
than working on a solution without interruption. In
controlled trials, incubation effects are not invariably
found (Nickerson, 1999); however, research continues to
focus on the conditions under which incubation works.
It is possible that a break from the act of novelty
generation may serve to reduce arousal levels to more
task-appropriate levels. Another explanation is that the
probability of a new problem representation being put
into action (e.g., the mental image or list of procedural
steps being manipulated to generate solutions) is greater
when a person disrupts his or her own processing. The
person may simply be more likely to have forgotten
components of a previous, ineffective representation
upon returning to the task.

The importance of the cognitive representation of
problems, and the different display formats that support
these representations, has been demonstrated for a
variety of problem-solving tasks (Davidson and
Sternberg, 1998). Flexible scientific, information, and
design visualization tools may prove to be particularly
valuable for creative problem solving, because changing
the orientation, color scheme, format, or level of focus
will change the salience of different aspects of the
problem. For example, when designers were asked
to generate a design for a new lamp, Damle (2010)
found that the use of design software that permitted
monochromatic viewing of the otherwise multicolored
designs helped the designers avoid fixating prematurely
on design details. Presumably, this relatively simple
change in the design software influenced designers’
self-evaluations of their evolving designs, shifting their
attention to global characteristics such as symmetry and
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balance. Developing software tools that reduce prob-
lems like functional fixedness, that instead encourage
the perception of different aspects of the problem, are
an important focus of current work on the design of
creativity support tools (Schneiderman, 2009).

5.6 Metacognition and Change Blindness
Blindness

We end our discussion of higher order cognitive pro-
cesses by discussing a type of knowledge that may have
a profound impact on the successful performance of any
task, but especially on tasks involving problem solving,
comprehension, and the maintenance of situation aware-
ness. The term metacognition was introduced by Flavell
(1979) to indicate a person’s knowledge about his or
her own cognitive processes and, further, the use of this
information to regulate performance (Reder, 1996). The
most active area of research on metacognition has been
in education, where researchers have looked at how stu-
dents’ beliefs about their own information-processing
capabilities influence learning strategies and ultimate
academic success (Veenman et al., 2006; Bjork, 1999).
However, the concept has important implications for the
practice of human factors and ergonomics as well.

When describing metacognition, most researchers
distinguish between metacognitive knowledge and meta-
cognitive control processes. In general, metacognitive
knowledge includes beliefs about one’s own processing
capacity, about potential strategies that enhance per-
formance (or minimize capacity limits), and about
when and why such strategies are appropriate (Schraw
and Moshman, 1995). For example, an expert operator
may come to the conclusion that it is more difficult to
notice critical signals when they occur in a particular
region of a visual display. Further, the operator may
believe that he or she can compensate by oversampling
that region but may also believe that oversampling
will come at the cost of much greater mental effort.
In contrast, Levine et al. (2000) have noted that most
people are unaware of their strong tendencies toward
change blindness, a metacognitive phenomenon referred
to as ‘“change blindness blindness.” Clearly, such
beliefs can influence the strategies an operator chooses.
And it is important to realize that these beliefs may
not be accurate and, further, that individuals, especially
experts, may sometimes be unaware of the assumptions
they are making (Chi et al., 1988).

Metacognitive control processes include planning,
monitoring, and evaluating one’s own performance
(Schraw and Moshman, 1995). We might associate many
of these processes with the functions of Baddeley’s
(2003) central executive in working memory. Planning
includes determining the appropriate allocation of atten-
tion and time to different parts of a task as well as
decisions about what aspects of performance to sacri-
fice if capacity limits create mandatory trade-offs (e.g.,
would a fast but inaccurate strategy be better than an
accurate but slow one?). Monitoring involves keeping
track of the quality of performance as a task progresses,
for example, our ability to know whether or not we
comprehend some written instructions well enough to
act on them; or for the learner, whether we have studied
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enough on one lesson to have mastered the material and
move on to the next. Finally, evaluation looks at the
products of task performance and the control processes
used to obtain them. This allows an assessment of how
effectively we deployed our limited cognitive resources
and may further elaborate our metacognitive knowledge
in long-term memory.

Metacognitive knowledge and control processes are
important for understanding human performance in a
variety of domains. One important application is to
determine how metacognitive knowledge may shape
users’ preferences for and use of specific interface and
product designs. Users’ choices may sometimes seem
less than optimal based on existing performance data or
predictions of formal performance models (Andre and
Wickens, 1995). Cases in point are users’ “intuitive”
judgments of product usability. Payne (1995; see also
Vu and Proctor, 2003), for example, explored users’
judgments about the compatibility of different arrange-
ments of multielement displays and controls. These
judgments were not accurate predictors of actual perfor-
mance using the different display—control arrangements,
and the naive judgments seemed to be based on the
average “goodness” of the individual matches between
each display and its associated control rather than on
the match between the configuration of displays and
controls. In short, the participants undervalued (or, per-
haps, did not understand) the importance of configural
properties on memory and performance.

Smallman and St. John (2005) propose that many
users and designers alike fall prey to naive realism, a
tendency to prefer more realistic-looking displays, even
when simpler formats would support better performance.
In general, these authors attribute users’ preferences
to faulty metacognitive knowledge. For example, most
individuals seem unaware of the inherent ambiguities
of size and depth found in more realistic-looking 3D
displays (see Section 4.4). They were also unaware of
the relatively small portion of complex displays that they
could process in a single glance, and they seemed not to
consider the visual search costs that could result from
increased display complexity.

Other examples of the impact of both metacogntive
knowledge and control processes are found in drivers’
overconfidence in their driving abilities in a variety
of situations. For example, nighttime driving, as well
as the use of devices such as cell phones, selectively
degrades focal (central) vision which is critical for
detecting hazards. Peripheral vision, which provides
sufficient information for lane keeping, is relatively
unimpaired by such factors. However, drivers may
not appreciate the distinctive functions of each visual
subsystem and may take satisfactory lane keeping as
evidence that they have suffered no impairment from
nighttime viewing conditions or in-vehicle distractions.
This leads to dangerous overconfidence in their ability
to detect and identify hazards, a task using a very
different visual system and resources (see Section 7.2).
In this case, metacognitive monitoring and performance
evaluation are impaired, in part because the drivers have
continuous feedback about lane keeping but only infre-
quent feedback about hazard detection. In addition, the
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driver’s knowledge about their own perceptual systems
may not lead them to suspect that one visual subsystem
can be spared while another is degraded. Similar sorts
of overconfidence may also be implicated when oper-
ators fail to use automation or decision support tools in
circumstance where their own performance is deficient
without these aids (e.g., McGuirl and Sarter, 2006).

When correctly diagnosed, metacognitive errors can
be addressed in a variety of ways. Training is one
approach, for example, providing information about the
types of displays that best support different types of
tasks (Milkman et al., 2009). Shen et al. (in press) found
that the failure of users to select the appropriate perspec-
tive views to use when performing different emergency
management tasks could be partially corrected with very
simple verbal guidance about the best use of 2D ver-
sus 3D displays. Alternatively, poor strategy choices (or
poor use of technology ) might be addressed by provid-
ing better performance feedback to help users recalibrate
their perceptions of their own skill levels, knowledge,
and capabilities and to allow them to learn which per-
formance strategies are most effective.

In this section we have discussed information-
processing tasks that are time consuming, require exten-
sive cognitive resources, and for which the “correct”
response is poorly defined and multiple responses are
possible, even desirable. We turn now to characteristics
of actions that are typically selected rapidly, sometimes
without much effort, and often without great uncertainty
about their outcome.

6 ACTION SELECTION
6.1 Information and Uncertainty

In earlier sections we discussed different stages at which
humans process information about the environment.
When we turn to the stage of action selection and
execution, a key concern addresses the speed with which
information is processed from perception to action. How
fast, for example, will the driver react to the unexpected
roadway hazard or pedestrian or how rapidly will the
help desk access computer information in response to
a client’s question. Borrowing from terminology in
communications, we describe information-processing
speed in terms of the bandwidth, the amount of
information processed per unit time. In this regard, a
unit of information is defined as a bit. One bit can be
thought of as specifying between one of two possible
alternatives, two bits as one of four alternatives, three
bits as one of eight, or, in general, the number of
bits (conveyed by an event) = log, N, where N is
the number of possible environmental events that could
occur in the relevant task confronting the operator. In
the following pages, after we describe a taxonomy of
human actions, we will see how information influences
the bandwidth of human processing.

The speed with which people perform a particular
action depends jointly on the uncertainty associated with
the outcome of that action and the skill of the operator
in the task at hand. Rasmussen (1986; Rasmussen
et al., 1995) has defined a behavior-level continuum
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that characterizes three levels of action selection and
execution that is characterized by both uncertainty and
skill. Knowledge-based behavior describes the action
selection of the unskilled operator or of the skilled
operator working in a highly complex environment
facing a good deal of uncertainty. In the first case, we
might consider a vehicle driver trying to figure out how
to navigate through an unfamiliar city; in the second
case, we consider the nuclear reactor operator trying to
diagnose an apparent system failure. This is the sort of
behavior discussed in Section 5.5.

Rule-based behavior typically characterizes actions
that are selected more rapidly based on certain well-
known rules. These rules map environmental character-
istics (and task goals) to actions, and their outcomes
are fairly predictable: “If the conditions exist, do X,
then y, then z.” The operator response in executing
rule-based behavior is fairly rapid but is still “thought
through” and may be carried out within the order of
a few seconds. Working memory is required. Finally,
skilled-based behavior is very rapid and nearly auto-
matic in the sense that little working memory is required,
performance of concurrent tasks is possible, and the
action may be initiated within less than a second of
the triggering event. Skill-based behavior, for example,
characterizes movement of the fingers to a key to type
a letter, the sequence of steering wheel turns used to
back out of a familiar driveway or compensate for a
wind gust, or the response of the pilot to an emergency
ground proximity warning that says “pull up, pull up.”

Human factors designers are quite interested in the
system variables that affect the speed and accuracy
of behavior of all three classes. Typically, those vari-
ables affecting knowledge-based behavior are discussed
within the realm of problem solving and decision mak-
ing (see Section 7 and Chapter 8). We discuss below the
variables that influence rule- and skill-based behavior
[see Wickens and Hollands (2000) for a more detailed
discussion].

6.2 Complexity of Choice

Response times for either rule- or skill-based behavior
become longer if there are more possible choices that
could be made and therefore more information trans-
mitted per choice (Hick, 1952; Hyman, 1953). The rule-
based decision to go left or right at a Y fork in the road
is simpler (i.e., 1 bit) and made more rapidly than at
an intersection where there are four alternative paths
(i.e., 2 bits). Menu selections take longer on a page
where there are more menu options, and each stroke
on a typewriter (26-letter options) takes longer to ini-
tiate than each depression of a Morse code key (two
options). Indeed, the time to select an option is roughly
proportional to the number of bits in the choice (Hick,
1952). As a guideline, designers should not give users
more choices of action than are essential, particularly
if time is critical. Long menus, with lots of rarely cho-
sen options, may not be desirable. The consequences of
offering many choices are not only longer response time
but also an increased possibility that the wrong option
will be chosen by mistake. More items typically lead to
greater similarity between items and hence an invitation
for confusion.
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Figure 12 Decision complexity advantage: (a) total time
required for three ‘“‘simple” (low-complexity) choices;
(b) time required for a single high-complexity choice.
The total amount of information transmitted is the same
in both cases.

The guidance for avoiding very complex choices
presented above does not necessarily mean that very
simple choices (e.g., 1 bit per choice) are necessarily
best. Indeed, generally an operator can transmit
more total information per unit time with a few
complex (information-rich) choices than several simple
(information-poor) choices. This conclusion, referred
to as the decision complexity advantage (Wickens and
Hollands, 2000), can be illustrated by two examples:
First, an option provided by a single computer menu with
eight alternatives (one complex decision) can be selected
faster than an option provided by three consecutive
selections from three two-item menus (three simple
decisions; see Figure 12). Second, voice input, in which
each possible word is a choice from a potentially
large vocabulary (high complexity), can transmit more
information per unit time than typing, with each letter
indicating 1 of only 26 letters (less complex); and
typing in turn can transmit more information per unit
time than can Morse code. The general conclusion of
the decision complexity advantage drawn from these
examples and from other studies (Wickens and Hollands,
2000) points to the advantage of incorporating keys or
output options that can select from a larger number
of possible options, such as special service “macro”
keys, keys that represent common words, or “chording”
keyboard devices (Baber, 1997) that allow a single
action selection (a chord depression using several fingers
simultaneously) to select from one of several options.

In conclusion, it may seem that two contradic-
tory messages were offered in the paragraphs above:
(1) Keep choices simply, but (2) use a small number
of complex choices. In resolving these two guidelines
in design, it is best to think that the first guideline
pertains to not providing a lot of rarely used options,
particularly in time-stressed situations and when errors
of choice can have high-risk consequences. The second
guideline pertains to how to structure a choice among
a large number of remaining and plausible options. A
single choice among a larger list is often better than
multiple sequential choices among smaller lists.

6.3 Probability and Expectancy

People respond more slowly (and are more likely to
respond erroneously) to signals and events that they do

HUMAN FACTORS FUNDAMENTALS

not expect. Generally, such events are unexpected (or
surprising) because they occur with a low probability
in a particular context. This is consistent with our
discussion of context effects on object identification in
Section 4.2. Low-probability events, such as events with
a greater number of alternatives, are also said to convey
more information. The information in bits, conveyed
by a single event that occurs with probability P, is
log,2(1/P). As we noted above, greater information
content requires more time for processing (Fitts and
Peterson, 1964). For example, system failures usually
occur rarely and as such are often responded to slowly
or inappropriately. A similar status may characterize a
driver’s response to the unexpected appearance of a
pedestrian on a freeway or to a traffic light that changes
sooner than expected. The maximum expected response
times to truly unexpected events provide important
guidance to traffic safety engineers in determining issues
related to speed limits and roadway characteristics
(Evans, 1991; Summala, 2000). Often more serious
than the slower response to the unexpected event is
the potential failure to detect that event altogether (see
Section 4.1). It is for this reason that designers ensure
that annunciators of rare events are made salient and
obtrusive or redundant (to the extent that the rare event
is also one that is important for the operator’s task; see
Section 3).

6.4 Practice

Practice has two benefits to action selection. First,
practice can move knowledge-based behavior into the
domain of rule-based behavior and sometimes move
rule-based actions into the domain of skill-based ones.
The novice pilot may need to think about what action
to take when a stall warning sounds, whereas the
expert will respond automatically and instinctively. In
this sense, practice increases both speed and accuracy.
Second, practice will provide the operator with a sense
of expectancy that is more closely calibrated with the
actual probabilities and frequencies of events in the real
world. Hence, frequent events will be responded to more
rapidly by the expert; but ironically, expertise may lead
to less speedy processing of the rare event than would
be the case for the novice, for which the rare event is
not perceived as unexpected.

6.5 Spatial Compatibility

The compatibility between a display and its associated
control has two components that influence the speed
and accuracy of the control response. One relates to the
location of the control relative to the display, the second
to how the display reflects (or commands) control
movement. In its most general form, the principle
of location compatibility dictates that the location of
a control should correspond to the location of a
display. There are several ways of describing this
correspondence. Most directly, this correspondence is
satisfied by the principle of colocation, which dictates
that each display should be located adjacent to its
appropriate control. But this is not always possible in
systems when the displays themselves may be closely
grouped (e.g., closely clustered on a display panel) or
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may not be reached easily by the operator because of
other constraints (e.g., common visibility needed by a
large group of operators on a group-viewed display or
positioning the control for a display cursor on a head-
mounted display).

When colocation cannot be maintained, the spatial
compatibility principle of congruence takes over, which
states that the spatial arrangement of a set of two or
more displays should be congruent with the arrangement
of their controls. One example of congruence is that
left controls should be associated with left displays and
right associated with right. In this regard, the distinction
between “left” and “right” in designing for compatibility
can be expressed either in relative terms (indicator A is
to the left of indicator B) or in absolute terms relative to
some prominent axis. This axis may be the body midline
(i.e., distinguishing left hand from right hand) or it may
be a prominent visual axis of symmetry in the system,
such as that bisecting the cockpit on a twin-seat airplane
design. When left—right congruence is violated such that
a left display is matched to a right response, the operator
may have a tendency to activate the incorrect control,
particularly in times of stress (Fitts and Posner, 1967).

Sometimes an array of controls is to be associated
with an array of displays (e.g., four-engine indicators).
Here, congruence can be maintained (or violated) in
several ways. Compatibility will best be maintained if
the control and display arrays are parallel. It will be
reduced if they are orthogonal (Figure 13; i.e., a vertical
display array with a horizontal left—right or fore—aft
control array). But even where there is orthogonality,
compatibility can be improved by adhering to two
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guidelines: (1) The left end of a horizontal array should
map to the near end of a fore—aft array (Figure 13b) and
(2) the particular display (control) at the end of one array
should map to the control (display) at the end of the
other array to which it is closest (Andre and Wickens,
1990). It should be noted in closing, however, that the
association of the top (or bottom) of a vertical array
with the right (or left) level of a horizontal array is not
a strong one. Therefore, ordered compatibility effects
with orthogonal arrays will not be strong if one of those
arrays is vertical (Chan and Hoffmann, 2010). Hence,
some augmenting cue should be used to make sure that
the association between the appropriate ends of the two
arrays is clearly articulated (e.g., a common color code
on both, or a painted line between them; Osborne and
Ellingstad, 1987).

The movement aspect of SR compatibility may be
defined as intention—response—stimulus (IRS) compat-
ibility. This characterizes a situation in which the
operator formulates an intention to do something (e.g.,
increase, activate, set, turn something on, adjust a
variable). Given that intention, the operator makes a
response or an adjustment. Given that response, some
stimulus is (or should be) displayed as feedback from
what has been done (Norman, 1988). There is a set of
rules for this kind of mapping between an intention to
respond, a response, and the display signal. The rules
are based on the idea that people generally have a
conception of how a quantity is ordered in space. As
we noted in Section 4, when we think about something
increasing, such as temperature, we think about a
movement of a display that is upward (or from left to

Y-X
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Figure 13 Different possible orthogonal display—control configurations
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Figure 14 Examples of population stereotypes in control-display relations. (From Wickens, 1984.)

right, or clockwise). Both control and display movement
should then be congruent in form and direction with
this ordering. These guidelines are shown in Figure 14.
Whenever one is dealing, for example, with a rotary
control, people have certain expectations (a mental
model) about how the movement of that control will
be associated with the corresponding movement of
a display. These expectancies may be defined as
stereotypes, and there are three important stereotypes.
The first stereotype is the clockwise increase stereo-
type: A clockwise rotation of a control or display signals
an increasing quantity (Figures 14c¢ and d). The prox-
imity of movement stereotype says that with any rotary
control the arc of the rotating element that is closest to
the moving display is assumed to move in the same
direction as that display. In panel (¢) of Figure 15,
rotating the control clockwise is assumed to move the
needle to the right, while rotating it counterclockwise is
assumed to move the needle to the left (Chan and Hoft-
mann, 2010). It is as if the human’s mental model is one
that assumes that there is a mechanical linkage between
the rotating object and the moving element, even though
that mechanical linkage may not really be there.
Designers may sometimes develop control display
relations that conform to one principle and violate
another. Panel (e) shows a moving vertical-scale dis-
play with a rotating indicator. If the operator wants to
increase the quantity, he or she rotates the dial clock-
wise. That will move the needle on the vertical scale up,
thus violating the proximity-of-movement stereotype.
The conflict may be resolved by putting the rotary con-
trol on the right side rather than the left side of a display.
We have now created a display—control relationship
that conforms to both the proximity-of-movement
stereotype and the clockwise-to-increase stereotype.

The third stereotype of movement compatibility
relates to global congruence. Just as with location com-
patibility, movement compatibility is preserved when
controls and displays move in a congruent fashion: lin-
ear controls parallel to linear displays [(f), but not (g)]
and rotary controls congruent with rotary displays [(b)
and (h)]. Note, however, that (/) violates proximity of
movement. When displays and controls move in orthog-
onal directions, as in (g ), the movement relation between

>90° d

<90°

(a) (b)

Figure 15 Solutions of location compatibility problems
by using cant. (@) The control panel slopes downward
slightly (an angle greater than 90°), so that control A is
clearly above B and B is above C, just as they are in the
display array. (b) The controls are slightly angled from left
to right across the panel, creating a left-right ordering
that is congruent with the display array. (From Wickens
and Hollands, 2000.)
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them is ambiguous. Such ambiguity, however, can often
be reduced by placing a modest “cant” on either the
control or display surface, so that some component of
the movement axes are parallel, as shown in Figure 15.

6.6 Modality

Skilled responses in most human—machine systems are
typically executed by either the hands or the voice. With
increasingly sophisticated automated voice recognition
systems, the latter option is becoming progressively
more feasible. Although the particulars of voice control
are addressed in more detail in Chapter 24, at least three
characteristics of voice control are relevant here in the
context of information processing:

1. Voice options allow more possible responses to
be given in a shorter period of time without
imposing added time-consuming finger move-
ment components (i.e., keys), although this
requires more sophisticated software in the voice
recognition algorithms. Providing more options,
enabling more complex decisions to be selected,
is a positive benefit because it exploits the
decision complexity advantage, as we saw in
Section 6.2.

2. Voice options represent more compatible ways
of transmitting symbolic or verbal information
than are possible with spatially guided manual
options (Wickens et al., 1984), including se-
quential keypresses. In contrast, voice responses
make relatively poor candidates for transmitting
continuous analog—spatial information, par-
ticularly in dynamic situations (e.g., tracking;
Wickens et al., 1985), since spoken vocabulary
is better equipped to generate categorical com-
mands (e.g., “left,” “right”) than continuously
modulated closed-loop commands (e.g., “a little
more to the left”).

3. Voice options are valuable in environments
when the eyes, and in particular the hands,
are otherwise engaged; but, conversely, voice
options can be problematic in environments in
which a large amount of other verbal activity is
required, either by the user or by other people
in the nearby workspace. The former causes
competition for processing resources within the
operator (see Section 7.2.3), while the latter
creates the possibility of confusion on the part
of the voice recognizer.

6.7 Response Discriminability

Whenever a set of manual responses are specified, any
increases in the similarity between them (decreases in
discriminability) will increase the likelihood of con-
fusion. Thus, movement of the control stick to either
one of two forward positions is a response choice that
has greater opportunity for confusion than movement
in either a forward or backward direction. Correspond-
ingly, two buttons that look alike are more confusable
(and hence error prone) than are two that are differ-
ently colored or shape coded. Although making con-
trols physically distinct from each other may sometimes

147

destroy a sense of aesthetics in design, such distinctions
will generally lead to improved human reliability (Nor-
man, 1988). Incidentally, increased similarity between
voice control options (Section 6.6) will also produce
the same increase in error likelihood, although here the
mediating agent is the voice recognition agent (whether
human or computer) rather than the human responder.
Thus, the vocabulary selected for use in an application
should be chosen with a mind to avoiding confusable-
sounding articulations, such as “to” and “through.”

6.8 Feedback

The quality of feedback provided by control manipula-
tion (or action expression) is often critical to the speed
of information transmission (Norman, 1988). Indeed,
sometimes the problems of poor response discriminabil-
ity discussed in Section 6.7 can be addressed and at
least partially remedied by providing clear, salient, and
immediate feedback as to which (of several confusable)
response alternatives has been chosen. This feedback
may be in the form of a visible light or an auditory
or tactile “click” as the control reaches its appropriate
destination.

It turns out, however, that salient feedback is not
always necessary or even desirable. In particular, expert
or highly skilled users rely far less on feedback than
do novices (e.g., the skilled typist, when transcribing,
rarely looks at the keyboard or the screen). Thus, if
the feedback is salient (and hence intrusive), it may
be distracting to the expert, even as it is valuable for
the novice. This will be particularly true whenever
the feedback is delayed, a quality that is especially
disruptive for relatively continuous tasks such as data
transcription or voice translation (Smith, 1962).

6.9 Continuous Control

Our discussion in Section 6.8 focused on the selection
of discrete actions, such as a keypress or lever move-
ment. Equally important are the continuous movements
of some controls to reach targets in space. These move-
ments may refer, for example, to the movement of the
hand to a point on a touch screen, the movement of
a cursor to an icon or word on a computer screen, or
the movement of a pointer to a set point on a meter.
Generically, then, we can speak of these skills involving
movement of a cursor to a target.

To an even greater extent than the discrete move-
ments discussed in Section 6.8, performance of these
continuous-movement skills depends greatly on visual
feedback, depicting the difference between the current
cursor location and the desired target. Performance on
control tasks in which a cursor is moved a certain dis-
tance into a target is well described by Fitts’s law (Fitts,
1966; Jagacinski and Flach, 2003):

Movement time = a + b log,(2D /W)

where a and b are constants, D is the distance to
the target, and W is the target width. This very robust
law can accurately predict the movement of all sorts
of devices, from microscopic pointers (Langolf et al.,
1976) to cursor movements by mice (Card, 1981) to
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foot movement around a set of pedals (Drury, 1975)
to the manipulation of endoscopic surgical instruments
(Zheng et al., 2003). The basis of Fitts’s law lies in
the processing of visual feedback such that movement
toward a target is maintained at a rate that is inversely
proportional to the momentary distance of the target
from the cursor (or other controlled object).

Just as Fitts’s law nicely describes continuous move-
ment toward a static target, it can also characterize
movement of a cursor toward a continuously moving
target, a process typically described as tracking (Wick-
ens, 1986; Jagacinski and Flach, 2003). When operators
engage in continuous tracking, however, whether keep-
ing a car in the center of the highway, flying an airplane
down a glide path, or moving one’s viewpoint through
a virtual environment via some control device, inter-
est is more focused on minimizing the deviation from
the target than on the time required to reach the target.
Also, concern is less with the amplitude of the required
movement than it is with other variables, such as the fre-
quency with which corrections must be made (the input
signal bandwidth), the complexity and lag of the system
dynamics mediating between hand movement and cursor
or output movement, and the manner in which feedback
is displayed. These issues extend well beyond the scope
of the current chapter and are covered in more depth
in Chapter 5. We also note that compatibility effects in
continuous control are also addressed in Section 4.5.

6.10 Errors

The previous discussion has focused primarily on the
time required to process and respond to various items
of information. Yet in many systems the occurrence of
errors is more critical than the occurrence of delays in
processing. That is, the loss of information, rather than
its transmission delay, is the factor of greatest concern.
Although errors are treated extensively in Chapter 27,
we wish here to highlight the manner in which different
classes of errors can be categorized in the context of the
flow of information as depicted in Figure 1a (Norman,
1981; Reason, 1990, 1997, 2008).

First, mistakes represent errors of the earlier stages
of information processing, in which incorrect action is
carried out as a result of a failure to understand the
nature of a situation (i.e., a failure of stage 2 or stage 3
situation awareness, as discussed in Section 5.2). This
may result from a breakdown in perception or working
memory or from insufficient knowledge to interpret the
available cues (i.e., knowledge-based errors). Second,
while a situation may be diagnosed and understood
correctly, rule-based errors may result from a failure
to apply the correct rules appropriately for selection
of a response (Reason, 1990). Third, errors may result
from slips of action, when the correct response is
intended but an incorrect action is actually released
(i.e., an unintended response “slips” out of the hands
or mouth) (Norman, 1981). Slips of this sort are typi-
cally the result of poor human factors design, such
as incompatible control—display relationships (see
Section 6.5), confusable displays (Section 1) or controls
(Section 6.7), coupled with an operator who is well
skilled and performing a task in a highly automated
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mode, thereby not carefully monitoring his or her own
action selections.

A particular version of the slip is called the mode
error, often observed in multimodal systems, where the
operator forgets that the system is in one mode, thinking
it is in another one, and executes a series of actions
which have a very different effect on the system than
intended. A trivial case is when a typist, without using
visual feedback, is unaware that the keyboard is in the
caps mode. In safety-critical systems, however, mode
errors can have major consequences, as, for example,
when a speed control can be set to a digital value
which controls kilometers per hour or meters per second,
depending on the mode setting. Clearly, such multimode
systems must be accompanied by salient feedback of the
existing mode.

Errors can also be attributed directly to a breakdown
of memory. As noted in Section 2, working memory
breakdowns may lead to forgetting or confusion of
material, whereas errors of prospective memory may
lead operators to forget to perform some action that
was previously intended (Loukopopolous et al., 2009).
Often described as errors of omission, these are typified
by leaving the last copied paper on the glass of
a photocopier or failing to tighten the bolts after
completing a maintenance task (Reason, 1997).

It is usually the case that the conditions that are asso-
ciated with slower processing are those that also pro-
duce more errors, and hence design remediation based
on measures of processing speed will be productive in
improving overall system accuracy. However, in certain
circumstances, a strategic adjustment in how an opera-
tor performs a task will lead to an inverse relationship
between speed and accuracy: the speed—accuracy trade-
off . In this case, a “set” to respond rapidly will lead to
more rather than fewer errors (Drury, 1994). An example
here would be that of the effects of time stress in emer-
gencies, which may lead to hasty but error-prone actions
in the processing of information.

7 MULTIPLE-TASK PERFORMANCE

Many task environments require operators to process
information from more than one source and to per-
form more than one task at a time (Damos, 1991;
Loukopopolous et al., 2009; Wickens and McCarley,
2008; Salvucci and Taatgen, 2011; Regan et al., 2009).
Such environments are as diverse as that confronting the
secretary conversing with the supervisor while typing,
the maintenance technician who performs and observes
diagnostic tests while keeping active hypotheses about
possible faults rehearsed in working memory, the vehi-
cle driver placing a cell phone call while searching for
a road sign and steering (Regan et al., 2009; Collet
et al., 2010), or the basketball point guard dribbling,
while scanning the defense, and looking for the cutting
forward.

In such multiple-task environments requiring divided
attention, we may distinguish between three qualita-
tively different modes of multiple-task behavior: perfect
parallel processing, in which two (or more) tasks are
performed concurrently as well as either is performed
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alone; degraded concurrent processing, in which both
tasks are performed concurrently but one or both suffers
relative to its single task level; and strict serial process-
ing, during which only one task is performed at a time.
Each of these modes is observed under different cir-
cumstances and has somewhat different implications for
design.

7.1 Serial Processing and Interruption
Management

The concerns of serial processing result when perfor-
mance of one task or the other is delayed undesir-
ably because of sequential constraints. Such a delay
might characterize the behavior of a pilot who fails to
check the aircraft altimeter sufficiently often because
he is engaged in other visual tasks, leading to dan-
gerous “altitude busts” (Raby and Wickens, 1994; Dis-
mukes, 2001). Typically, the interests of human factors
in sequential task performance are in modeling the deci-
sion process whereby the operator chooses to perform
one task (and, by necessity, neglects another) at any
given moment in time. This choice process is often
modeled by queuing theory (Kleinman and Pattipati,
1991; Meyer and Kieras, 1997; Liu et al., 2006) or vari-
ants thereof (Moray, 1986; Wickens et al., 2003), which
specify when a task should be sampled (performed) as a
function of that task’s importance (cost of not perform-
ing it) and the frequency with which it should be carried
out. When evaluated against these optimal benchmarks,
human performance appears to be reasonably optimal
subject to the constraints of working memory.

However, reasonably optimal is not the same thing
as perfectly optimal, and others have focused interest
on the occasional breakdowns in optimality that do
occur. Thus, a different approach to human multiple-task
performance is to focus on the accidents and incidents
that have apparently resulted from failures of effective
task management (Raby and Wickens, 1994; Chou et al.,
1996; Loukopopolous et al., 2009; Schutte and Trujillo,
1996; Orasanu and Fischer, 1997; Wickens, 2003b); that
is, what causes people to neglect a task.

Here the answers based on empirical research are not
entirely clear, although two prominent factors do appear
to emerge. First, visible, and in particular audible,
reminders to do a task increase the likelihood that that
task will be done, compared to circumstances in which
task initiation must be based on prospective memory
alone (Norman, 1988; Dismukes and Nowinski, 2007).
The vulnerability of such memory highlights the value
of checklists as visual reminders for people to carry
out certain actions at certain times (Degani and Wiener,
1993; Herrmann et al., 1999; Wickens, 2003b). Second,
heavy involvement (high workload) with one task may
lead an operator to neglect a second task and perhaps
fail to return to an activity at a time when that return
should be critical. Such high workload can amplify
the negative effects of change blindness discussed in
Section 3.1, given that such environmental changes
often announce a task to which attention should be
redirected. This deficiency may be addressed through
task or workload management training programs
(Loukopopolous et al., 2009).
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Of course, task switching is a two-way street. The
desirable properties of having the waiting task call atten-
tion to itself may also have the undesirable properties
of interrupting an ongoing task, to the detriment of the
latter (McFarlane and Latorella, 2002). Recently, study
has focused on the concept of interruption management.
This domain of interruption management embodies the
research on situations which represent an operator per-
forming an ongoing task (OT), being interrupted by
an interrupting task (IT) and then returning to the OT
(Trafton and Monk, 2007; Iani and Wickens, 2007;
Latorella, 1996). This sequence (OT—IT-OT) can be
thought of as a “unit of interruption.” If the cycle is
repeated many times, it represents the more general
paradigm of task switching (Monsell, 2003), or task
interleaving (Wickens and McCarley, 2008). Because
interruptions and task switching seem to be an inevitable
part of the modern workplace (Gonzales and Mark,
2004; Wolf et al., 2006), we ask if there are any gen-
eral rules, tendencies, or factors that make interruption
management more or less fluid.

One approach to the study of IM has focused on the
first attention switch, from the OT — IT, and the extent
to which preemption of the OT by the IT is optimal
or not. IT modality certainly makes a difference here,
as auditory and tactile alerts are more preferred than
visual, but the two nonvisual modalities can sometimes
be sufficiently intrusive that they can lead to abandoning
the OT at nonoptimal times; auditory interruptions, like
a phone call, are often hard to ignore. A promising
approach is one in which the IT event can signal its own
degree of importance, so that the performer can establish
whether a switch need be immediate (Ho et al., 2004)
before the OT is abandoned.

A second approach, related to cognitive tunneling,
has been to focus on properties of an OT that will
prevent the switch when in fact it should have occurred.
This is the study of “engagement.” For example,
studies of cell phone use in cars suggest that the more
“engaging” is the conversational task, the less likely is
the driver (or simulated driver) to switch attention from
the task to address an unexpected event in the driving
task (Horrey and Wickens, 2006; Collet et al., 2010).
Failure or fault management in complex systems (the
OT) has also been associated with such tunneling, where
attention is not switched to deal with other high-priority
events that may occur as the operator is trying to deal
with the fault (Dismukes and Nowinski, 2007). Aviation
data also suggest that compelling immersive 3D displays
can lead to this sort of attentional tunneling in the OT,
causing a failure to switch to unexpected IT events
(Wickens and Alexander, 2009; Wickens et al., 2009a).

A third approach to interruption management is to
examine the resumption of the OT after an interruption.
Much of this work is based on a theory of “memory for
goals” or “goal activation” (Trafton and Monk, 2007),
in which the critical determinant of resumption is how
well the goals of the OT are mentally preserved during
the IT period. For example, actions taken prior to IT
switching (i.e., active “placekeeping” or “bookmarking,”
or rehearsal) can serve to maintain the goal in a more
active state at the time of the second (IT — OT)
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switch and hence increase the fluency of restarting the
OT (McDaniel and Einstein, 2007). The state of the
OT at the time of the interruption can also be briefly
rehearsed (Trafton et al, 2003). In a corresponding
fashion, strategically postponing switch 1 until a subgoal
in the OT has been completed (“let me just finish this
paragraph”) will better enable starting the OT where it
was left off, rather than having to “start from scratch.”
A closely related factor is the modality of the OT.
When this involves processing speech, because speech
is transient and vulnerable and must be rehearsed, there
is more of a tendency to delay the abandonment of the
OT when it is in the vocal, rather than the text modality,
because in the former case an instant switch may lead
to forgetting what was just said and require a request
for a repeat upon return to the OT; in the latter, with
print, one can simply go back and read the still-present
text (Latorella, 1996).

Designers of human—computer interfaces are consid-
erintg ways in which intelligent automation can post-
pone interruptions of a user’s ongoing task until the
inference is made that a subgoal has been completed
(Bailey and Konstan, 2006).

We also note that similar strategic factors in interrup-
tion management influence switching in dynamic control
tasks; people do (or at least should) schedule switches
when the system is in a more stable state. For example,
in driving, it is more optimal to look downward to a
secondary task, when the car is centered in the lane
and heading straight, than when the car may be veer-
ing toward one side or the other. Switching in stable
states during dynamic control is analogous to switching
cognitive states after subgoal completion.

In closing, it should be noted that some concurrent
task performance may be invoked during interruption
management to the extent that the operator may be
attempting to rehearse the goals or status of the OT
while addressing the IT. We now turn to this issue of
concurrent task performance.

7.2 Concurrent Processing

In contrast to sequential processing, an understanding
of concurrent processing, whether in degraded mode or
perfect parallel mode, depends on somewhat different
mechanisms. These mechanisms are as closely related
to the structure of the information-processing sequences
within the tasks themselves as they are to the operator’s
knowledge of task importance and priority (although
there are interactions between these two influences;
Gopher, 1992). Here human factors interest is in the
task features that can enable any sort of concurrent
processing to emerge from serial processing and that can
enable that concurrent processing to be perfect rather
than degraded. Four characteristics appear to influence
this degree of success: task similarity, task demand, and
task structure and resource allocation (Wickens, 2002,
2007; Wickens and Hollands, 2000), although how these
influences are exerted is somewhat complex.

7.2.1 Task Similarity

A high degree of similarity between two tasks may
induce confusion, just as similarity between perceptual
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signals will cause confusion (Section 3.3), high sim-
ilarity between items held in working memory will
increase the degree of interference between them
(Section 5.1), or high similarity between two response
devices will increase the possibility of confusion of
actions (Section 6.7). In the context of interruption man-
agement, high similarity between the OT and the IT will
degrade performance, because the remembered status of
the OT will get confused with material from the IT (Dis-
mukes and Nowinski, 2007; Cellier and Eyrolle, 1992).

In contrast to similarity of material, making the rules
governing two tasks more similar may allow the tasks to
be better integrated, fostering more effective concurrent
processing. This may involve using similar control
dynamics on two axes of a tracking task (Chernikoff
and LeMay, 1963; Fracker and Wickens, 1989) or
using similar rules to map stimuli (events) to responses
(actions) (Duncan, 1979). Rule similarity also facilitates
the ability of an operator to switch attention between two
tasks in sequential fashion when in the serial mode of
processing. That is, it is easier to keep doing alternative
versions of the same task than it is to switch between
different tasks, as if there is some “overhead” penalty
for switching rules (Rogers and Monsell, 1995).

7.2.2 Task Demand

Easier tasks are more likely to be performed concur-
rently (and perfectly) than are more difficult or demand-
ing tasks, an intuitive effect well documented in the
study of cell phone interference with driving (Collet
et al.,, 2010). We argue that easier tasks are gener-
ally more automated and consume less mental effort or
resources than do more difficult ones (see Chapter 9).
Such automaticity can often be achieved by extensive
practice on what are called consistently mapped tasks
(Fisk et al., 1987). These are tasks in which in each
encounter by the learner, certain properties of the rela-
tion between the displayed elements, cognitive opera-
tions, and responses remain constant. These mimic many
properties of skill- and rule-based tasks, as described in
Section 6.5. Such consistent mapping will lead to not
only more rapid performance but also performance that
is relatively attention free and hence will allow other
tasks to be time shared successfully.

7.2.3 Task Structure

Certain structural differences between two time-shared
tasks increase the efficiency of their concurrent process-
ing, as if the two tasks demand entirely (or partially)
separated resources within the human processing sys-
tem, such that it is easier to distribute tasks across
multiple resources than to focus them within a single
resource (Wickens, 1991, 2002; Wickens et al., 2003).
These resources appear to be defined by processing code
(verbal or linguistic versus spatial), processing stage
(perceptual —cognitive operations versus response oper-
ations), perceptual modality (auditory versus visual),
and visual subsystems (focal vision, required for object
recognition, versus ambient vision, required for orienta-
tion and locomotion; Previc, 1998).

To briefly illustrate these dichotomies of resources,
it is because of the separate spatial and verbal code
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resources that spatially guided manual responses may
be more effective than vocal responses when operators
must also rehearse verbal material, but vocal responses
will be more effective than spatially guided manual ones
when the operator must concurrently perform another
spatial task, such as tracking (e.g., the disruption of
driving caused by cell phone dialing, Collet et al., 2010).
As another example of code interference, we saw in
Section 5.4 that the spatial cognitive processes involved
in navigation and vehicle control are better time shared
with the verbal input of a memorized verbal route list
than the spatial input of a memorized map. It is because
of the separate stage-defined resources that we are often
able effectively to time share responding operations
(e.g., talking) with perceptual ones (e.g., scanning). It
is because of the separate perceptual resources that
designers have chosen to offload the heavy visual
processing load of pilots and vehicle drivers with some
information presented on auditory channels (Wickens
et al., 2003). Finally, it is because of the separate visual
channels that we can effectively keep a car centered in
the lane (using ambient vision) while searching for and
reading road signs (a task requiring focal vision).

7.2.4 Resource Allocation

Multiple resource demand (the converse of automaticity)
and resource type can predict the total amount of
interference between two tasks (Wickens, 2005), but the
two constructs together say nothing about the extent to
which one task or the other suffers the greater decrement
or bears the brunt of that interference. This relative
decrement is predicted by task priority or the resource
allocation policy between the two, the third element of
multiple resource model (Wickens, 2007). Such policy
will be at least partially influenced by task importance,
but other factors may come into play here, such as the
difficulty of the task (greater emphasis is given to the
harder task) or the task’s intrinsic interest or engagement
value, the latter describing the occasional interference
of cell phone conversation with safe driving, despite the
driving tasks’ generally greater importance.

8 CONCLUSIONS

In conclusion, the systems with which people must
interact vary vastly in their complexity, from the
simple graph or tool to things like nuclear reactors
or the physiology of a patient under anesthesia. As
a consequence, they vary drastically in terms of the
type and degree of demands imposed on the varying
information-processing components we have discussed
in this chapter. In some cases, systems will impose
demands on components that are quite vulnerable:
working memory, predictive capabilities, and divided
attention, for example. At other times they may impose
on human capabilities that are a source of great strength,
particularly if these sources rely on the vast store of
information that we retain in long-term memory, infor-
mation that assists us in pattern recognition, top-down
processing, chunking, and developing plans and scripts
on the basis of past experience are examples. The
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importance of practice and training in the development
of this knowledge base cannot be overestimated.

In addition to facilitating the performance of experts
in many ways, long-term memory has a second impli-
cation for the practice of human factors. This is that
predictions of human performance in many systems
can be based only partially on an understanding of the
generic information-processing components described
in this chapter. An equal and sometimes greater part-
ner in this prediction is extensive domain knowledge
regarding the particular system with which the human
is interacting. As several of the chapters in this hand-
book address, the best prediction of human performance
must be based on the intricate interaction between the
information-processing components discussed here, the
domain knowledge employed by the human operator,
and the physical environment within and tools with
which the operator works. The reader will find all of
these issues covered from multiple perspectives in sub-
sequent chapters of the handbook.
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1 INTRODUCTION

Internet and ubiquitous mobile access to 