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Foreword

Handbook of Industrial and Systems Engineering

While any handbook on a major topic such as Industrial Engineering and Systems will have inclusions
and omissions, this handbook covers virtually all areas of industrial engineering as viewed from a system
perspective. More than 40 authors have contributed state-of-the-art coverage of the most important
modern industrial and systems engineering topics. Most of the authors are rising stars in our field, and
are at the cutting edge of both theory and practice. This handbook will be invaluable, whether as a refer-
ence guide, a classroom text, or as support for the professional.

The premise of this new handbook is to incorporate more of the systems engineering aspects of indus-
trial engineering than the two existing handbooks in our field. The material is presented by the newer
authors of our field who have fresh (and possibly revolutionary) ideas. The objective of this handbook is
to provide students, researchers, and practitioners with a comprehensive yet concise and easy-to-use
guide to a wide range of industrial and systems tools and techniques.

The editor set himself the following goals:

To provide a one-stop reference for industrial and systems engineering
To use a comprehensive yet concise format

To include an up-to-date treatment of topics

To introduce new technologies for industrial and systems engineering

To use the systems integration approach

To provide coverage of information engineering

To offer a diversity of contributions from industry as well as academia

PNV R

To provide up-to-date material for teaching, research and practice.

These have, in my opinion, been successfully met.

The editor, Dr. Adedeji B. Badiru, is a well-recognized and respected authority and leader in the fields
of industrial and systems engineering, with numerous academic and professional publications to his
credit. I know and respect Dr. Badiru, and I am proud to have been his dissertation advisor at the
University of Central Florida.

Gary E. Whitehouse

Provost Emeritus

Distinguished University Professor
University of Central Florida
Orlando, FL



Preface

The Handbook of Industrial and Systems Engineering is the latest addition in the collation of the body of
knowledge of industrial and systems engineering. The premise of the handbook is the incorporation of
more of the systems engineering aspects, and expansion of the breadth of contributing authors beyond
the traditional handbooks on industrial engineering.

There is a growing need for a handbook on the expanding field of industrial and systems engineering.
The objective of this book is to fulfill this need and to provide students, researchers, and practitioners
with comprehensive and easy access to a wide range of industrial and systems engineering tools and tech-
niques in a concise format. The handbook:

Is a one-stop reference for industrial and systems engineering

Is comprehensive, yet concise

Provides an up-to-date treatment of topics

Is an introduction of new technologies for industrial and systems engineering
Has a systems integration approach

Provides coverage of information engineering

Has a diversity of contributions

Has up-to-date information for teaching, research, and practice

PN

This handbook is expected to fill the gap that exists between the traditional and modern practice of
industrial and systems engineering. The overall organization of the book is integrative with respect to
quantitative models, qualitative principles, and computer techniques. Where applicable, the book incor-
porates a project approach in end-of-chapter exercises, rather than typical textbook problems. This is to
provide open-ended problem exercises for readers, since most systems issues are open-ended challenges
that are best handled from an integrated project perspective.

Part I of the book covers a general introduction with specific reference to the origin of industrial engi-
neering and the ties to the Industrial Revolution. Part II covers the fundamentals of industrial engineer-
ing. Part III covers the fundamentals of systems engineering. Part [V contains chapters on manufacturing
and production systems. Part V presents chapters on new technologies. Part VI contains general applica-
tions in industrial and systems engineering. Readers will find useful general information in the Appendix,
which contains systems conversion factors and formulae.

Adedeji Bodunde Badiru
Knoxville, Tennessee
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1.1 Human Factors in Industrial and Systems Engineering

Human Factors is a science that investigates human behavioral, cognitive, and physical abilities and lim-
itations in order to understand how individuals and teams will interact with products and systems.
Human Factors engineering is the discipline that takes this knowledge and uses it to specify, design, and
test systems to optimize safety, productivity, effectiveness, and satisfaction.

Human Factors is important to industrial and systems engineering because of the prevalence of
humans within industrial systems. It is humans who, for the most part, are called on to design, manufac-
ture, operate, monitor, maintain, and repair industrial systems. In each of these cases, Human Factors
should be used to ensure that the design will meet system requirements in performance, productivity,
quality, reliability, and safety. This chapter presents an overview of Human Factors, how it should be inte-
grated into the systems engineering process, and some examples from a variety of industries.

The importance of including Human Factors in systems design cannot be overemphasized. There are
countless examples that illustrate its importance for system performance. Mackenzie (1994) found that in
a survey of 1100 computer-related fatalities between 1979 and 1992, 92% could be attributed to failures in
the interaction between a human and a computer. The extent of the 1979 accident at the Three Mile Island
nuclear power plant was largely due to Human Factors challenges (Bailey, 1996), almost resulting in a dis-
astrous nuclear catastrophe. The infamous butterfly ballot problem in Florida in the 2000 U.S. presidential
election is a clear example of an inadequate system interface yielding remarkably poor performance
(Resnick, 2001). Web sites such as www.baddesigns.com and www.thisisbroken.com provide extensive list-
ings of designs from everyday life that suffer from poor consideration of Human Factors. Neophytes often
refer to Human Factors as common sense. However, the prevalence of poor design suggests that Human
Factors sense is not as common as one might think. The consequences of poor Human Factors design can
be inadequate system performance, reduced product sales, significant product damage, and human injury.
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This chapter provides an overview of Human Factors and is intended to support the effective design of
systems in a variety of work domains, including manufacturing, process control, transportation, medical
care, and others. Section 1.2 presents some of the principal components of Human Factors analysis that
must be addressed in any systems design, as well as the benefits of effectively integrated Human Factors.
Section 1.3 describes a conceptual model of human information processing and outlines how each aspect
affects performance. An example is provided for each one that illustrates the design challenges for Human
Factors and how these challenges can be overcome. Section 1.4 describes two important consequences of
design: the ability of humans to learn from their experience, and the likelihood of errors during system use.

1.2 Elements of Human Factors

In order to facilitate the design of effective systems, Human Factors must adopt a holistic perspective on
human-system interaction. Systems engineers need to understand how people think, how these thoughts
lead them to act, the results of these actions, and the reliability of the results of these actions. Thus, the fol-
lowing four elements should be considered: cognition, behavior, performance, and reliability.

1.2.1 Cognition

A considerable body of Human Factors research has been dedicated to human cognition. It is critical for
systems engineers to understand and predict how users will perceive the information that they receive
during system use, how this information will be processed, and the nature of the resulting behavior and
decisions of users. Situation awareness (SA) (Endsley, 2000a) refers to the extent to which a user has per-
ceived and integrated the important information in the world and can project that information into the
future to make predictions about system performance.

Consider the case of an air-traffic controller who needs to monitor and communicate simultaneously
with several aircraft to ensure that they all land safely. This job requires the controller to develop a com-
posite mental model of the location and direction of each aircraft so that when new information appears,
he or she can quickly decide on an appropriate response. The design of the system interface must antici-
pate this model so that information can be presented in a way that allows the controller to perceive it
quickly and effectively integrate it into the mental model.

1.2.2 Behavior

The actions taken by the human components of a system are often more difficult to predict than the
mechanical or electrical components. Unlike machines, people behave on the basis of experiences and
beliefs that transcend the system, including factors such as corporate culture, personal goals, and past
experience. It is critical for systems engineers to investigate the effects of these sources on behavior to
ensure that the system will be successful.

For example, the Columbia Accident Investigation Board (CAIB) concluded that the accident causing
the destruction of the space shuttle Columbia in 2003 was as much caused by NASA’s organizational cul-
ture as it was by the foam that struck the orbiter. The CAIB report stated that systems were approved
despite deviations in performance because of a past history of success (CAIB, 2003). At the consumer
level, various factors may also be important. For instance, Internet retailers are interested in the factors
that determine whether a consumer will purchase a product on the company’s website. In addition to
design factors such as the site’s menu design and information architecture, the user’s past history at other
web sites can also affect his or her behavior on this site (Nielsen, 1999).

1.2.3 Performance

Most systems depend not only on whether an action is completed, but also on the speed and accuracy
with which the action is completed. Many factors affect user performance, such as the number of infor-
mation sources that must be considered, the complexity of the response required, the user’s motivation
for performing well, and others (Sanders and McCormick, 1993).
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Call-center operations are a clear example of the need to include Human Factors in design to achieve
optimal performance (Kemp, 2001). Call-center software must complement the way that operators think
about the task, or performance may be significantly delayed. The cost structure of call centers relies on
most customer service calls being completed within seconds. Early versions of some customer relation-
ship management (CRM) software required operators to drill down through ten screens to add a cus-
tomer record. This design slowed the task considerably. However, labels that lead to strong path
recognition can have as great an effect as path length on performance (Katz and Byrne, 2003). Trade-offs
between path recognition strength and path length must be resolved in the information architecture of
the system. It is critical for systems that rely on speed and accuracy of performance to thoroughly inte-
grate Human Factors into their designs.

1.2.4 Reliability

Human Factors is also important in the prediction of system reliability. Human error is often cited as
the cause of system failures (Federal Aviation Administration, 1990; MacKenzie, 1994). However, the
root cause is often traceable to an incompatibility between the system interface and human information
processing. An understanding of human failure modes, the root causes of human error, and the per-
formance and contextual factors that affect error probability and severity can lead to more reliable sys-
tems design.

Much of the research in human error has been in the domain of aerospace systems (Eurocontrol, 2002)
and control center operations (Swain and Guttmann, 1983). Eurocontrol (2002) describes models that
predict human errors in behavior, cognition, communication, perception, and others. Integrating human
reliability models into the systems engineering process is essential.

1.2.5 The Benefits of Human Factors

There are many benefits that result from considering each of these four elements of Human Factors in
systems design. The primary benefit is that the resulting system will be more effective. By accommodat-
ing the information-processing needs of the users, the system will better match the system requirements
and will thus be more productive. Systems that incorporate Human Factors are also more reliable. Since
human error is often the proximate cause of system failure, reducing the likelihood of human error will
increase the reliability of the system as a whole.

Consideration of Human Factors also leads to cost reductions in system design, development, and pro-
duction. When Human Factors are considered early in the design process, flaws are avoided and early ver-
sions are closer to the final system design. Rework is avoided, and extraneous features can be eliminated
before resources are expended on developing them.

Human Factors also lead to reduced testing and quality assurance requirements. Problems are caught
earlier and it becomes easier to prioritize what system components to modify. Systems that exhibit good
Human Factors design reduce sales time and costs because they are easier to demonstrate, train, and set
up in the field.

Finally, consideration of Human Factors leads to reduced costs for service and support. When systems
are easy to use, there are fewer service calls and less need for ongoing training. The occurrence of fewer
errors leads to reduced maintenance costs, fewer safety violations, and less frequent need for mishap/
injury investigation.

1.3 A Human Factors Conceptual Model

Behavior and performance emerge from the way that humans process information. Human informa-
tion processing is generally conceptualized using a series of processing stages (see Figure 1.1). It is
important to keep in mind that these stages are not completely separate; they can work in parallel,
and they are linked bi-directionally. A detailed discussion of the neurophysiology of the brain is
beyond the scope of this chapter. But there is one underlying trait that is often overlooked. The
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FIGURE 1.1 A conceptual model of human information processing.

human information-processing system (the brain) is noisy, a fact that can lead to errors even when a
particular fact or behavior is well known. On the positive side, this noise also enables greater creativ-
ity and problem-solving ability.

1.3.1 Long-Term Memory

“Long-term memory” refers to the composite of information that is stored in an individual’s informa-
tion-processing system, the brain. It is composed of a vast network of interconnected nodes, a network
that is largely hierarchical but that has many cross-unit connections as well. For example, a dog is an ani-
mal, but also lives (usually) in a house.

The basic unit of memory has been given many names, but for the purposes of this chapter will be
called the cell assembly (Hebb, 1955). A cell assembly is a combination of basic attributes (lines, colors,
sounds, etc.) that become associated because of a history of being activated simultaneously. Cell assem-
blies are combined into composites called schema. The size and complexity of the schema depend on the
experience of the individual. The schema of an elephant will be very simple for a 4-year-old child who
sees one for the first time in a storybook. On the other hand, a zoologist may have a complex schema
composed of physical, behavioral, historical, ecological, and perhaps other elements. The child’s elephant
schema may be connected only to the other characters of the story. The zoologist will have connections
between the elephant and many schemas throughout his or her long-term memory network.

Another important characteristic of memory is the strength of the connections between the units.
Memory strength is developed through repetition, salience, or elaboration. Each time a memory is expe-
rienced, the ease with which that memory can be recalled in the future increases (Hebb, 1976). Thus, rote
memorization increases memory strength by increasing the number of times the memory was activated.
Similarly, experiences that have strong sensory or emotional elements have a disproportionate gain in
memory strength. A workplace error that has significant consequences will be remembered much better
than one that has none. Elaboration involves relating the new information to existing schema and incor-
porating it in an organized way. Memory strength has a substantial impact on cognition. Well-learned
schema can be recalled faster and with less effort because less energy is required to activate the stronger
connections.
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1.3.1.1 Types of Long-Term Memory

Long-term memory can be partitioned into categories such as episodic, semantic, and procedural com-
ponents (Tulving, 1989). Episodic memory refers to traces that remain from the individual’s personal
experiences. Events from the past are stored as sub-sensory cell assemblies that are connected to maintain
important features of the event but generalize less important features. Thus, an athlete’s episodic mem-
ory of the championship game may include very specific and detailed visual traces of significant actions
during the game. But less important actions may really be represented using statistical aggregates of sim-
ilar actions that occurred over the athlete’s total experience of games. These aggregates would be recon-
structed during recall to provide the recall experience.

Semantic memory is composed of conceptual information, including knowledge of concept defini-
tions, object relationships, physical laws, and similar non-sensory information (Lachman et al., 1979).
Connections within semantic memory link concepts that are related or are used together. While the com-
position of semantic memory is not as structured or organized as an explicit semantic network (see
Figure 1.2), this is a reasonable simplification for the purposes of this chapter. There are also links
between semantic memory and episodic memory. For example, the semantic memory of the meaning of
“quality” may be linked to the episodic memory of a high-quality product.

Procedural memory refers to the combination of muscle movements that compose a unitary action
(Johnson, 2003). Procedural memories are often unconscious and stored as one complete unit. For exam-
ple, a pianist may be able to play a complex piano concerto, but cannot verbally report what the fourth
note is without first imagining the initial three notes. These automatic processes can take over in emer-
gency situations when there is not enough time to think consciously about required actions.

Memories are not separated into distinct units that are clearly demarcated within the human infor-
mation-processing system. There are overlaps and interconnections within the memory structure that
have both advantages and disadvantages for human performance. Creative problem-solving is enhanced
when rarely used connections are activated to brainstorm for solution ideas. But this can lead to errors
when random connections are assumed to represent fact or statistical associations are assumed to apply
to inappropriate specific cases.

1.3.1.2 Implications for Design

The structure of long-term memory has significant implications for the design of industrial systems.
Workers can master work activities faster when new processes match prior learning and overlap with
existing schema. This will also reduce the probability that inappropriate schema will become activated in
emergency situations, perhaps leading to errors. Similarly, terminology for labels, instructions, and infor-
mation displays should be unambiguous to maximize speed of processing.

Fun to
play with

FIGURE 1.2 A semantic network.
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Simulator and field training can focus on developing episodic memories that bolster semantic mem-
ory for system architecture and underlying physical laws. Training breadth can expand the semantic
schema to include a variety of possible scenarios, while repetition can be used to solidify the connections
for critical and frequent activities. Scielzo et al. (2002) found that training protocols that supported the
development of accurate schema allowed the performance of new learners to approach that of experts.

1.3.1.3 Case: Power-Plant Control

Control rooms are often composed of a large set of monitors, controls, and displays that show the status
of processes in graphical, tabular, and digital readouts. Operators are trained to recognize problems as
soon as they occur, diagnose the problem, and initiate steps to correct the problem. The design of this
training is critical so that operators develop schema that effectively support problem solving.

To maximize the ability of operators to identify major emergencies, training should include repeated
simulations of these emergencies. According to Wickens et al. (2004), initial training leads to an accurate
response for a given situation. But additional training is still necessary to increase the speed of the
response and to reduce the amount of attention that is necessary for the emergency to be noticed and rec-
ognized. Thus, overlearning is important for emergency response tasks. With sufficient repetition, oper-
ators will have strong long-term memories for each emergency and can recognize them more quickly and
accurately (Klein, 1993). They will know which combination of displays will be affected for each problem
and what steps to take. Accurate feedback is critical to ensure that workers associate the correct responses
with each emergency (Wickens et al., 2004). When errors are made, corrective feedback is particularly
important so that the error does not become part of the learned response.

But problems do not always occur in the same way. In order for training to cover the variability in
problem appearance, variation must be included in the training. Employees must be trained to recognize
the diversity of situations that can occur. This will develop broader schema that reflect a deeper concep-
tual understanding of the problem states and lead to a better ability to implement solutions. Semantic
knowledge is also important because procedures can be context-specific (Gordon, 1994). Semantic
knowledge helps employees to adapt existing procedures to new situations.

Training fidelity is also an important consideration. The ecological validity of training environments
has been shown to increase training transfer, but Swezey and Llaneras (1997) have shown that not all fea-
tures of the real environment are necessary. Training design should include an evaluation of what aspects
of the real environment contribute to the development of effective problem schema.

1.3.2 Working Memory

While the entire network of schemas stored in long-term memory is extensive, it is impossible for an indi-
vidual to simultaneously recall more than a limited set of schemas. Working memory refers to the set of
schemas that is activated at one point in time. A schema stored in long-term memory reverberates due to
some input stimulus and can remain activated even when the stimulus is removed (Jones and Polk, 2002).
Working memory can consist of a combination of semantic, episodic, and procedural memories. It can
be a list of unrelated items (such as a shopping list) or it can be a situational model of a complex envi-
ronment (see Section 1.3.5).

The size of working memory has been the focus of a great body of research. Miller’s (1956) famous
study that reported a span of 712 is widely cited. However, this is an oversimplification. It depends on the
size and complexity of the schema being activated. Many simple schemas (such as the single digits and
letters used in much of the original psychology research) can be more easily maintained in working mem-
ory than complex schemas (such as mental models of system architecture) because the amount of energy
required to activate a complex schema is greater (see Section 1.3.4). Experience is also a factor. Someone
who is an expert in aerospace systems has stronger aerospace systems schema, and can therefore recall
schema related to aerospace systems with less effort because of this greater strength. More schemas can
thus be maintained in working memory.

The size of working memory also depends on the ability of the worker to combine information into
chunks (Wickens et al., 2004). Chunks are sets of working memory units that are combined into single
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units based on perceptual or semantic similarity. For example, mnemonics enhance memory by allowing
workers to remember a single acronym, such as SEARCH for Simplify, Eliminate, Alter sequence,
Requirements, Combine operations, and How often for process improvement brainstorming (from Konz
and Johnson, 2000), more easily than a list of items.

How long information can be retained in working memory depends on the opportunity for workers
to subvocally rehearse the information (Wickens et al., 2004). Without rehearsal, information in working
memory is lost rapidly. Thus, when working memory must be heavily used, distractions must be mini-
mized and ancillary tasks that also draw on this subvocalization resource must be avoided.

The similarity of competing information in working memory also affects the reliability of recall.
Because working memory exists in the auditory modality, information that sounds alike is most likely to
be confused (Wickens et al., 2004). The working memory requirements for any concurrent activities must
be considered to minimize the risk of interference.

1.3.2.1 Implications for Design

A better understanding of working memory can support the development of more reliable industrial sys-
tems. The amount of information required to complete work activities should be considered in relation
to the working memory capacities of the workers. Norman (1988) describes two categories of informa-
tion storage. Information in the head refers to memory and information in the world refers to labels,
instructions, displays, and other physical devices. When the amount of information required to complete
a task exceeds the capacity of working memory, it must be made available in the physical world through
computer displays, manuals, labels, and help systems. Of course, accessing information in the world takes
longer than recalling it from memory, so this time must be considered when evaluating system perform-
ance requirements. This trade-off can also affect accuracy, as workers may be tempted to use unreliable
information in working memory to avoid having to search through manuals or displays for the correct
information (Gray and Fu, 2004).

Similarly, when information must be maintained in working memory for a long period of time, the
intensity can fall below the threshold required for reliable recall. Here too, important information should
be placed in the physical world. Interfaces that allow workers to store preliminary hypotheses and rough
ideas can alleviate the working memory requirements and reduce the risk of memory-related errors.
When information must be maintained in working memory for extended periods, the worker must be
allowed to focus on rehearsal. Any other tasks that require the use of working memory must be avoided.
Distractions that can interfere with working memory must be eliminated.

Training can also be used to enhance working memory. Training modules can be used to strengthen
workers’ conceptions of complex processes, and can thus reduce the working memory required to main-
tain it during work activities. This would allow additional information to be considered in parallel.

1.3.2.2 Case: Cockpit Checklists

Degani and Wiener (1993) describe cockpit checklists as a way to provide redundancy in configuring an
aircraft and reduce the risk of missing a step in the configuration process. Without checklists, aircraft
crews would have to retrieve dozens of configuration steps from long-term memory and maintain in
working memory whether each step had been completed for the current flight. Checklists reduce this
memory load by transferring the information into the world. Especially in environments with frequent
interruptions and distractions, the physical embodiment of a procedure can ensure that no steps are
omitted because of lapses in working memory.

1.3.3 Sensation

Sensation is the process through which information about the world is transferred to the brain’s percep-
tual system through sensory organs such as the eyes and ears (Bailey, 1996). From a systems design per-
spective, there are three important parameters for each dimension that must be considered: sensory
threshold, difference threshold, and stimulus/response ratio.
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The sensory threshold is the level of stimulus intensity below which the signal cannot be sensed reli-
ably. The threshold must be considered in relation to the work environment. In the visual modality, there
are several important stimulus thresholds. For example, in systems that use lights as warnings, indicators
and displays need to have a size and brightness that can be seen by workers at the appropriate distance.
These thresholds were determined in ideal environments. When environments are degraded because of
dust or smoke, or workers are concentrating on other tasks, the thresholds may be much higher. In envi-
ronments with glare or airborne contaminants, the visual requirements will change.

Auditory signals must have a frequency and intensity that workers can hear, again at the appropriate
distance. Workplaces that are loud or where workers will be wearing hearing protection must be consid-
ered. Olfactory, vestibular, gustatory, and kinesthetic senses have similar threshold requirements that
must be considered in system design.

The difference threshold is the minimum change in stimulus intensity that can be differentiated; this
is also called the “just noticeable difference” (Snodgrass et al., 1985). This difference is expressed as a per-
cent change. For example, a light must be at least 1% brighter than a comparison for a person to be able
to tell that they are different. On the other hand, a sound must be 20% louder than a comparison for a
person to perceive the difference.

The difference threshold is critical for the design of systems when multiple signals must be differenti-
ated. When different alarms are used to signal different events, it is critical that workers be able to recog-
nize the difference. When different-sized connectors are used for different parts of an assembly, workers
need to be able to distinguish which connector is the correct one. Although there has been little research
in this area, it is likely that there is a speed/accuracy trade-off with respect to difference thresholds. When
workers are forced to act quickly, either because of productivity standards or in an emergency situation,
even higher difference thresholds may be required for accurate selection.

The third dimension is the stimulus/response ratio. The relationship between the increase in intensity
in a sensory stimulus and the corresponding increase in the sensation of that intensity is an exponential
function (Stevens, 1975). For example, the exponent for perception of load heaviness is 1.45, so a load
that is 1.61 times as heavy as another load will be perceived as twice as heavy. Similarly, the exponent for
the brightness of a light is 0.33, so a light has to be eight times as bright to be perceived as twice as bright.
Predicting these differences in perception is critical so that systems can be designed to minimize human
error in identifying and responding to events.

1.3.3.1 Implications for Design

To maximize the reliability with which important information will reach workers, work environment
design must consider sensation. The work environment must be designed to maximize the clarity with
which workers can sense important sources of information. Lighting must be maintained to allow work-
ers to see at requisite accuracy levels. Effective choice of color for signs and displays can maximize con-
trast with backgrounds and the accuracy of interpretation. Background noise can be controlled to allow
workers to hear important signals and maintain verbal communication. The frequency and loudness of
auditory signals and warnings can be selected to maximize comprehension. Location is also important.
Key sources of visual information should be placed within the worker’s natural line of sight.

1.3.3.2 Case: Industrial Dashboards

Designing system interfaces to support complex decision making, such as with supply chain, enterprise,
and executive dashboards, requires a focus on human sensory capabilities (Resnick, 2003). Display design
requires selecting among digital, analog, historical, and other display types (Hansen, 1995; Overbye et al.,
2002). The optimal design depends on how often the data change and how quickly they must be read.

The salience of each interface unit is also critical to ensure that the relevant ones attract attention from
among the many others on the display (Bennett and Flach, 1992). A variety of techniques can be used in
industrial dashboards to create salience, such as brightness, size, auditory signals, or visual animation.
The design should depend on the kinds of hardware on which the system will be implemented. For exam-
ple, when systems will be accessed through handheld or notebook computers, the display size and color
capabilities will be limited and these limitations must be considered in the display design.
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1.3.4 Perception

As these basic sensory dimensions are resolved, the perceptual system tries to put them together into
identifiable units. This is where each sensation is assigned to either an object or the background. If there
are several objects, the sensations that compose each of them must be separated (recall Figure 1.2). There
is a strong interaction here with long-term memory (see Section 1.3.1). Objects with strong long-term
memory representations can be recognized faster and more reliably because less energy is required to acti-
vate the corresponding schema. On the other hand, objects that have similar features to different but well-
known objects are easily misidentified as these objects. This is called a “capture error” because of the way
the stronger schema “captures” the perception and becomes active first.

There is also an interaction with working memory (see Section 1.3.2). Objects that are expected to
appear are also recognized faster and more reliably. Expectations can be described as the priming of the
schema for the object that is expected. Energy is introduced into the schema before the object is per-
ceived. Thus, less actual physical evidence is needed for this schema to reach its activation threshold.
This can lead to errors when the experienced object is not the one that was expected but has some
similarities.

1.3.4.1 Implications for Design

The implications of perception for industrial systems design are clear. When designing work objects,
processes, and situations, there is a trade-off between the costs and benefits of similarity and overlap.
When it is important that workers are able to distinguish objects immediately, particularly in emergency
situations, overlap should be minimized. Design efforts should focus on the attributes that workers pri-
marily use to distinguish similar objects. Workers can be trained to focus on features that are different.
When object similarity cannot be eliminated, workers can be trained to recognize subtle differences that
reliably denote the object’s identity.

It is also important to control workers’” expectations. Because expectations can influence object recog-
nition, it is important that they reflect the true likelihood of object presence. This can be accomplished
through situational training. If workers know what to expect, they can more quickly and accurately rec-
ognize objects when they appear. For those situations where there is too much variability for expectations
to be reliable, work procedures can include explicit rechecking of the identity of objects where correct
identification is critical.

1.3.4.2 Case: In-Vehicle Navigation Systems

In-vehicle navigation systems help drivers find their way by showing information on how to travel to a
programed destination. These systems can vary greatly in the types of information that they provide and
the way in which the information is presented. For example, current systems can present turn-by-turn
directions in the visual and auditory modalities, often adjusted according to real-time traffic information.
These systems can also show maps that highlight the recommended route and traffic congestion in dif-
ferent colors.

There are many advantages provided by these systems. In a delivery application, optimization software
can consider all of the driver’s remaining deliveries and current traffic congestion to compute the opti-
mal order to deliver the packages. For many multistop routes, this computation would exceed the driver’s
ability to process the information. Including real-time traffic information also enhances the capabilities
of the system to select the optimal route to the next destination (Khattak et al., 1994).

A challenge for these systems is to provide this information in a format that can be quickly per-
ceived by the driver. Otherwise, there is a risk that the time required for the driver to perceive the rel-
evant information will require an extended gaze duration, increasing the likelihood of a traffic
accident. Persaud and Resnick (2001) found that the display modality had a significant effect on deci-
sion-making time. Graphical displays, although the most common design, required the most time to
parse. Recall scores were also lowest for graphical displays, possibly requiring the driver to look back
at the display more often. This decrease in recognition speed can lead to the greater risk of a traffic
accident.
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1.3.5 Attention and Mental Workload

Because only a small subset of long-term memory can be activated at any one time, it is important to con-
sider how this subset is determined. Ideally, attention will be focused on the most important activities and
the most relevant components of each activity, but the prevalence of errors that are the result of inap-
propriately focused attention clearly indicates that this is not always the case.

There are many channels of information, both internal and external, upon which attention can be
focused. In most industrial settings, there can be visual and auditory displays that are designed specifi-
cally to present information to workers to direct their job activities. There are also informal channels in
the various sights, sounds, smells, vibrations, and other sensory emanations around the workplace.
Communication with other workers is also a common source of information. Additionally, there are
internal sources of information in the memory of the individual. Both episodic and semantic memories
can be a focus of attention. But it is impossible for workers to focus their attention on all of these chan-
nels at once.

It is also important to consider that attention can be drawn to channels that are relevant to the
intended activities, but also to those that are irrelevant. Daydreaming is a common example of attention
being focused on unessential information channels. Attention is driven in large part by the salience of
each existing information channel. Salience can be defined as the attention-attracting properties of an
object. It can be derived based on the intensity of a channel’s output in various sensory modalities
(Wickens and Hollands, 2000). For example, a loud alarm is more likely to draw attention than a quiet
alarm. Salience can also be based on the semantic importance of the channel. An alarm that indicates a
nuclear accident is more likely to draw attention than an alarm signaling lunchtime. Salience is the rea-
son that workers tend to daydream when work intensity is low, such as long-duration monitoring of dis-
plays (control center operators, air travel, and security). When nothing is happening on the display,
daydreams are more interesting and draw away the worker’s attention. If something important happens,
the worker may not notice.

If humans had unlimited attention, then we could focus on all possible information sources, internal
and external. However, this is not the case; there is a limited amount of attention available. The number
of channels on which attention can be focused depends on the complexity of each channel. One complex
channel, such as a multifunction display, may require the same amount of attention as several simple
channels, such as warning indicators.

Another important consideration is the total amount of attention that is focused on an activity and
how this amount varies over time. This mental workload can be used to measure how busy a worker is at
any given time, to determine if any additional tasks can be assigned without degrading performance, and
to predict whether a worker could respond to unexpected events. Mental workload can be measured in
several ways, including the use of subjective scales rated by the individual doing the activity, or physio-
logically by measuring the individual’s heart rate and brain function. A great deal of research has shown
that mental workload must be maintained within the worker’s capability, or job performance will suffer
in domains such as air-traffic control (Lamoreux, 1997), driving a car (Hancock et al., 1990), and others.

1.3.5.1 Implications for Design

There are many ways to design the work environment to facilitate the ability of the worker to pay atten-
tion to the most appropriate information sources. Channels that are rarely diagnostic should be designed
to have low salience. On the other hand, important channels can be designed to have high sensory salience
through bright colors or loud auditory signals. Salient auditory alerts can be used to direct workers’ atten-
tion toward key visual channels. Workers should be trained to recognize diagnostic channels so that they
evoke high semantic salience.

Mental workload should also be considered in systems design. Activities should be investigated to
ensure that peak levels of workload are within workers’ capabilities. The average workload should not be
so high as to create cumulative mental fatigue. It should also not be so low that workers are bored and
may miss important signals when they do occur.
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1.3.5.2 Case: Warnings

A warning is more than a sign conveying specific safety information. It is any communication that
reduces risk by influencing behavior (Laughery and Hammond, 1999). One of the most overlooked
aspects of warning design is the importance of attention. In a structured recall environment, a worker
may be able to recall accurately the contents of a warning. However, if a warning is not encountered dur-
ing the activity in which it is needed, it may not affect behavior because the worker may not think of it at
the time when it is needed. When the worker is focusing on required work activities, the contents of the
warning may not be sufficiently salient to direct safe behavior (Wogalter and Leonard, 1999). Attention
can be attracted with salient designs, such as bright lights, sharp contrasts, auditory signals, large sizes,
and other visualization enhancements.

Frantz and Rhoades (1993) reported that placing warnings in locations that physically interfered with
the task could increase compliance even further. The key is to ensure that the warning is part of the atten-
tional focus of the employee at the time it is needed and that it does not increase mental workload past
the employees’ capacity.

1.3.6 Situation Awareness

Situation awareness is essentially a state in which an observer understands what is going on in his or her
environment (Endsley, 2000a). There are three levels of SA: perception, comprehension, and projection.
Perceptional SA requires that the observer know to which information sources attention should be
focused and how to perceive these sources. In most complex environments, many information sources
can draw attention. Dividing one’s attention among all of them reduces the time that one can spend on
critical cues and increases the chance that one may miss important events. This is Level 1 SA, which can
be lacking when relevant information sources have low salience, are physically obstructed, are not avail-
able at needed times, when there are distractions, or when the observer lacks an adequate sampling strat-
egy (Eurocontrol, 2003). The observer must be able to distinguish three types of information sources:
those that must be examined and updated constantly, those that can be searched only when needed, and
those that can be ignored.

Comprehension is the process of integrating the relevant information that is received into a cohesive
understanding of the environment and retaining this understanding in memory for as long as it is
needed. This includes both objective analysis and subjective interpretation (Flach, 1995). Comprehension
can be compromised when the observer has an inadequate schema of the work environment or is over-
reliant on default information or default responses (Eurocontrol, 2003).

Projection is when an observer can anticipate how the situation will evolve over time, can anticipate
future events, and comprehends the implications of these changes. The ability to project supports timely
and effective decision-making (Endsley, 2000a). One key aspect of projection is the ability to predict when
and where events will occur. Projection errors can occur when current trends are under- or overprojected
(Eurocontrol, 2003).

Endsley (2000a) cautions that SA does not develop only from official system interface sources. Workers
can garner information from informal communication, world knowledge, and other unintended sources.
SA is also limited by attention demands. When mental workload exceeds the observer’s capacity, either
because of an unexpected increase in the flow of information or because of incremental mental fatigue,
SA will decline.

1.3.6.1 Implications for Design

Designing systems to maximize SA relies on a comprehensive task analysis. Designers should understand
each goal of the work activity, the decisions that will be required, and the best diagnostic information
sources for these decisions (Endsley, 2002).

It is critical to predict the data needs of the worker in order to ensure that these are available when they
are needed (Endsley, 2001). However, overload is also a risk because data must be absorbed and assimi-
lated in the time available. To avoid overload, designers can focus on creating information sources that
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perform some of the analysis in advance and present integrated results to the worker. Displays can also
be goal-oriented, and information can be hidden at times when it is not needed.

It is also possible to design set sequences for the sampling of information sources into the work
processes themselves. This can enhance SA because the mental workload due to task overhead is reduced.
Workers should also be informed of the diagnosticity of each information source.

1.3.6.2 Case: Air-Traffic Systems

Situation awareness has been used in the investigation of air-traffic incidents and to identify design mod-
ifications to air traffic control systems that reduce the likelihood of future incidents (Rodgers et al., 2000).
In this study, inadequate SA was linked to poor decision-making quality, leading both to minor incidents
and major aircraft accidents. When air-traffic controllers are aware of developing error situations, the
severity of the incident is reduced. The study identified several hypotheses to explain the loss of SA in
both high- and low-workload situations. In high-workload conditions, operators had difficulty in main-
taining a mental picture of the air traffic. As the workload shifts down from high to low, sustained peri-
ods can lead to fatigue-induced loss of SA. The evaluation of air-traffic controller SA led to insights into
the design of the radar display, communication systems, team coordination protocols, and data-entry
requirements.

Situation awareness has also been used in the design stage to evaluate competing design alternatives.
For example, Endsley (2000b) compared sensor hardware, avionics systems, free flight implementations,
and levels of automation for pilots. These tests were sensitive, reliable, and able to predict the design alter-
native that achieved the best performance.

1.3.7 Decision-Making

Decision-making is the process of selecting an option based on a set of information under conditions of
uncertainty (Wickens et al., 2004). In contrast to the systematic way that deliberate decisions are made or
programmed into computers, human decision making is often unconscious, and the specific mechanisms
are unavailable for contemplation or analysis by the person who made them. Environments with many
interacting components, degrees of freedom, and unclear data sources challenge the decision-making
process. Decision-making processes are affected by neurophysiological characteristics that are influenced
by the structure of long-term memory and the psychological environment in which the decision is made.
For experienced decision makers, decisions are situational discriminations (Dreyfus, 1997) where the
answer is obvious without comparison of alternatives (Klein, 2000). There are two major types of deci-
sion-making situations: diagnosis and choice.

1.3.7.1 Diagnosis

Diagnosis decisions involve evaluating a situation to understand its nature, and can be modeled as a pat-
tern recognition process (Klein, 2000). Diagnosis describes decisions made in troubleshooting, medical
diagnosis, accident investigation, safety behavior, and many other domains. The information that is avail-
able about the situation is compared with the existing schema in long-term memory, subject to the bias-
ing effects of expectations in working memory. If there is a match, the corresponding schema becomes
the diagnosis. For experts, this matching process can be modeled as a recognition-primed decision (Klein,
1993) whereby the environment is recognized as matching one particular pattern and the corresponding
action is implemented.

The minimum degree to which the current situation must match an existing schema depends on the
importance of the decision, the consequences of error, and the amount of time available. When the cost
of searching for more information exceeds the expected benefits of that information, the search process
stops (Marble et al., 2002). For important decisions, this match threshold will be higher so that more evi-
dence can be sought before a decision is made. This leads to more reliable and accurate decisions.
However, it may still be the case that an observed pattern matches an existing schema immediately and a
decision is made regardless of how important the decision is.
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Under conditions of time pressure, there may not be sufficient time to sample enough information
channels to reach the appropriate threshold. In these cases, the threshold must be lowered and decisions
will be made only on the basis of the information available (Ordonez and Benson, 1997). In these cases,
individuals focus on the most salient source(s) of information (Wickens and Hollands, 2000) and select
the closest match on the basis of whatever evidence has been collected at that point (Klein, 1993).

When the decision-maker is an expert in the domain, this process is largely unconscious. The matched
schema may be immediately apparent with no one-by-one evaluation of alternatives. Novices may have
less well-structured schema and so the match will not be clear. More explicit evaluation may be required.

1.3.7.2 Choice

In choice decisions, an individual chooses from a set of options that differ in the degree to which they sat-
isfy competing goals. For example, when one is choosing a car, one model may have a better safety record
and another may be less expensive. Neither is necessarily incorrect, although one may be more appropri-
ate according to a specific set of optimization criteria.

When a person makes a choice decision, it is often based on an unconscious hybrid of several decision-
making strategies (Campbell and Bolton, 2003). In the weighted-adding strategy, the score on each attrib-
ute is multiplied by the importance of the attribute, and the option with the highest total score is selected
(Jedetski et al., 2002). However, this strategy generally requires too much information processing for most
situations and often does not match the desired solution (Campbell and Bolton, 2003). In the satisficing
strategy, a minimum score is set for each attribute. The first option that meets all of these minima is
selected (Simon, 1955). If none do, then the minimum of the least important attribute is relaxed and so on
until an option is acceptable. In the lexicographic strategy, the option with the highest score on the single
most important attribute is selected without regard for other attributes (Campbell and Bolton, 2003).

Table 1.1 illustrates a decision matrix that depicts the differences among these strategies. With use of
the weighted-adding strategy, option 1 would receive 173 points (7°8+3*5+8"9+5%6). Options 2 and 3
would receive 168 and 142, respectively. So option 1 would be selected. On the other hand, the company
may have satisficing constraints for attributes such as safety and value. A safety score <5 and a value score
<4 may be considered unacceptable regardless of the other attribute scores (eliminating options 1 and 2
from consideration), resulting in the selection of option 3. Finally, the company may choose to use a lex-
icographic strategy on value, selecting the option with the highest value regardless of all other attribute
scores. In this case, option 2 would be selected.

While the weighted-adding strategy is often considered the most optimal, this is not necessarily the
case. Some attributes, such as safety, should not be compensatory. Regardless of how fast, capable, reli-
able, or cost-effective a machine may be, risk to workers’ safety should not be compromised.
Lexicographic strategies may be justified when one attribute dominates the others, or the company does
not have the time or resources to evaluate other attributes. For example, in an emergency situation, pre-
venting the loss of life may dominate consideration of cost or equipment damage. The use of these strate-
gies can be quite effective (Gigerenzer and Todd, 1999), and according to Schwartz (2004), benefits gained
from making optimal decisions are often not worth the time and effort required.

Contrary to the systematic way that companies make official decisions, day-to-day decisions are often
made with little conscious evaluation of the strategy. As with diagnosis decisions, time pressure and decision
importance influence the decision-making process. When faced with limited time, workers may be forced to
use faster and simpler strategies such as the lexicographic strategy (Ordonez and Benson, 1997).

TABLE 1.1 Example Decision-Making Matrix

Attributes Weights (out of 10) Option 1 (Scores) Option 2 (Scores) Option 3 (Scores)
Quality of output 8 7 6 5
Value 5 3 9 5
Safety 9 8 4 7
Durability 6 5 7 4
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1.3.7.3 Decision-Making Heuristics

There are several decision-making heuristics that can reduce the information-processing requirements
and often reduce the time required to make a decision. However, these shortcuts can also bias the even-
tual outcome (Brown and Ramesh, 2002). These are often not consciously applied, so they can be diffi-
cult to overcome when they degrade decision-making accuracy and reliability.

+ Anchoring: When an individual develops an initial hypothesis in either a diagnosis or choice deci-
sion, it is very difficult to switch to an alternative. Contrary evidence may be discounted.

+ Confirmation: When an individual develops an initial hypothesis in either a diagnosis or choice

decision, he or she will have a tendency to search for information that supports this hypothesis

even when other channels may be more diagnostic.

Availability: When searching for additional information, sources that are more easily accessed or

brought to mind will be considered first, even when other sources are more diagnostic.

Reliability: The reliability of information sources is hard to integrate into the decision-making

process. Differences in reliability are often ignored or discounted.

« Memory limitations: Because of the higher mental workload required to keep many information

sources in working memory simultaneously, the decision-making process will often be confined to

a limited number of information sources, hypotheses, and attributes.

Feedback: Similar to the confirmation bias, decision makers often focus on feedback that supports

a past decision and discount feedback that contradicts past decisions.

1.3.7.4 Implications for Design

Human factors can have a tremendous impact on the accuracy of decision-making. It is often assumed
that normative decision-making strategies are optimal and that workers will use them when possible.
However, neither of these is the case in many human decision-making situations. Limitations in informa-
tion-processing capability often force workers to use heuristics and focus on a reduced number of infor-
mation sources. Competing and vague goals can reduce the applicability of normative decision criteria.

Workers can be trained to focus on the most diagnostic sources in each decision domain. If they are only
going to use a limited number of sources, they should at least be using the most effective ones. Diagnostic
sources can also be given prominent locations in displays or be the focus of established procedures.

The reliability of various information sources should be clearly visible either during the decision-mak-
ing process or during training. Workers can be trained to recognize source reliability or to verify it in real
time. Similarly, workers can be trained to recognize the best sources of feedback. In design, feedback can
be given a more prominent position or provided more quickly.

To avoid anchoring and confirmation biases, decision support systems (DSS) can be included that sug-
gest (or require) workers to consider alternatives, seek information from all information sources, and
include these sources in the decision-making process. At the least, a system for workers to externalize their
hypotheses will increase the chance that they recognize these biases when they occur. However, the most
successful expert systems are those that complement the human decision process rather than those that
act as stand-alone advisors that replace humans (Roth et al., 1987).

In cases where decision criteria are established in advance, systems can be designed to support the most
effective strategies. Where minimum levels of performance for particular criteria are important, the DSS
can assist the worker in establishing the level and eliminating options that do not reach this threshold.
The information-processing requirements of weighted-adding strategies can be offloaded to DSS entirely
to free the worker for information-collecting tasks for which he or she may be more suited.

1.3.7.5 Case: Accident Investigation

Accident investigation and the associated root cause analysis can be fraught with decision-making chal-
lenges. Human error is often the proximate cause (Mullen, 2004) of accidents, but is much less often the
root cause. During the accident investigation process, it is critical for investigators to explore the factors
that led to the error and identify the design changes that will eliminate future risk (Doggett, 2004).
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However, this process engenders many opportunities for decision-making errors. Availability is usually
the first obstacle. When an accident occurs, there is often high-visibility evidence that may or may not
lead directly to the root cause. The CAIB report found that the root cause that ultimately led to the
Columbia accident was not a technical error related to the foam shielding, which was the early focus of
the investigation, but rather, the organizational culture of NASA (CAIB, 2003). The confirmation bias can
also challenge the investigation process. When investigators develop an initial hypothesis that a particu-
lar system component led to an accident, they may focus exclusively on evidence to confirm this compo-
nent as the root cause rather than on general criteria that could rule out other likely causes. This appeared
in the investigations of the USS Vincennes incident in the Persian Gulf and the Three Mile Island nuclear
power incident (Wickens and Hollands, 2000).

Decision support systems can be used to remove a lot of the bias and assist in the pursuit of root causes.
By creating a structure around the investigation, they can lead investigators to diagnostic criteria and
ensure that factors such as base rates are considered. Roth et al. (2002) provide an overview of how DSS
can reduce bias in decision-making. For example, DSS can inform users when the value for a particular
piece of evidence falls outside a specified range. They can make confirming and disconfirming dimen-
sions explicit and facilitate switching between them. But they warn that these systems can also introduce
errors, such as by allowing drill-down into large data sources so that many data in one area are sampled
without looking elsewhere. DSS can also exacerbate the availability bias by providing easy access to recent
investigations.

1.4 Cognitive Consequences of Design

1.4.1 Learning

Every time an object is perceived, an event is experienced, a memory is recalled, or a decision is made,
there are small, incremental changes in the structure of the human information-processing system.
Learning is very difficult when there is no prior experience to provide a framework (Hebb, 1955). This
explains the power of analogies in early training. Later learning is a recombination of familiar patterns
through the transition of general rules into automatic procedures and the generalization and specializa-
tion of these procedures as experience develops (Taatgen and Lee, 2003). The magnitude of the change
depends on the salience of the experience and how well it matches existing schema.

When a human—system interaction is exactly the same as past experiences, there is very little learn-
ing because no new information is gained. The only result is a small strengthening of the existing
schema. It is unlikely that the worker will develop a strong episodic memory of the event at all. When a
human-system interaction is radically different from anything that has been experienced before, a strong
episodic memory may be created because of the inherent salience of confusion and possible danger. But
the event will not be integrated into the semantic network because it does not correspond to any of the
existing schema — there is nowhere to “put” it. Maximum learning occurs when a human—system inter-
action mirrors past experience but has new attributes that make sense, i.e., the experience can be inte-
grated into the conceptual understanding of the system.

1.4.1.1 Implications for Design

Training programs should always be designed on the basis of an analysis of the workers’ existing knowl-
edge. Training of rote procedures where there will be no variability in workers™ actions should be
approached differently than training for situations where workers will be required to recognize and solve
problems. In a study of novice pilot training, Fiore et al. (2003) found that diagrams and analogical rep-
resentations of text content facilitate learning of procedures that require knowledge elaboration, but not
on recognition or declarative rote memorization.

A better understanding of human learning mechanisms can also facilitate the development of experi-
ential learning that workers gain on the job. System interfaces can be structured to maximize experiential
learning by providing details that help employees develop accurate schema of the problem space. Over
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time, repeated exposure to this information can lead to more detailed and complex schema that can facil-
itate more elaborate problem solving. A cognitive analysis of the task requirements and possible situa-
tions can lead to a human-—system interface that promotes long-term learning.

1.4.2 Error

Human behavior is often divided into three categories: skill-, rule-, and knowledge-based (Rasmussen,
1993). In skill-based behavior, familiar situations automatically induce well-practiced responses with very
little attention. In deterministic situations with a known set of effective responses, simple IF-THEN deci-
sion criteria lead to rule-based behaviors. Knowledge-based behaviors are required in unfamiliar or
uncertain environments where problem solving and mental simulation is required.

Each of these behavior types is associated with different kinds of errors (Reason, 1990). With skill-
based behavior, the most common errors are related to competing response schema. Skill-based behavior
results from a strong schema that is associated repeatedly with the same response. When a new situation
shares key attributes with this strong schema, the old response may be activated in error. Because skill-
based behavior requires little attention, the response is often completed before the error is noticed. In
these cases, expertise can actually hurt performance accuracy. Unless there is salient feedback, the error
may not be noticed and there will be no near-term recovery from the error.

Rule-based behavior can lead to error when a rule is erroneously applied, either because the situation
was incorrectly recognized or because the rule is inappropriately generalized to similar situations. Rule-
based behavior is common with novices who are attempting to apply principles acquired in training.
Because rule-based behavior involves conscious attention, the error is likely to be noticed, but the
employee may not know of a correct response to implement.

Knowledge-based errors occur when the employee’s knowledge is insufficient to solve a problem.
Knowledge-based behavior is the most likely to result in error because it is the type of behavior most
often used in uncertain environments. When an employee is aware that his or her schema is not sophis-
ticated enough to predict how a system will respond, he or she may anticipate a high likelihood of error
and specifically look for one. This increases the chance that errors will be noticed and addressed.

1.4.2.1 TImplications for Design

If system designers can anticipate the type(s) of behavior that are likely to be used with each
employee—system interaction, steps can be taken to minimize the probability and severity of errors that
can occur. For example, when skill-based behavior is anticipated, salient feedback must be designed into
the display interface to ensure that employees will be aware when an error is made. To prevent skill-based
errors from occurring, designers can make key attributes salient so that the inappropriate response will
not be initiated.

To prevent rule-based errors, designers should ensure that the rules taught during training match
the situations that employees will encounter when they are interacting with the system later. The trig-
gers that indicate when to apply each rule should be made explicit in the system interface design.
Signals that indicate when existing rules are not appropriate should be integrated into the interface
design.

For complex systems or troubleshooting scenarios, when knowledge-based behavior is likely, errors can
only be minimized when employees develop effective schema of system operators or when problem-solv-
ing activities are supported by comprehensive documentation and expert systems. Training should ensure
that employees are aware of what they know and what they do not know. Employee actions should be easy
to reverse when they are found to be incorrect.

1.5 Summary

Humans interact with industrial systems throughout the system lifecycle. By integrating human factors
into each stage, the effectiveness, quality, reliability, efficiency, and usability of the system can be
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enhanced. At the requirements stage, it is critical for management to appreciate the complexity of
human-system interaction and allocate sufficient resources to ensure that human factors requirements
are emphasized. During design, human factors should be considered with the earliest design concepts to
maximize the match between human capabilities and system operations. As the system develops, human
factors must be applied to control and display design and the development of instructions and training
programs. Maintenance operations should also consider human factors to ensure that systems can be pre-
served and repaired effectively. Human factors are also critical for human error analysis and accident
investigation.

This chapter has presented a model of human information processing that addresses most of the rele-
vant components of human cognition. Of course, one chapter is not sufficient to communicate all of the
relevant human factors concepts that relate to the system lifecycle. But it does provide a starting point for
including human factors in the process.

In addition to describing the critical components of human cognition, this chapter has described some
of the implications of human cognition on system design. These guidelines can be applied throughout
systems design. The specific cases are intended to illustrate this implementation in a variety of domains.
As technology advances and the nature of human—system interaction changes, research will be needed to
investigate specific human—system interaction effects. But an understanding of the fundamental nature
of human cognition and its implications for system performance can be a useful tool for the design and
operation of systems in any domain.
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2.1 Introduction

The purpose of Industrial Engineering (IE) is, in general, to seek an optimal solution under given condi-
tions. As one of the main areas of IE, Human Factors (HF) engineering pursues the same goal. The only
difference is the target, which is people. “Human Factors” and “ergonomics” have become familiar terms,
as can be seen from the use of ergonomics in applications from simple tools to very sophisticated air-
planes. The study of HF has as its goal maximizing human capacity, usability, and comfort while mini-
mizing human errors, accidents, and injury. Therefore, in ergonomics, we design a system that takes into
account human capabilities and skills while optimizing technology and human interactions.

The design of products without the use of HF input can cause loss of productivity and sometimes the
loss of lives. Everyday life is also affected by this unsatisfactory approach, as is evidenced by the com-
plexity of VCR programming tasks on remote controllers, automobile diagnostic repair problems, or even
the setup and use of business or personal computers. A well-known example frequently mentioned with
regard to a lack of HF input is the nuclear power plant accident at Three Mile Island on March 28, 1979.
After the accident, the U.S. Nuclear Regulatory Commission (NRC) published a summary report. The
NRC stated in the report:

The accident at the Three Mile Island Unit 2 (TMI-2) nuclear power plant near Middletown,
Pennsylvania, on March 28, 1979, was the most serious in U.S. commercial nuclear power plant
operating history, even though it led to no deaths or injuries to plant workers or members of the
nearby community. But it brought about sweeping changes involving emergency response planning,
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reactor operator training, Human Factors engineering, radiation protection, and many other areas
of nuclear power plant operations. The accident began about 4:00 a.m. on March 28, 1979, when the
plant experienced a failure in the secondary, non-nuclear section of the plant. The main feedwater
pumps stopped running, caused by either a mechanical or electrical failure, which prevented the
steam generators from removing heat. First the turbine, then the reactor automatically shut down.
Immediately, the pressure in the primary system (the nuclear portion of the plant) began to
increase. In order to prevent that pressure from becoming excessive, the pilot-operated relief valve
(a valve located at the top of the pressurizer) opened. The valve should have closed when the pres-
sure decreased by a certain amount, but it did not. Signals available to the operator failed to show
that the valve was still open. As a result, cooling water poured out of the stuck-open valve and caused
the core of the reactor to overheat. As coolant flowed from the core through the pressurizer, the
instruments available to reactor operators provided confusing information. There was no instru-
ment that showed the level of coolant in the core. Instead, the operators judged the level of water in
the core by the level in the pressurizer, and since it was high, they assumed that the core was prop-
erly covered with coolant. In addition, there was no clear signal that the pilot-operated relief valve
was open. As a result, as alarms rang and warning lights flashed, the operators did not realize that
the plant was experiencing a loss-of-coolant accident. They took a series of actions that made con-
ditions worse by simply reducing the flow of coolant through the core.

(See http://www.nrc.gov/reading-rm/doc-collections/fact-sheets/3mile-isle.html for details.)

Since the accident at Three Mile Island, an awareness of the importance of good design as well as prod-
uct design has been acknowledged in many areas. Multiple terms are used to describe the skills applied to
the design and development of systems and their products so that the results are user-centered and not
equipment-centered. In addition to these design issues, the study of HF has made many contributions to
safety issues. In the early era of HF research, productivity improvement was the main focus, but as tech-
nology has advanced, especially computer technology, the usability of tools, machines, and computer
software has moved to the forefront of research topics.

The purpose of this chapter is to focus on recent issues in the study of HE. There are several HF handbooks
available: Handbook of Human Factors and Ergonomics (Salvendy, 1997), Human Factors Design Handbook
(Woodson et al., 1981), and The Occupational Ergonomics Handbook (Karwowski and Marras, 1999).

2.2 History of Human Factors

The history of HF is less than one century old if we consider the beginning of that history to date back
only to when the first HF specialists wrote papers presenting their methods and results. However, if we
regard any tool designed to be convenient to use as an indication of the study of HE, the history must go
back to when the first man-made tool appeared (Strom, 2003). The history of HF and notable activities
is summarized in Table 2.1. The development of the HF field has been inextricably intertwined with
developments in technology (Sanders and McCormick, 1992).

2.3 Anthropometry

The term “anthropometry” from the Greek words anthropos (man) and metrein (to measure) explains
how the physical dimensions of people vary (Konz and Johnson, 2004). Anthropometry is well defined
by Sanders and McCormick (1992): measurement of the dimensions and certain other physical characteris-
tics of the body such as volumes, centers of gravity, inertial properties, and masses of body segments.

When a task is given to a worker, there are two alternatives: selection or job modification. In selection,
the worker is selected from the population of workers based on criteria such as strength, height, weight,
age, or even gender. This selection strategy has been called fitting the man to the task. The other alterna-
tive is to modify the job so that almost anyone can do it. This job modification is called fitting the task to
the man. Job modification has been widely implemented since the Americans with Disabilities Act (ADA)
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TABLE 2.1 The History of Human Factors and Important Activities

Period Notable Activities

Prehistory to eighteenth Century * Prehistoric period
o Beginning of HF: the first man-made tool
e 1950 to 1900 BC
o Realistic description of work conditions in different
professions, probably from Egypt’s Middle Kingdom
* 960 AD: commonsense ergonomics
o The Danish king, Harald Bluetooth, built four armed bases
having symmetrical barracks
o However, the exits from the barracks into the passageways
between them broke the symmetry such that none of the exits
was directly opposite any other exit
o It appears that the architect wanted to prevent collisions
between soldiers who were running out of two barracks
at the same time
o The displacement of the exits is a sign that some ergonomic
thinking was applied
e 1759 AD: comparative test
o Danish proprietor, Borreschmith, introduced a new plough
o He understood the concept of ergonomics. The new plough
was tested under realistic conditions and it came with a set of
user instructions

Nineteenth Century to World War II * 1887: ergonomics with scientific base

o The Danish government wanted to limit the amount of color
added to margarine

o The only question was where to set a limit to ensure that
margarine was visibly different from butter

o Alfred Lehmann published an article describing the human
ability to discriminate among different colors, and designed
a series of color cards showing different shades of yellow as a
reference to the colors of margarine. The color tables came
with detailed instructions

» Early 1900s: real start of HF

o Frank and Lillian Gilbreth began the first motion study

o Their work included the study of skilled performance and
fatigue, the design of workstations and equipment for the
handicapped, and the analysis of hospital surgical teams

*  World War II: fitting the person to the job

o The major emphasis of behavioral scientists was on the
use of tests for selecting the proper people for jobs and
on the development of improved training procedures

o During World War II, however, it became clear that even
with the best selection and training, the operation of some
of the complex equipment still exceeded the capabilities
of the people who had to operate it

1945 to 1960 * The HF profession was born; HF study in the United States

was essentially concentrated in the military-industrial complex

* At the end of the war in 1945, engineering psychology laboratories
were established in the United States and Britain. In 1949, the
Ergonomics Research Society was formed in Britain, and the first
book on HF was published

* In 1957, the journal Ergonomics from the Ergonomics Research
Society appeared; the Human Factors Society was formed. Russia
launched Sputnik and the race for space was on

* In 1959, the International Ergonomics Association was formed

continued
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TABLE 2.1 (Continued)

Period Notable Activities

1960 to 1980 * Rapid growth and expansion of HF

* Human Factors in the United States expanded beyond military and
space applications

»  With the race for space and manned space flights, HF quickly became
an important part of the space program

* Human Factors considerations were incorporated into many industries,
including those dealing in pharmaceuticals, computers, automobiles,
and other consumer products

* Industry began to recognize the importance and contribution of HF
for both the design of workplaces and the products manufactured there

1980 to 1990 » Computer technology provided new challenges for the HF profession

o New control devices, information presentation via computer
screen, and the impact of new technology on people were new areas
for the HF profession

» Several disasters related to HF:

o The incidents at Three Mile Island nuclear power station in
1979. The incident came very close to resulting in a nuclear
meltdown

o In 1984, a leak of methylisocyanate (MIC) at the Union
Carbide pesticide plant in Bhopal, India, claimed the lives of nearly
4000 people and injured another 200,000

o In 1986, an explosion and fire at the Chernobyl nuclear power
station in Soviet Union resulted in more than 300 dead, widespread
human exposure to harmful radiation, and millions of acres of
radioactive contamination

o Three years later, in 1989, an explosion ripped through a Phillips
Petroleum plant in Texas. It killed 23 people, injured another
100 workers, and resulted in the largest single U.S. business
insurance loss in history ($1.5 billion)

* Human Factors involvement increased dramatically in forensics
and particularly product liability and personal injury litigations

1990 and beyond * Intensive involvement of HF study in building a permanent
space station
* HCI: computers and the application of computer technology
o Safety
o Workplace safety: the U.S. Occupational Safety and Health
Administration (OSHA) regulations
o Aviation safety: the Federal Aviation Administration (FAA)
expands its HF research efforts
* Medicine
o The design of medical devices
o The design of products and facilities for the elderly
*  Security
o Human interaction with security technology
o Intelligence analysis

Sources: Strom G., Ergon. Des., 11, 5-6, 2003; Sanders, M.S. and McCormick, E.J., Human Factors in Engineering and Design
(7th ed.), McGraw-Hill, Singapore, 1992.

of 1990, which took effect in 1992. Since then, industries have incorporated this fitting the task to the man
concept in consumer product designs.

Table 2.2 shows useful dimensions that apply to the particular postures needed for workplace design
for adult males and females in the United States. Some of these data have been incorporated into man-
nequins that can be manipulated, or computer programs that enable product designers to simulate prod-
uct usability at the planning stage of the design.
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TABLE 2.2 Selected U.S. Civilian Body Dimensions (in ¢cm with Bare Feet; add 3 cm to Correct for Shoes) of
Industrial Relevance

Female Male
Body Dimensions
5th 50th 95th 5th 50th 95th

Standing

1. Tibial height 38.1 52.0 46.0 41.0 45.6 50.2

2. Knuckle height 64.3 70.2 75.9 69.8 75.4 80.4

3. Elbow height 93.6 101.9 108.8 100.0 709.9 119.0

4. Shoulder (acromion) height 121.1 131.1 141.9 132.3 142.8 152.4

5. Stature 149.5 160.5 171.3 161.8 173.6 184.4

6. Functional overhead reach 185.0 199.2 213.4 195.6 209.6 223.6
Sitting

7. Functional forward reach 64.0 71.0 79.0 76.3 82.5 88.3

8. Buttock-knee depth 51.8 56.9 62.5 54.0 59.4 64.2

9. Buttock-popliteal depth 43.0 48.1 53.5 44.2 49.5 54.8
10. Popliteal height 355 39.8 44.3 39.2 44.2 48.8
11. Thigh clearance 10.6 13.7 17.5 11.4 14.4 17.7
12. Sitting elbow height 18.1 23.3 28.1 19.0 243 294
13. Sitting eye height 67.5 73.7 78.5 72.69 78.6 84.4
14. Sitting height 78.2 85.0 90.7 84.2 90.6 96.7
15. Hip breadth 31.2 36.4 43.7 30.8 35.4 40.6
16. Elbow-to-elbow breadth 31.5 38.4 49.1 35.0 41.7 50.6
Other dimensions
17. Grip breadth, inside diameter 4.0 4.3 4.6 4.2 4.8 52
18. Interpupillary distance 5.1 5.8 6.5 5.5 6.2 6.8

- 17>

Source: Helander, 1995.
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There are three design principles when designing for most individuals: design for extremes, design for
the average, and design for adjustability (Niebel and Freivalds, 2003). Design for extremes implies that a
specific design feature is a limiting factor in determining either the maximum or minimum value of a
population variable that will be accommodated. For example, reach distances should be designed for the
minimum individual, that is, a 5th percentile female arm length. Then, 95% of all females and almost all
males will be able to reach. On the other hand, clearances, such as the height of an entry opening to a
storage room, should be designed for the maximum individual, that is, a 95th percentile male stature, so
that 95% of all males and almost all females will be able to enter the opening.

Design for the average is the cheapest but least preferred approach. Even though there is no individual
with all average dimensions, there are certain situations where it would be impractical or too costly to
include adjustability for all features. For example, most office desks have fixed dimensions and the design
for extreme principle is not appropriate in this case. Therefore, the desk height is determined at the 50th
percentile of the elbow height for the combined female and male populations (roughly the average of the
male and female 50th percentile values) so that most individuals will not be unduly inconvenienced.
However, the exceptionally tall male or very short female may experience some postural discomfort.

Design for adjustability is typically used for equipment or facilities that can be adjusted to fit a wide
range of individuals. Chairs, vehicle seats, steering columns, and tool supports are devices that are typi-
cally adjusted to accommodate the worker population ranging from 5th percentile females to 95th per-
centile males. Obviously, designing for adjustability is the preferred method of design, but there is a
trade-off with the cost of implementation.

2.4 Work-Related Injuries: Musculoskeletal Disorders

Each day, an average of 9000 U.S. workers sustain disabling injuries on the job, while 16 workers die from
an injury suffered at work, and 137 workers die from work-related diseases. The Liberty Mutual 2002
Workplace Safety Index estimates that direct costs for occupational injuries rose to $38.7 billion in 1988,
with indirect costs reaching over $150 billion; the direct costs increased to $40.1 billion in 1999, with indi-
rect costs reaching over $200 billion. Among the leading causes of workplace injuries and illness that
resulted in employees missing 5 or more days of work in 1998, musculoskeletal disorders (MSDs) occu-
pied about one third ($12.1 billion) of workers’ compensation direct costs paid in 1998; overexertion
(injuries caused by excessive lifting, pushing, pulling, holding, carrying, or throwing of an object) stood
at 25.57% ($9.8 billion), and repetitive motion caused 6.1% ($2.3 billion) of the costs.

Musculoskeletal disorders were recognized as having occupational etiologic factors as early as the
beginning of the 18th century. However, it was not until the 1970s that occupational factors were exam-
ined using epidemiological methods, and the work-relatedness of these conditions began appearing reg-
ularly in the international scientific literature. Since then, the literature has increased dramatically; more
than 6000 scientific articles addressing ergonomics in the workplace have been published. Musculoskele-
tal disorders are characterized by a series of interrelated musculoskeletal and neurovascular conditions
(Keller et al., 1998) and are associated with workplace risk factors such as forceful or awkward movements
repeated frequently over time, poor posture, and improperly designed workstations (Loisel et al., 2001).
Various reports have indicated that the number of work-related injuries involving the upper extremities
more than doubled over a 5-year period, increasing from 140,000 in 1989 to 281,000 cases in 1993, fur-
ther increasing to 397,118 cases in 1999.

In 1996, the National Institute of Occupational Health and Safety (NIOSH) and its partners unveiled the
National Occupational Research Agenda (NORA), a framework to guide occupational safety and health
research into the next decade, not only for NIOSH but also for the entire occupational safety and health
community. Approximately 500 organizations and individuals outside NIOSH provided input into the
development of NORA. Before NORA, no national research agenda existed in the field of occupational safety
and health, and no research agenda in any field had captured such broad input and consensus. The NORA
process resulted in a remarkable consensus about the top 21 research priorities, as shown in Table 2.3. The
areas highlighted in bold font are the areas in which HF specialists make major contributions to NORA.
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TABLE 2.3 NORA Priority Research Areas

2-7

Disease and Injury

Work Environment and Workforce

Research Tools and Approaches

Allergic and irritant dermatitis
Asthma and chronic obstructive
Pulmonary disease

Fertility and pregnancy abnormalities

Hearing loss

Emerging technologies
Indoor environment
Mixed exposures
Organization of work
Special populations at risk

Cancer research methods
Control technology and

personal protective equipment
Exposure assessment methods
Health services research

Intervention effectiveness research

Risk assessment methods

Social and economic consequences
of workplace illness and injury

Surveillance research methods

Infectious diseases

Low back disorders
Musculoskeletal disorders
Traumatic injuries

Source: NIOSH website (http://www2a.cdc.gov/NORA/NORAabout.html)
Note: Areas printed in bold type are those in which HF can make a major contribution to NORA.

TABLE 2.4 Number of Occupational Injuries and Illnesses (in 1000s) Involving Time Away from Work by Selected
Nature of Injury and Illness, 1995 to 2001

Year 1995 1996 1997 1998 1999 2000 2001

Total cases 2040.9 1880.5 1833.4 1730.5 1702.5 1664.0 1537.6
Sprains, strains 876.8 819.7 799.0 760.0 739.7 728.2 669.9
Bruises, contusions 192.1 174.9 165.8 153.1 156.0 151.7 136.4
Cuts, lacerations 153.2 133.2 133.6 137.6 132.4 121.3 114.8
Fractures 124.6 120.5 119.5 1154 113.7 116.7 108.1
Back pain 59.0 52.0 48.7 42.4 43.2 46.1 42.7
Carpal tunnel syndrome 31.5 29.9 29.2 26.3 27.8 27.7 26.8
Heat burns 36.1 29.0 30.0 28.4 27.1 24.3 25.1
Tendonitis 22.1 17.4 18.0 16.9 16.6 14.4 14.1

Table 2.4 and Figure 2.1 show the number of occupational injuries and illness involving time away
from work by selected nature of injury and illness reported by the Bureau of Labor Statistics (BLS)
(2003). Carpal tunnel syndrome (CTS; entrapment of the median nerve within the carpal tunnel) ranks
7th in the list of injuries and illnesses. In 1994, 92,576 repetitive motion cases of the upper extremity were
reported as “days away from work”; 37,803 (40.8%) of them were CTS cases (Szabo, 1998). In 2002,
58,576 repetitive motion cases of the upper extremity and 22,478 (38.4%) CTS cases were reported (BLS,
2004). Since 1993, the BLS has reported that repetitive motion cases typically resulted in the lengthiest
absence from work of any work-related injuries and that CTS cases required the longest median days
away from work (27 days in 2000, 25 days in 2001, and 30 days in 2002). The total direct medical treat-
ment expense ranged from $20,000 to $100,000 per case (Szabo, 1998), and would increase if indirect
costs regarding production loss and rehabilitation expenses were included.

2.5 Epidemiological Research Methods

The relationship between MSDs and work-related factors remains the subject of considerable debate
because some claim that MSDs are caused by other non-work-related factors, such as housekeeping, gar-
dening, or sports activities. Musculoskeletal disorders are different from other occupational injuries and
illnesses because they develop over a long period of time. For example, many studies have shown that CTS
is a work-related disorder caused by extreme hand/wrist postures, highly repetitive motions, forceful
exertion, use of hand-held vibration tools, or cold working environments (Armstrong et al., 1993;
Bernard et al., 1994; Bovenzi, 1998; Delgrosso and Boillat, 1991; de Krom et al., 1990; Greening and Lynn,
1998; Hagberg et al., 1992; Latko et al., 1997; Masear et al., 1986; Roquelaure et al., 1997; Silverstein and
Hughes, 1996; Szabo, 1998). This work-relatedness is supported by a higher industry-wide rate (2.0 cases
per 10,000 full-time workers) than the prevalent rate of 1.25 per 10,000 general individuals in 1999. Also,
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Carpal tunnel syndrome 25
Fractures
Amputations
Tendonitis

Multiple injuries
Sorains, strains, tears
Heat burns

Bruises, contusions
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Chemical burns

0 5 10 15 20 25 30
Median days away from work

Carpal tunnel syndrome had a median of 25 days away from work, followed by
fractures with 21 days and amputations with 80 days.

Source: Bureau of Labor Statistics, U.S Departments of Labor, survey of occupational injuries and illnesses

FIGURE 2.1 Median days away from work due to non-fatal occupational injury or illness by nature, 2001 (Bureau
of Labor Statistics, News: Lost-Worktime Injuries and Illnesses: Characteristics and Resulting Time Away from Work,
Washington, DC, 2003).

TABLE 2.5 Notation of an Unpaired 2x2 Contingency Table Comparing Two Groups

Outcome Total Observed Anticipated
Exposed Unexposed Proportion of Proportion of
(E) (U) Exposure Exposure
Group
Case (CA) Xeare Xeaw Nea XealNea ol
Control (CO) Xeo Xeow Neo Xco/Neo ,
Total Ny N, N

the number of cases varies largely depending on occupations. Owing to the high incidence rate and cost,
determining the origin of CTS development — i.e., whether CTS is caused by the work or not — is a sen-
sitive issue in the context of workers’ compensation. A few researchers claim that CTS is not an occupa-
tional injury but is mainly caused by personal factors (Hadler, 1998; Zetterberg and Ofverholm, 1999).
However, in the majority of studies, CTS is seen as a work-related disorder.

In epidemiological methodology, odds ratios (ORs) are used to prove that a certain group has a different
proportion of illness or symptoms compared with a control group. Odds ratios are an outcome difference
measure (A) to test the equivalence of attributes being investigated between groups defined. Table 2.5
illustrates a 2 X 2 contingency table consisting of two binomial distributions. In a case-control study, the
odds of exposure in each group indicate a proportion of the probability of an outcome (p) to its comple-
mentary probability (1—p), as formulated in Equations (2.1) and (2.2), the odds of case-group exposure and
the odds of control-group exposure, respectively. Then, the OR of exposure between the groups is defined
as a ratio of these two odds’ values, as shown in Equation (2.3) (Donald and Donner, 1987; Hauck, 1987).

[ —
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We can derive the conclusion that there is a significant difference between a control group and a case group,
if the OR is not 1, with 95% confidence:

Xca/E/Nca  XCA/E
XcA/U/Nca  Xca/u

Odds of exposed case (CA) = (2.1)

XCco/E/Nco  XCOJE
Xco/u/Nco ~ Xcosu

Odds of exposed control (CO) = (2.2)

XcA/E/XcAru Xca/E X Xcosu

Odds ratio of risk = Xco/e/Xcoru - XcAa/u X XCO/E (2.3)

Epidemiological study results regarding CTS were collected from various sources. On the basis of the lit-
erature survey, the risk factors for CTS were grouped into three major categories: (1) personal, (2) psy-
chosocial, and (3) physical factors. Personal factors studied in previous research works included gender,
age, marital status, gynecological status, medical conditions, and individual factors such as wrist
depth/width ratio, general physical condition, obesity, alcohol intake, and smoking habits. Psychosocial
factors included nonphysical factors at work, such as job demands, social support from management or
coworkers, and workload. These stressors at work are related to MSDs (Bernard et al., 1994; Estryn-Behar
et al., 1990; Feyer et al., 1992; Houtman et al., 1994), but some studies reported that there was no con-
clusive evidence for the relationship between them (Armstrong et al., 1993; Bongers et al., 1993). Physical
factors for CTS include highly repetitive or forceful exertions of the hand and wrist, repetitive or forceful
pinching, repeated flexion or extension of the wrist, ulnar deviation of the wrist, segmental vibration, and
mechanical stress on the base of the palm (Greening and Lynn, 1998; Miller et al., 1994; Putz-Anderson,
1988; Szabo, 1998; Viikari-Juntura, 1998). An increased risk has been reported in workers with a high
number of repetitive hand/wrist movements, such as butchers, grocery store workers, watch assemblers
in Switzerland, and automobile assembly workers (Barnhart et al., 1991; Hagberg et al., 1992; Delgrosso
and Boillat, 1991; Zetterberg and Ofverholm, 1999).

Many studies provided ORs and 95% confidence intervals (CIs) but not standard deviations (SDs).
Table 2.6 shows descriptive statistics data of ORs and CIs found in 27 studies. A reciprocal of OR was used
for avoiding misinterpretation and maintaining consistency with other values if OR < 1. Figure 2.2 shows
a histogram with frequency data for OR of each factor and the total. Seventy-five percent (Q3) of OR are
2.4, 2.225, 2.125, and 2.49 for total, personal, psychosocial, and physical factors, respectively. For SDs,
0.3536, 0.3429, 0.3360, and 0.3536 are the third quartiles for total, personal, psychosocial, and physical
factors, respectively. From the SD data, 57 out of 58 (98.3%) are within a range of [0, 0.5] and the quar-
tile is close to 0.975, i.e., Q(0.975)=57.05, or 97.5% of SD data are less than 0.474, the 57th data point of
ordered ranks.

TABLE 2.6 Descriptive Statistics for Odds Ratio (OR) and Standard Deviation (SD) Data from 27 Studies

Statistic Factor N Mean Median Min Max Q1 Q3
QOdds Personal 13 1.952 1.82 1.17 4.20 1.445 2.250
ratio Psychosocial 9 1.628 1.35 1.03 2.86 1.195 2.125
(OR) Physical 36 2.226 1.83 1.00 7.00 1.225 2.490
Total 58 2.072 1.76 1.00 7.00 1.285 2.400
Standard Personal 13 0.2573 0.2269 0.0810 0.4047 0.2069 0.3429
deviation Psychosocial 9 0.2522 0.2183 0.1029 0.4675 0.1738 0.3360
(SD) Physical 36 0.2668 0.2409 0.0249 0.6519 0.1722 0.3536
Total 58 0.2624 0.2306 0.0249 0.6519 0.1936 0.3536

Source: Kong, D., Ph.D. dissertation, Pennsylvania State University, University Park, PA, 2002, (unpublished).
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FIGURE 2.2 Histograms and frequencies of odds ratio (OR) and standard deviation (SD). (a) OR distribution:
about 40% (23/58) of OR values are less than 1.5 and overall trend of the distribution is exponentially decreasing.
(b) SD distribution: about 98% (57/58) of SD values are less than 0.5.

2.6 Human-Computer Interaction

In 2001, 72.3 million workers used a computer at work in the United States (BLS, 2002). These workers
accounted for 53.5% of total employment in 2001. Computer systems, including both hardware and soft-
ware, have become more and more sophisticated. End users have different levels of skills and knowledge.
But regardless of their skill and knowledge levels, end users have a single goal in common: to complete
the given tasks as soon as possible or find what they want in time when surfing the Internet. For exam-
ple, consider a voice recognition system. Many companies are now providing voice response systems
rather than a touch-tone response system. Some customers will find it convenient, but others will find it
difficult. The voice recognition technology may well be advanced enough not to worry about the

[ —
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FIGURE 2.3 Conceptual diagram of relationships among system developers, HCI professionals, and end users. Not
all of the related fields in HCI are present.

question, “How can my speech be perfectly recognized through the phone?” But for those who have a
strong accent or who are beginning to learn English, the voice recognition system may not be favorable.
Human—computer interaction (HCI) is a relatively young field, still developing compared with other
research fields. A wide range of groups are interested in HCI, including researchers in linguistics, social
and behavioral sciences, computer engineering, information technology, and so on.
There are three major topics in HCI:

(1) Understanding user characteristics
(2) Providing design principles and guidelines
(3) Conducting usability tests

These topics require the collaborative work of experts from a variety of disciplines. Figure 2.3 illustrates a
conceptual map for the relationships. HCI professionals, including HF specialists, collect user data and give
user-characteristics information to the system developers so that the developers know more about what the
user wants and how the user behaves. The HCI professionals also provide the user more user-friendly sup-
port materials with help from system developers. The related disciplines shown in Figure 2.3 are examples.

2.6.1 Understanding User Characteristics

“User-friendly” is a very familiar term in HCI. It indicates that consumers now prefer software packages
or devices having features that are easy to use or manipulate. However, considering the nature of software,
which ranges from performing very simple functions such as basic calculations to extremely complex
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functions such as control of a nuclear power plant, it is not easy to define “user-friendliness.” Also, as
products become more complex, the necessary interfaces will likely have numerous displays, menus, dis-
play formats, control systems, and many levels of interface functions. The trend toward a greater number
of functions is an important problem because the additional functions make the interface more complex
and increase the number of choices the user must make (Wickens et al., 2004), thereby decreasing user-
friendliness. Any product that is designed without paying attention to the user often leaves a huge gap
between the user’s capabilities and the expectations the product places on the user. The goal of the HF
specialist is to help narrow this gap by understanding and paying attention to the needs of the user rather
than what the system developers want to make.

Table 2.7 shows some examples of the user characteristics that system developers must consider. For
example, many elderly people are not satisfied with the font sizes on cell-phone displays; providing flex-
ibility on font size makes older people more comfortable. In another example, most end users do not
understand the error messages provided by personal computers.

2.6.2 Providing Design Principles and Guidelines

Design principles require consistency and good usability. Consistency means providing new systems that
are easy to learn: for example, most MS Windows applications have menus on the top of the screen and
a File menu on the top left containing Open, Save, and Print commands in common. Anyone who is famil-
iar with any Windows software can use another Windows software without any problem. However, con-
sider the menu structures built into cell phones. No cell phones have the same or even similar menu
structures to indicate “start over.” This lack of consistency can be a serious problem for consumers as they
switch between systems. Usability means ease of learning, ease of use, and ease of recovering from errors.
The concept of usability will be considered in the next section.

In general, design principles and guidelines are generated by theoretical models such as the
GOMS (Goals, Operators, Methods, and Selection rules) model developed by Card et al. (1983). Many
systems developers have the strong belief that people will become skilled in their systems’ use and will
want to have efficient methods for accomplishing routine tasks. This GOMS model can predict the
impact of design decisions on this important measure of success. For example, consider the goal of send-
ing an e-mail to a friend. The user will open a blank message screen, select a recipient or type an e-mail
address, write a message, and click on the send button. The GOMS model assumes that the user sets a
goal (sending an e-mail) and subgoals, if necessary, that the user achieves by way of methods and
selection rules. A method is a sequence of steps that the user should follow, while selection rules are
the choice of one or another method, such as “select a recipient” or “type an e-mail address,”
for example.

TABLE 2.7 Examples of User Characteristics and HCI Considerations

User Characteristics Considerations for System Developers

Age * Flexibility on font size for older people
* Selection of words for children
Sensitivity of mouse and keyboard

Knowledge of computer * Understandable error messages
* Instruction manual
* Help menus

Disability factor *  Use of color for the color-blind
* Voice recognition and response system
* Keyboard size

Preference * Dominant hand when using a mouse
* Flexibility of color selection
* Option of auditory feedback
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2.6.3 Conducting Usability Tests

Even a carefully designed system that uses the best theories must be evaluated in usability tests. Usability
tests involve typical users using the system in realistic situations. All details of difficulties and frustrations
the testers encounter should be recorded for the purpose of upgrading software quality. Most usability
specialists use a variety of prototypes, from low- to high-fidelity methods. Low-fidelity methods, gener-
ally used early in the design process, include index cards, paper stickers, paper-and-pen drawings, and
storyboards. Storyboards are a graphical depiction of the outward appearance of the software system,
without any actual system functioning. High-fidelity methods include fully interactive screens with the
look and feel of the final software (Wickens et al., 2004).

When designers are conducting usability testing, whether early in the low-fidelity prototyping stages
or late in the design lifecycle, they must identify what they are going to measure, often called usability
metrics. Usability metrics tend to change in nature and scope as the project moves forward. In early con-
ceptual design phases, usability can be evaluated with a few users and focuses on the qualitative assess-
ment of general usability (whether the task can even be accomplished using the system) and user
satisfaction. Low-fidelity prototypes are given to users, who then imagine performing a very limited sub-
set of tasks with the materials or screens (Carroll, 1995). At this point, there is usually little to no quanti-
tative data collection; simply talking with a small number of users can yield a large amount of valuable
information. As the design takes on more specific form, usability testing becomes more formalized and
often quantitative. Several versions of usability questionnaires are available, and some companies have
developed their own usability testing metrics. In general, effectiveness, efficiency, and subjective satisfac-
tion are the main usability measures.

Usability testing is not limited to product designs or software development. As computers become
more popular, companies develop their websites, trying to attract more visitors by providing more serv-
ices. In many cases, it is really difficult for a user to find what he or she wants from websites, especially
when the website contains tremendous amounts of data. For example, Yu et al. (1998) reported that the
Kodak website (www.Kodak.com) contained over 25,000 pages and 74,000 files in 1998. In terms of traf-
fic size, Kodak.com averaged around one million hits daily, including roughly a quarter of a million pages
viewed and accessed by some 24,000 unique visitors each day. However, the main top-level design
remained unchanged, and the visitors had a hard time finding what they wanted as a result of broken
links and unmatched menu structures. The effort to develop a new design was started from the guestbook
of Kodak.com, which provided important information on what the visitors wanted most (user’s needs)
and which problems the visitors had (user’s behavior). As seen in this Kodak.com case, users are the core
factor of design. No products will be favored without considering the user. In response to the growing
demands for usability, the U.S. Department of Health and Human Services developed a website about
usability (http://www.usability.gov/). This website provides useful information such as federal guidelines,
Internet statistics, and lists of usability-related events.

2.7 Summary

Human Factors is a very broad concept. Only a few areas in HF are introduced in this chapter but the
main idea is simple: How can we provide employees safe and comfortable working conditions without inter-
rupting productivity? This can be accomplished only when government, employers, researchers, and
employees collaborate together. The slightly old but still relevant slogan, “Fitting the task to the man,”
becomes even more important when technology advances at light speed.

2.8 Exercises

1. You may find any tool, desk, equipment, or even TV remote that doesn’t match your hand size.
Think about why it doesn’t and how to fit it to you. If it fits you, what about your family members
or your friends? How do you make a proposal that it accommodate more people?
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2. What software program do you frequently use? Do you like the software? Why? What feature of the
program do you like the least? Why? How do you want to change it? Do you think it is acceptable
to most users?

3. Do you or anyone you know have any work-related illness or injury? How do you know it is work
related? If it is work related, has the employer made a modification of the workplace? If so, has the
incidence rate decreased?
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3.1 Introduction

The goal of a manufacturing system is to produce multiple copies of the same product, each having
attributes within specified tolerances. Variation reduction is one of the major techniques for achieving
process stability and requires increasing amounts of process and equipment control at various levels of
manufacturing systems. In particular, controlling complicated processes to produce smaller feature sizes
is inherently difficult in semiconductor manufacturing. Moyne et al. (1993) attribute this difficulty to an
insufficient number of sensors and actuators at each manufacturing process step for establishing a desired
level of concurrent control over process parameters. Moreover, mathematical models incorporated into
the control scheme rely on empirical data and are consequently imprecise. As pointed out by many
researchers (Box and Kramer, 1992; Vander Wiel et al., 1992), it is highly desirable to investigate different
control methods to detail the scope of their usage and limitations, and to address the complementary uti-
lization of those methods in a control system.

Two categories of research and applications have been developed independently to achieve process
control. Engineering process control (EPC) uses measurements to prescribe changes and adjust the
process inputs with the intention of bringing the process outputs closer to targets. It employs

3-1
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feedback/feedforward controllers for process regulation and has gained a lot of popularity in continuous
process industries. Statistical process control (SPC) uses measurements to monitor a process and look for
major changes in order to eliminate the root causes of the changes. It has found widespread applications
in discrete parts industries for process improvement, process parameter estimation, and process capabil-
ity determination. Successful projects have also been developed in other industries such as hospital serv-
ice, business marketing, and financial management for detecting important process changes to support
decision making. Although both techniques aim at the same objective of reducing process variation, they
have different origins and have used different implementation strategies for decades.

Practitioners of SPC argue that because of the complexity of manufacturing processes, EPC methods
can very likely over control a process and increase process variability rather than decrease it, as demon-
strated by Deming’s (1986) funnel experiment. Moreover, important quality events may be masked by
frequent adjustments and become difficult to detect and remove for ultimate quality improvement. On
the other hand, practitioners of EPC criticize SPC methods for excluding the opportunities for reducing
the variability in the process output. Owing to the stochastic nature of manufacturing processes, tradi-
tional SPC methods always generate too many false alarms and fail to discriminate quality deterioration
from the in-control state defined by SPC rules. Recently, an integration of EPC and SPC methods has
emerged in semiconductor manufacturing and has resulted in a tremendous improvement of industrial
efficiency (Sachs et al., 1995).

The EPC/SPC integration employs an EPC control rule to regulate the system and superimposes SPC
charts on the EPC system to detect process departures from the system model. Both academic research and
industrial practice have shown the effectiveness of the EPC/SPC integration model when the process is
subjected to both systematic variations and special-cause variations (Montgomery et al., 1994; Capilla
etal., 1999; Jiang and Tsui, 2000). To avoid confusion, Box and Luceno (1997) refer to EPC activities as process
adjustment and to SPC activities as process monitoring. While the two approaches have been applied inde-
pendently in different areas for decades, the relationship between them has not yet been clearly explored.

This chapter reviews various cutting-edge models and techniques for industrial process control. A uni-
fied framework is developed to model the relationships among the well-known methods in EPC, SPC,
and integrated EPC/SPC. An industrial quality control application for the chemical-mechanical pla-
narization (CMP) process demonstrates the benefits of these methods.

3.2 Two Process-Control Approaches

3.2.1 Engineering Process Control

Engineering process control is a popular strategy for process optimization and improvement. It describes
the manufacturing process as an input—output system where the input variables (recipes) can be manipu-
lated (or adjusted) to coun teract the uncontrollable disturbances to maintain the process target. The out-
put of the process can be measurements of the final product or critical in-process variables that need to be
controlled. In general, without any control actions (adjustment of inputs), the output may shift or drift away
from the desired quality target owing to disturbances (Box and Luceno, 1997). These disturbances often are
not white noise but exhibit a dependence on past values. It is thus possible to anticipate the process behav-
ior on the basis of past observations and to control the process by adjusting the input variables.

Engineering process control requires a process model. A simple but useful process model that describes
a linear relationship between process inputs and outputs is (Vander Wiel et al., 1992),

e =gX, +D (3.1)
where ¢, and X, represent the process output and input (control) deviations from target, D, the process
disturbances that pass through part of the system and continue to affect the output, and g the process gain

that measures the impact of input control to process outputs. To simplify our discussion, we assume that
the process gain is unity, i.e., ¢ = —1. When no process control is involved, the process output is simply
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the disturbance, and the variance of the output is obtained as 03, The objective of process control is to
reduce process variations by adjusting inputs at the beginning of each run, i.e., 02 < 62, where 02 is the
variance of the controlled output.

Feedforward control uses prediction of the disturbance to adjust the process, i.e., X,_, = [}, where D
is the prediction of disturbance at time t given process information up to t—1. It strongly relies on an
accurate sensor system to capture the process disturbance. Another process control strategy widely
adopted in industry is feedback control, which uses deviations of the output from the target (set-point)
to indicate that a disturbance has upset the process and to calculate the amount of adjustment.

Figure 3.1 presents a typical process with a feedback control scheme. Since deviations or errors are used
to compensate for the disturbance, the compensation scheme is essentially twofold. It is not perfect in
maintaining the process on target, since any corrective action is taken only after the process deviates from
its target first. On the other hand, as soon as the process output deviates from the target, corrective action
is initiated regardless of the source and type of disturbance. It is important to note that the feedback
scheme is beneficial only if there are autocorrelations among the outputs.

There is a rich body of research on feedback controllers (Astrom and Wittenmark, 1997). To minimize
the variance of the output deviations from the quality target, two types of controllers are commonly used.

« Minimum mean square error (MMSE) control. From the time-series transfer function model that
represents the relationship between the input X, and output e,, Box et al. (1994) develop the MMSE
controller

_ L(B)Ly(B)

‘T T LBLB)

where B is backshift operator and L,(B), L,(B), L,(B) and L,(B) polynomials in B that are relevant
to the process parameters. Theoretically, if the process can be accurately estimated, the output can
be reduced to a white noise by the MMSE controller.

Proportional Integral Derivative (PID) Control. This is a special class of the Autoregressive
Integrated Moving Average (ARIMA) control model. The three-mode PID controller equation is
formed by summing three methods of control, proportional (P), integral (I), and derivative (D).
The discrete version of the PID controller is

X, = ko + kPet + k] e ;t+ kD(et - et*l) (3.2)
=0

Disturbance

Process outputs

A4

Process

+

Updated recipes

Recipe generator

A

A

Targets

FIGURE 3.1 A feedback-controlled process.
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where k; is always set to zero. The proportional control action is intuitive but is not able to elimi-
nate steady-state errors, i.e., an offset will exist after a set-point change or a sustained load distur-
bance. The integral control action is often used because it can eliminate offset through
continuously adjusting the controller output until the error reaches zero. The function of the
derivative control action is to anticipate the future behavior of the error signal by considering its
rate of change (Seborg et al., 1989). Tsung et al. (1998) discuss the design of PID controllers when
the disturbance follows an ARIMA (1,1,1) model. Generally, other rules of thumb have to be used
for designing a PID controller (Ziegler and Nichols, 1942; Astrom and Hagglund, 1988).

The MMSE control is optimal in terms of minimizing mean squared residual errors. However, this is
only true for the idealized situation in which the model and model parameters are known exactly. If the
process model is not known precisely, it has a serious robustness problem when the model is close to non-
stationarity. As shown in Tsung et al. (1998) and Luceno (1998), the PID controller is very efficient and also
robust against nonstationarity as that it can continuously adjust the process whenever there is an offset.

Theoretically, only predictable deviations can be reduced by EPC methods. Modeling errors due to
process changes are generally hard to capture in real time and to compensate for with EPC schemes.
Various adaptive EPC schemes that dynamically adjust control parameters have been investigated.
Recently, an adaptive framework has been proposed in semiconductor manufacturing (by superimpos-
ing) an SPC scheme to monitor modeling errors and revise the process models (Sachs et al., 1995).

3.2.2 Statistical Process Control

The basic idea in SPC is a binary view of the state of a process, i.e., either it is running satisfactorily or
not. As developed by Shewhart (1931), the two states are classified as having: (1) a common cause of vari-
ations and (2) an assignable/special cause of variations, respectively.

3.2.2.1 Common-Cause Variations

Common-cause variations are the basic assumption on which the SPC methods are based. This assumes
that the sample comes from a known probability distribution, and the process is classified as “statistically”
in control. In other words, “the future behavior can be predicted within probability limits determined by
the common-cause system” (Box and Kramer, 1992). This kind of variation, from a management point of
view, is inherent in the process and is difficult or impossible to eliminate.

3.2.2.2 Special-Cause Variations

Based on Shewhart’s classification, Deming (1982) argues that a special cause of variations is “something
special, not part of the system of common causes,” and should be identified and removed at the root. That
is, the process output should be consistent with the postulated stable behavior or the common-cause
model when the process is statistically in control, and whenever any deviation occurs from the common-
cause model, one should look for it and try to eliminate it.

Statistical control charts essentially mimic a sequential hypothesis test to discriminate special causes of
variations from the common-cause variation model. For example, a basic mathematical model behind
monitoring process mean changes is

e, =1, +X

where e, is the measurement of the process variable at time £, and 1, is the process mean at that time. Here,
X, represents variations from the common-cause system and is inherent in the process. In some applica-
tions, X, is or can be treated as an independently and identically distributed (i.i.d.) process.

With few exceptions, the mean of the process is constant except for occasional abrupt changes, i.e.,

n=ntuy
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where 7 is the mean target, and L, is zero for t < t, and has nonzero values for t = t,. For example, if the
special cause is a step-like change, (1, is a constant u after t,. The goal of SPC charts is to detect the change
point £, as quickly as possible so that corrective actions can be taken before quality deteriorates and defec-
tive units are produced. Among many others, the Shewhart chart, the exponentially weighted moving
average (EWMA) chart, and the cumulative sum (CUSUM) chart are three important and widely used
control charts.

« Shewhart chart. Process observations are tested against control limits |e,| > L - 0,, where o, is the
standard deviation of the chart statistic estimated by moving range and L is prespecified to main-
tain particular probability properties.

« EWMA chart. Roberts (1959) proposed monitoring the EWMA statistic of the process observa-
tions, Z, = ;()wz-et,i, where w; = A(1—A)' (0 < A = 1). The EWMA statistic utilizes previous infor-
mation with the discount factor (1—A) and includes the Shewhart chart as a special case when
A = 1.1t has a recursive form

Z,=(1-NZ,_, + 2e, (3.3)

where Z, is zero or the process mean. The stopping rule of the EWMA chart is |Z| > Lo,

CUSUM chart. Page (1954) introduced the CUSUM chart as a sequential probability test, which can
also be obtained by letting A approach 0 in Equation (3.3), i.e., the CUSUM algorithm assigns equal
weights to previous observations. The tabular form of a CUSUM chart consists of two quantities,

¥=max[0,e, + Zt_, — K] and Z, = minl[0, —¢,+Z,_, — K]

where ZT = Z; = 0. It has been shown that the CUSUM chart with K = p/2 is optimal for detecting
a mean change of it when the observations are i.i.d.

Although the purpose of these procedures is to detect process changes, it is well known that they may
signal even when the process remains on target owing to the randomness of observations. The expected
length of period between two successive false alarms is called in-control average run-length (ARL;). When
a special cause presents, the expected period before a signal is triggered is called out-of-control average
run-length (ARL;). A control chart is desired with a shorter ARL, but longer ARL,. In practice, the
Shewhart chart is sensitive in detecting large shifts while the EWMA and CUSUM charts are sensitive to
small shifts (Lucas and Saccucci, 1990).

In typical applications of SPC charts, a fundamental assumption is that the common-cause variation is
free of serial correlation. Unfortunately, the assumption of independence is often invalid in many manu-
facturing processes. For example, in discrete parts industries, the development of sensing and measure-
ment technology has made it possible to measure critical dimensions on every unit produced, and in
continuous process industry, the presence of inertial elements, such as tanks, reactors, and recycle streams,
results in significant serial correlation in measurement variables. Serial correlations call for EPC techniques
to reduce variations and present new challenges and opportunities to SPC for quality improvement.

3.3 Integration of Engineering Process Control/Statistical
Process Control — Run-to-Run Control

Engineering process control and SPC are two complementary strategies developed in different industries
for quality improvement. There is a corresponding relationship between them through prediction.
Consider a pure-gain dynamic feedback-controlled process

e,=X,, +D,

Suppose DAI 4 Is an estimator (i.e., prediction) of D, | at time t, a realizable form of control could be

A A

obtained by setting X, = — D_, and the output error at time t+1 becomes e,,, = D,,, — D, which
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equals to the “prediction error”. For example, when the process can be described by an ARIMA model, the
MMSE control has a form identical to that of the MMSE predictor (Box et al., 1994). Similarly, as dis-
cussed in Section 3.5, a forecast-based special-cause chart (SCC) essentially monitors the MMSE predic-
tion errors of an autocorrelated process.

As an alternative, an EWMA predictor, which corresponds to the integral (I) control, is one of the most
frequently used prediction methods in business and industry, mainly because of its simplicity and efficiency.
Box et al. (1994) and others have studied its optimality in terms of minimizing mean-squared prediction
errors for integratedmoving average (IMA)(1) models; Cox (1961) shows that it is effective for AR(1) mod-
els when parameter ¢ is larger than 1/3. In SPC the EWMA statistic is also an effective control chart for
detecting small and medium mean shifts for both i.i.d. and autocorrelated processes (Lucas and Saccucci,
1990; Montgomery and Mastrangelo, 1991).

The relationship between EPC and SPC through prediction has been recently explored in many indus-
trial applications. To make an appropriate selection between the two approaches in practice, it is impor-
tant to identify disturbance structures and strengths of the two control methods to influence the process.
Figure 3.2 presents four categories of ongoing research and application of the two quality-control
approaches.

« If a process is not correlated, there is no need to employ EPC schemes. Traditional SPC control
charts should be used for identifying assignable cause variations.

« When data are correlated, the possibility of employing EPC techniques should be examined. SPC
control charts are called for to monitor autocorrelated processes if no feasible EPC controller exists.

« If appropriate controllers are available, EPC control schemes can be employed to compensate for
the autocorrelated disturbance. However, no single EPC controller system can compensate for all
kinds of potential variations.

To identify and understand the cause of process changes, a unified control framework should be
applied to regulate a process using feedback control while using the diagnostic capability of SPC to
detect sudden shift disturbances to the process. The integration of EPC/SPC looks for the best oppor-
tunities of quality improvement by integrating and combining the strengths of EPC and SPC among the
various levels of control that may be incorporated into a manufacturing system. Run-to-run (R2R) or
sequential optimization and control is a typical realization of EPC/SPC integration in semiconductor
manufacturing (Moyne et al., 1993; Rashap et al., 1995; Ruegsegger et al., 1999). The R2R controller is
a model-based process control system in which the controller provides recipes (inputs) based on post-
process measurements at the beginning of each run, updates the process model according to the meas-
urements at the end of the run, and provides new recipes for the next run of the process. It generally
does not modify recipes during a run because obtaining real-time information is usually very expensive
in a semiconductor process and because frequent changes of inputs to the process may increase the vari-
ability of the process’s outputs and possibly even make the process unstable. A block diagram of such an
R2R controller is shown in Figure 3.3.

A good R2R controller should be able to compensate for various disturbances, such as process drifts,
process shifts due to maintenance or other factors, model or sensor errors, etc. Moreover, it should be able
to deal with the limitations, bounds, cost requirements, multiple targets, and time delays that are often
encountered in real processes. The initial R2R process control model can be derived from former exper-
iments using statistical methods such as the response surface model (RSM). When the controller is
employed online, the model within the controller is updated according to the new measurements from
run to run. A typical R2R system consists of three components: diagnosis module, gradual module, and
rapid module (Sachs et al., 1995).

3.3.1 Diagnosis Module

This is a generalized SPC to distinguish between slow drifts and rapid shifts and decide if the process is
running in accordance with the current process model. Since the inputs experience small changes, it is

@) 20080 Ty rancs rou. 1<



Process Control for Quality Improvement 3-7

Process
Traditional SPC
N
Data correlated ? > : SC\%IV:an
= CUSUM
Montgomery (1996)

APC needed N
and feasible ?

Need to detect

special cause ?

A4
ASPC Traditional APC Monitor autocorrelated
processes
= MMSE = MMSE = SCC, M-M and PID
Capilla et al. (1999) ® PID Wardell et al. (1994)
= PID B 4 denkins (1976) LIYIontgomcler{ and )Mastrangelo (1991)
ox and Jenkins iang et al. (2002
Sachs etal. (1995) Astrom and Wittenmark (1997) = EWMA and ARMA
Zhang (1998)
Jiang et al. (2000)

Mathematically equivalent

W = Mathematically similar
= Performance of the monitoring chart

is mathematically the same
Quality cost model is different

= Different criteria

FIGURE 3.2 An overview of EPC and SPC methods.

generally impossible to apply standard control charts to monitor the outputs. Mandel (1969) suggests
monitoring the prediction errors; and Zhang (1984) proposes cause-selecting control charts to determine
which of the inputs or outputs is responsible for the out-of-control situation. This module determines
which of the following gradual or rapid modes is engaged.
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FIGURE 3.3 Structure of run-to-run controller.

3.3.2 Gradual Module

This module uses historical data to linearly update process models by giving less weight to old data. A
pure I control is typically employed when the process can be approximated by linear models. Assuming
D, is an IMA(1) process, and D, = D,_,+¢&,—0¢,_, where €, is a white noise, Equation (3.1) can be
rewritten as

et = a[ + gX[—l + gl’

where o, = ¢,_, + (1—0)¢g,_, is the mean level of the disturbance. The optimal predictor ¢, is the
EWMA statistic a, = @ (e,—gX,_;) + (1—w)a,_,, where 0 = @ = 1 is the fixed discount factor ® = 1—86
if 0 is known (Ingolfsson and Sachs, 1993; Box et al., 1994). The recipe is set at X, = (7—a,)/g.

3.3.3 Rapid Module

This module quickly updates the process model on the basis of changes detected by the diagnosis mod-
ule. It must accomplish tasks such as estimating the magnitude and location of the disturbance, sequen-
tially assessing the probability that a change actually took place given new available data, and using
estimations of the disturbance to prescribe control actions (Sachs et al., 1995).

There is an extensive body of research on the design of adaptive and robust controllers for the gradual con-
trol module. A double-exponential forecasting method (Butler and Stefani, 1994; Del Castillo, 1999) has been
proposed using a predictor corrector controller (PCC) to eliminate the impact of machine and process drift.
Other control methods include optimized adaptive quality control (Del Castillo and Yeh, 1997), Kalman fil-
ter (Palmer et al., 1996), set-value methods (Baras and Patel, 1996), and machine learning methods such as
artificial neural network (Smith and Boning, 1997). To facilitate the rapid module, Chen and Elsayed (2000)
provide a Bayesian estimation method for detecting the shift size and estimating the time of the shift; Yashchin
(1995) proposes an adaptive EWMA estimator of the process mean; and Pan and Del Castillo (2003) investi-
gate using CUSUM charts in conjunction with sequential adjustments to improve the average squared devi-
ations. The following section uses a CMP process to demonstrate the effectiveness of R2R control systems.
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3.4 A Run-to-Run Example — Chemical-Mechanical
Planarization

Chemical-mechanical planarization of dielectric films is basically a surface planarization method in which
a wafer is affixed to a carrier and pressed facedown on a rotating platen holding a polishing pad as shown
in Figure 3.4. Silica-based alkaline slurry is applied during polishing thus providing a chemical and
mechanical component to the polishing process. The primary function of CMP is to smooth a nominally
macroscopically flat wafer at the feature (or microlevel), i.e., to planarize its features. Therefore, to evenly
planarize features across the whole wafer, it is crucial to have a uniform material removal rate across the
wafer. This removal rate uniformity ensures that the entire wafer is uniformly reduced in height. The wafer
is held on a rotating carrier facedown and is pressed against a polishing pad attached to a rotating disk.

A multilevel input-output control system of the CMP process is shown in Figure 3.5. The primary inputs
to the CMP process are (1) rotational speeds of the pad and wafer (both constant), (2) load pressure

Pad conditioner

]
| I—Platen

FIGURE 3.4 Schematic of a CMP system.

INPUT OUTPUT
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—_—> Polish rate
Distance between centers —

Uniformity
Sweep pattern CMP E

— ] Thickness
Pressure distribution —
(down force)

Slurry volume

Slurry Friction Exit Pad
concentration between temperature condition
pad and (pad wear)
head

FIGURE 3.5 CMP process inputs and outputs.
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FIGURE 3.6 Output thickness of wafers.

magnitude, (3) ring pressure, and (4) pad conditioning (friction coefficient between pad and wafer). The
primary outputs of interest are the uniformity of the material removal rate across the wafer as measured
within wafer nonuniformity, and the average removal rate. For illustration, we consider control output wafer
thickness using rotational speeds of the polish pad.

Figure 3.6 presents a simulation of 100 runs of output thickness under an R2R control system. Owing
to variations of the incoming thickness of the dielectric, the wafer output thickness may drift away from
target without EPC/SPC control. In addition, a wear problem starts from the 51st run on the polish pad.
Now an EWMA (I) controller is employed to adjust the polish rate and the CMP output thickness is
found much closer to target. The mean squared error of the 100 runs is reduced from 304,763 to 10,091
with the EWMA controller, which indicates a dramatic quality improvement.

If a Shewhart chart is applied to monitor the EPC-CMP process, a signal will be triggered at the 57th
run and the polish rate model can be updated to take into consideration the polish pad deterioration. The
mean squared error is then further reduced to 3,177, showing the effectiveness of SPC methods in
improving product quality.

Note that although the initial EWMA controller is designed to reduce incoming dielectric variations,
the severity of the polish pad deterioration is also weakened (the drift has been reduced to a step shift).
As pointed out in Box and Kramer (1992), traditional SPC charts are difficult to use to effectively detect
the masked (special cause) process shifts. New development of SPC methods will be discussed in the next
section to support EPC/SPC control systems.

3.5 Monitoring Autocorrelated and Engineering Process Control
Processes

To develop efficient tools for monitoring EPC/SPC systems, it is important to understand the impact of
autocorrelation on the performance of control charts. Many authors have found that the presence of auto-
correlation has a substantial and detrimental effect on the statistical properties of control charts developed
under the i.i.d. assumption. First, the standard deviation of the underlying process is often underestimated
when it is estimated from moving range and the first-lag autocorrelation is positive because

E(6y) = E(MR/d,) = o\1—p, (3.4)
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where p, is the first-lag correlation coefficient of the underlying process (Cryer and Ryan, 1990). For
example, the process (see Figure 3.7) taken from Pandit and Wu (1983, p. 291) is highly autocorrelated,
with p, = 0.90. The moving range estimate of the standard deviation is only 0.320, which results in a
higher frequency of alarm signals than that expected from usual Shewhart charts.

Second, because of the systematic nonrandom patterns of the autocorrelated data, it becomes difficult
either to recognize a state of statistical control or to identify departures from the in-control state. Alwan
and Roberts (1988) point out that the individual X chart based on the assumption of i.i.d. observations
can be misleading if they are actually autocorrelated. Maragah and Woodall (1992) quantify the effect of
autocorrelation on the retrospective X chart with and without supplementary rules. Therefore, to accom-
modate autocorrelations among observations, development of new control charts has received consider-
able attention in the last decade.

3.5.1 Modifications of Traditional Methods

One common SPC strategy for monitoring autocorrelated processes is to modify the control limits of tra-
ditional charts and then to apply the modified charts to the original autocorrelated data. Vasilopoulos and
Stamboulis (1978) provide an adjustment of control limits for Shewhart charts when monitoring auto-
correlated processes. Johnson and Bagshaw (1974) and Bagshaw and Johnson (1975) provide the factor to
adjust the critical boundary of CUSUM charts to correct the test procedure in the presence of correlation.

The out-of-control performance of these adjustments has been investigated recently. Yashchin (1993)
shows that the CUSUM chart after adjustments can be seriously affected by mild autocorrelations. Zhang
(1998) studies the EWMA chart for stationary processes. Jiang et al. (2000) extend the EWMA chart to a
general class of control charts based on the autoregressive moving average transformation (ARMA), the
ARMA charts. The monitoring statistic of an ARMA chart is defined to be the result of a generalized
ARMA(1,1) process applied to the underlying process {X}, i.e.,

t—1
Z,=6X—0X_ | +¢Z_, :Z)Withi

where w, = 6, w; = 6,(¢ — B)¢" '6,(i =1) and B = 6/6,. 6, is chosen so that the sum of all coefficients
w;is unity when t — oo, i.e., 6, = 1 + 6 —¢@. The authors show that these charts can yield good performance
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when certain chart parameters are chosen appropriately. Jiang and Tsui (2001) extend it to higher order
ARMA charts, which comprise a general class of control charts including SCC, EWMA, and PID charts as
special cases.

3.5.2 Forecast-Based Monitoring Methods

A natural idea for monitoring an autocorrelated sequence is to transform the observations to an i.i.d. or
near i.i.d. so that the “innovations” can be monitored by the traditional control charts developed for i.i.d.
observations. This family of control chart is called the forecast-based residual chart. Alwan and Roberts
(1988) first proposed to use SCC to monitor MMSE prediction errors. For simplicity, assume the under-
lying process {X,} follows an ARMA(1,1) process, i.e.,

X, —uX, =€ —VE,

where u and v are scalar constants and €, white noise. The residuals can be obtained as e, = X, — )2[ where
X , is the prediction of X, given all information up to t—1. The MMSE predictor can be written as
X, =y )A(H + (u—v)X,_,. If the model is accurate, the prediction errors are approximately uncorrelated
and then any conventional control charts can be utilized for monitoring the i.i.d. prediction errors.

The SCC method has attracted considerable attention and has been further studied by many authors.
Wardell et al. (1992, 1994) derive the run-length distribution of the Shewhart chart as applied to the
residuals of an ARMA process; Vander Wiel (1996) studied the performance of SCCs for integrated mov-
ing average IMA(0,1,1) models. In general, monitoring the i.i.d. residuals gives SCC charts the advantage
that the control limits can be easily determined by means of traditional control charts such as the
Shewhart chart, the EWMA chart, and the CUSUM chart. Another advantage of the SCC chart is that its
performance can be analytically approximated.

The EWMA predictor is another alternative proposed by Montgomery and Mastrangelo (1991, M—M
chart). Jiang et al. (2002) further generalized the use of PID predictors with subsequent monitoring of the
prediction errors, i.e.,

X =X+ e, + Ae + e, (3.5)

where e, = X, — )A(t s A =kp+ k; + ky, A, = —(kp + 2kp), and A, = kj,. The PID-based charts monitor
e, and include the SCC, EWMA, and M—M charts as special cases. Jiang et al. (2002) shows that the pre-
dictors of the EWMA chart and M—M chart may sometimes be inefficient and the SCC may be too sen-
sitive to model deviation. On the other hand, the performance of the PID-based chart can be predicted
via chart parameters through measures of two “capability indices.” As a result, for any given underlying
process, one can tune the parameters of the PID-based chart to optimize its performance.

3.5.3 Generalized Likelihood Ratio Test-Based Multivariate Methods

Forecast-based residual methods involve only a single testing statistic and often suffer from the problem
of a narrow “window of opportunity” when the underlying process is positively correlated (Vander Wiel,
1996). For example, for monitoring an AR(1) process with p, = 0.9, a shift with size § = 1 will decrease
to 0.1 from the second run after the shift occurrence owing to forecast recovery. If an SCC misses the
detection in the first place, it will become very difficult to signal since the mean deviation shrinks to only
10% of the original size.

If the shift occurrence time is known, the “window of opportunity” problem is expected to be allevi-
ated by including more historical observations/residuals in the statistical hypothesis test. For the above
AR(1) example, if a mean shift is suspected to take place at t—1, then residuals at both time t and r—1 can
be used to obtain a likelihood ratio (LR) test for the hypothesis instead of e, only, i.e., the test statistic is
(0.1¢, + et,l)/\f"m. If the hypothesis is true, this LR test has a signal-to-noise (SN) ratio of 1L.1IN1.01 =
1.09 and consequently is more powerful than e, whose SN ratio is 1.
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A generalized likelihood ratio test (GLRT) procedure can be obtained to test multiple shift locations
(Vander Wiel, 1996; Apley and Shi, 1999). Assuming that the residual signature is {5} (+ = 0) when a shift
occurs, a GLRT based on residuals with window p is

k
;)‘siet—kﬁ/\ /i 67

i=0

Az = max

0=k=p—1

This GLRT statistic, called residual GLRT, has been shown to be very effective for detecting mean shifts if
p is sufficiently large. However, Apley and Shi (1999) indicate that it strongly depends on the accuracy of
signature. If a shift is not detected in the window, the signature applied in A, might no longer be valid
and the test statistic is no longer efficient. Consequently, this GLRT procedure is insensitive for detecting
small shifts since they are very likely to be missed in the window.

Jiang (2005a) derives a GLRT based on the original observations for different change point locations.
Consider a p-variate random vector transformed from the univariate autocorrelated observatiI?ns,

Y, =(Xi—pi» X pia> - - -» X)) A step shift that occurred at time t —k+1 has a signature d,= (0,..,0,1,...,1)’
(I= k=<p)and d,=(1,1,...,1)" (k> p). The GLRT procedure (called observational GLRT) for testing these
signatures is

% = Max 4.3y, Nd| 3 1d, (3.6)
l=k=p
where 3, is the covariance matrix of Y,. It is important to note that unlike the residual GLRT chart, one
of d;’s always matches the true signature of Y, regardless of the change point time. This grants a higher
efficiency of the observational GLRT chart than the residual GLRT chart no matter how wide the win-
dow is. More importantly, the observational GLRT chart is essentially model free while the residual GLRT
chart is model-based. When other shift patterns present, a multivariate T2 chart can be developed on the
basis of T?= Y, %~'Y, (Apley and Tsung, 2002).

3.5.4 Batch Means Monitoring Methods

Other than the forecast-based residual methods, other methods, such as batch means techniques, can also
be used in simulation research. Runger and Willemain (1995) propose to use a weighted batch mean
(WBM) for monitoring autocorrelated observations, where the weights depend on the underlying
process model. They show that the SCC chart is a special case of the WBM method and monitoring the
batch means can be more efficient in detecting small process mean shifts than the forecast-based charts.
They also consider classical/unweighted batch means where a batch size is determined based on a simple
iterative procedure. Using the method of WBM requires knowledge of the underlying process model,
whereas the classical method is “model-free.” Their study suggested that the classical method yields in-
control ARLs that are comparable to those of i.i.d. processes and is more sensitive than the spaced-batch
method in detecting small-mean shifts.

As discussed in Alexopoulos et al. (2004), batch means methods have two different applications in SPC
monitoring: estimation of the variance of the monitoring statistics of some commonly used SPC charts,
and creation of new monitoring statistics based on batch means. To obtain accurate and precise estimators
for the variance of batch means, they propose to use nonoverlapping batch means (NBM), overlapping
batch means(OBM), and standardized time series (STS) methods well developed in simulation research.

3.5.5 Monitoring Integrated Engineering Process Control/Statistical Process
Control Systems

Control charts developed for monitoring autocorrelated observations shed light on monitoring inte-
grated EPC/SPC systems. As shown in Figure 3.2, the essential idea behind the forecast-based residual
charts is mathematically similar to the pure EPC control strategy when the same forecasting scheme is
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used. In particular, monitoring the output of an MMSE controlled process has the same performance as
the corresponding SCC charts. Similarly, the residual chart is equivalent to the associated monitoring
component of the EPC/SPC system.

Similar to the forecast-based methods, assignable causes have an effect that is always contaminated by
the EPC control action and result in a small “window of opportunity” for detection (Vander Wiel, 1996;
Box et al., 1997). As an alternative, some authors suggest that monitoring the EPC action may improve the
chance of detection (Box and Kramer, 1992; Tsung and Shi, 1998; Capilla et al., 1999). Kourti et al. (1995)
propose a method of monitoring process outputs conditional on the inputs or other changing process
parameters. Jiang and Tsui (2002) and Tsung and Tsui (2003) demonstrate that monitoring the control
action may be more efficient than monitoring the output of the EPC/SPC system for some autocorrelated
processes and vice versa for others.

To integrate the information provided by process inputs and outputs, Tsung et al. (1999) developed
multivariate techniques based on Hotelling’s T2 chart and Bonferroni’s approach. Denoting the multi-
variate vector by Z, = (e, X,_,)’, which has covariance matrix %, the T chart monitor statistic

Ti=23%'2,

When mean shift patterns are known, similar to the GLRT procedures for monitoring autocorrelated
processes, more efficient monitoring statistics can be developed following the available signatures
(Jiang, 2005b).

3.5.6 Design of Statistical Process Control Methods: Efficiency vs. Robustness

Although EPC and SPC techniques share the same objective of reducing process variations and many
similarities in implementation, the criterion for selecting SPC monitoring charts is fundamentally differ-
ent from corresponding EPC. For example, instead of minimizing the mean squared error/prediction
error of a PID controller, maximization of the chance of detecting shifts is always desirable when design-
ing a PID chart. Therefore, SN ratios developed in Jiang et al. (2000) have to be used and an ad hoc pro-
cedure is proposed for designing appropriate charts.

Taking the PID chart , shown in Figure 3.8 as an example, two SN ratios are crucial to the statistical
performance of a PID chart. The standard deviation of charting statistic Z,, is denoted by o, and ;. (/1)
denotes the shift levels of Z, at the first step (long enough) after the shift happens. The transient-state
ratio is defined by C;. = 1;/0,, which measures the capability of the control chart to detect a shift in its
first few steps. The steady-state ratio is defined by Cg = /0, which measures the capability of the con-
trol chart to detect a shift in its steady state. By selecting control chart parameters, these two ratios can be
manipulated in the desired way so that the chance of detection is maximized.

In general, if the transient ratio can be tuned to a value high enough (say 4 to 5) by choosing appro-
priate PID parameters, the corresponding PID chart will be able to detect the shift quickly. On the other
hand, if this ratio is smaller than three, the shift will likely be missed at the transient state and needs to
be detected in the later runs. In this case, the steady-state ratio becomes more important for detecting the
shift efficiently at the steady state. Although a high steady-state ratio is helpful in detecting the shift in the
steady state, it may result in an extremely small transient ratio and make the transition of the shifts from
the transient state to the steady state very slow. To enable the chart to detect the shift efficiently in the
steady state, a balance is needed, i.e., there must be a trade-off between the transient ratio and the steady-
state ratio when choosing the charting parameters. Generally, Jiang et al. (2000) recommend the appro-
priate selection of chart parameter values to achieve Cg around three for balancing the values of C, and
C,. This heuristic algorithm is also helpful in designing other types of SPC charts for autocorrelated or
EPC processes, e.g., the EWMA and ARMA charts.

One of the obstacles that prohibit the usage of SPC methods in monitoring autocorrelated or EPC
processes is the robustness of a control chart. It is defined by how its ARL changes when the process
model is specified. Since residuals are no longer i.i.d., reliable estimates of process variations should be
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FIGURE 3.8 Design of PID charts.

used (Boyles, 2000; Alexopoulos et al., 2004). Moreover, even though a robust estimator of standard devi-
ations can be obtained, a more sensitive control chart, such as a PID chart may still be less robust com-
pared with less-sensitive control charts such as MMSE-based SCC charts. For example, Tsung et al. (1998)
and Luceno (1998) conclude that PID controllers are generally more robust than MMSE controllers
against model specification errors. However, Jiang et al. (2002) show that PID charts tend to have a
shorter “in-control” ARL when the process model is misspecified, since model errors can be viewed as a
kind of “shift/deviation” from the “true” process model.

The nonrobustness of sensitive control charts seems to discourage development of more efficient con-
trol charts, and a trade off between sensitivity and robustness becomes necessary when selecting control
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charts for monitoring autocorrelated processes. Apley and Lee (2003) recommend using a conservative
control limit for EWMA charts for monitoring MMSE residuals. By using worst-case estimation of resid-
ual variance, the EWMA chart can be designed to be robust in the in-control state with a slight loss of
efficiency in the out-of-control state. This design strategy is very helpful and can be generalized to other
SPC methods for monitoring autocorrelated or EPC processes.

3.6 Concluding Remarks

This chapter provides a state-of-the-art review of the EPC and SPC techniques and their applications in
parts and process industries for quality improvement. The two classes of methods can be linked and inte-
grated in a unified quality control framework. The industrial example demonstrates the effectiveness of
the EPC/SPC integration. While much attention has been focused on developing various efficient and
robust EPC controllers in the literature, we emphasize the crucial task of monitoring autocorrelated and
EPC processes. In general, economic design of SPC charts that takes into consideration the dynamic
nature of the process as well as the run-length variation of a control chart is important to the success of
EPC/SPC implementation.
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A schedule is a statement of the tasks and activities to be performed over time. Project scheduling deals
with the establishment of timetables and dates during which various resources, such as equipment and
personnel, will be used to perform the activities required to complete the project. Schedules are the cor-
nerstones of the planning and control system; and because of their importance, they are often written
into the contract by the customer.
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The act of scheduling integrates information on several aspects of a project, including an estimate of
how long the activities will last, the technological precedence relationships among various activities, the
constraints imposed by the budget and the availability of resources and, if applicable, deadlines. This
information is processed into an acceptable schedule with the help of a decision support system that may
include network models, a resource database, cost-estimating relationships, and options for accelerating
performance. The aim is to answer the following questions:

. If each activity goes according to plan, when will the project be completed?

. Which tasks are most critical to ensure the timely completion of the project?

Which tasks can be delayed, if necessary, without delaying project completion, and by how much?
More specifically, at what times should each activity begin and end?

. At any given time during the project, how much money should have been spent?

. Is it worthwhile to incur extra costs to accelerate some of the activities? If so, which ones?

U W~

The first four questions relate to time, which is the chief concern of this chapter; the last two deal with
the possibility of trading off time for money and are taken up in another chapter in this handbook chap-
ters 5 and 6.

A common way to present the schedule is as a Gantt chart, which is essentially a bar chart that shows
the relationships between activities and milestones over time. Different schedules can be prepared for the
various participants in the project. A functional manager may be interested in a schedule of tasks per-
formed by members of his or her group. The project manager may need a detailed schedule for each work
breakdown structure (WBS) element and a master schedule for the entire project. The vice president of
finance may need a combined schedule for all projects that are under way in the organization in order to
plan cash flows and capital requirements. Each person involved in the project may need a schedule with
all of the activities in which he or she is involved.

Schedules provide an essential communication and coordination link between the individuals and
organizations participating in the project. They facilitate coordination among people coming from dif-
ferent organizations and working on different elements of the project in different locations at different
times. By developing a schedule, the project manager is planning the project. By authorizing work to start
on each task according to the schedule, the project manager triggers execution of the project; and by com-
paring the actual execution dates of tasks with the scheduled dates, he or she monitors the project. When
actual performance deviates from the plan to such an extent that corrective action must be taken, the
project manager is exercising control.

Although schedules come in many forms and levels of detail, they should all relate to the master schedule,
which gives a time-phased picture of the principal activities and highlights the major milestones associated
with the project. For large programs, a modular approach is recommended in order to reduce the danger of
getting bogged down in excessive detail. To implement this approach, the schedule should be partitioned
according to its functions or phases and then disaggregated to reflect the various work packages (WPs). For
example, consider the WBS shown in Figure 4.1 for the development of a microcomputer. One possible mod-
ular array of project schedules is depicted in Figure 4.2. The details of each module would have to be worked
out by the individual project leaders and then integrated by the project manager to gain the full perspective.

| Microcomputer system |
I

1.0 | 2.0| 3.0 | 4.0 | 5.0 |

Equipment Prototype Operations & . Transition to
) P ) Marketing h
design fabrication maintenance manufacturing

14] 12] 1] 14 2.1 2.2 23 3.1 3.2 a1 a2] 51 52

Main i Backup| |Graphic Quality User : Demo
unit Printer unit display assurance| |manuals Service program

Fabrication| [Testing Advertising| [Hardware|| Support

FIGURE 4.1 WBS for a microcomputer.
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FIGURE 4.2 Modular array of project schedules.

Schedules are working tools for program planning, evaluation, and control. They are developed over many
iterations with project team members and with continuous feedback from the client. The reality of changing
circumstances requires that they remain dynamic throughout the project life cycle. When preparing the
schedule, it is important that the dates and time allotments for the WPs be in precise agreement with those
set forth in the master schedule. These times are control points for the project manager. It is his or her respon-
sibility to insist on and maintain consistency, but the actual scheduling of tasks and WPs is usually done by
those who are responsible for their accomplishment — after the project manager has approved the due dates.
This procedure assures that the final schedule reflects the interdependencies among all of the tasks and par-
ticipating units and that it is consistent with available resources and upper-management expectations.

It is worth noting that the most comprehensive schedule is not necessarily best in all situations. In fact,
too much detail can impede communications and divert attention from critical activities. Nevertheless,
the quality of a schedule has a major impact on the success of the project and frequently affects other
projects that compete for the same resources.

4.1.1 Key Milestones

A place to begin the development of any schedule is to define the major milestones for the work to be
accomplished. For ease of viewing, it is often convenient to array this information on a time line show-
ing events and their due dates. Once agreed upon, the resulting milestone chart becomes the skeleton for
the master schedule and its disaggregated components.

A key milestone is any important event in the project life cycle and may include, for instance, the fab-
rication of a prototype, the start of a new phase, a status review, a test, or the first shipment. Ideally, the
completion of these milestones should be easily verifiable, but in reality, this may not be the case. Design,
testing, and review tend to run together. There is always a desire to do a bit more work to correct super-
ficial flaws or to get a marginal improvement in performance. This blurs the demarcation points and
makes project control much more difficult.

Key milestones should be defined for all major phases of the project before start-up. Care must be
taken to arrive at an appropriate level of detail. If the milestones are spread too far apart, continuity prob-
lems in tracking and control can arise. Conversely, too many milestones can result in unnecessary busy-
work, overcontrol, confusion, and increased overhead costs. As a guideline for long-term projects, four
key milestones per year seem to be sufficient for tracking without overburdening the system.

The project office, in close cooperation with the customer and the participating organizations, typi-
cally has the responsibility for defining key milestones. Selecting the right type and number is critical.
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Every key milestone should represent a checkpoint for a collection of activities at the completion of a
major project phase. Some examples with well-defined boundaries include

+ Project kickoff

+ Requirements analysis completion
Preliminary design review

Critical design review

+ Prototype completion

Integration and testing completion
+ Quality assurance review

« Start of volume production
Definition of marketing program
First shipment

+ Customer acceptance test completion

4.1.2 Network Techniques

The basic approach to all project scheduling is to form an actual or implied network that graphically
portrays the relationships between the tasks and milestones in the project. Several techniques evolved
in the late 1950s for organizing and representing this basic information. Best known today are the
program evaluation and review technique (PERT) and the critical path method (CPM). PERT was
developed by Booz, Allen, and Hamilton in conjunction with the U.S. Navy in 1958 as a tool for coor-
dinating the activities of more than 11,000 contractors involved with the Polaris missile program. CPM
was the result of a joint effort by DuPont and the UNIVAC division of Remington Rand to develop
a procedure for scheduling maintenance shutdowns in chemical processing plants. The major difference
between the two is that CPM assumes that activity times are deterministic whereas PERT views the time
to complete an activity as a random variable that can be characterized by an optimistic, a pessimistic,
and a most likely estimate of its durations. Over the years, a host of variants has arisen, mainly to address
specific aspects of the tracking and control problem, such as budget fluctuations, complex intertask
dependencies, and the multitude of uncertainties found in the research and development (R&D)
environment.

The PERT/CPM is based on a diagram that represents the entire project as a network of arrows and
nodes. The two most popular approaches are either to place the activities on the arrows (AOA) and have
the nodes signify milestones, or to place activities on the nodes (AON) and let the arrows show prece-
dence relations among activities. A precedence relation states, for example, that activity X must be com-
pleted before activity Y can begin, or that X and Y must end at the same time. It allows tasks that must
precede or follow other tasks to be clearly identified, in time as well as in function. The resulting diagram
can be used to identify potential scheduling difficulties to estimate the time needed to finish the entire
project, and to improve coordination among the participants.

To apply PERT/CPM, a thorough understanding of the project’s requirements and structure is needed.
The effort spent in identifying activity relationships and constraints yields valuable insights. In particu-
lar, four questions must be answered to begin the modeling process:

1. What are the chief project activities?

2. What are the sequencing requirements or constraints for these activities?
3. Which activities can be conducted simultaneously?

4. What are the estimated time requirements for each activity?

The PERT/CPM networks are an integral component of project management and have been shown to
provide the following benefits (Clark and Fujimoto, 1989; Meredith and Mantel, 1999):

1. They furnish a consistent framework for planning, scheduling, monitoring, and controlling projects.
2. They illustrate the interdependencies of all tasks, WPs, and work units.
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3. They aid in setting up the proper communication channels between participating organizations
and points of authority.

4. They can be used to estimate the expected project completion dates as well as the probability that
the project will be completed by a specific date.

5. They identify so-called critical activities that, if delayed, will delay the completion of the entire
project.

6. They also identify activities that have slack and so can be delayed for specific periods of time with-
out penalty or from which resources may temporarily be borrowed without negative conse-
quences.

7. They determine the dates on which tasks may be started or must be started if the project is to stay
on schedule.

8. They illustrate which tasks must be coordinated to avoid resource or timing conflicts.

9. They also indicate which tasks may be run or must be run in parallel to achieve the predetermined
completion date.

As we will see, PERT and CPM are easy to understand and use. Although computerized versions are avail-
able for both small and large projects, manual calculation is quite suitable for many everyday situations.
Unfortunately, though, some managers have placed too much reliance on these techniques at the expense
of good management practice. For example, when activities are scheduled for a designated time slot, there
is a tendency to meet the schedule at all costs. This may divert resources from other activities and cause
much more serious problems downstream, the effects of which may not be felt until a near catastrophe
has set in. If tests are shortened or eliminated as a result of time pressure, design flaws may be discovered
much later in the project. As a consequence, a project that seemed to be under control is suddenly several
months behind schedule and substantially over budget. When this happens, it is convenient to blame
PERT/CPM, even though the real cause is poor management.

In the remainder of this chapter, we discuss and illustrate the techniques used to estimate activity dura-
tions, to construct PERT/CPM networks, and to develop the project schedules. The focus is on the tim-
ing of activities. Issues related to resource and budget constraints as they affect the project’s schedule are
taken up in other chapters.

4.2 Estimating the Duration of Project Activities

A project is composed of a set of tasks. Each task is performed by one organizational unit and is part of a
single WP. Most tasks can be broken down into activities, each of which is characterized by its technolog-
ical specifications, drawings, lists of required materials, quality-control requirements, and so on. The tech-
nological processes selected for each activity affect the resources required, the materials needed, and the
timetable. For example, to move a heavy piece of equipment from one point to another, resources such as
a crane and a tractor-trailer might be called for as well as qualified operators. The time required to per-
form the activity may also be regarded as a resource. If the piece of equipment is mounted on a special fix-
ture before moving, the required resources and the performance time may be affected. Thus, the schedule
of the project as well as its cost and resource requirements are a function of the technological decisions.

Some activities cannot be performed unless other activities are completed beforehand. For example, if
the piece of equipment to be moved is very large, then it might be necessary to disassemble it or at least
remove a few of its parts before loading it onto the truck. Thus, the “moving” task has to be broken down
into activities with precedence relations among them.

The processes of dividing a task into activities and dividing activities into subactivities should be per-
formed carefully to strike a proper balance between size and duration. The following guidelines are rec-
ommended:

1. The length of each activity should be approximately in the range of 0.5 to 2% of the length of the
project. Thus, if the project takes approximately 1 year, then each activity should be between a day
and a week.
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2. Critical activities that fall below this range should be included. For example, a critical design
review that is scheduled to last 2 days on a 3-year project should be included in the activity list
because of its pivotal importance.

3. If the number of activities is very large (e.g., above 250), then the project should be divided into sub-
projects, perhaps by functional area, and individual schedules should be developed for each.
Schedules with too many activities quickly become unwieldy and are difficult to monitor and control.

Two approaches are used for estimating the length of an activity: the deterministic approach and the sto-
chastic approach. The deterministic approach ignores uncertainty and thus results in a point estimate. The
stochastic approach addresses the probabilistic elements in a project by estimating both the expected dura-
tion of each activity and its corresponding variance. Although tasks are subject to random forces and other
uncertainties, the majority of project managers prefer the deterministic approach because of its simplicity
and ease of understanding. A corollary benefit is that it yields satisfactory results in most instances.

4.2.1 Stochastic Approach

Only in rare circumstances is the exact duration of a planned activity known in advance. Therefore, to
gain an understanding of how long it will take to perform the activity, it is logical to analyze past data and
to construct a frequency distribution of related activity durations. An example of such a distribution is
illustrated in Figure 4.3. From the plot, we observe that the activity under consideration was previously
performed 40 times and required anywhere from 10 to 70 h. We also see that in 3 of the 40 observations,
the actual duration was 45 h and that the most frequent duration was 35 h. That is, in 8 out of the 40
repetitions, the actual duration was 35 h.

The information in Figure 4.3 can be summarized by two measures: the first is associated with the cen-
ter of the distribution (commonly used measures are the mean, the mode, and the median), and the second

Frequency

0
1 T
10 15 20 25 30 35 40 45 50 55 60 65 70 75 80
Activity duration (hours)

FIGURE 4.3  Frequency distribution of an activity duration.
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is related to the spread of the distribution (commonly used measures are the variance, the standard devia-
tion, and the interquartile range). The mean of the distribution in Figure 4.3 is 35.25, its mode is 35, and its
median is also 35. The standard deviation is 13.3 and the variance is 176.8.

When working with empirical data, it is often desirable to fit the data with a continuous distribution that
can be represented mathematically in closed form. This approach facilitates the analysis. Figure 4.4 shows
the superposition of a normal distribution with the parameters y = 35.25 and o = 13.3 on the original data.

Whereas the normal distribution is symmetrical and easy to work with, the distribution of activity
durations is likely to be skewed. Furthermore, the normal distribution has a long left-hand tail, whereas
actual performance time cannot be negative. A better model of the distribution of activity lengths has
proved to be the beta distribution, which is illustrated in Figure 4.5.

A visual comparison between Figure 4.4 and Figure 4.5 reveals that the beta distribution provides a
closer fit to the frequency data depicted in Figure 4.3. The left-hand tail of the beta distribution does not
cross the zero duration point, and neither is it necessarily symmetric. Nevertheless, in practice, a statisti-
cal test (e.g., the ¥ goodness-of-fit test or the Kolmogorov—Smirnov test; Banks et al., 2001) must be used
to determine whether a theoretical distribution is a valid representation of the actual data.

In project scheduling, probabilistic considerations are incorporated by assuming that the time estimate
for each activity can be derived from three different values:

a = optimistic time, which will be required if execution goes extremely well
m = most likely time, which will be required if execution is normal
b = pessimistic time, which will be required if everything goes badly

Statistically speaking, a and b are estimates of the lower and upper bounds of the frequency distribution,
respectively. If the activity is repeated a large number of times, then only in ~0.5% of the cases would the

Frequency

1m x
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10 15 20 25 30 35 40 45 50 55 60 65 70 75 80
Activity duration (hours)

FIGURE 4.4 Normal distribution fitted to the data.
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FIGURE 4.5 Beta distribution fitted to the data.

duration fall below the optimistic estimate, a, or above the pessimistic estimate, b. The most likely time,
m, is an estimate of the mode (the highest point) of the distribution. It need not coincide with the mid-
point (a + b)/2 but may occur on either side.

To convert m, a, and b into estimates of the expected value d and variance () of the elapsed time
required by the activity, two assumptions are made. The first is that the standard deviation § (square root
of the variance) equals one sixth the range of possible outcomes, that is,

b—a
6

§= (4.1)
The rationale for this assumption is that the tails of many probability distributions (e.g., the normal dis-
tribution) are considered to lie about three standard deviations from the mean, implying a spread of
approximately six standard deviations between tails. In industry, statistical quality control charts are con-
structed so that the spread between the upper and lower control limits is approximately six standard devi-
ations (60). If the underlying distribution is normal, then the probability is 0.9973 that d falls within
b — a.In any case, according to Chebyshev’s inequality, there is at least an 89% chance that the duration
will fall within this range (see Banks et al., 2001).

The second assumption concerns the form of the distribution and is needed to estimate the expected
value, d. In this regard, the definition of the three time estimates above provides an intuitive justification
that the duration of an activity may follow a beta distribution with its unimodal point occurring at m and
its end points at a and b. Figure 4.6 shows the three cases of the beta distribution: (a) symmetric,
(b) skewed to the right, and (c) skewed to the left. The expected value of the activity duration is given by

N 1[ 1 }_a+4m+b

d=+ 2m+ 5 (a+b) 3 (4.2)

3
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FIGURE 4.6 Three cases of the beta distribution: (a) symmetric; (b) skewed to the right; (c) skewed to the left.

Notice that d is a weighted average of the mode, 11, and the midpoint (a + b)/2, where the former is given
twice as much weight as the latter. Although the assumption of the beta distribution is an arbitrary one
and its validity has been challenged from the start (Grubbs, 1962), it serves the purpose of locating d with
respect to m, a, and b in what seems to be a reasonable way (Hillier and Lieberman, 2001).

The following calculations are based on the data in Figure 4.3, from which we observe that a = 10,
b =70, and m = 35:

~ 10+ (4)(35) + 70 70 — 10
d= ()é ) =36.6 and §= c —

10

Thus, assuming that the beta distribution is appropriate, the expected time to perform the activity is
36.6 h with an estimated standard deviation of 10 h.

4.2.2 Deterministic Approach

When past data for an activity similar to the one under consideration are available and the variability in
performance time is negligible, the duration of the activity may be estimated by its mean; that is, the aver-
age time it took to perform the activity in the past. A problem arises when no past data exist. This prob-
lem is common in organizations that do not have an adequate information system to collect and store
past data and in R&D projects in which an activity is performed for the first time. To deal with this
situation, three techniques are available: the modular technique, the benchmark job technique, and the
parametric technique. Each of these techniques is discussed below.

4.2.3 Modular Technique

This technique is based on decomposing each activity into subactivities (or modules), estimating the per-
formance time of each module, and then totaling the results to get an approximate performance time for
the activity. As an example, consider a project to install a new flexible manufacturing system (FMS). A
training program for employees has to be developed as part of the project. The associated task can be bro-
ken down into the following activities:

Definition of goals for the training program

Study of the potential participants in the program and their qualifications
Detailed analysis of the FMS and its operation

Definition of required topics to be covered

Preparation of a syllabus for each topic

Preparation of handouts, transparencies, and so on

Evaluation of the proposed program (a pilot study)

Improvements and modifications

® NG RN

If possible, the time required to perform each activity is estimated directly. If not, the activity is broken into
modules, and the time to perform each module is estimated on the basis of past experience. Although the
new training task may not be wholly identical to previous tasks undertaken by the company, the modules
themselves should be common to many training programs, so historical data may be available.
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4.2.4 Benchmark Job Technique

This technique is best suited for projects that contain many repetitions of some standard activities. The
extent to which it is used depends on the performing organization’s diligence in maintaining a database
of the most common activities along with estimates of their duration and resource requirements.

To see how this technique is used, consider an organization that specializes in construction projects. To
estimate the time required to install an electrical system in a new building, the time required to install
each component of the system would be multiplied by the number of components of that type in the new
building. If, for example, the installation of an electrical outlet takes on average 10 min and there are 80
outlets in the new building, then a total of 80 X 10 = 800 min is required for this type of component.
After performing similar calculations for each component type or job, the total time to install the elec-
trical system would be determined by summing the resultant times.

The benchmark job technique is most appropriate when a project is composed of a set of basic ele-
ments whose execution time is additive. If the nature of the work does not support the additivity assump-
tion, then another method — the parametric technique — should be used.

4.2.5 Parametric Technique

This technique is based on cause—effect analysis. The first step is to identify the independent variables. For
example, in digging a tunnel, an independent variable might be the length of the tunnel. If it takes, on aver-
age,20 htodigl ft, then the time to diga tunnel of length L can be estimated by T(L) = 20L, where time
is considered the dependent variable and the length of the tunnel is considered the independent variable.

When the relationship between the dependent variable and the independent variable is known exactly, as
it is in many physical systems, one can plot a response curve in two dimensions. Figure 4.7 depicts two exam-
ples of length vs time: line (a) represents a linear relationship between the independent and dependent vari-
ables, and line (b) a nonlinear one. In general, if the dependent variable, Y, is believed to be a linear function
of the independent variable, X, then regression analysis can be used to estimate the parameters of the line
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FIGURE 4.7 Two examples of activity duration as a function of length.
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Y = b, + b X. Otherwise, either a transformation is performed on one or both of the variables to establish
a linear relationship and then regression analysis is applied, or a nonlinear, curve-fitting technique is used.

In the simple case, we have 7 pairs of sample observations on X and Y, which can be represented on a
scatter diagram as in Figure 4.8. Because the line Y = b, + b, X is unknown, we hypothesize that

Y,=b,+bX,+u, i=1,...,n

Elu] =0, i=1,...,n

0 fori#jij=1,..,n
Eluu) = ol fori=jij=1,..,n

where E[+] is the expected value operator and by, b,, and 02 are the unknown parameters that must be
estimated from the sample observations X,, ..., X, and Y,, ..., Y,. It is usually assumed that u, ~ N(0, 62),
i.e., u; is normally distributed with mean 0 and variance o2.

To begin, denote the regression line by

P=b+ hx

where b, and b, are estimates of the unknown parameters b, and b,, and Y the value of the dependent vari-
able for any given value of X. To fit such a line, we must develop formulas for ?10 and 211 in terms of the
sample observations. This is done by the principle of least squares (Draper and Smith, 1998).

With some activities, more than one independent variable is required to estimate the performance
time. For example, consider the activity of populating a printed circuit board. The use of three inde-
pendent variables might be appropriate, the first being the number of components to be inserted, the sec-
ond being the number of setups or tool changes required, and the third being the type of equipment used
(here, a qualitative rather than a quantitative measure is called for).

In general, if we start with m independent variables, then the regression line is

Y=0by+ bX,+ bX,+ ... +b,X, +u

u{

Dependent variable

X4 X5 X
Independent variable

FIGURE 4.8 Typical scatter diagram.
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The coefficients by, b,, ..., b,, are also estimated by using the principle of least squares. Goodness-of-fit is
measured by the R? value, which ranges from 0 (no correlation) to 1 (perfect correlation). However, some
analysts prefer to use a normalized version of R? known as adjusted R> given by

R=1-(1- Rﬂ(%)

m—1

where 7 is the total number of observations and m + 1 the number of coefficients to be estimated. By
working with the adjusted R? it is possible to compare regression models used to estimate the same
dependent variable using different numbers of independent variables.

Guidelines for developing a regression equation include the following steps:

1. Identify the independent variables that affect activity duration.

2. Collect data on past performance time of the activity for different values of the independent variables.

3. Check the correlation between the variables. If necessary, use appropriate transformations and
only then generate the regression equation.

In the case where several potential independent variables are considered, a technique called stepwise
regression analysis can be used. This technique is designed to select the independent variables to be
included in the model. At each step, at most one independent variable is added to the model. In the first
step, a simple regression equation is developed with the independent variable that is the best predictor of
the dependent variable (i.e., the one that yields the highest value of R?). Next, a second variable is intro-
duced. This process continues until no improvement in the regression equation is observed. The final
form of the model includes only those independent variables that entered the regression equation during
the stepwise iterations.

The quality of a regression model is assessed by analysis of residuals. These residuals (e, = Y, — Y,) are
assumed to be normally distributed with a mean of zero. If this is not the case, or a trend in the value of
the residuals as a function of any independent variable exists, then the dependent variable or some of the
independent variables may require a transformation.

Example 1 An organization decides to use a regression equation to estimate the time required to
develop a new software package. The candidate list of independent variables includes:

X, = number of subroutines in the program
X, = average number of lines of code in each subroutine

<
Il

number of modules or subprograms

Table 4.1 summarizes the data collected on ten software packages. The time required in person-months
denoted by Y, is the dependent variable (the duration is given by the number of person-months divided
by the number of programmers assigned to the project). Running a stepwise regression on the data yields
the following equation:

Y= —0.76 + 0.13X, + 0.045X,

with R* = 0.972 and R2 = 0.964. Figure 4.9 plots the data points and the fitted line.

The value of R?is lower than R? because

R=1-(- R%(Ll)

n—m-—1

=1—-(1-0972) 2
= . -
0.964

By introducing the third candidate X; into the regression model the value of R2 is reduced to 0.963;
consequently, it is best to use only the independent variables X; and X, as predictors, although the
difference is minimal.



Project Scheduling

TABLE 4.1 Data for Regression Analysis

Package Number Time Required, Y X X, X3
1 7.9 50 100 4
2 6.8 30 60 2
3 16.9 90 120 7
4 26.1 110 280 9
5 14.4 65 140 8
6 17.5 70 170 7
7 7.8 40 60 2
8 19.3 80 195 7
9 21.3 100 180 6
10 14.3 75 120 3
30

3005

FIGURE 4.9 Data points and regression surface for example 1.

If a new software package similar to the previous ten is to be developed and it contains X; = 45 sub-
routines with an average of X, = 170 lines of code in each, then the estimated development time is

Y= —0.76 + (0.13)(45 + 0.045)(170) = 12.7 person-months

In general, the following points should be taken into account when using and evaluating the results

of a regression analysis:

« For the activity under investigation, only data collected on similar activities performed by the same

work methods should be used in the calculations.

+ When the value of R? or R? is low (below 0.5), the independent variables may not be appropriate.
« If the distribution of the residuals is not close to normal or there is a trend in the residuals as a
function of any independent variable, then the regression model may not be appropriate.
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4.3 Precedence Relations among Activities

The schedule of activities is constrained by the availability of resources required to perform each activity
and by technological constraints known as precedence relations. Four general types of precedence relations
exist among activities. The most common, termed “finish to start,” requires that an activity can start only
after its predecessor has been completed. For example, it is possible to lift a piece of equipment by a crane
only after the equipment is secured to the hoist.

A “start to start” relationship exists when an activity can start only after a specified activity has already
begun. For example, in projects in which concurrent engineering is applied, logistic support analysis
starts as soon as the detailed design phase begins. The “start to finish” connection occurs when an activ-
ity cannot end until another activity has begun. This would be the case in a project of building a nuclear
reactor and charging it with fuel, in which one industrial robot transfers radioactive material to another.
The first robot can release the material only after the second robot achieves a tight enough grip. The “fin-
ish to finish” connection is used when an activity cannot terminate unless another activity is completed.
Quality control efforts, for example, cannot terminate before production ceases, although the two activ-
ities can be performed at the same time.

A lag or time delay can be added to any of these connections. In the case of the “finish to finish” arrange-
ment, there might be a need to spend 2 days on testing and quality control after production shuts down. In
the case of the “finish to start” connection, a fixed setup may be required between the two activities. In some
situations the relationship between activities is subject to uncertainty. For example, after testing a printed
circuit board that is to be part of a prototype communications system, the succeeding activity might be to
install the board on its rack, to repair any defects found, or to scrap the board if it fails the functionality test.

The four types of precedence relations are illustrated in Figure 4.10. A formal definition of each follows:

FS,; (finish to start): This relation specifies that activity B cannot start until at least FS time units after
the completion of activity A. Note that the PERT/CPM approaches use FS,; = 0 for network analysis.

SS,p (start to start): In this case, activity B cannot start until activity A has been in progress for at least
SS time units.

FF,;, (finish to finish): Here, activity B cannot finish until at least FF time units after the completion of
activity A.

SF,; (start to finish): There must be at least SF time units between the start of activity A and the com-
pletion of activity B.

The leads or lags may be expressed alternately in percentages rather than time units. For example, we
may specify that 20% of the work content of activity A must be completed before activity B can start. If
percentage of work completed is used for determining lead-lag constraints, then a reliable procedure
must be used for estimating the percentage completion. If the project work is broken up properly in the

Start to start Start to finish
A g e
i i
B e — |

> SF |
ss L1e L

Finish to finish Finish to start

Al FF FS

[ R .
L -

-

1
I
1
| Al B

FIGURE 4.10 Lead-lag relationships in precedence diagramming (from Badiru and Pulat, 1995).
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TABLE 4.2 Data for Example Project

Activity Immediate Predecessors Duration (weeks)
A - 5
B - 3
C A 8
D AB 7
E - 7
F C,E,D 4
G F 5

WABS, then it will be much easier to estimate percentage completion by evaluating the work completed at
the elementary task levels. The lead—lag relationships may also be specified in terms of at most relation-
ships instead of at least relationships. For example, we may have at most an FF lag requirement between
the finish time of one activity and the finish time of another activity.

In the following sections, we concentrate on the analysis of “finish to start” connections, which are the
most prevalent. Other types of connections are examined in Section 4.8, and the effect of uncertainty on
precedence relations is discussed in Section 4.10. Uncertainty gives rise to probabilistic networks.

The large number of precedence relations among activities makes it difficult to rely on verbal descrip-
tions alone to convey the effect of technological constraints on scheduling, so graphical representations
are frequently used. In subsequent sections, a number of such representations are illustrated with the help
of an example project. Table 4.2 contains the relevant activity data.

In this project, only “finish to start” precedence relations are considered. From Table 4.2, we see that
activities A, B, and E do not have any predecessors, and thus can start at any time. Activity C, however,
can start only after A finishes, whereas D can start after the completion of A and B. Further examination
reveals that F can start only after C, E, and D are finished and that G must follow E. Because activity A
precedes C, and C precedes F, A must also precede F by transitivity. Nevertheless, when using a network
representation, it is necessary to list only immediate or direct precedence relations; implied relations are
taken care of automatically.

The three models used to analyze precedence relations and their effects on the schedule are the Gantt chart,
CPM, and PERT. As mentioned earlier, the last two are based on network techniques in which the activities
are placed either on the nodes or on the arrows, depending on which is more intuitive for the analyst.

4.4 Gantt Chart

The most widely used management tool for project scheduling and control is a version of the bar chart
developed during World War I by Henry L. Gantt. The Gantt chart, as it is called, enumerates the activ-
ities to be performed on the vertical axis and their corresponding duration on the horizontal axis. It is
possible to schedule activities by either early-start or late-start logic. In the early-start approach, each
activity is initiated as early as possible without violating the precedence relations. In the late-start
approach, each activity is delayed as much as possible as long as the earliest finish time of the project is
not compromised.

A range of schedules is generated on the Gantt chart when a combination of early and late starts is
applied. The early-start schedule is performed first and yields the earliest finish time of the project. That
time is then used as the required finish time for the late-start schedule. Figure 4.11 depicts the early-start
Gantt chart schedule for the example above. The bars denote the activities; their location with respect to
the time axis indicates the time over which the corresponding activity is performed. For example, activ-
ity D can start only after activities A and B finish, which happens at the end of week 5. A direct output of
this schedule is the earliest finish time for the project (22 weeks for the example).

On the basis of the earliest finish time, the late-start schedule can be generated. This is done by shifting
each activity to the right as much as possible while still starting the project at time zero and completing it
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Activity

FIGURE 4.11 Gantt chart for an early-start schedule.

in 22 weeks. The resultant schedule is depicted in Figure 4.12. The difference between the start (or the fin-
ish) times of an activity on the two schedules is called the slack (or float) of the activity. Activities that do
not have any slack are denoted by a shaded bar and are termed critical. The sequence of critical activities
connecting the start and end points of the project is known as the critical path, which logically turns out
to be the longest path in the network. A delay in any activity along the critical path delays the entire proj-
ect. Put another way, the sum of durations for critical activities represents the shortest possible time to com-
plete the project.

Gantt charts are simple to generate and interpret. In the construction, there should be a one-to-one
correspondence between the listed tasks and the WBS and its numbering scheme. As shown in Figure
4.13, which depicts the Gantt chart for the microcomputer development project, a separate column can
be added for this purpose. In fact, the schedule should not contain any tasks that do not appear in the
WBS. Often, however, the Gantt chart includes milestones such as project kickoff and design review,
which are listed along with the tasks.

In addition to showing the critical path, Gantt charts can be modified to indicate project and activity
status. In Figure 4.13, a bold border is used to identify a critical activity, and a shaded area indicates the
approximate completion status at the August review. Accordingly, we see that tasks 2, 5, and 8 are critical,
falling on the longest path. Task 2 is 100% complete, task 4 65% complete, and task 7 55% complete; tasks
5, 6, and 8 have not yet been started.

Gantt charts can be modified further to show budget status by adding a column that lists planned and
actual expenditures for each task. Many variations of the original bar graph have been developed to provide
more detailed information for the project manager. One commonly used variation that replaces the bars
with lines and adds triangles to indicate project status and revision points is shown in Figure 4.14. To explain
the features, let us examine task 2, equipment design. According to the code given in the lower left-hand cor-
ner of the figure, this task was rescheduled three times, finally starting in February, and finishing at the end
of June. Note the two rescheduled start milestones and the two rescheduled finish milestones.

The problem with adding features to the bar graph is that they detract from the clarity and simplicity of
the basic form. Nevertheless, the additional information conveyed to the user may offset the additional effort
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Activity

m

FIGURE 4.12 Gantt chart for a late-start schedule.

Master schedule

Task/Milest
No. ask/Milestone no. |Dec |Jan | Feb | Mar| Apr|May| Jun| Jur| Aug|Sep|Oct | Nov|Dec | Jan [Feb

1 | Project kickoff —
2 | Equipment design 1.0

3 | Critical design review —

4 | Prototype fabrication 2.0

5 | Test and integration 22

6 | Opers. and maintenance 3.0 |

7 | Marketing 4.0

8 | Transition to manufacturing| 5.0

i

Review date

FIGURE 4.13  Gantt chart for the microcomputer development example.

required in generating and interpreting the data. A common modification of the analysis is the case when a
milestone has a contractual due date. Consider, for example, activity 8 (WBS No. 5.0) in Figure 4.14. If man-
agement decides that the required due date for the termination of this activity is the end of February
(instead of the end of January), then a slack of 1 month will be added to each activity in the project. If,
however, the due date of activity 8 is the end of December, then the schedule in Figure 4.14 is no longer fea-
sible because the sequence of activities 2, 5, and 8 (the critical sequence) cannot be completed by the end of
December. Section 4.12 contains a discussion related to scheduling conflicts and their management.
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Master schedule

. was |
No. Task/milestone no. |Dec|Jan|Feb|Mar|Apr|May|Jun | Jul |Aug|Sep|Oct |Nov|Dec|Jan [Feb
\74
1 | Project kickoff - A
\ \
2 | Equipment design 1.0 I ~T
3 | Critical design review - VA A A
- Vi A\
4 | Prototype fabrication 2.0 A Al A
5 | Test and integration 22 ) - - X 1
6 | Opers. and maintenance| 3.0 v A v
7 | Marketing 4.0 i 7
8 | Transition to 5.0 -
manufacturing
V' Originally scheduled milestone T
A Rescheduled milestone Review date
A Completed milestone
H Slipage

FIGURE 4.14 Extended Gantt chart with task details.

The major limitation of bar-graph schedules is their inability to show task dependencies and time-
resource trade-offs. Network techniques are often used in parallel with Gantt charts to compensate for
these shortcomings.

4.5 Activity-on-Arrow Network Approach for Critical Path
Method Analysis

Although the AOA model is most closely associated with PERT, it can be applied to CPM as well (it is
sometimes called activity-on-arc). In constructing the network, an arrow is used to represent an activity,
with its head indicating the direction of progress of the project. The precedence relations among activi-
ties are introduced by defining events. An event represents a point in time that signifies the completion

of one or more activities and the beginning of new ones. The beginning and ending points of an activity
are thus described by two events known as the head and the tail. Activities that originate from a certain
event cannot start until the activities that terminate at the same event have been completed.

Figure 4.15a shows an example of a typical representation of an activity (3, j) with its tail event i and
its head event j. Figure 4.15b depicts a second example, in which activities (1, 3) and (2, 3) must be com-
pleted before activity (3, 4) can start. For computational purposes, it is customary to number the events
in ascending order so that compared with the head event, a smaller number is always assigned to the tail
event of an activity.

The rules for constructing a diagram are summarized below.

Rule 1. Each activity is represented by one and only one arrow in the network. No single activity can
be represented twice in the network. This is to be differentiated from the case in which one activity is bro-
ken down into segments, wherein each segment may then be represented by separate arrows. For exam-
ple, in designing a new computer architecture, the controller might be developed first followed by the
arithmetic unit, the I/O processor, and so on.

Rule 2. No two activities can be identified by the same head and tail events. A situation such as this may
arise when two or more activities can be performed in parallel. As an example, consider Figure 4.16a,
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(a) (b)

FIGURE 4.15 Network components.
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(a)

FIGURE 4.16 Use of a dummy arc between two nodes.

which shows activities A and B running in parallel. The procedure used to circumvent this difficulty is to
introduce a dummy activity between either A or B. The four equivalent ways of doing this are shown in
Figure 4.16b, where D, is the dummy activity. As a result of using D,, activities A and B can now be iden-
tified by a unique set of events. It should be noted that dummy activities do not consume time or
resources. Typically, they are represented by dashed lines in the network.

Dummy activities are also necessary in establishing logical relationships that cannot otherwise be
represented correctly. Suppose that in a certain project, tasks A and B must precede C, whereas task E is
preceded only by B. Figure 4.17a shows an incorrect but quite common way many beginners would draw
this part of the network. The difficulty is that although the relationship among A, B, and C is correct, the
diagram implies that E must be preceded by both A and B. The correct representation using dummy D,
is depicted in Figure 4.17b.

Rule 3. To ensure the correct representation in the AOA diagram, the following questions must be
answered as each activity is added to the network:

1. Which activities must be completed immediately before this activity can start?
2. Which activities must immediately follow this activity?
3. Which activities must occur concurrently with this activity?

This rule is self-explanatory. It provides guidance for checking and rechecking the precedence relations
as the network is constructed.
The following examples further illustrate the use of dummy activities.

Example 2 Draw the AOA diagram so that the following precedence relations are satisfied:

1. Eis preceded by B and C.
2. Fis preceded by A and B.



4-20 Handbook of Industrial and Systems Engineering

() (b)

FIGURE 4.17 (a) Incorrect and (b) correct representation.

(a) Incorrect (b) Correct

FIGURE 4.18 Subnetwork with two dummy arcs: (a) incorrect (b) correct.

Solution

Figure 4.18a shows an incorrect precedence relation for activity E. According to the requirements, B
and C are to precede E, and A and B are to precede F. The dummy D therefore is inserted to allow B to
precede E. Doing so, however, implies that A must also precede E, which is incorrect. Figure 4.18b shows
the correct relationships.

Example 3 Draw the precedence diagram for the following conditions:

1. Gis preceded by A.
2. Eis preceded by A and B.
3. Fis preceded by B and C.

Solution

An incorrect and a correct representation are given in Figure 4.19. The diagram in part (a) of the fig-
ure is wrong because it implies that A precedes F.

It is a good practice to have a single start event common to all activities that have no predecessors and
a single end event for all activities that have no successors. The actual mechanics of drawing the AOA net-
work are illustrated using the data in Table 4.2.

The process begins by identifying all activities that have no predecessors and joining them to a unique
start node. This is shown in Figure 4.20. Each activity terminates at a node. Only the first node in the
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FIGURE 4.19 Subnetwork with complicated precedence relations: (a) incorrect (b) correct.

TABLE 4.2 Data for Example Project

Activity Immediate Predecessors Duration (weeks)
A - 5
B - 3
C A 8
D AB 7
E - 7
F C,E,D 4
G F 5

FIGURE 4.20 Partial plot of the example AOA network.

network is assigned a number (1); all other nodes are labeled only when network construction is com-
pleted, as explained presently. Because activity C has only one predecessor (A), it can be immediately
added to the diagram (see Figure 4.20).

Activity D has both A and B as predecessors; thus, there is a need for an event that represents the com-
pletion of A and B. We begin by adding two dummy activities D, and D,. The common end event of D,
and D, is now the start event of D, as depicted in Figure 4.21. As we progress, it may happen that one or
more dummy activities are added that are really not necessary. To correct this situation, a check will be
made at completion and redundant dummies will be eliminated.

Before starting activity F, activities C, E, and D must be completed. Therefore, an event that represents
the terminal point of these activities should be introduced. Notice that C, E, and D are not predecessors
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FIGURE 4.21 Using dummy activities to represent precedence relations.

FIGURE 4.22 Network with activities F and G included.

of any other activity but E. This implies that the three arrows representing these activities can terminate
at the same node (event) — the tail of F. Activity G, which has only F as a predecessor, can start from the
head of F (see Figure 4.22).

Once all of the activities and their precedence relations have been included in the network diagram, it
is possible to eliminate redundant dummy activities. A dummy activity is redundant when it is the only
activity that starts or ends at a given event. Thus, D, is redundant and is eliminated by connecting the
head of activity B to the event that marked the end of D,. The next step is to number the events in ascend-
ing order, making sure that the tail always has a lower number than the head. The resulting network is
illustrated in Figure 4.23. The duration of each activity is written next to the corresponding arrow. The
dummy D, is shown like any other activity but with a duration of zero.

Example 4 Construct an AOA diagram that comprises activities A, B, C, ..., L such that the following
relationships are satisfied:

A, B, and C, the first activities of the project, can start simultaneously.
A and B precede D.

B precedes E, F, and H.

F and C precede G.

E and H precede I and J.

C, D, E and J precede K.

K precedes L.

I, G, and L are the terminal activities of the project.

® NN RN

Solution

The resulting diagram is shown in Figure 4.24. The dummy activities D, and D, are needed to estab-
lish correct precedence relations, and Dj is introduced to ensure that the parallel activities E and H have
unique finish events. Note that the events in the project are numbered in such a way that if there is a path
connecting nodes i and j, then 7 < j. In fact, there is a basic result from graph theory that states that a
directed graph is acyclic if and only if its nodes can be numbered, so that for all arcs (3, j), i < j.
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FIGURE 4.24 Network for Example 4.

Once the nodes are numbered, the network can be represented by a matrix whose respective rows and
columns correspond to the start and finish events of a particular activity. The matrix for the example in
Figure 4.23 is as follows:

Finishing Event

1 2 3 4 5 6
1 X X X
2 X X
Starting Event 3 ~
4 X
5 X
6

where the entry “X” means that there is an activity connecting the two events (instead of an X, it may be
more efficient to use the activity number or its duration). For example, the X in row 3, column 4 indi-
cates that an activity starts at event 3 and finishes at event 4, that is, activity D. The absence of an entry
in the second row and fifth column means that no activity starts at event 2 and finishes at event 5.

Because the numbering scheme used ensures that if activity (7, j) exists, then 7 < j, it is sufficient to store
only that portion of the matrix that is above the diagonal. Alternatively, the lower portion of the matrix
can be used to store other information about an activity, such as resource requirements or budget. This
conveniently represents computer input.

From the network diagram, it is easy to see the sequences of activities that connect the start of the proj-
ect to its terminal node. As explained earlier, the longest sequence is called the critical path. The total time
required to perform all of the activities on the critical path is the minimum duration of the project
because these activities cannot be performed in parallel as a result of precedence relations among them.
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TABLE 4.3 Sequences in the Network

Sequence Number Events in the Sequence Activities in the Sequence Sum of Activity Times
1 1-2-4-5-6 A,CEG 22
2 1-2-3-4-5-6 A,D,,D,EG 21
3 1-3-4-5-6 B,D,EG 19
4 1-4-5-6 E,EG 16

To simplify the analysis, it is recommended that in the case of multiple activities that have no prede-
cessors, a common start event be used for all of them. Similarly, in cases in which multiple activities have
no successors, a common finish event should be defined.

In the example network of Figure 4.23, there are four sequences of activities connecting the start and
finish nodes. Each is listed in Table 4.3.

The last column of the table contains the duration of each sequence. As can be seen, the longest path
(critical path) is sequence 1, which includes activities A, C, F, and G. A delay in completing any of these
(critical) activities because of, say, a late start (LS) or a longer performance time than initially expected
will cause a delay in project completion.

Activities that are not on the critical path(s) have slack and can be delayed temporarily on an individ-
ual basis. Two types of slack are possible: free slack (free float) and total slack (total float). Free slack
denotes the time that an activity can be delayed without delaying both the start of any succeeding activ-
ity and the end of the project. Total slack is the time that the completion of an activity can be delayed
without delaying the end of the project. The delay of an activity that has total slack but no free slack
reduces the slack of other activities in the project.

A simple rule can be used to identify the type of slack. A noncritical activity whose finish event is on
the critical path has both total and free slack, and the two are equal. For example, noncritical activity E,
whose event 4 is on the critical path, has total slack = free slack = 6, as we will see shortly. In contrast,
the head of noncritical activity B is not on the critical path; its total slack = 3, and its free slack = 2.
The head of activity B is the start event of activity D, which is also noncritical. The difference between
the length of the critical sequence (A—C) and the noncritical sequence (B-D), which runs in parallel
to (A—C), is the total slack of B and D and is equal to (5 + 8) — (3 + 7) = 3. Any delay in activity B
will reduce the remaining slack for activity D. Therefore, the person responsible for performing D
should be notified.

The roles of the total and free slacks in scheduling noncritical activities can be explained in terms of
two general rules:

1. If the total slack equals the free slack, then the noncritical activity can be scheduled anywhere
between its early-start (ES) and late-finish (LF) times.

2. If the free slack is less than the total slack, then the noncritical activity can be delayed relative to its
ES time by no more than the amount of its free slack without affecting the schedule of those activ-
ities that immediately succeed it.

Further elaboration and an exact mathematical expression for calculating activity slacks are presented
in the following subsections.

4.5.1 Calculating Event Times and Critical Path

Important scheduling information for the project manager is the earliest and latest times when each
event can take place without causing a schedule overrun. This information is needed to compute the
critical path. The early time of an event i is determined by the length of the longest sequence from the
start node (event 1) to event i. Denote f; as the early time of event i, and let ¢, = 0, implying that activ-
ities without precedence constraints begin as early as possible. If a starting date is given, then ¢, is
adjusted accordingly.
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To determine ¢, for each event i, a forward pass is made through the network. Let L; be the duration or
length of activity (4, j). The following formula is used for the calculations:

t= max{t; + Lij} for all (4, j) activities defined (4.3)

where t; = 0. Thus, to compute ¢ for event j, #; for the tail events of all incoming activities (4, j) must be
computed first. In words, the early time of each event is the latest of the early times of its immediate pred-
ecessors plus the duration of the connecting activity.

The forward-pass calculations for the example network in Figure 4.23 will now be given. The early time
for event 2 is simply

tb=t,+L,=0+5=5

where L, = 5 is the duration of the activity connecting event 1 to event 2 (activity A).

Early-time calculations for event 3 are a bit more complicated because event 3 marks the completion
of the two activities D, and B. By implication, there are two sequences connecting the start of the project
to event 3. The first comprises activities A and D, and is of length 5; the second includes activity B only
and has L ; = 3. Using Equation (4.3), we get

t,+ L
t; = max t+ Ly

0+3
S maA 54000
so the early time of event 3 is t; = 5.

The remaining calculations are performed as follows:

t+ L, 0+7
t,=max) bt Ly p =max) >+ 8 =13
t+ L, 547

ti=t,+ Ls=13+4=17
to=1t,+ L =17 +5=122

This confirms that the earliest that the project can finish is in 22 weeks.

The late time of each event is calculated next by making a backward pass through the network. Let T;
denote the late time of event i. If n is the finish event, then the calculations are generally initiated by set-
ting T, = t, and working backward toward the start event using the following formula:

T, = min]-[ T, — Lij] for all (4, j) activities defined (4.4)

If, however, a required project completion date given is later than the early time of event , then it is pos-
sible to assign that time as the late time for the finish event. If the required date is earlier than the early
time of the finish event, then no feasible schedule exists. This case is discussed later in the chapter.

In our example, T, = t, = 22. The late time for event 5 is calculated as follows:

T,=T,— L,=22—5=17
Similarly,

T,=T,— Ly=17—4=13

T,=T,—L,=13-7=6
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TABLE 4.4 Summary of Event Time Calculations

Event, i Early Time, ti Late Time, Ti
1 0 0

2 5 5

3 5 6

4 13 13

5 17 17

6 22 22

Event 2 is connected by sequences of activities to both events 3 and 4. Thus, applying Equation (4.4), the
late time of event 2 is the minimum among the late times dictated by the two sequences; that is,

T, — L, 6-0=6
T, = min = min =5
2 T, - L, 13-8=5

The late time of event 1 is calculated in a similar manner:

6—3=3
T,=miny 5=5=01r=0
13-7=6

The results are summarized in Table 4.4.
The critical activities can now be identified by using the results of the forward and backward passes.
An activity (3, j) lies on the critical path if it satisfies the following three conditions:

t=T
5=
G- T=T- T

These conditions actually indicate that there is no float or slack time between the earliest start (completion)
and the latest start (completion) of the critical activities. In Figure 4.23, activities (0,2), (2,4), (4,5), and (5,6)
define the critical path forming a chain that spans the network from node 1 (start) to node 6 (finish).

4.5.2 Calculating Activity Start and Finish Times

In addition to scheduling the events of a project, detailed scheduling of activities is performed by calcu-
lating the following four times (or dates) for each activity (4, j):

ES; = early-start time: the earliest time when activity (i, j) can start without violating any precedence
relations.

EF;; = early-finish time: the earliest time when activity (4 j) can finish without violating any precedence
relations.

LS; = late-start time: the latest time when activity (i, j) can start without delaying the completion of
the project.

LF; = late-finish time: the latest time when activity (i, j) can finish without delaying the completion of
the project.

The calculations proceed as follows:

ES; =1t foralli

q

EF; = ES; + L; for all (3, j) defined
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TABLE 4.5 Summary of Start and Finish Time Analysis

Activity (1, 7) L. ES.=t. EF.=ES.+L. LF.=T. LS.=LF.—L.. TS.=LS..—ES.. FS..=t—t-L
q Yy q 7y g q g y_j t

ij i i i ij
A (1,2) 5 0 5 5 0 0 0
B 1,3) 3 0 3 6 3 3 2
C (2,4) 8 5 13 13 5 0 0
D (3,4) 7 5 12 13 6 1 1
E (1,4) 7 0 7 13 6 6 6
F (4,5) 4 13 17 17 13 0 0
G (5,6) 5 17 22 22 17 0 0
D (2,3) 0 5 5 6 6 1 0

LF;=T; forallj
LS; = LF, — L; for all (3, j) defined

Thus, the earliest time an activity can begin is equal to the early time of its start event; the latest an activ-
ity can finish is equal to the LF of its finish event. For activity D in the example, which is denoted by arc
(3,4) in the network, we have ES,, = t; = 5and LF;, = T, = 13.

The earliest time an activity can finish is given by its ES plus its duration; the latest time when an activ-
ity can start is equal to its LF minus its duration. For activity D, this implies that EF,, = ES,, + L,, =
5+ 7 =12,and LS;, = LF;, — L;, = 13 — 7 = 6. The full set of calculations is presented in Table 4.5.

4.5.3 Calculating Slacks

As mentioned earlier, there are two types of slack associated with an activity: total slack and free slack.
Information about slack is important to the project manager, who may have to adjust budgets and
resource allocations to stay on schedule. Knowing the amount of slack in an activity is essential if he or
she is to do this without delaying the completion of the project. In a multiproject environment, slack in
one project can be used temporarily to free up resources needed for other projects that are behind sched-
ule or overly constrained.

Because of the importance of slack, project management is sometimes referred to as slack manage-
ment, which will be elaborated on in the chapter that deals with resources and budgets. The total slack
TSij (or total float TFij) of activity (i, j) is equal to the difference between its late start (LSij) and its early
start (ESZ-J.) or the difference between its late finish (LFij) and its early finish (EFij), that is,

TS; = TF; = LS, — ES; = LF, — EF,

This is equivalent to the difference between the maximum time available to perform the activity (T; — t)
and its duration (L;;). The total slack of activity D (3, 4) in the example is TS;, = LS;, —ES;; =6 —5=1.

The free slack (or free float) is defined by assuming that all activities start as early as possible. In this
case, the free slack, FS, for activity (i, j) is the difference between the early time of its finish event j and
the sum of the early time of its start event i plus its length; that is,

FS; =1 — (t, + Ll.j).

For the example, the free slack for activity D (3, 4) is FSy, =, — (, + L) =13 —(5+7) = 1.
Thus, it is possible to delay activity D by 1 week without affecting the start of any other activity. The times
and slacks for the events and activities of the example are summarized in Table 4.5.

Activities with a total slack equal to zero are critical because any delay in these activities will lead to a
delay in the completion of the project. The total slack is either equal to or larger than the free slack
because the total slack of an activity is composed of its free slack plus the slack shared with other
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activities. For example, activity B denoted by (1, 3) has a free slack of 2 weeks. Thus, it can be delayed up
to 2 weeks without affecting its successor D. If, however, B is delayed by 3 weeks, the project can still be
finished on time provided that D starts immediately after B finishes. This follows because activities B and
D share 1 week of total slack. Finally, notice that activity D, has a total slack of 1 and a free slack of 0,
implying that noncritical activities may have zero free slack.

In an AOA network, the length of the arrows is not necessarily proportional to the duration of the
activities. When developing a graphical representation of the problem, it is convenient to write the dura-
tion of each activity next to the corresponding arrow. Most software packages that are based on the AOA
model follow this convention. In addition, they typically provide the user with the option of placing a
subset of activity parameters above or below the arrows. We have intentionally omitted placing this infor-
mation on our diagrams because of the clutter that it occasions. Nevertheless, it is good practice when
manually performing the forward and backward calculations to write the ES and LS times above the cor-
responding nodes.

4.6 Activity-on-Node Network Approach for Critical Path
Method Analysis

The AON model is an alternative approach of representing project activities and their interrelationships.
It is most closely associated with CPM analysis and is the basis for most computer implementations. In
the AON model, the arrows are used to denote the precedence relations among activities. Its basic advan-
tage is that there is no need for dummy arrows and it is very easy to construct. In developing the network,
it is convenient to add a single start node and a single finish node that uniquely identify these milestones.
This is illustrated in Figure 4.25 for the example.

Some additional network construction rules include:

All nodes, with the exception of the terminal node, must have at least one successor.

All nodes, except the first, must have at least one predecessor.

There should be only one initial and one terminal node.

No arrows should be left dangling. Notwithstanding rules 1 and 2, every arrow must have a head

and a tail.

5. An arrow specifies only precedence relations; its length has no significance with respect to the time
duration accompanying either of the activities that it connects.

6. Cycles or closed-loop paths through the network are not permitted. They imply that an activity is

a successor of another activity that depends on it.

=

As with the AOA model, the computational procedure involves forward and backward passes through the
network. This is discussed next.

ES=13 ES=17 ES=22
LS=13 LS=17 LS=22

FIGURE 4.25 AON network for the example project.
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4.6.1 Calculating Early-Start and Early-Finish Times of Activities

A forward pass is used to determine the earliest start time and the earliest finish time for each activity.
During the forward pass, it is assumed that each activity begins as soon as possible; that is, as soon as the
last of its predecessors is completed. Thus the ES time of an activity is equal to the maximum early-fin-
ish (EF) time of all of the activities immediately preceding it. The ES time of the initial activity is assumed
to be zero, as is its EF. For all other activities, the EF time is equal to its ES time plus its duration.

Using slightly different notation to distinguish the AON calculations from those prescribed for the
AOA model, we have

ES(K) = max{EF(J):J an immediate predecessor of K} (4.5)
EF(K) = ES(K) + L(K) (4.6)

where L(K) denotes the duration of activity K.

Returning once again to the example, activities A, B, and E do not have predecessors (except the start
node), and thus their ES times are zero; that is, ES(A) = ES(B) = ES(E) = 0. The EF time of these activ-
ities is equal to their ES time plus their duration, so EF(A) = 0 + 5 = 5, EF(B) = 0 + 3 = 3, and EF(E)
=0+7=7.

From Equation (4.5), the ES of any other activity is determined by the latest (the maximum) EF time
of its predecessors. For activity D, the calculations are

EF(A) 5
ES(D) = max{ EF(B)} = max{a} =5

The ES and EF times of the remaining activities are computed in a similar manner. Table 4.6 summarizes
the results.

4.6.2 Calculating Late Start and Finish Times of Activities

The calculation of late times on the AON network is performed in the reverse order of the calculation of
early times. As with the AOA model, a backward pass is made beginning at the expected completion time
and concluding at the earliest start time. To complete the project as soon as possible, the LF of the last
activity is set equal to its EF time calculated in the forward pass. Alternatively, the latest allowable com-
pletion time may be fixed by a contractual deadline, if one exists, or some other rationale.

In general, the LF time of an activity with more than one successor is the earliest of the succeeding LS
times. The LS time of an activity is its LF time minus its duration. Computational expressions for LF and
LS are

LF(K) = min{LS(J):J is a successor of K} (4.7)
LS(K) = LF(K) — L(K) (4.8)

TABLE 4.6 Early Start and Early Finish of Project Activities

Activity Early Start Early Finish
A 0 5

B 0 3

C 5 13

D 5 12

E 0 7

F 13 17

G 17 22
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TABLE 4.7 Late Finish and Late Start of Project Activities

Activity Late Finish Late Start
A 5 0

B 6 3

C 13 5

D 13 6

E 13 6

F 17 13

G 22 17

To begin the calculations for the example network in Figure 4.24, we set LE(G) = EF(G) = 22 and apply
Equation (4.8) to get LS(G) = LF(G) — L(G) = 22 — 5 = 17. The LF of any other activity is equal to the
earliest (or the minimum) among the LS time of its succeeding activities. Because activity F has only one
successor (G), we get

LF(F) = LS(G) =17 and LS(F) =17 —4=13
Continuing with activities C and D yield

LE(C) = LS(F) =13 and LS(C) =13 —8=5,

LE(D) =LS(F) =13 and LS(D)=13—-7=6

Because A has two successors, we get

LS(C) 5
LF(A) = min{LS(D)} = min{6} =5

and LS(A) = LF(A)—L(A)=5—-5=0

The LS and LF times of activities in the example project are summarized in Table 4.7. As expected, these
results are identical to those of the AOA model.

The total slack of an activity is calculated as the difference between its LS (or finish) and its ES (or fin-
ish). The free slack of an activity is the difference between the earliest among the ES times of its succes-
sors and its EF time. That is, for each activity K,

TS(K) = LS(K) — ES(K)
FS(K) = min{ES(J) : J is successor of K} — EF(K)

Activities with zero total slack fall on the critical path. When performing the calculations manually, it is
convenient to write the corresponding ES and LS times above each node to help identify the critical path.

4.7 Precedence Diagramming with Lead-Lag Relationships

When lead or lag constraints exist between the start and finish of activities or when precedence relations
other than “finish to start” are present, it is often possible to split activities to simplify the analysis. Some
of the factors that determine whether an activity can be split are technical or logical limitations, setup
times required to restart split tasks, difficulty involved in managing resources for split tasks, loss of con-
sistency of work, and management policy about splitting jobs.
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Figure 4.26 presents a simple AON network that consists of three activities. The two top numbers on
either side of the nodes correspond to ES and EF times, whereas the two bottom numbers correspond to
LS and LF times. The activities are to be performed serially, and each has an expected duration of 10 days.
The conventional CPM analysis indicates that the duration of the network is 30 days.

The Gantt chart for the example is shown in Figure 4.27. For comparison, Figure 4.28 displays the same
network but with lead—lag constraints. For example, there is an SS constraint of 2 days and an FF con-
straint of 2 days between activities A and B. Thus, activity B can start as early as 2 days after activity A
starts, but it cannot finish until 2 days after the completion of A. In other words, at least 2 days must sep-
arate the start times of A and B. Similarly, at least 2 days must separate the finish times of A and B. A sim-
ilar precedence relation exists between activities B and C. The earliest and latest times obtained by
considering the lag constraints are indicated in Figure 4.27.

The calculations show that if B is started just 2 days after A is started, then it can be completed as early
as 12 days as opposed to the 20 days required in the case of conventional CPM. Similarly, activity C can
finish in 14 days, which is considerably less than the 30 days calculated by conventional CPM. The
lead-lag constraints allow us to compress or overlap activities. Depending on the nature of the tasks
involved, an activity does not have to wait until its predecessor finishes before it can start. Figure 4.29
depicts the Gantt chart for the example incorporating the lead—lag constraints. As we can see, a portion
of a succeeding activity can be performed simultaneously with a portion of a preceding activity.

Early Early
start finish

Forward pass Name

Duration

Backward pass

Late Late
start finish

0 10 10 20 20 30
0 10 10 20 20 30

FIGURE 4.26  Serial activities in simple CPM network (from Badiru and Pulat, 1995).

10 20 30
Days

FIGURE 4.27 Gantt chart for serial network (from Badiru and Pulat, 1995).
(8S=2, FF=2) (88=2, FF=2)
0 9 10 2 6 12 4 9 14
0 10 2 12 4 14

FIGURE 4.28 Serial network with lead and lag constraints (from Badiru and Pulat, 1995).
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0 2 4 10 12 14 20 30
Days

FIGURE 4.29  Gantt chart for network with lead and lag constraints (from Badiru and Pulat, 1995).

I

I
0 2 4 10 12 14
Days

FIGURE 4.30 Partitioning of overlapping activities (from Badiru and Pulat, 1995).

FIGURE 4.31 AON network of partitioned activities (from Badiru and Pulat, 1995).

The portion of an activity that overlaps another can be viewed as a distinct component of the required
work. Thus, partial completion of an activity may be evaluated. Figure 4.30 shows how each of the three
activities is partitioned into contiguous parts. Even though there is no physical break or termination of
work in any activity, the distinct parts are determined on the basis of the amount of work that must be
completed before or after another activity, as dictated by the lead-lag relationships. In Figure 4.30, activ-
ity A is partitioned into the segments A, and A,. The duration of A, is 2 days because there is an SS§ = 2
relationship between activity A and activity B. Because the original duration of A is 10 days, the duration
of A, is then calculated to be 10 — 2 = 8 days.

Activity B is similarly partitioned into segments B, B,, and B;. The duration of B, is 2 days because there
is an SS = 2 relationship between activity B and activity C. The duration of B, is also 2 days because there
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is an FF = 2 relationship between activities A and B. Because the original duration of B is 10 days, the dura-
tion of B, is calculated to be 10 — (2 + 2) = 6 days. In a similar manner, activity C is partitioned into C,
and C,. The duration of C, is 2 days because there is an FF = 2 relationship between activity A and activity
C. Given that the original duration of C is 10 days, the duration of C, is then calculated to be 10 — 2 = 8
days. Figure 4.31 shows a conventional AON network drawn for the three activities after they are partitioned
into distinct parts. The conventional forward and backward passes reveal that all of the activity parts are on
the critical path. This makes sense, because the original three activities are performed serially and none of
them has been physically split. Note that there are three critical paths in Figure 4.31, each with a length of
14 days. It should also be noted that the distinct segments of each activity are performed contiguously.

4.8 Linear Programming Approach for Critical Path Method
Analysis

Many classical network problems can be formulated as linear programs and solved using standard algo-
rithms. Finding the shortest and longest paths through a network are two such examples. Of course, the
latter is exactly the problem that is solved in CPM analysis. To see its linear programming representation,
we make use of the following notation, and assume an AOA model:

i, j = indices for nodes in the network; each node corresponds to an event; i = 1 is the unique proj-
ect start node
N = set of nodes or events
n = number of events in the network; # is the unique node marking the end of the project
A

set of arcs in the network; each arc (4, j) corresponds to a project activity, where i denotes its
start event and j its end event
L;; = the length of the activity that starts at node 7 and terminates at node j

t = decision variable associated with the start time of event i€ N

The following linear program (LP) schedules all events and all activities in a feasible manner such that
the project finishes as early as possible, assuming that work begins at time ¢, = 0:

Minimize t, (4.9a)
subject to L=t =L for all activities (i,7) € A (4.9b)
t,=0,£,=0 forallie N (4.9¢)

Note that the nonnegativity condition ¢, = 0 is redundant, and that the last event ¢, denotes the comple-
tion time of the project.

The slack associated with a nonbinding constraint in Equation (4.9b) represents the slack of the cor-
responding activity given the start times ¢, found by the LP. These values may not coincide with the CPM
calculations. To find the total slack of an activity it is necessary to perform sensitivity (ranging) analysis
on the LP solution. The amount that each right-hand side (Lij) can be increased without changing the
optimal solution is equivalent to the total slack of activity (3 j).

The LP formulation for the example project is

Minimize f,

subject to

— =5 activity A
L =3 activity B
—t, =8 activity C
5 =7 activity D
=7 activity E
=4 activity F
— ;=5 actiity G

I
-

I
-

JESONEY s SRS SR MR N N
I I
~ ~
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—14=0 dummyD,
t=0

Using the Excel add-in that comes with the book by Jensen and Bard (2003), we find the solution to be
t= (0,5, 6, 13, 17, 22). The slack vector for the first eight rows is (0, 3, 0, 0, 6, 0, 0, 1). Notice that these
results differ slightly from those in Tables 4.4 and 4.5. To guarantee that the LP (4.9a)—(4.9¢) finds the
earliest time when each event can start, as was done in Section 4.6.1, the following penalty term must be
added to the objective function (4.9a):

n—1
et
i=2
where € > 0 is an arbitrarily small constant. Conceptually, in the augmented formulation, the computa-
tions are made in two stages. First, ¢, is found. Then, given this value, a search is conducted over the set

of alternative optima to find the minimum values of , i = 2, ..., n — 1. In reality, all the computations
are made in one stage, not two.

4.9 Aggregating Activities in the Network

The detailed network model of a project is very useful in scheduling and monitoring progress at the oper-
ational (short-term) level. Management concerns at the tactical or strategic level, however, create a need
for a focused presentation that eliminates unnecessary clutter. For projects that span a number of years
and include hundreds of activities, it is likely that only a portion of those activities will be active or require
close control at any point in time. To facilitate the management function, there is a need to condense
information and aggregate tasks. The two common tools used for this purpose are hammock activities
and milestones.

4.9.1 Hammock Activities

When a group of activities has a common start and a common end point, it is possible to replace the
entire group with a single activity, called a hammock activity. For example, in the network depicted in
Figure 4.32, it is possible to use a hammock activity between events 4 and 6. In so doing, activities F and
G are collapsed into FG, whose duration is the sum of L,; and L.

In general, the duration of a hammock activity is equal to the duration of the longest sequence of activ-
ities that it replaces. If another hammock activity is used to represent A, B, C, D, and E, then its length
would be

L,+ L, 5+ 38
L+ L, 3+7
max = max =13
L,+L,,+ L, 5+0+7
L, 7

FIGURE 4.32 Example of hammock activity.
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Hammock activities reduce the size of a network while preserving, in general, information on precedence
relations and activity durations. By using hammock activities, an upper-level network that presents a syn-
optic view of the project can be created. Such networks are useful for medium (tactical) and long-range
(strategic) planning. The common practice is to develop a hierarchy of networks in which the various lev-
els correspond to the levels of either the WBS or the (organizational breakdown structure) OBS. Higher-
level networks contain many hammock activities and provide upper management with a general picture
of flows, milestones, and overall status. Lower-level networks consist of single activities and provide
detailed schedule information for team leaders. Proper use of hammock activities can help in providing
the right level of detail to each participant in the project.

4.9.2 Milestones

A higher level of aggregation is also possible by introducing milestones to mark the completion of sig-
nificant activities. As explained in Section 4.1.1, milestones are commonly used to mark the delivery of
goods and services, to denote points in time when payments are due, and to flag important events such
as the successful completion of a critical design review. In the simplest case, a milestone can mark the
completion of a single activity, as event 2 in our example marks the completion of activity A. It can also
mark the completion of several activities, as exemplified by event 4, which denotes the completion of C,
D, and E.

By using several levels of aggregation, that is, networks with various layers of hammock activities and
milestones, it is possible to design the most appropriate decision support tool for each level of manage-
ment. Such an exercise should take into account the WBS and the OBS. At the lowest levels of these struc-
tures, a detailed network is essential; at higher levels, aggregation by hammock activities and milestones
is the norm.

4.10 Dealing with Uncertainty

The critical path method either assumes that the duration of an activity is known and deterministic or
that a point estimate such as the mean or mode can be used in its place. It makes no allowance for activ-
ity variance. When fluctuations in performance time are low, this assumption is logically justified and has
empirically been shown to produce accurate results. When high levels of uncertainty exist, however, CPM
may not provide a very good estimate of the project completion time. In these situations, there is a need
to account explicitly for the effects of uncertainty. Monte Carlo simulation and PERT are the two most
common approaches that have been developed for this purpose.

4.10.1 Simulation Approach

This approach is based on simulating the project by randomly generating performance times for each
activity from their perceived distributions. In most cases it is assumed that activity times follow a beta dis-
tribution, as discussed in Section 4.2.1. In each simulation run, a sample of the performance time of each
activity is taken and a CPM analysis is conducted to determine the critical path and the project finish time
for that realization. By repeating the process a large number of times, it is possible to construct a frequency
distribution or histogram of the project completion time. This distribution then may be used to calculate
the probability that the project finishes by a given date as well as the expected error of each such estimate.
A single simulation run would consist of the following steps:

1. Generate a random value for the duration of each activity from the appropriate distribution.
2. Determine the critical path and its duration using CPM.
3. Record the results.

The number of times that this procedure must be repeated depends on the error tolerances deemed
acceptable. Standard statistical tests can be used to verify the accuracy of the estimates.
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To understand the calculations, let us focus on the AOA network in Figure 4.23 for the example proj-
ect and assume that each activity follows a beta distribution with parameter values given in Table 4.8.
After performing ten simulation runs, the results listed in Table 4.9 for activity durations, critical path,
and project completion time were obtained. Additional data collected but not presented include the ear-
liest and latest start and completion times of each event and activity slacks.

Looking at the first run in Table 4.9, we see that the realized duration of activity A is 6.3, whereas the
duration of activity B is 2.2. In the second run, the duration of A is 2.1, and so on. Note that the critical
path differs from one replication to the next depending on the randomly generated durations of the activ-
ities. In the ten runs reported, the sequence A—-D—F-G is the longest (critical) in two replications, whereas
the sequence A—-C—F-G is critical in the other eight. Activities A, F, and G are critical in 100% of the repli-
cations, whereas activity C is critical in 80% and activity D is critical in 20%.

A principal output of the simulation runs is a frequency distribution of the project length (the length
of the critical path). Figure 4.33 plots the results of some 50 replications for the example. As can be seen,
the project length varied from 17 to 29 weeks, with a mean of 22.5 weeks and a standard deviation of 2.9
weeks. Now let X be a random variable associated with project completion time. The probability of fin-
ishing the project within, say, T weeks can be estimated from the following ratio:

number of times project finished in = 7 weeks

PX=7= total number of replications
For the example, if T = 20 weeks, then the number of runs in which the length of the critical path was <
20 weeks is seen to be 13, so P(X = 20) = 13/50 = 26%.

In addition, it is possible to estimate the criticality of each activity. The criticality index (CI) of an activ-
ity is defined as the proportion of runs in which the activity was on the critical path (i.e., it had a zero
slack). Dodin and Elmaghraby (1985) provided some theoretical background on this problem as well as
extensive test results for large PERT networks.

TABLE 4.8 Statistics for Example Activities

Activity ~ Optimistic Time, @~ Most Likely Time, m  Pessimistic Time, b  Expected Value,c? Standard Deviation,$

A 2 5 8 5 1

B 1 3 5 3 0.66

C 7 8 9 8 0.33

D 4 7 10 7 1

E 6 7 8 7 0.33

F 2 4 6 4 0.66

G 4 5 6 5 0.33

TABLE 4.9 Summary of Simulation Runs for Example Project

Activity Duration

Run Critical ~ Completion

Number A B C D E F G Path Time
1 6.3 2.2 8.8 6.6 7.6 5.7 4.6 A-C-F-G 254
2 2.1 1.8 7.4 8.0 6.6 2.7 4.6 A-D-F-G 174
3 7.8 4.9 8.8 7.0 6.7 5.0 4.9 A-C-F-G 265
4 5.3 2.3 8.9 9.5 6.2 4.8 5.4 A-D-F-G  25.0
5 4.5 2.6 7.6 7.2 7.2 53 5.6 A-C-F-G  23.0
6 7.1 0.4 7.2 5.8 6.1 2.8 5.2 A-C-F-G 223
7 5.2 4.7 8.9 6.6 7.3 4.6 5.5 A-C-F-G 242
8 6.2 4.4 8.9 4.0 6.7 3.0 4.0 A-C-F-G 221
9 2.7 1.1 7.4 5.9 7.9 2.9 5.9 A-C-F-G 189

10 4.0 3.6 8.3 4.3 7.1 3.1 4.3 A-C-F-G  19.7
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FIGURE 4.33  Frequency distribution of project length for simulation runs.

The simulation approach is easy to implement and has the advantage that it produces arbitrarily accu-
rate results as the number of runs increases. However, for problems of realistic size, the computational
burden may be significant for each run, so a balance must be reached between accuracy and effort.

4.10.2 Program Evaluation and Review Technique and Extensions

Two common analytical approaches are used to assess uncertainty in projects. Both are based on the cen-
tral limit theorem, which states that the distribution of the sum of independent random variables is
approximately normal when the number of terms in the sum is sufficiently large.

The first approach yields a rough estimate and assumes that the duration of each project activity is an
independent random variable. Given probabilistic durations of activities along specific paths, it follows that
elapsed times for achieving events along those paths are also probabilistic. Now, suppose that there are n
activities in the project, k of which are critical. Denote the durations of the critical activities by the random
variables d; with mean d. and variance s, i = 1, ..., k. Then the total project length is the random variable

X=d +d+ .. +d,

It follows that the mean project length, E[X], and the variance of the project length, V[X], are given by

EX]=d +d+ .. +d
VIX]=s2+s3+ ... +s2

These formulas are based on elementary probability theory, which tells us that the expected value of the
sum of any set of random variables is the sum of their expected values, and the variance of the sum of
independent random variables is the sum of the variances.

Now, invoking the central limit theorem, we can use normal distribution theory to find the probabil-
ity of completing the project in less than or equal to some given time 7 as follows:

X— E[X] 17— E[X] 7— E[X]
P(XST): V[x]llz = V[x]l/z =P = Uiz

(4.10)

where Z is the standard normal deviate with mean 0 and variance 1. The desired probability in Equation
(4.10) can be looked up in any statistics book.
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Continuing with the example project, if (based on the simulation) the mean time of the critical path
is 22.5 weeks and the variance is (2.9)°, then the probability of completing the project within 25 weeks is
found by first calculating

and then looking up 0.86 in a standard normal distribution table. Doing so, we find that P(Z = 0.86) = 0.805,
so the probability of finishing the project in 25 weeks or less is 80.5%. This solution is depicted in Figure 4.34.

If, however, the mean project length, E[X], and the variance of the project length, V[X], are calculated
using the assumption that the critical activities are only those that have a zero slack in the deterministic
CPM analysis (A-C-F-G), we get

E[X]=5+8+4+5=22

VIX]'2 = V12 + 0.33” + 0.66> + 0.33? = 1.285
On the basis of this assumption, the probability of completing the project within 25 weeks is

Pl Z= 2522 = P(Z=2.33) =099
=85 ) " P@=233) =0
This probability is higher than 0.805, which was computed using data from the simulation in which both
sequences A—C—F-G and A-D-F-G were critical.

The procedure above is, in essence, PERT. Summarizing for an AON network:

1. For each activity i, assess its probability distribution or assume a beta distribution and obtain esti-
mates of a,, b;and m;,. These values should be supplied by the project manager or experts who work
in the field.

2. If a beta distribution is assumed for activity 7, then use the estimates a, b, and m to compute the
variance §?and mean d: from Equations (4.1) and (4.2). These values then are used in place of the
true but unknown values of s?and d_i, respectively, in the above formulas for V[X] and E[X].

3. Use CPM to determine the critical path given d, i = 1, ..., n.

4. Once the critical activities are identified, sum their means and variances to find the mean and vari-
ance of the project length.

5. Use Equation (4.10) with the statistics computed in step 4 to evaluate the probability that the proj-
ect finishes within some desired time.

0.18 -
0.16 —
0.14
0.12
0.10 7 0.805
0.08 —
0.06 —

0.04 —

Probability density function

0.02

00 +—T—FT7 1T T T T T T T T T T T T T T
13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

Project duration (weeks)

FIGURE 4.34 Example of probabilistic analysis with PERT.
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Using PERT, it is possible to estimate completion time for a desired completion probability. For example,
for a 95% probability the corresponding z value is z,; = 1.64. Solving for the time 7, for which the prob-
ability to complete the project is 95%, we get

or

7= (1.64)(2.5) + 22.5 = 27.256 weeks

A shortcoming of the standard PERT calculations is that they ignore all activities that are not on the crit-
ical path. A more accurate analytical approach is to identify each sequence of activities that lead from the
start node of the project to the finish event, and then to calculate separately the probability that the activ-
ities that compose each sequence will be completed by a given date. This step can be done as above by
assuming that the central limit theorem holds for each sequence and then applying normal distribution
theory to calculate the individual path probabilities. It is necessary, though, to make the additional
assumption that the sequences themselves are statistically independent to proceed. This means that the
time to traverse each path in the network is independent of what happens on the other paths. Although
it is easy to see that this is rarely true because some activities are sure to be on more than one path, empir-
ical evidence suggests that good results can be obtained if there is not too much overlap.

Once these calculations are performed, assuming that the various sequences are independent of each
other, the probability of completing the project by a given date is set equal to the product of the individ-
ual probabilities that each sequence is finished by that date. That is, given n sequences with completion
times X;, X,, ..., X,, the probability that X is = 7is found from

PX, =17 =PX, =17PX,=17..PX,=<1) (4.11)
where now the random variable X = max{X,, X,, ..., X,}.

Example 5 Consider the simple project in Figure 4.35. If no uncertainty exists in activity durations, then
the critical path is A-B and exactly 17 weeks are required to finish the project. Now if we assume that the
durations of all four activities are normally distributed (the corresponding means and standard devia-
tions are listed under the arrows in Figure 4.35), then the durations of the two sequences are also nor-
mally distributed (i.e., N(y, 0)), with the following parameters:

length(A—B) = X; ~ N(17, 3.61)
length(C—D) = X, ~ N(16, 3.35)

FIGURE 4.35 Stochastic network.
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The accompanying probability density functions are plotted in Figure 4.36. It should be clear that the
project can end in 17 weeks only if both A-B and C-D are completed within that time. The probability
that A-B finishes within 17 weeks is
17 = 17

< = <
P(X,=17) =P (z =54

>=P(Z<0)=0.5

and similarly for C-D,

17 — 16

< = <
P(X,=17) P(Z_ T

) = P(Z=0.299) = 0.62

Using Equation (4.11), we can now determine the probability that both sequences finish within 17 weeks:
P(X=17) = P(X, = 17)P(X, = 17) = (0.5)(0.62) = 0.31

Thus, the probability that the project will finish by week 17 is ~31%. A similar analysis for 20 weeks yields
P(X =20) =0.7 = 70%.

The approach that is based on calculating the probability of each sequence completing by a given due
date is accurate only if the sequences are independent. This is not the case when one or more activities
are members of two or more sequences. Consider, for example, the project in Figure 4.37. Here, activity
E is a member of the two sequences that connect the start of the project (event 1) to its termination node
(event 5). The expected lengths and standard deviations of these sequences are

Sequence Expected Length Standard Deviation
A-B-E 8§+9+3=20 V22 + 32 + 42 =539
C-D-E 10+6+3=19 V32 + 152 + 42 = 522

The probability that the sequence A—B—E will be completed in 17 days is calculated as follows:

17 — 20 . .
e T 0.5565 implying that P = 0.29

which is obtained from a standard normal distribution table by noting that

PZ=—-2=1—-PZ=2)

0.12

Duration of C - D \ Duration of A - B
0.1

0.08

0.06

0.04

Probability density

0.02

FIGURE 4.36 Performance time distribution for the two sequences.
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FIGURE 4.37  Stochastic network with dependent sequences.

Similarly, the probability that the sequence C—-D-E will be completed in 17 days is calculated by deter-
mining z = (17 — 19)/5.22 = —0.383 and then using Table 4.9 (C-1) a standard normal distribution table
to find P = 0.35.

Thus, the simple PERT estimate (based on the critical sequence A-B—E) indicates that the probability
of completing the project in 17 days is 29%. If both sequences A—-B—E and C-D-E are taken into account,
then the probability of completing the project in 17 days is estimated as

P(X,pp = 17)P(X o = 17) = (0.29)(0.35) = 0.1 or 10%

assuming that the two sequences are independent. However, because activity E is common to both
sequences, the true probability of completing the project in 17 days is somewhere between 10 and 29%.

The next question that naturally arises is what to do if only the parameters of the distribution are
known but not its form (e.g., beta, normal), and the number of activities is too small to rely on the cen-
tral limit theorem to give accurate results. In this case, Chebyshev’s inequality can be used to calculate
project duration probabilities (see Montgomery and Runger, 2003). The underlying theorem states that
if X is a random variable with mean y and variance o, then for any k> 0,

1
P(X — u| = ko) = =
An alternative form is

PIX—ul<ko)=1- %
Based on the second inequality, the probability of a random variable being within 3 standard deviations
of its mean is at least 8/9, or 89%. Although this might not be a tight bound in all cases, it is surprising
that such a bound can be found to hold for all possible discrete and continuous distributions.

To illustrate the effect of uncertainty, consider the example project. Four sequences connect the start node
to the finish node. The mean length and the standard deviation of each sequence are summarized in Table 4.10.

The probability of completing each sequence in 22 weeks is computed next and summarized in Table 4.11.

Based on the simple PERT analysis, the probability of completing the project in 22 weeks is 0.5. If both
sequences A—C—F-G and A-D-F-G are considered and assumed to be independent, the probability is
reduced to (0.5)(0.73) = 0.365.

Because three activities (A, F, G) are common to both sequences, the actual probability of completing
the project in 22 weeks is closer to 0.5 than to 0.365. Based on the data in Figure 4.33, we see that in 24
of 50 simulation runs, the project duration was 22 weeks or less. This implies that the probability of com-
pleting the project in 22 weeks is 24/50 = 0.48, or 48%.

Continuing with this example, if the Chebyshev’s inequality is used for the critical path (p = 22,
o = 1.285), then the probability of completing the project in, say, 22 + (2)(1.285) = 24.57 weeks is
approximately



4-42 Handbook of Industrial and Systems Engineering

TABLE 4.10 Mean Length and Standard Deviation for Sequences in Example Project

Sequence Mean Length Standard Deviation
A-C-F-G 22 1.285
A-D-F-G 21 1.595
B-D-F-G 19 1.407
E-F-G 16 0.808

TABLE 4.11 Probability of Completing Each Sequence in 22 Weeks

Sequence z-Value Probability
A-C-F-G 2-2 _, 0.5
S 1.285 )
A-D-F-G 22721 66 0.73
i 1595 ’
B-D-F-G 29 505 0.98
S 1407 7 ’

E-F-G 2-16 .4 1.0

__ 0.808 )

By way of comparison, using the normal distribution assumption, the corresponding probability is

plz= 227 "2 bz =097
- 1.285 =PZz=2)=0.

Of the two, the Chebyshev estimate is likely to be more reliable given that there are only a few activities
on the critical path.

Because uncertainty is bound to be present in most activities, it is possible that after determining the
critical path with CPM, a noncritical activity may become critical as certain tasks are completed. From a
practical point of view, this suggests the basic advantage of ES schedules. Starting each activity as soon as
possible reduces the chances of a noncritical activity becoming critical and delaying the project.

4.11 Critique of Program Evaluation and Review Technique and
Critical Path Method Assumptions

Both PERT and CPM are models of projects and are hence open to a wide range of technical criticism
including (1) the difficulty in accurately estimating durations, variances, and costs; (2) the validity of
using the beta distribution in representing durations; (3) the validity of applying the central limit the-
orem; and (4) the heavy focus on the critical path for project control. In addition, PERT and CPM
analysis is based on the precedence graph, which contains only two types of information: activity
times and precedence constraints. The results may be highly sensitive to the data estimates and defin-
ing relationships.

Moreover, Schonberger (1981) showed that a PERT estimate that is based on the assumption that the
variance of a sequence of activities is equal to the sum of the activity variances (i.e., that activities and
sequences are independent) can lead to a consistent error in estimating the completion time of a project.
A related problem, investigated by Britney (1976), concerns the cost of over- and underestimating activ-
ity duration times. He found that underestimates precipitate the reallocation of resources and, in many
cases, engender costly project delays. Overestimates, conversely, result in inactivity and tend to misdirect
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management’s attention to relatively unfruitful areas, causing planning losses. (Britney recommends a
modification of PERT called BPERT, which uses concepts from Bayesian decision theory to consider these
two categories of cost explicitly in deriving a project network plan.)

Another problem that sometimes arises, especially when PERT is used by subcontractors who work
with the government, is the attempt to “beat” the network in order to get on or off the critical path.
Many government contracts provide cost incentives for finishing a project early or are negotiated on a
“cost-plus-fixed-fee” basis. The contractor who is on the critical path generally has more leverage in
obtaining additional funds from these contracts because he or she has a major influence in determin-
ing the duration of the project. In contrast, some contractors deem it desirable to be less “visible” and
therefore adjust their time estimates and activity descriptions in such a way as to ensure that they will
not be on the critical path. This criticism, of course, reflects more on the use of the method than on
the method itself, but PERT and CPM, by virtue of their focus on the critical path, enable such ploys
to be used.

Finally, the cost of applying CPMs to a project is sometimes used as a basis for criticism. However, the
cost of applying PERT or CPM rarely exceeds 2% of total project cost. Thus, this added cost is generally
outweighed by the savings from improved scheduling and reduced project time.

As with any analytic technique, it is important, when using CPM and PERT, to fully understand the
underlying assumptions and limitations that they impose. Management must be sure that the people who
are charged with monitoring and controlling activity performance have a working knowledge of the sta-
tistical features of PERT as well as the general nature of critical path scheduling. Correct application of
these techniques can provide a significant benefit in each phase of the project’s life cycle as long as the
above-mentioned pitfalls are avoided.

4.12 Critical Chain Process

Partially in response to these criticisms, Goldratt (1997) developed the critical chain buffer manage-
ment (CCBM) process, which is an application of his theory of constraints to managing and sched-
uling projects. With CCBM, several alterations are made to traditional PERT. First, all individual
activity slack, or “buffer,” becomes project buffer. Each team member, responsible for his or her com-
ponent of the activity network, creates a duration estimate free from any padding — one, say, that is
based on a 50% probability of success. All activities on the critical chain (path) and feeder chains
(noncritical chains in the network) are then linked with minimal time padding. The project buffer is
aggregated and some proportion of the saved time (Goldratt uses a 50% rule of thumb) is added to
the project.

Even adding 50% of the saved time significantly reduces the overall project schedule while requiring
team members to be concerned less with activity padding and more with task completion. Even if they
miss their delivery date (as they are likely to do) 50% of the time, the overall effect on the project’s dura-
tion is minimized because of the downstream aggregated buffer.

The same approach can also be used for tasks that are not on the critical chain. Accordingly, all feeder
path activities are reduced by the same order of magnitude and a feeder buffer is constructed for the over-
all noncritical chain of activities. Finally, CCBM distinguishes between its use of buffer and the traditional
PERT use of project slack. With the PERT approach, project slack is a function of the overall completed
activity network. In other words, slack is an outcome of the task dependencies, whereas CCBM’s buffer is
used as an a priori planning input that is based on a reasoned cut in each activity and the application of
an aggregated project buffer at the end.

Proponents of CCBM argue that it is more than a new scheduling technique, representing instead a dif-
ferent paradigm by which project management should be viewed. The CCBM paradigm argues for truth
in activity duration estimation, a “just in time” approach to scheduling noncritical activities, and greater
discipline in project scheduling and control as a result of more open communication among internal
project stakeholders.
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The newness of CCBM is a point refuted by some who see the technique as either ill suited to many
types of projects or simply a reconceptualization of well-understood scheduling methodologies (e.g.,
PERT). Nevertheless, a growing body of case studies and proponents is emerging to champion the CCBM
process as it continues to diffuse throughout project organizations.

Even so, critical chain project management is not without its critics. Several arguments against the
process include the following charges and perceived weaknesses in the methodology:

1. Lack of project milestones makes coordinated scheduling, particularly with external suppliers,
highly problematic. Critics contend that the lack of in-process project milestones adversely affects
the ability to coordinate schedule dates with suppliers who provide the external delivery of critical
components.

2. Although it may be true that CCBM brings increased discipline to project scheduling, efficient
methods for applying this technique to a firm’s portfolio of projects are unclear; that is, CCBM
seems to offer benefits on a project-by-project basis, but its usefulness at the program level has
not been proved. Furthermore, because CCBM argues for dedicated resources in a multiproject
environment where resources are shared, it is impossible to avoid multitasking, which severely
limits its power.

3. Evidence of its success is still almost exclusively anecdotal and based on single-case studies.
Debating the merits and pitfalls of CCBM has remained largely an intellectual exercise among aca-
demics and writers of project management theory. No large-scale empirical research exists to
either confirm or refute its efficacy.

4. Critics also charge that Goldratt’s evaluation of duration estimation is overly negative and critical,
suggesting that his contention of huge levels of activity duration estimation “padding” is exaggerated.

Of course, it must be remembered that models, whether associated with CPM, PERT, or CCBM, are sim-
plifications of reality designed to support analysis and decision making by focusing on the most impor-
tant aspects of the problem. They should be judged not so much by their fidelity to the actual system but
by the insight that they provide, by the certainty with which they show the correct consequences of the
working assumptions, and by the ease with which the problem structure can be communicated.

4.13 Scheduling Contlicts

The discussion so far assumed that the only constraints on the schedule are precedence relations among
activities. On the basis of these constraints, the early and late time of each event and the early and late
start and finish of each activity are calculated.

In most projects, there are additional constraints that must be addressed, such as those associated with
resource availability and the budget. In some cases, ready time and due-date constraints also exist. These
constraints specify a time window in which an activity must be performed. In addition, there may be a tar-
get completion date for the project or a due date for a milestone. If these due dates are earlier than the cor-
responding dates derived from the CPM analysis, then the accompanying schedule will not be feasible.

There are several ways to handle these types of infeasibilities, such as

1. Reducing some activity durations by allocating more resources to them.

2. Eliminating some activities or reducing their lengths by using a more effective technology. For
example, conventional painting, which requires the application of several layers of paint and a long
drying time, may be replaced by anodizing — a faster but more expensive process.

3. Replacing some precedence relations of the “finish to start” type by other precedence relations,
such as “start to start,” without affecting quality, cost, or performance. When this is possible, a sig-
nificant amount of time may be saved.

It is common to start the scheduling analysis with each activity being performed in the most economical
way and assuming “finish to start” precedence relations. If infeasibility is detected, then one or more of
the foregoing courses of action can be used to circumnavigate the cause of the problem.
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This chapter covers economic aspects of manufacturing projects. Basic cash flow analysis is presented.
Other topics covered include cost concepts, cost estimation, cost monitoring, budgeting allocation, and
inflation.

5.1 Cost Concepts and Definitions

Cost management in a project environment refers to the functions required to maintain effective finan-
cial control over the project throughout its life cycle. There are several cost concepts that influence the
economic aspects of managing projects. Within a given scope of analysis, there may be a combination of
different types of cost aspects to consider. These cost aspects include the ones discussed below:

Actual cost of work performed. This represents the cost actually incurred and recorded in accom-
plishing the work performed within a given time period.

Applied direct cost. This represents the amounts recognized in the time period associated with the
consumption of labor, material, and other direct resources, without regard to the date of commitment or
the date of payment. These amounts are to be charged to work-in-process (WIP) when resources are
actually consumed, material resources are withdrawn from inventory for use, or material resources are
received and scheduled for use within 60 days.

5-1
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Budgeted cost for work performed.  This is the sum of the budgets for completed work plus the appropri-
ate portion of the budgets for level of effort and apportioned effort. Apportioned effort is effort that by itself
is not readily divisible into short-span work packages but is related in direct proportion to measured effort.

Budgeted cost for work scheduled. This is the sum of budgets for all work packages and planning pack-
ages scheduled to be accomplished (including WIP) plus the level of effort and apportioned effort sched-
uled to be accomplished within a given period of time.

Direct cost. This is a cost that is directly associated with the actual operations of a project. Typical
sources of direct costs are direct material costs and direct labor costs. Direct costs are those that can be
reasonably measured and allocated to a specific component of a project.

Economies of scale.  This refers to a reduction of the relative weight of the fixed cost in total cost by
increasing output quantity. This helps to reduce the final unit cost of a product. Economies of scale are
often simply referred to as the savings due to mass production.

Estimated cost at completion. This is the sum of the actual direct cost, indirect costs that can be allo-
cated to the contract, and the estimate of costs (direct and indirect) for authorized work remaining.

First cost.  This is the total initial investment required to initiate a project or the total initial cost of
the equipment needed to start the project.

Fixed cost. This is a cost incurred irrespective of the level of operation of a project. Fixed costs do not
vary in proportion to the quantity of output. Examples of costs that make up the fixed cost of a project
are administrative expenses, certain types of taxes, insurance cost, depreciation cost, and debt servicing
cost. These costs usually do not vary in proportion to the quantity of output.

Incremental cost.  This refers to the additional cost of changing the production output from one level
to another. Incremental costs are normally variable costs.

Indirect cost.  This is a cost that is indirectly associated with project operations. Indirect costs are those
that are difficult to assign to specific components of a project. An example of an indirect cost is the cost
of computer hardware and software needed to manage project operations. Indirect costs are usually cal-
culated as a percentage of a component of direct costs. For example, the indirect costs in an organization
may be computed as 10% of direct labor costs.

Life-cycle cost.  This is the sum of all costs, recurring and nonrecurring, associated with a project dur-
ing its entire life cycle.

Maintenance cost. This is a cost that occurs intermittently or periodically for the purpose of keeping
project equipment in good operating condition.

Marginal cost.  This is the additional cost of increasing production output by one additional unit. The
marginal cost is equal to the slope of the total cost curve or line at the current operating level.

Operating cost. This is a recurring cost needed to keep a project in operation during its life cycle.
Operating costs may include labor, material, and energy costs.

Opportunity cost.  This is the cost of forgoing the opportunity to invest in a venture that would have
produced an economic advantage. Opportunity costs are usually incurred owing to limited resources that
make it impossible to take advantage of all investment opportunities. They are often defined as the cost
of the best rejected opportunity. Opportunity costs can be incurred because of a missed opportunity
rather than due to an intentional rejection. In many cases, opportunity costs are hidden or implied
because they typically relate to future events that cannot be accurately predicted.

Overhead cost. This is a cost incurred for activities performed in support of the operations of a proj-
ect. The activities that generate overhead costs support the project efforts rather than contribute directly
to the project goal. The handling of overhead costs varies widely from company to company. Typical over-
head items are electric power cost, insurance premiums, cost of security, and inventory carrying cost.

Standard cost.  This is a cost that represents the normal or expected cost of a unit of the output of an
operation. Standard costs are established in advance. They are developed as a composite of several compo-
nent costs such as direct labor cost per unit, material cost per unit, and allowable overhead charge per unit.

Sunk cost.  This is a cost that occurred in the past and cannot be recovered under the present analysis.
Sunk costs should have no bearing on the prevailing economic analysis and project decisions. Ignoring sunk
costs is always a difficult task for analysts. For example, if $950,000 was spent 4 years ago to buy a piece of
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equipment for a technology-based project, a decision on whether or not to replace the equipment now
should not consider that initial cost. But uncompromising analysts might find it difficult to ignore that
much money. Similarly, an individual making a decision on selling a personal automobile would typically
try to relate the asking price to what was paid for the automobile when it was acquired. This is wrong under
the strict concept of sunk costs.

Total cost.  This is the sum of all the variable and fixed costs associated with a project.

Variable cost. This is a cost that varies in direct proportion to the level of operation or quantity of
output. For example, the costs of material and labor required to make an item will be classified as vari-
able costs because they vary with changes in level of output.

5.2 Cash Flow Analysis

The basic reason for performing economic analysis is to make a choice between mutually exclusive proj-
ects that are competing for limited resources. The cost performance of each project will depend on the
timing and levels of its expenditures. The techniques of computing cash flow equivalence permit us to
bring competing project cash flows to a common basis for comparison. The common basis depends on
the prevailing interest rate. Two cash flows that are equivalent at a given interest rate will not be equiva-
lent at a different interest rate. The basic techniques for converting cash flows from one point in time to
another are presented in the next section.

5.2.1 Time Value of Money Calculations

Cash flow conversion involves the transfer of project funds from one point in time to another. The fol-
lowing notation is used for the variables involved in the conversion process:

i = interest rate per period
n = number of interest periods
P = a present sum of money
F = a future sum of money
A = a uniform end-of-period cash receipt or disbursement
G = a uniform arithmetic gradient increase in period-by-period payments or disbursements

In many cases, the interest rate used in performing economic analysis is set equal to the minimum attrac-
tive rate of return (MARR) of the decision maker. The MARR is also sometimes referred to as hurdle rate,
required internal rate of return (IRR), return on investment (ROI), or discount rate. The value of MARR is
chosen with the objective of maximizing the economic performance of a project.

Compound amount factor. The procedure for the single payment compound amount factor finds a
future sum of money, F, that is equivalent to a present sum of money, P, at a specified interest rate, i, after
n periods. This is calculated as

F=PQ1 + i)

A graphic representation of the relationship between P and F is shown in Figure 5.1.
Example A sum of $5000 is deposited in a project account and left there to earn interest for 15 years.
If the interest rate per year is 12%, the compound amount after 15 years can be calculated as follows:

F = $5000(1 + 0.12)'
= $27,367.85

Present worth factor. The present worth factor computes P when F is given. The present worth factor
is obtained by solving for P in the equation for the compound-amount factor, i.e.,

P=F1+i™
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FIGURE 5.1 Single payment compound-amount cash flow.

Suppose it is estimated that $15,000 would be needed to complete the implementation of a project 5 years
from now. How much should be deposited in a special project fund now so that the fund would accrue
to the required $15,000 exactly 5 years from now? If the special project fund pays interest at 9.2% per year,
the required deposit would be

P = $15,000(1 + 0.092)°
= $9660.03

Uniform series present worth factor. The uniform series present worth factor is used to calculate the
present worth equivalent, P, of a series of equal end-of-period amounts, A. Figure 5.2 shows the uniform
series cash flow. The derivation of the formula uses the finite sum of the present worths of the individual
amounts in the uniform series cash flow as shown below. Some formulae for series and summation oper-
ations are presented in the Appendix at the end of the book.

n

P=>A01+i)"

t=1

a4 -1
_A[ i(1+ )" ]

Example Suppose the sum of $12,000 must be withdrawn from an account to meet the annual operat-
ing expenses of a multiyear project. The project account pays interest at 7.5% per year compounded on
an annual basis. If the project is expected to last 10 years, how much must be deposited in the project
account now so that the operating expenses of $12,000 can be withdrawn at the end of every year for 10
years? The project fund is expected to be depleted to zero by the end of the last year of the project. The
first withdrawal will be made 1 year after the project account is opened, and no additional deposits will
be made in the account during the project life cycle. The required deposit is calculated to be

(1 +0.075)1° —1
P = $12,000

0.075(1 + 0.075)1°

= $82,368.92

Uniform series capital recovery factor. 'The capital recovery formula is used to calculate the uniform
series of equal end-of-period payments, A, that are equivalent to a given present amount, P. This is the
converse of the uniform series present amount factor. The equation for the uniform series capital recov-
ery factor is obtained by solving for A in the uniform series present-amount factor, i.e.,

3 i(1 + i)
A_P[(l +i)"—1}
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FIGURE 5.2 Uniform series cash flow.

Example Suppose a piece of equipment needed to launch a project must be purchased at a cost of
$50,000. The entire cost is to be financed at 13.5% per year and repaid on a monthly installment sched-
ule over 4 years. It is desired to calculate what the monthly loan payments will be. It is assumed that the
first loan payment will be made exactly 1 month after the equipment is financed. If the interest rate of
13.5% per year is compounded monthly, then the interest rate per month will be 13.5%/12 = 1.125% per
month. The number of interest periods over which the loan will be repaid is 4(12) = 48 months.
Consequently, the monthly loan payments are calculated to be

0.01125(1 + 0.01125)%8
A = $50,000

(1 +0.01125)% — 1

= $1,353.82

Uniform series compound amount factor. The series compound amount factor is used to calculate a
single future amount that is equivalent to a uniform series of equal end-of-period payments. The cash
flow is shown in Figure 5.3. Note that the future amount occurs at the same point in time as the last
amount in the uniform series of payments. The factor is derived as

F=SAQ + iyt

=1

:A[(l + :)"—1}

Example 1If equal end-of-year deposits of $5,000 are made to a project fund paying 8% per year for 10
years, how much can be expected to be available for withdrawal from the account for capital expenditure
immediately after the last deposit is made?

£ = $5000 (1 + 0.08)10 —1
B 0.08

= $72,432.50
Uniform series sinking fund factor. The sinking fund factor is used to calculate the uniform series of
equal end-of-period amounts, A, that are equivalent to a single future amount, F. This is the reverse of

the uniform series compound amount factor. The formula for the sinking fund is obtained by solving for
A in the formula for the uniform series compound amount factor, i.e.,

i
A:F[(1+i)"—1}
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FIGURE 5.3 Uniform series compound-amount cash flow.

Example How large are the end-of-year equal amounts that must be deposited into a project account so
that a balance of $75,000 will be available for withdrawal immediately after the 12th annual deposit is
made? The initial balance in the account is zero at the beginning of the first year. The account pays 10%
interest per year. Using the formula for the sinking fund factor, the required annual deposits are

A = $75,000] — 20
R (1+0.10)2 -1

= $3,507.25

Capitalized cost formula.  Capitalized cost refers to the present value of a single amount that is equiva-
lent to a perpetual series of equal end-of-period payments. This is an extension of the series present worth
factor with an infinitely large number of periods. This is shown graphically in Figure 5.4.

Using the limit theorem from calculus as n approaches infinity, the series present worth factor reduces
to the following formula for the capitalized cost:

P fim 4| LD
A T )

(T
_A{,Efl[ i1+ )" ]}
5)
= Al —
1

Example  How much should be deposited in a general fund to service a recurring public service project
to the tune of $6500 per year forever if the fund yields an annual interest rate of 11%? Using the capital-
ized cost formula, the required one-time deposit to the general fund is

$6500
0.11

$59,090.91

The formulae presented above represent the basic cash flow conversion factors. The factors are widely tab-
ulated, for convenience, in engineering economy books. Several variations and extensions of the factors
are available. Such extensions include the arithmetic gradient series factor and the geometric series fac-
tor. Variations in the cash flow profiles include situations where payments are made at the beginning of
each period rather than at the end and situations where a series of payments contains unequal amounts.
Conversion formulae can be derived mathematically for those special cases by using the basic factors
presented above.
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FIGURE 5.4 Capitalized cost cash flow.

Arithmetic gradient series. The gradient series cash flow involves an increase of a fixed amount in the
cash flow at the end of each period. Thus, the amount at a given point in time is greater than the amount
at the preceding period by a constant amount. This constant amount is denoted by G. Figure 5.5 shows
the basic gradient series in which the base amount at the end of the first period is zero. The size of the
cash flow in the gradient series at the end of period ¢ is calculated as

A=0—-1G t=12,..,n
The total present value of the gradient series is calculated by using the present-amount factor to convert

each individual amount from time ¢ to time 0 at an interest rate of 1% per period and summing up the
resulting present values. The finite summation reduces to a closed form as shown in the following equation:

p=SAl+i)

t=1

=S (- DGO+ i)

= Gi(t— (1 + i)
t=1

(1 + i) — (1 + ni)
:G{ 21+ ) }

Example The cost of supplies for a 10-year period increases by $1500 every year, starting at the end of
year 2. There is no supplies cost at the end of the first year. If the interest rate is 8% per year, determine
the present amount that must be set aside at time zero to take care of all the future supplies expenditures.
We have G = 1,500, i = 0.08, and n = 10. Using the arithmetic gradient formula, we obtain

— —10
b 1500[1 (1 + 10(0.08))(1 + 0.08) }

(0.08)?

$1,500(25.9768)
= $38,965.20

In many cases, an arithmetic gradient starts with some base amount at the end of the first period and then
increases by a constant amount thereafter. The nonzero base amount is denoted as A,. Figure 5.6 shows
this type of cash flow.

The calculation of the present amount for such cash flows requires breaking the cash flow into a uniform
series cash flow of amount A, and an arithmetic gradient cash flow with zero base amount. The uniform
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FIGURE 5.5 Arithmetic gradient cash flow with zero base amount.
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FIGURE 5.6 Arithmetic gradient cash flow with nonzero base amount.

series present worth formula is used to calculate the present worth of the uniform series portion, while the
basic gradient series formula is used to calculate the gradient portion. The overall present worth is then cal-
culated as

+ P

gradient series

pP=P

uniform series

o a+ -1 (1 +i)"—(1 + ni)
_Al[ i(1+ )" }Jr G[ i2(1 + i)" }

Increasing geometric series cash flow. In an increasing geometric series cash flow, the amounts in the
cash flow increase by a constant percentage from period to period. There is a positive base amount, A}, at
the end of period 1. Figure 5.7 shows an increasing geometric series. The amount at time ¢ is denoted as

A=A_(1+)) t=23.,n

where j is the percentage increase in the cash flow from period to period. By doing a series of back sub-
stitutions, we can represent A, in terms of A, instead of in terms of A,_, as follows:

Ay = A1+ )

A=A +)=A0+7)H1+))

A=A+ t=1,23...,n
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FIGURE 5.7 Increasing geometric series cash flow.

The formula for calculating the present worth of the increasing geometric series cash flow is derived by
summing the present values of the individual cash flow amounts, i.e.,

p= iAt(l +i)
= > A1+ )7+ i)

A &1+
_(1+j)z<1+i)

t=1

=A1[1 4 +ij)_n(jl - i)n}, i#j

If i = j, the formula above reduces to the limit as i — j, as shown below

Example Suppose funding for a 5-year project is to increase by 6% every year with an initial funding of
$20,000 at the end of the first year. Determine how much must be deposited into a budget account at time
zero in order to cover the anticipated funding levels if the budget account pays 10% interest per year. We
have j = 6%, i = 10%, n = 5, A, = $20,000. Therefore,

b= 20000 1 — (14 0.06)%1 + 0.10)73
o 0.10 — 0.06
= $20,000(4.2267)
= $84,533.60

Decreasing geometric series cash flow. In a decreasing geometric series cash flow, the amounts in the
cash flow decrease by a constant percentage from period to period. The cash flow starts at some positive
base amount, A, at the end of period 1. Figure 5.8 shows a decreasing geometric series. The amount of
time ¢ is denoted as

A,=A_(1—7), t=2,3..n
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FIGURE 5.8 Decreasing geometric series cash flow.

where j is the percentage decrease in the cash flow from period to period. As in the case of the increasing
geometric series, we can represent A, in terms of A;:

A, = A1 —))

Ay =A(1—j)=A0 =1 —))

A=A =) t=1,2,3..,n

The formula for calculating the present worth of the decreasing geometric series cash flow is derived by
finite summation as in the case of the increasing geometric series. The final formula is

P=A1[1 (- pra s i)"}

i+

Example The contract amount for a 3-year project is expected to decrease by 10% every year with an
initial contract of $100,000 at the end of the first year. Determine how much must be available in a con-
tract reservoir fund at time zero in order to cover the contract amounts. The fund pays 10% interest per
year. Because j = 10%, i = 10%, n = 3,and A, = $100,000, we should have

b~ 100000l L= (1 —0.10)*(1 + 0.10)3
I 0.10 + 0.10
= $100,000(2.2615)
= $226,150

Internal rate of return. The IRR for a cash flow is defined as the interest rate that equates the future
worth at time n or present worth at time 0 of the cash flow to zero. If we let i* denote the IRR, then
we have

FW,_, = D (xA)(1 + i) =0
t=0
PW,_, = > (£A)1 +i)7"=0

t=0
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« »

where “+” is used in the summation for positive cash flow amounts or receipts an is used for nega-
tive cash flow amounts or disbursements. A, denotes the cash flow amount at time ¢, which may be a
receipt (+) or a disbursement (—). The value of i* is referred to as discounted cash flow rate of return, IRR,
or true rate of return. The procedure above essentially calculates the net future worth or the net present

worth of the cash flow, i.e.,
Net future worth = future worth or the receipts — future worth of disbursements
NFW = FWreceipts — FWdisbursements
Net present worth = present worth or the receipts — present worth of disbursements
NPW = PWreceipts — PWdisbursements

Setting the NPW or NFW equal to zero and solving for the unknown variable i determines the IRR of the
cash flow.

Benefit—cost ratio. The benefit—cost ratio of a cash flow is the ratio of the present worth of benefits to
the present worth of costs. This is defined as

DB+ i)

BIC= "
>C(1+ i)t
t=0

where B, is the benefit (receipt) at time ¢ and C, is the cost (disbursement) at time ¢ If the benefit—cost
ratio is greater than 1, then the investment is acceptable. If the ratio is less than 1, the investment is not
acceptable. A ratio of 1 indicates a break-even situation for the project.

Simple payback period. Payback period refers to the length of time it will take to recover an initial
investment. The approach does not consider the impact of the time value of money. Consequently, it is
not an accurate method of evaluating the worth of an investment. However, it is a simple technique that
is used widely to perform a “quick-and-dirty” assessment of investment performance. Also, the technique
considers only the initial cost. Other costs that may occur after time zero are not included in the calcula-
tion. The payback period is defined as the smallest value of n (1) that satisfies the following expression:

min)

where R, is the revenue at time ¢ and C, the initial investment. The procedure calls for a simple addition
of the revenues period by period until enough total has been accumulated to offset the initial investment.

Example An organization is considering installing a new computer system that will generate signifi-
cant savings in material and labor requirements for order processing. The system has an initial cost of
$50,000. It is expected to save the organization $20,000 a year. The system has an anticipated useful life
of 5 years with a salvage value of $5,000. Determine how long it would take for the system to pay for itself
from the savings it is expected to generate. Because the annual savings are uniform, we can calculate the
payback period by simply dividing the initial cost by the annual savings, i.e.,

_$50,000

Mmin = $50,000

= 2.5 years
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Note that the salvage value of $5,000 is not included in the above calculation because the amount is not
realized until the end of the useful life of the asset (i.e., after 5 years). In some cases, it may be desired to
consider the salvage value. In that case, the amount to be offset by the annual savings will be the net cost
of the asset. In that case, we would have

~$50,000 — $5000
Mhmin = $20,000

= 2.25 years

If there are tax liabilities associated with the annual savings, those liabilities must be deducted from the
savings before calculating the payback period.

Discounted payback period. In this book, we introduce the discounted payback period approach in
which the revenues are reinvested at a certain interest rate. The payback period is determined when
enough money has been accumulated at the given interest rate to offset the initial cost as well as other
interim costs. In this case, the calculation is made by the following expression:

iRt(l + )l = iCt
=1 =0

Example A new solar cell unit is to be installed in an office complex at an initial cost of $150,000. It is
expected that the system will generate annual cost savings of $22,500 on the electricity bill. The solar cell
unit will need to be overhauled every 5 years at a cost of $5,000 per overhaul. If the annual interest rate
is 10%, find the discounted payback period for the solar cell unit considering the time value of money. The
costs of overhaul are to be considered in calculating the discounted payback period.

Solution  Using the single payment compound-amount factor for one period iteratively, the following
solution is obtained.

Time Cumulative Savings

1 $22,500

2 $22,500 + $22,500(1.10)" = $47,250

3 $22,500 + $47,250(1.10)! = $74,475

4 $22,500 + $74,475(1.10)! = $104,422.50

5 $22,500 + $104,422.50(1.10)" — $5,000 = $132,364.75
6 $22,500 + $132,364.75(1.10)" = $168,101.23

The initial investment is $150,000. By the end of period 6, we have accumulated $168,101.23, more than
the initial cost. Interpolating between periods 5 and 6, we obtain

54 150,000 — 132,364.75 6 —5)
Mmin = 168,101.23 — 132,364.75

=5.49

That is, it will take 5.49 years or 5 years and 6 months to recover the initial investment.

Investment life for multiple returns.  The time it takes an amount to reach a certain multiple of its ini-
tial level is often of interest in many investment scenarios. The “Rule of 72” is one simple approach to cal-
culating how long it will take an investment to double in value at a given interest rate per period. The Rule
of 72 gives the following formula for estimating the doubling period:
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where i is the interest rate expressed in percentage. Referring to the single payment compound-amount
factor, we can set the future amount equal to twice the present amount and then solve for #, the number
of periods. That is, F = 2P. Thus,

2P = P(1 + i)

Solving for n in the above equation yields an expression for calculating the exact number of periods
required to double P:

In(2)

"T I + )

where i is the interest rate expressed in decimals. In the general case, for exact computation, the length of
time it would take to accumulate m multiples of P is expressed as

_In(m)
"TIn(1 + )

where m is the desired multiple. For example, at an interest rate of 5% per year, the time it would take an
amount, P, to double in value (m = 2) is 14.21 years. This, of course, assumes that the interest rate will
remain constant throughout the planning horizon. Table 5.1 presents a tabulation of the values calculated
from both approaches. Figure 5.9 shows a graphical comparison of the Rule of 72 to the exact calculation.

5.2.2 Effects of Inflation

Inflation is a major player in financial and economic analyses of projects. Multiyear projects are particularly
subject to the effects of inflation. Inflation can be defined as the decline in purchasing power of money.
Some of the most common causes of inflation are:

« Increase in amount of currency in circulation
« Shortage of consumer goods

« Escalation of the cost of production

« Arbitrary increase of prices by resellers

The general effects of inflation are felt in terms of an increase in the prices of goods and decrease in the
worth of currency. In cash flow analysis, ROI for a project will be affected by time value of money as well
as inflation. The real interest rate (d) is defined as the desired rate of return in the absence of inflation.
When we talk of “today’s dollars” or “constant dollars,” we are referring to the use of real interest rate.

TABLE 5.1 Evaluation of the Rule of 72

i% n (Rule of 72) N (Exact Value)
0.25 288.00 277.61
0.50 144.00 138.98
1.00 72.00 69.66
2.00 36.00 35.00
5.00 14.20 17.67
8.00 9.00 9.01

10.00 7.20 7.27

12.00 6.00 6.12

15.00 4.80 4.96

18.00 4.00 4.19

20.00 3.60 3.80

25.00 2.88 3.12

30.00 2.40 2.64
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FIGURE 5.9 Evaluation of investment life for double return.

Combined interest rate (i) is the rate of return combining real interest rate and inflation rate. If we denote
the inflation rate as j, then the relationship between the different rates can be expressed as

1+i=00+d)1+j)
Thus, the combined interest rate can be expressed as
i=d+j+dj

Note that if j = 0 (i.e., no inflation), then i = d. We can also define commodity escalation rate (g) as the rate at
which individual commodity prices escalate. This may be greater than or less than the overall inflation rate. In
practice, several measures are used to convey inflationary effects. Some of these are consumer price index, pro-
ducer price index, and wholesale price index. A “market basket” rate is defined as the estimate of inflation based
on a weighted average of the annual rates of change in the costs of a wide range of representative commodi-
ties. A “then-current” cash flow is a cash flow that explicitly incorporates the impact of inflation. A “constant
worth” cash flow is a cash flow that does not incorporate the effect of inflation. The real interest rate, d, is used
for analyzing constant worth cash flows. Figure 5.10 shows constant worth and then-current cash flows.

The then-current cash flow in the figure is the equivalent cash flow considering the effect of inflation.
C, is what it would take to buy a certain “basket” of goods after k time periods if there was no inflation.
T, is what it would take to buy the same “basket” in k time period if inflation was taken into account. For
the constant worth cash flow, we have

C=T, k=1,2,..,n
and for the then-current cash flow, we have
T,=T(1+j)k k=12,..,n

where j is the inflation rate. If C;, = T; = $100 under the constant worth cash flow, then we mean $100
worth of buying power. If we are using the commodity escalation rate, g, then we will have

T,=T,(1+9k k=1,2..n
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FIGURE 5.10 Cash flows for effects of inflation.

Thus, a then-current cash flow may increase based on both a regular inflation rate (j) and a commodity
escalation rate (g). We can convert a then-current cash flow to a constant worth cash flow by using the
following relationship:

C,=T(1+j)% k=1,2,..,n
If we substitute T} from the commodity escalation cash flow into the expression for C, above, we get
C,=T,(1+j)*k
=T(1 + 1 +j)~*
=T,[(1+9/(1+)Ik k=1,2,..,n

Note that if g = 0 and j = 0, the C, = T, That is, there is no inflationary effect. We now define effective
commodity escalation rate (v) as

v=[(1+g/1+j]-1
and we can express the commodity escalation rate (g) as
g=v+jty

Inflation can have a significant impact on the financial and economic aspects of a project. Inflation may
be defined, in economic terms, as the increase in the amount of currency in circulation, resulting in a rel-
atively high and sudden fall in its value. To a producer, inflation means a sudden increase in the cost of
items that serve as inputs for the production process (equipment, labor, materials, etc.). To the retailer,
inflation implies an imposed higher cost of finished products. To an ordinary citizen, inflation portends
an unbearable escalation of prices of consumer goods. All these views are interrelated in a project man-
agement environment.

The amount of money supply, as a measure of a country’s wealth, is controlled by the government.
With no other choice, governments often feel impelled to create more money or credit to take care of old
debts and pay for social programs. When money is generated at a faster rate than the growth of goods and
services, it becomes a surplus commodity, and its value (purchasing power) will fall. This means that
there will be too much money available to buy only a few goods and services. When the purchasing power
of a currency falls, each individual in a product’s life cycle has to dispense more of the currency in order
to obtain the product. Some of the classic concepts of inflation are discussed below:

1. Increases in the producer’s costs are passed on to consumers. At each stage of the product’s jour-
ney from producer to consumer, prices are escalated disproportionately in order to make a good
profit. The overall increase in the product’s price is directly proportional to the number of inter-
mediaries it encounters on its way to the consumer. This type of inflation is called cost-driven (or
cost-push) inflation.
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2. Excessive spending power of consumers forces an upward trend in prices. This high spending
power is usually achieved at the expense of savings. The law of supply and demand dictates that
the more the demand, the higher the price. This type of inflation is known as demand-driven (or
demand-pull) inflation.

3. Impact of international economic forces can induce inflation in a local economy. Trade imbalances
and fluctuations in currency values are notable examples of international inflationary factors.

4. Increasing base wages of workers generate more disposable income and, hence, higher demands
for goods and services. The high demand, consequently, creates a pull on prices. Coupled with this,
employers pass on the additional wage cost to consumers through higher prices. This type of infla-
tion is, perhaps, the most difficult to solve because wages set by union contracts and prices set by
producers almost never fall — at least not permanently. This type of inflation may be referred to
as wage-driven (or wage-push) inflation.

5. Easy availability of credit leads consumers to “buy now and pay later” and, thereby, creates another
loophole for inflation. This is a dangerous type of inflation because the credit not only pushes
prices up, it also leaves consumers with less money later on to pay for the credit. Eventually, many
credits become uncollectible debts, which may then drive the economy into recession.

6. Deficit spending results in an increase in money supply and, thereby, creates less room for each
dollar to get around. The popular saying, “a dollar does not go far anymore,” simply refers to infla-
tion in layman’s terms. The different levels of inflation may be categorized as discussed below.

Mild inflation. When inflation is mild (2 to 4%), the economy actually prospers. Producers strive to
produce at full capacity in order to take advantage of the high prices to the consumer. Private investments
tend to be brisk and more jobs become available. However, the good fortune may only be temporary.
Prompted by the prevailing success, employers are tempted to seek larger profits and workers begin to ask
for higher wages. They cite their employer’s prosperous business as a reason to bargain for bigger shares
of the business profit. Thus, we end up with a vicious cycle where the producer asks for higher prices, the
unions ask for higher wages, and inflation starts an upward trend.

Moderate inflation. Moderate inflation occurs when prices increase at 5 to 9%. Consumers start pur-
chasing more as an edge against inflation. They would rather spend their money now than watch it
decline further in purchasing power. The increased market activity serves to fuel further inflation.

Severe inflation. Severe inflation is indicated by price escalations of 10% or more. Double-digit
inflation implies that prices rise much faster than wages do. Debtors tend to be the ones who benefit
from this level of inflation because they repay debts with money that is less valuable then the money
borrowed.

Hpyperinflation. 'When each price increase signals the increase in wages and costs, which again sends
prices further up, the economy has reached a stage of malignant galloping inflation or hyperinflation.
Rapid and uncontrollable inflation destroys the economy. The currency becomes economically useless as
the government prints it excessively to pay for obligations.

Inflation can affect any project in terms of raw materials procurement, salaries and wages, and cost-
tracking dilemmas. Some effects are immediate and easily observable. Other effects are subtle and perva-
sive. Whatever form it takes, inflation must be taken into account in long-term project planning and
control. Large projects may be adversely affected by the effects of inflation in terms of cost overruns and
poor resource utilization. The level of inflation will determine the severity of the impact on projects.

5.3 Break-Even Analysis

Break-even analysis refers to the determination of the balanced performance level where project income
is equal to project expenditure. The total cost of an operation is expressed as the sum of the fixed and
variable costs with respect to output quantity, i.e.,

TC(x) = FC + VC(x)
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where x is the number of units produced, TC(x) the total cost of producing x units, FC the total fixed cost,
and VC(x) the total variable cost associated with producing x units. The total revenue resulting from the
sale of x units is defined as

TR(x) = px

where p is the price per unit. The profit due to the production and sale of x units of the product is cal-
culated as

P(x) = TR(x) — TC(x)

The break-even point of an operation is defined as the value of a given parameter that will result in nei-
ther profit nor loss. The parameter of interest may be the number of units produced, the number of hours
of operation, the number of units of a resource type allocated, or any other measure of interest. At the
break-even point, we have the following relationship:

TR(x) = TC(x) or P(x) =0

In some cases, there may be a known mathematical relationship between cost and the parameter of inter-
est. For example, there may be a linear cost relationship between the total cost of a project and the num-
ber of units produced. The cost expressions facilitate straightforward break-even analysis. Figure 5.11
shows an example of a break-even point for a single project. Figure 5.12 shows examples of multiple break-
even points that exist when multiple projects are compared. When two project alternatives are compared,
the break-even point refers to the point of indifference between the two alternatives. In Figure 5.12, x1 rep-
resents the point where projects A and B are equally desirable, x2 represents where A and C are equally
desirable, and x3 represents where B and C are equally desirable. The figure shows that if we are operating
below a production level of x2 units, then project C is the preferred project among the three. If we are oper-
ating at a level more than x2 units, then project A is the best choice.

Example Three project alternatives are being considered for producing a new product. The required analy-
sis involves determining which alternative should be selected on the basis of how many units of the product
are produced per year. Based on past records, there is a known relationship between the number of units
produced per year, x, and the net annual profit, P(x), from each alternative. The level of production is

$
A

Total revenue -~

Total cost

Variable cost
I - ariable cos
| =7 '

' .................... L R R R L - FIXedCOSt

-

FC == === .,- -

0k 1 B x (units)
Break-even point

FIGURE 5.11 Break-even point for a single project.
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FIGURE 5.12 Break-even points for multiple projects.

expected to be between 0 and 250 units per year. The net annual profits (in thousands of dollars) are given
below for each alternative:

Project A:  P(x) = 3x — 200
Project B: P(x) = x
Project C:  P(x) = (1/50)x? — 300

This problem can be solved mathematically by finding the intersection points of the profit functions and
evaluating the respective profits over the given range of product units. It can also be solved by a graphi-
cal approach. Figure 5.13 shows a plot of the profit functions. Such a plot is called a break-even chart. The
plot shows that Project B should be selected if between 0 and 100 units are to be produced. Project A
should be selected if between 100 and 178.1 units (178 physical units) are to be produced. Project C
should be selected if more than 178 units are to be produced. It should be noted that if less than 66.7 units
(66 physical units) are produced, Project A will generate net loss rather than net profit. Similarly, Project
C will generate losses if less than 122.5 units (122 physical units) are produced.

5.3.1 Profit Ratio Analysis

Break-even charts offer opportunities for several different types of analysis. In addition to the break-even
points, other measures of worth or criterion measures may be derived from the charts. A measure, called profit
ratio, is presented here for the purpose of obtaining a further comparative basis for competing projects. Profit
ratio is defined as the ratio of the profit area to the sum of the profit and loss areas in a break-even chart, i.e.,

area of profit region

Profit ratio = - -
area of profit region + area of loss region

For example, suppose the expected revenue and the expected total cost associated with a project are given,
respectively, by the following expressions:

R(x) = 100 + 10x

TC(x) = 2.5x + 250
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FIGURE 5.13  Plot of profit functions.

where x is the number of units produced and sold from the project. Figure 5.14 shows the break-even
chart for the project. The break-even point is shown to be 20 units. Net profits are realized from the proj-
ect if more than 20 units are produced, and net losses are realized if less than 20 units are produced. It
should be noted that the revenue function in Figure 5.14 represents an unusual case where a revenue of
$100 is realized when zero units are produced.

Suppose it is desired to calculate the profit ratio for this project if the number of units that can be pro-
duced is limited to between 0 and 100 units. From Figure 5.14, the surface area of the profit region and
the area of the loss region can be calculated by using the standard formula for finding the area of a tri-
angle: Area = (1/2)(Base)(Height). Using this formula, we have the following:

Area of profit region = 1/2(Base)(Height)

1/2(1100 — 500)(100 — 20)
= 24,000 square units

Area of loss region = 1/2(Base)(Height)

1/2(250 — 100)(20)

1,500 square units
Thus, the profit ratio is computed as

24,000

Profit ratio = m

0.9411

=94.11%
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FIGURE 5.14 Area of profit versus area of loss.

The profit ratio may be used as a criterion for selecting among project alternatives. If this is done, the
profit ratios for all the alternatives must be calculated over the same values of the independent variable.
The project with the highest profit ratio will be selected as the desired project. For example, Figure 5.15
presents the break-even chart for an alternate project, say Project II. It is seen that both the revenue and
cost functions for the project are nonlinear. The revenue and cost are defined as follows:

R(x) = 160x — x2
TC(x) = 500 + x?

If the cost and/or revenue functions for a project are not linear, the areas bounded by the functions may
not be easily determined. For those cases, it may be necessary to use techniques such as definite integrals
to find the areas. Figure 5.15 indicates that the project generates a loss if less than 3.3 units (3 actual units)
or more than 76.8 (76 actual units) are produced. The respective profit and loss areas on the chart are cal-
culated as follows:

Area 1 (loss) = f[(soo + x2) — (160x — x2)]dx
= 802.8 unit-dollars
Area 2 (profit) = f 7:'8[(160x — %) — (500 + x)]dx
= 132,272.08 unit-dollars

Area 3 (loss) = f [(500 + x?) — (160x — x?)]dx

= 48,135.98 unit-dollars
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FIGURE 5.15 Break-even chart for revenue and cost functions.

Consequently, the profit ratio for Project II is computed as

total area of profit region

profit ratio = YT areq of profit region+total area of loss region

132,272.08
802.76 + 132,272.08 + 48,135.98

0.7299
= 72.99%

The profit ratio approach evaluates the performance of each alternative over a specified range of operat-
ing levels. Most of the existing evaluation methods use single-point analysis with the assumption that the
operating condition is fixed at a given production level. The profit ratio measure allows an analyst to eval-
uate the net yield of an alternative given that the production level may shift from one level to another. An
alternative, for example, may operate at a loss for most of its early life, while it may generate large incomes
to offset the losses in its later stages. Conventional methods cannot easily capture this type of transition
from one performance level to another. In addition to being used to compare alternate projects, the profit
ratio may also be used for evaluating the economic feasibility of a single project. In such a case, a deci-
sion rule may be developed. An example of such a decision rule is

If profit ratio is greater than 75%, accept the project.
If profit ratio is less than or equal to 75%, reject the project.
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5.4 Amortization of Capitals

Many capital investment projects are financed with external funds. A careful analysis must be conducted
to ensure that the amortization schedule can be handled by the organization involved. A computer pro-
gram such as graphic evaluation of amortization payments (GAMPS) might be used for this purpose. The
program analyzes the installment payments, the unpaid balance, principal amounts paid per period, total
installment payment, and current cumulative equity. It also calculates the “equity break-even point” for
the debt being analyzed. The equity break-even point indicates the time when the unpaid balance on a
loan is equal to the cumulative equity on the loan. With the output of this program, the basic cost of serv-
icing the project debt can be evaluated quickly. A part of the output of the program presents the per-
centage of the installment payment going into equity and interest charge, respectively. The computational
procedure for analyzing project debt follows the steps below:

1. Given a principal amount, P, a periodic interest rate, i (in decimals), and a discrete time span of n
periods, the uniform series of equal end-of-period payments needed to amortize P is computed as

P[i(1 + 1)"]

T+ -1

It is assumed that the loan is to be repaid in equal monthly payments. Thus, A(t) = A, for each
period t throughout the life of the loan.
2. The unpaid balance after making ¢ installment payments is given by

All — (1 +4)'7"]
i

U(t) =
3. The amount of equity or principal amount paid with installment payment number ¢ is given by
E(t) = A1 +4)r !
4. The amount of interest charge contained in installment payment number ¢ is derived to be
I(t) = A[1 —(1 +4)" 1]

where A = E(t) + I(t).
5. The cumulative total payment made after ¢ periods is denoted by

C(t) = > A(k)
k=1
_
k=1
= (A)(®)

6. The cumulative interest payment after ¢ periods is given by

Q1) = Zl(x)

7. The cumulative principal payment after ¢ periods is computed as

S(t) = > E(k)
k=1

t
=AD (1 +i) ke
k=1
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where

8. The percentage of interest charge contained in installment payment number ¢ is

I(t)
f(l’) = T(IOO(’/O)

9. The percentage of cumulative interest charge contained in the cumulative total payment up to and
including payment number ¢ is
Q(1)
= 0,
F(t) o) (100%)
10. The percentage of cumulative principal payment contained in the cumulative total payment up to
and including payment number  is

S
H(t) = %

_ C(n) — Q1)
N C(r)

QW

C(t)

1 — F(t)

Example Suppose that a manufacturing productivity improvement project is to be financed by borrow-
ing $500,000 from an industrial development bank. The annual nominal interest rate for the loan is 10%.
The loan is to be repaid in equal monthly installments over a period of 15 years. The first payment on the
loan is to be made exactly one month after financing is approved. It is desired to perform a detailed analy-
sis of the loan schedule. Table 5.2 presents a partial listing of the loan repayment schedule.

The tabulated result shows a monthly payment of $5373.04 on the loan. Considering time t = 10
months, one can see the following results:

U(10) = $487,475.13 (unpaid balance)

A(10) = $5373.04 (monthly payment)

E(10) = $1299.91 (equity portion of the tenth payment)

I(10) = $4073.13 (interest charge contained in the tenth payment)

C(10) = $53,730.40 (total payment to date)

S(10) = $12,526.21 (total equity to date)

f(10) = 75.81% (percentage of the tenth payment going into interest charge)
F(10) = 76.69% (percentage of the total payment going into interest charge)

Thus, over 76% of the sum of the first ten installment payments goes into interest charges. The analysis
shows that by time t = 180, the unpaid balance has been reduced to zero, i.e., U(180) = 0.0. The total pay-
ment made on the loan is $967,148.40 and the total interest charge is $967,148.20 — $500,000 =
$467,148.20. Thus, 48.30% of the total payment goes into interest charges. The information about interest
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TABLE 5.2 Amortization Schedule for Financed Project

t U(t) A(t) E(t) I(t) C(1) S(t) f(® F(t)
1 498,794.98 5,373.04 1,206.36 4166.68 5,373.04 1,206.36 77.6 77.6
2 497,578.56 5,373.04 1,216.42 4156.62 10,746.08 2,422.78 77.4 77.5
3 496,352.01 5,373.04 1,226.55 4146.49 16,119.12 3,649.33 77.2 77.4
4 495,115.24 5,373.04 1,236.77 4136.27 21,492.16 4,886.10 76.9 77.3
5 493,868.16 5,373.04 1,247.08 4125.96 26,865.20 6,133.18 76.8 77.2
6 492,610.69 5,373.04 1,257.47 4115.57 32,238.24 7,390.65 76.6 77.1
7 491,342.74 5,373.04 1,267.95 4105.09 37,611.28 8,658.61 76.4 76.9
8 490,064.22 5,373.04 1,278.52 4094.52 42,984.32 9,937.12 76.2 76.9
9 488,775.05 5,373.04 1,289.17 4083.87 48,357.36 11,226.29 76.0 76.8
10 487,475.13 5,373.04 1,299.91 4073.13 53,730.40 12,526.21 75.8 76.7
170 51,347.67 5,373.04 4,904.27 468.77 913,416.80 448,656.40 8.7 50.9
171 46,402.53 5,373.04 4,945.14 427.90 918,789.84 453,601.54 7.9 50.6
172 41,416.18 5,373.04 4,986.35 386.69 924,162.88 458,587.89 7.2 50.4
173 36,388.27 5,373.04 5,027.91 345.13 929,535.92 463,615.80 6.4 50.1
174 31,318.47 5,373.04 5,069.80 303.24 934,908.96 468,685.60 5.6 49.9
175 26,206.42 5,373.04 5,112.05 260.99 940,282.00 473,797.66 4.9 49.6
176 21,051.76 5,373.04 5,154.65 218.39 945,655.04 478,952.31 4.1 49.4
177 15,854.15 5,373.04 5,197.61 175.43 951,028.08 484,149.92 3.3 49.1
178 10,613.23 5,373.04 5,240.92 132.12 956,401.12 489,390.84 2.5 48.8
179 5,328.63 5,373.04 5,284.60 88.44 961,774.16 494,675.44 1.7 48.6
180 0.00 5,373.04 5,328.63 44.41 967,147.20 500,004.07 0.8 48.3

charges might be very useful for tax purposes. The tabulated output shows that equity builds up slowly
while unpaid balance decreases slowly. Note that very little equity is accumulated during the first 3 years
of the loan schedule. This is shown graphically in Figure 5.16. The effects of inflation, depreciation, prop-
erty appreciation, and other economic factors are not included in the analysis presented above. A project
analyst should include such factors whenever they are relevant to the loan situation.

The point at which the curves intersect is referred to as the equity break-even point. It indicates when
the unpaid balance is exactly equal to the accumulated equity or the cumulative principal payment. For
the example, the equity break-even point is 120.9 months (over 10 years). The importance of the equity
break-even point is that any equity accumulated after that point represents the amount of ownership or
equity that the debtor is entitled to after the unpaid balance on the loan is settled with project collateral.
The implication of this is very important, particularly in the case of mortgage loans. “Mortgage” is a word
with French origin, meaning death pledge — perhaps a sarcastic reference to the burden of mortgage
loans. The equity break-even point can be calculated directly from the formula derived below.

Let the equity break-even point, x, be defined as the point where U(x) = S(x), i.e.,

L=+ =] [ (a+i—1
A[ i }‘A[ i+ }

Multiplying both the numerator and denominator of the left-hand side of the above expression by
(1 + )" and simplifying yields

(I + )" = (1 + 9)
i(l + 1)"

on the left-hand side. Consequently, we have

1+ )" —(1+ i) =(1+i)F—1
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FIGURE 5.17 Plot of total loan payment and total equity.

1+ +1

(1 + i) = >

which yields the equity break-even expression

In[0.5(1 + )" + 0.5]
In(1 + 7)

X =

where In is the natural log function, n the number of periods in the life of the loan and i the interest rate
per period.

Figure 5.17 presents a plot of the total loan payment and the cumulative equity with respect to time.
The total payment starts from $0.0 at time 0 and goes up to $967,147.20 by the end of the last month of
the installment payments. Because only $500,000 was borrowed, the total interest payment on the loan is
$967,147.20 — $500,00 = $467,147.20. The cumulative principal payment starts at $0.0 at time 0 and
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FIGURE 5.18 Plot of percentage of interest charge.

slowly builds up to $500,001.34, which is the original loan amount. The extra $1.34 is due to round-off
error in the calculations.

Figure 5.18 presents a plot of the percentage of interest charge in the monthly payments and the per-
centage of interest charge in the total payment. The percentage of interest charge in the monthly pay-
ments starts at 77.55% for the first month and decreases to 0.83% for the last month. By comparison, the
percentage of interest in the total payment also starts at 77.55% for the first month and slowly decreases
to 48.30% by the time the last payment is made at time 180. Table 5.2 and Figure 5.18 show that an
increasing proportion of the monthly payment goes into the principal payment as time goes on. If the
interest charges are tax deductible, the decreasing values of f(f) mean that there would be decreasing tax
benefits from the interest charges in the later months of the loan.

5.5 Manufacturing Cost Estimation

Cost estimation and budgeting help establish a strategy for allocating resources in project planning and
control. There are three major categories of cost estimation for budgeting. These are based on the desired
level of accuracy. The categories are order-of-magnitude estimates, preliminary cost estimates, and detailed
cost estimates. Order-of-magnitude cost estimates are usually gross estimates based on the experience and
judgment of the estimator. They are sometimes called “ballpark” figures. These estimates are made with-
out a formal evaluation of the details involved in the project. The level of accuracy associated with order-
of-magnitude estimates can range from —50 to +50% of the actual cost. These estimates provide a quick
way of getting cost information during the initial stages of a project.

50% (Actual cost) = Order-of-magnitude estimate = 150% (Actual cost)

Preliminary cost estimates are also gross estimates, but with a higher level of accuracy. In developing pre-
liminary cost estimates, more attention is paid to some selected details of the project. An example of a
preliminary cost estimate is the estimation of expected labor cost. Preliminary estimates are useful for
evaluating project alternatives before final commitments are made. The level of accuracy associated with
preliminary estimates can range from —20 to +20% of the actual cost.

80% (Actual cost) = Preliminary estimate = 120% (Actual cost)

Detailed cost estimates are developed after careful consideration is given to all the major details of a proj-
ect. Considerable time is typically needed to obtain detailed cost estimates. Because of the amount of time
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and effort needed to develop detailed cost estimates, the estimates are usually developed after there is firm
commitment that the project will take off. Detailed cost estimates are important for evaluating actual cost
performance during the project. The level of accuracy associated with detailed estimates normally range
from —5 to +5% of the actual cost.

95% (Actual cost) = Detailed cost = 105% (Actual cost)

There are two basic approaches to generating cost estimates. The first one is a variant approach, in which
cost estimates are based on variations of previous cost records. The other approach is the generative cost
estimation, in which cost estimates are developed from scratch without taking previous cost records into
consideration.

Optimistic and pessimistic cost estimates. Using an adaptation of the PERT formula, we can combine
optimistic and pessimistic cost estimates. Let O be the optimistic cost estimate, M the most likely cost esti-
mate, and P the pessimistic cost estimate.

Then, the estimated cost can be estimated as

_O+4M+ P
=

and the cost variance can be estimated as

P -0}
o[22

5.6 Budgeting and Capital Allocation

Budgeting involves sharing limited resources between several project groups or functions in a project
environment. Budget analysis can serve any of the following purposes:

+ A plan for resources expenditure

« A project selection criterion

« A projection of project policy

« A basis for project control

+ A performance measure

+ A standardization of resource allocation
+ An incentive for improvement

Top-down budgeting. Top-down budgeting involves collecting data from upper-level sources such as top
and middle managers. The figures supplied by the managers may come from their personal judgment,
past experience, or past data on similar project activities. The cost estimates are passed to lower-level
managers, who then break the estimates down into specific work components within the project. These
estimates may, in turn, be given to line managers, supervisors, and lead workers to continue the process
until individual activity costs are obtained. Top management provides the global budget, while the func-
tional level worker provides specific budget requirements for the project items.

Bottom-up budgeting. In this method, elemental activities their schedules, descriptions, and labor
skill requirements are used to construct detailed budget requests. Line workers familiar with specific
activities are requested to provide cost estimates. Estimates are made for each activity in terms of labor
time, materials, and machine time. The estimates are then converted to an appropriate cost basis. The dol-
lar estimates are combined into composite budgets at each successive level up the budgeting hierarchy. If
estimate discrepancies develop, they can be resolved through the intervention of senior management,
middle management, functional managers, project manager, accountants, or standard cost consultants.
Figure 5.19 shows the breakdown of a project into phases and parts to facilitate bottom-up budgeting and
improve both schedule and cost control.
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FIGURE 5.19 Budgeting by project phases.

Elemental budgets may be developed on the basis of the progress of each part of the project over time.
When all the individual estimates are gathered, we obtain a composite budget estimate. Figure 5.20 shows
an example of the various components that may be involved in an overall budget. The bar chart appended
to a segment of the pie chart indicates the individual cost components making up that particular seg-
ment. Analytical tools such as learning curve analysis, work sampling, and statistical estimation may be
employed in the cost estimation and budgeting processes.

Mathematical formulation of capital allocation. ~ Capital rationing involves selecting a combination of
projects that will optimize the ROI. A mathematical formulation of the capital budgeting problem is pre-
sented below

n
Maximize z= Zvixi
i=1

Subject to Zcixi =B
i=1

x=0,1; i=1,..,n
where 7 is number of projects, v, the measure of performance for project i (e.g., present value), c; the cost
of project i, x; the indicator variable for project 7, and B the budget availability level.

A solution of the above model will indicate which projects should be selected in combination with
which projects. The example that follows illustrates a capital rationing problem.

Example of a capital rationing problem. Planning a portfolio of projects is essential in resource-lim-
ited projects, and a planning model for implementing a number of projects simultaneously exists in the
literature on this subject. The capital rationing example presented here involves the determination of the
optimal combination of project investments so as to maximize total ROI. Suppose that a project analyst



Cost Concepts and Estimation 5-29

Research Manufacturing

15% - 30%

Others (3%)

Project
management
23.5%

Business
3.5%

Enai .
Sales & marketing Training ng;rz)euznng
10% 5%
Details of business budget
60— Personnel
(50%)
50—
40 Accounting
2 (30%)
30
Insurance
20— (15%) R q
ecords
104 7/ (5%)

FIGURE 5.20 Budget breakdown and distribution.

is given N projects, X, X,, X;, ... , Xy, with the requirement to determine the level of investment in each
project so that total investment return is maximized subject to a specified limit on available budget. The
projects are not mutually exclusive.

The investment in each project starts at a baselevel b, (i = 1,2, ..., N) and increases by a variable incre-
ments k; (j = 1,2, 3, ..., K), where K; is the number of increments used for project i. Consequently, the
level of investment in project X; is defined as

K
x;=b,+ Zki]-
=
where
x=0 Vi

For most cases, the base investment will be zero. In those cases, we will have b; = 0. In the modeling pro-
cedure used for this problem, we have

1 if the investment in project i is greater than zero
X = .
i 0 otherwise
and
1 if jth increment of alternative i is used
Y, = .
ij 0 otherwise

The variable x; is the actual level of investment in project 7, while X; is an indicator variable indicating
whether or not project i is one of the projects selected for investment. Similarly, k; is the actual magnitude
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of the jth increment while Y}, is an indicator variable that indicates whether or not the jth increment is used
for project i. The maximum possible investment in each project is defined as M; such that

b,=x,=M,

There is a specified limit, B, on the total budget available to invest such that

There is a known relationship between the level of investment, x;, in each project and the expected return,
R(x;). This relationship will be referred to as the utility function, f(-), for the project. The utility function
may be developed through historical data, regression analysis, and forecasting models. For a given proj-
ect, the utility function is used to determine the expected return, R(x;), for a specified level of investment
in that project, i.e.,

R(x,') = f(xl)

where r; is the incremental return obtained when the investment in project i is increased by k;. If the
incremental return decreases as the level of investment increases, the utility function will be concave. In
that case, we will have the following relationship:

= — =
i = Tig OF Ty rin_O

Thus,

Y.=Y. or Y.—Y.

>
ij ij+1 i ij+1 — 0

so that only the first n increments (j = 1,2, ... , n) that produce the highest returns are used for project
i. Figure 5.21 shows an example of a concave investment utility function.

If the incremental returns do not define a concave function, f(x;), then one has to introduce the
inequality constraints presented above into the optimization model. Otherwise, the inequality constraints
may be left out of the model, since the first inequality, Y;; = Y, is always implicitly satisfied for concave
functions. Our objective is to maximize the total return, i.e.,

Maximize Z = Z Z e
i
Subject to the following constraints:
xi=bi+z kY, “i
i
b=x,=M, Vi

Y. =Y.

ij ij+1

inSB

1

=0 W

Vi, j

Y,.]-=Oor1 Vi, j

Now suppose we are given four projects (i.e., N = 4) and a budget limit of $10 million. The respective
investments and returns are shown in Tables 5.3-5.6.
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FIGURE 5.21 Utility curve for investment yield.

All the values are in millions of dollars. For example, in Table 5.3, if an incremental investment of $0.20
million from stage 2 to stage 3 is made in project 1, the expected incremental return from the project will
be $0.30 million. Thus, a total investment of $1.20 million in project 1 will yield a total return of $1.90
million.

The question addressed by the optimization model is to determine how many investment increments
should be used for each project, i.e., when should we stop increasing the investments in a given project?
Obviously, for a single project, we would continue to invest as long as the incremental returns are larger
than the incremental investments. However, for multiple projects, investment interactions complicate the
decision so that investment in one project cannot be independent of the other projects. The LP model of
the capital rationing example was solved with LINDO software. The solution indicates the following val-
ues for Y;;

Project 1:
Yiil=1, YI2=1, Y13=1, YI4=0, YI5=0

Thus, the investment in project 1 is X1 = $1.20 million. The corresponding return is $1.90 million.
Project 2:

Y21 =1, Y22=1, Y23=1, Y24=1, Y25=0, Y26=0, Y27=0
Thus, the investment in project 2 is X2 = $3.80 million. The corresponding return is $6.80 million.
Project 3:

Y31=1, Y32=1, Y33=1, Y34=1 Y35=0, Y36=0, Y37=0
Thus, the investment in project 3 is X3 = $2.60 million. The corresponding return is $5.90 million.
Project 4:

Y41 =1, Y42=1, Y43 =1

Thus, the investment in project 4 is X4 = $2.35 million. The corresponding return is $3.70 million.
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TABLE 5.3 Investment Data for Project 1 for Capital Rationing

Stage (j) Incremental Investment y;; Level of Investment x; Incremental Return r; Total Return R(x,)
0 — 0 —_ 0

1 0.80 0.80 1.40 1.40

2 0.20 1.00 0.20 1.60

3 0.20 1.20 0.30 1.90

4 0.20 1.40 0.10 2.00

5 0.20 1.60 0.10 2.10

TABLE 5.4 Investment Data for Project 2 for Capital Rationing

Stage (j) Investment y,; Level of Investment x, Incremental Return r, Total Return R(x,)
0 — 0 — 0

1 3.20 3.20 6.00 6.00

2 0.20 3.40 0.30 6.30

3 0.20 3.60 0.30 6.60

4 0.20 3.80 0.20 6.80

5 0.20 4.00 0.10 6.90

6 0.20 4.20 0.05 6.95

7 0.20 4.40 0.05 7.00

TABLE 5.5 Investment Data for Project 3 for Capital Rationing

Stage (j) Incremental Investment Yy; Level of Investment x; Incremental Return R;; Total Return R(x;)
0 —_ 0 —_ 0

1 2.00 2.00 4.90 4.90

2 0.20 2.20 0.30 5.20

3 0.20 2.40 0.40 5.60

4 0.20 2.60 0.30 5.90

5 0.20 2.80 0.20 6.10

6 0.20 3.00 0.10 6.20

7 0.20 3.20 0.10 6.30

8 0.20 3.40 0.10 6.40

TABLE 5.6 Investment Data for Project 4 for Capital Rationing

Stage (j) Incremental Investment y,; Level of Investment x, Incremental Return Ry Total Return R(x,)
0 — 0 — 0

1 1.95 1.95 3.00 3.00

2 0.20 2.15 0.50 3.50

3 0.20 2.35 0.20 3.70

4 0.20 2.55 0.10 3.80

5 0.20 2.75 0.05 3.85

6 0.20 2.95 0.15 4.00

7 0.20 3.15 0.00 4.00

The total investment in all four projects is $9,950,000. Thus, the optimal solution indicates that not all
of the $10,000,000 available should be invested. The expected return from the total investment is
$18,300,000. This translates into 83.92% ROL. Figure 5.22 presents histograms of the investments and the
returns for the four projects. The individual returns on investment from the projects are shown graphi-
cally in Figure 5.23.
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The optimal solution indicates an unusually large return on total investment. In a practical setting,
expectations may need to be scaled down to fit the realities of the project environment. Not all opti-
mization results will be directly applicable to real situations. Possible extensions of the above model of
capital rationing include the incorporations of risk and time value of money into the solution procedure.
Risk analysis would be relevant, particularly for cases where the levels of returns for the various levels of
investment are not known with certainty. The incorporation of time value of money would be useful if
the investment analysis is to be performed for a given planning horizon. For example, we might need to
make investment decisions to cover the next 5 years rather than just the current time.
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5.7 Cost Monitoring

As a project progresses, costs can be monitored and evaluated to identify areas of unacceptable cost per-
formance. Figure 5.24 shows a plot of cost vs. time for projected cost and actual cost. The plot permits a
quick identification of when cost overruns occur in a project.

Plots similar to those presented above may be used to evaluate cost, schedule, and time performance
of a project. An approach similar to the profit ratio presented earlier may be used together with the plot
to evaluate the overall cost performance of a project over a specified planning horizon. Thus, a formula
for cost performance index (CPI) is

area of cost benefit
CPI =

area of cost benefit + area of cost overrun

As in the case of the profit ratio, CPI may be used to evaluate the relative performance of several project
alternatives or to evaluate the feasibility and acceptability of an individual alternative. In Figure 5.25, we
present another cost monitoring tool we refer to as cost control pie chart. The chart is used to track the

A
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FIGURE 5.24 Evaluation of actual and projected cost.
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FIGURE 5.25 Cost control pie chart.
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percentage of cost going into a specific component of a project. Control limits can be included in the pie
chart to identify out-of-control cost situations. The example in Figure 5.25 shows that 10% of total cost
is tied up in supplies. The control limit is located at 12% of total cost. Hence, the supplies expenditure is
within control (so far, at least).

5.8 Project Balance Technique

One other approach to monitoring cost performance is the project balance technique. The technique
helps in assessing the economic state of a project at a desired point in time in the life cycle of the project.
It calculates the net cash flow of a project up to a given point in time. The project balance is calculated as

t

B(i), =S, — P(1 + i)' + > PW, ,...(0),

income
k=1

where B(i), is the project balance at time ¢ at an interest rate of i% per period, PW, . (i), the present
worth of net income from the project up to time ¢, P the initial cost of the project and S, the salvage value
at time .

The project balanced at time ¢ gives the net loss or net project associated with the project up to that time.

5.9 Cost and Schedule Control Systems Criteria

Contract management involves the process by which goods and services are acquired, utilized, monitored,
and controlled in a project. Contract management addresses the contractual relationships from the initi-
ation of a project to the completion of the project (i.e., completion of services and handover of deliver-
ables). Some of the important aspects of contract management are

Principles of contract law

Bidding process and evaluation
Contract and procurement strategies
Selection of source and contractors
Negotiation

Worker safety considerations
Product liability

Uncertainty and risk management
Conflict resolution

In 1967, the U.S. Department of Defense (DOD) introduced a set of 35 standards or criteria that con-
tractors must comply with under cost or incentive contracts. The system of criteria is referred to as the
cost and schedule control systems criteria (C/SCSC). Many government agencies now require compliance
with C/SCSC for major contracts. The purpose is to manage the risk of cost overrun to the government.
The system presents an integrated approach to cost and schedule management. It is now widely recog-
nized and used in major project environments. It is intended to facilitate greater uniformity and provide
advance warning about impending schedule or cost overruns.

The topics covered by C/SCSC include cost estimating and forecasting, budgeting, cost control, cost
reporting, earned value analysis, resource allocation and management, and schedule adjustments. The
important link between all of these is the dynamism of the relationship between performance, time, and
cost. Such a relationship is represented in Figure 5.26. This is essentially a multiobjective problem.
Because performance, time, and cost objectives cannot be satisfied equally well, concessions or compro-
mises would need to be worked out in implementing C/SCSC.

Another dimension of the performance—time—cost relationship is the U.S. Air Force’s R&M 2000 standard,
which addresses reliability and maintainability of systems. R&M 2000 is intended to integrate reliability and
maintainability into the performance, cost, and schedule management for government contracts. Cost and
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schedule control systems criteria and R&M 2000 constitute an effective guide for project design. Further
details on cost and risk aspects of project management with respect to C/SCSC can be found elsewhere.

To comply with C/SCSC, contractors must use standardized planning and control methods based on
earned value. Earned value refers to the actual dollar value of work performed at a given point in time
compared with the planned cost for the work.

This is different from the conventional approach of measuring actual vs. planned costs, which is explic-
itly forbidden by C/SCSC. In the conventional approach, it is possible to misrepresent the actual content
(or value) of the work accomplished. The work-rate analysis technique presented in section 35.3 can be
useful in overcoming the deficiencies of the conventional approach. Cost and schedule control systems
criteria is developed on a work content basis using the following factors:

 The actual cost of work performed (ACWP), which is determined on the basis of the data from
cost accounting and information systems

+ The budgeted cost of work scheduled (BCWS) or baseline cost determined by the costs of sched-
uled accomplishments

+ The budgeted cost of work performed (BCWP) or earned value, the actual work of effort com-
pleted as of a specific point in time

The following equations can be used to calculate cost and schedule variances for work packages at any
point in time.

cost variance = BCWP — ACWP
percent cost variance = (Cost variance/BCWP)-100
schedule variance = BCWP — BCWS
percent schedule variance = (Schedule variance/BCWS)-100
ACWP and remaining funds = Target cost (TC)

ACWP + cost to complete = Estimated cost at completion (EAC)
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5.10 Sources of Capital

Financing a project means raising capital for the project. Capital is a resource consisting of funds avail-
able to execute a project. Capital includes not only privately owned production facilities, but also public
investment. Public investments provide the infrastructure of the economy such as roads, bridges, and
water supply. Other public capital that indirectly supports production and private enterprise includes
schools, police stations, central financial institutions, and postal facilities.

If the physical infrastructure of the economy is lacking, the incentive for private entrepreneurs to invest
in production facilities is likely to be lacking also. The government or community leaders can create the
atmosphere for free enterprise by constructing better roads, providing better public safety facilities, and
encouraging ventures that assure adequate support services.

As far as project investment is concerned, what can be achieved with project capital is very important. The
avenues for raising capital funds include banks, government loans or grants, business partners, cash reserves,
and other financial institutions. The key to the success of the free enterprise system is the availability of cap-
ital funds and the availability of sources to invest the funds in ventures that yield products needed by the
society. Some specific ways that funds can be made available for business investments are discussed below:

Commercial loans. Commercial loans are the most common sources of project capital. Banks should
be encouraged to loan money to entrepreneurs, particularly those just starting business. Government
guarantees may be provided to make it easier for the enterprise to obtain the needed funds.

Bonds and stocks.  Bonds and stocks are also common sources of capital. National policies regarding the
issuance of bonds and stocks can be developed to target specific project types to encourage entrepreneurs.

Interpersonal loans. Interpersonal loans are unofficial means of raising capital. In some cases, there
may be individuals with enough personal funds to provide personal loans to aspiring entrepreneurs. But
presently, there is no official mechanism that handles the supervision of interpersonal business loans. If
a supervisory body exists at a national level, wealthy citizens will be less apprehensive about loaning
money to friends and relatives for business purposes. Thus, the wealthy citizens can become a strong
source of business capital.

Foreign investment. Foreign investments can be attracted for local enterprises through government
incentives. The incentives may be in terms of attractive zoning permits, foreign exchange permits, or tax
breaks.

Investment banks. 'The operations of investment banks are often established to raise capital for spe-
cific projects. Investment banks buy securities from enterprises and resell them to other investors.
Proceeds from these investments may serve as a source of business capital.

Mutual funds. Mutual funds represent collective funds from a group of individuals. The collective
funds are often large enough to provide capital for business investments. Mutual funds may be established
by individuals or under the sponsorship of a government agency. Encouragement and support should be
provided for the group to spend the money for business investment purposes.

Supporting resources. A clearinghouse of potential goods and services that a new project can provide
may be established by the government. New entrepreneurs interested in providing the goods and services
should be encouraged to start relevant enterprises. They should be given access to technical, financial, and
information resources to facilitate starting production operations. As an example, the state of Oklahoma,
under the auspices of the Oklahoma Center for the Advancement of Science and Technology (OCAST),
has established a resource database system. The system, named Technical Resource Access Center
(TRAC), provides information about resources and services available to entrepreneurs in Oklahoma. The
system is linked to the statewide economic development information system. This is a clearinghouse
arrangement that will facilitate access to resources for project management.

The time value of money is an important factor in project planning and control. This is particularly
crucial for long-term projects that are subject to changes in several cost parameters. Both the timing and
quantity of cash flows are important for project management. The evaluation of a project alternative
requires consideration of the initial investment, depreciation, taxes, inflation, economic life of the proj-
ect, salvage value, and cash flows.
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5.11 Activity-Based Costing

Activity-based costing (ABC) has emerged as an appealing costing technique in industry. The major
motivation for ABC is that it offers an improved method to achieve enhancements in operational and
strategic decisions. Activity-based costing offers a mechanism to allocate costs in direct proportion to the
activities that are actually performed. This is an improvement over the traditional way of generically allo-
cating costs to departments. It also improves the conventional approaches to allocating overhead costs.

The use of PERT/CPM, precedence diagramming, and the recently developed approach of critical
resource diagramming can facilitate task decomposition to provide information for ABC. Some of the
potential impacts of ABC on a production line are:

+ Identification and removal of unnecessary costs

+ Identification of the cost impact of adding specific attributes to a product
+ Indication of the incremental cost of improved quality

« Identification of the value-added points in a production process

+ Inclusion of specific inventory-carrying costs

+ Provision of a basis for comparing production alternatives

« Ability to assess “what-if” scenarios for specific tasks

Activity-based costing is just one component of the overall activity-based management in an organiza-
tion. Activity-based management involves a more global management approach to planning and control
of organizational endeavors. This requires consideration for product planning, resource allocation, pro-
ductivity management, quality control, training, line balancing, value analysis, and a host of other orga-
nizational responsibilities. Thus, while ABC is important, one must not lose sight of the universality of
the environment in which it is expected to operate. And, frankly, there are some processes where func-
tions are so intermingled that decomposition into specific activities may be difficult. Major considera-
tions in the implementation of ABC are:

+ Resources committed to developing activity-based information and cost
+ Duration and level of effort needed to achieve ABC objectives

« Level of cost accuracy that can be achieved by ABC

« Ability to track activities based on ABC requirements

+ Handling the volume of detailed information provided by ABC

« Sensitivity of the ABC system to changes in activity configuration

TABLE 5.7 Sample Income Statement

Statement of Income (In thousands, except per share amounts)

Two years ended December 31 1996 1997
Net sales ($) 1,918,265 1,515,861
Costs and expenses ($)
Cost of sales 1,057,849 878,571
Research and development 72,511 71,121
Marketing and distribution 470,573 392,851
General and administrative 110,062 81,825
1,710,995 1,424,268
Operating income ($) 207,270 91,493
Consolidation of operations ($) (36,981)
Interest and other income, net ($) 9,771 17,722
Income before taxes ($) 180,060 109,215
Provision for income taxes ($) 58,807 45,115
Net income ($) 121,253 64,100
Equivalent shares ($) 61,880 60,872
Earnings per common share ($) 1.96 1.05
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Income analysis can be enhanced by the ABC approach as shown in Table 5.7. Similarly, instead of allo-
cating manufacturing overhead on the basis of direct labor costs, an ABC analysis could be conducted as
illustrated in the ex