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Foreword

A passive radar is a fascinating device that does not transmit any electro-
magnetic energy when sensing. It instead listens to existing illuminations
and senses tiny disturbances in the electromagnetic field caused by moving
objects in order to detect and track them, and even provide imaging. The
idea is not new, as it was in 1934 that Robert Watson Watt made his famous
Daventry experiment, proving that through the use of short-wave com-
mercial transmitters, it was possible to detect a bomber at long distances,
up to 8 miles in his case. A few years later, German engineers built the first
operational passive radar, which they named Klein Heidelberg. The device
used British. Chain Home radars as illuminators and was able to detect Brit-
ish bombers as they flew on their missions to destroy military targets during
World War II

Despite being widely known, the idea of passive radar was discarded
for several decades as analog signal processing was not sufficiently ad-
vanced for the effective processing of passive radar signals.

The rapid development of digital signal processing methods in the
1970s opened new possibilities regarding the implementation of the con-
cept, and research on passive radar began soon afterwards in the United
Kingdom, Germany, Italy, France, Poland, China, Iran, Russia, and sev-
eral other countries. The U.S.-based company Lockheed Martin went on
to build a series of demonstrators of the new technology in the 1990s that
they called Silent Sentry I, II, and II.

Research work on passive radar was initiated by Professor Griffiths
at University College London in 1982. He soon extended his research to
the exploitation of commercial transmitters of opportunity and, in 1986,
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published the first paper on passive radar using analog ultrahigh frequency
television (UHE TV) transmitters as illuminators.

In 1989, he started working with Professor Baker on exploiting a wide
range of transmitters of opportunity for passive sensing, including satellite
TV, and together they continue to conduct research in this field to this day.
The two have published more than 100 scientific papers on this subject,
becoming scientific leaders in the area of passive radar.

This book is the first on the market to present passive radar technology
to the general public. As stated in the title, the authors are looking to pro-
vide the reader with an introduction to passive radar. In a very simple and
clear way, they present how passive radar works and how it differs from
the active type and show both the benefits and drawbacks of this novel
technology. This book is addressed to all who intend to understand this
new technology without going deeply into mathematical descriptions of
the problems involved. This book also shows the history of passive radar
development, principles of operation, the property of different illumina-
tors of opportunity, and signal and data processing fundamentals includ-
ing correlation reception, direct signal cancelation, bistatic detection, target
localization, and tracking. Practical aspects are also discussed, and selected
demonstrators and final products are presented.

Although fundamental mathematical formulas related to passive radar
phenomena and processing are presented, the reader can easily skip them
and still fully grasp the basic phenomena and principles essential to the
understanding of the technology. Advanced readers can analyze the equa-
tions and find references to a number of scientific publications where all the
mathematical details can be found.

The passive radar market is currently an emerging one, and very few
products have been made available at the present time. However, a lot of
industrial competitors have started new programs aiming towards the de-
velopment of new passive radars both for the civil and military markets,
worth more than $10 billion in U.S. currency.

The spectrum is becoming more congested and valuable as time goes
on. Communication companies are trying to get more spectra for their pur-
poses, and it is more difficult now to get a license for emitting electromag-
netic power for radar and remote sensing purposes. The passive radar is
a “green” solution to this problem: there is no need to pay for transiting
energy for spectrum allocation. Only sensitive receivers, digitizers, and fast
signal processing devices are needed to construct radars that could be used
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for air traffic control, border protection, military purposes, and even for bird
migration analyses.

In this book you will find the knowledge needed to gain an understand-
ing of this fascinating technology, and hopetfully you will come away with a
fresh perspective and deeper insight into the passive radar’s inner workings
after reading it.

Professor Krzysztof Kulpa
Warsaw University of Technology
February 2017




Preface

The motivation for writing this book came from an approach by Dr. Joe
Guerci, the Artech Radar Series editor. He pointed out that over the years
we had accumulated a large volume of research results and lecture and
tutorial material, and that it should not be difficult to assemble it into a
book. Of course, it was not quite as simple as that, and the project has
required many hours of organization of material, writing, rewriting, and
checking. .

The historical introduction in Chapter 1 shows that passive radar has
been around for a long time—arguably for more than 90 years. Because
passive radar systems do not need dedicated high-power transmitters and
are generally simple and low-cost, the subject has been very suitable for
university research, and numerous university groups worldwide have
worked on passive radar and published their results at conferences and
in research journals. But there was always a sense that passive radar was
“almost as good as a real radar,” and seemed to be an answer looking for
the right problem. In the past 5 years this situation has certainly changed,
and passive radar has come of age. The widespread use of digital transmis-
sions for broadcast and for communications has provided waveforms that
are much more suitable for radar use. The spectrum congestion problem
has provided the impetus to seek sensing techniques that exploit exist-
ing transmissions rather than adding to the congestion. Commercial com-
panies in several countries have invested resources to develop practical
passive radar systems that offer much better performance and reliability
than the experimental systems of a decade ago. In the next decade we
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can expect further advances, and the final chapter identifies a number of
passive radar applications that seem particularly promising.

This is not a detailed mathematical treatise. It has been our intention
to produce a book that is accessible to anyone with a basic understand-
ing of radar. Our emphasis has been on presenting the essential principles,
processing techniques, and practical results. We have tried to provide com-
prehensive lists of references so that the reader can access the original pub-
lications in full detail having been suitably equipped with the basics. This
book draws on previously published books and research, most notably Nick
Willis’s book on bistatic radar, which provides an excellent introductory text
to the more general topic of bistatic radar, and references to this occur in a
number of the chapters.

We have both spent a substantial part of our careers working on pas-
sive radar research, and we have been lucky to have worked with many
talented radar engineers, all of whom have made their own particular con-
tributions to progress. There is very much the sense of a global community,
sharing ideas and results, and building on each other’s work. It is a cast of
thousands that has provided us with much inspiration as well as innumer-
able discussions that have helped to shape this book. While it is impossible
to acknowledge everyone, we mention particularly our close colleagues:
Matt Ritchie, Alessio Balleri, Graeme Smith, Andy Stove, Simon Watts, and
Landon Garry.

We also express our thanks to Dr. Joe Guerci for suggesting the project
in the first place, and to Molly Klemarczyk and Aileen Storry of Artech for
keeping us on track. We thank the various authors, organizations, and pub-
lishers who have given permission for the use of figures, and we are grate-
ful to colleagues who have read early drafts, corrected errors, or suggested
better ways of expressing ourselves. But responsibility for any remaining
errors rests with us,

But most of all we thank our wives, Morag and Janet, for their encour-
agement and their continuing forbearance.

1.1 Terminology
1.2 History

1.3 Approach and
Scope

Contents

Introduction

1.1 Texrminology

Passive radar may be defined as a set of radar
techniques that exploit existing signals, such
as broadcast, communications, or radionavi-
gation emissions as their transmitting source.
This contrasts with conventional monostatic
radars, which use their own dedicated trans-
mitter and a single antenna for both transmit-
ting and receiving, and where the form of the
signal (usually pulsed) is optimized solely for
the radar function.

Although the term passive radar has been
widely adopted, other terms have been sug-
gested and used. Passive coherent location (PCL)
and passive covert radar (PCR) have been used,
particularly by military users. Passive bistatic
radar (PBR) is widely used and emphasizes
the bistatic configuration with physical sepa-
ration of transmitter and receiver, which in
practice dictates many of the properties of
this type of radar. The term hitchhiking is used
when the transmitter source is an existing
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monostatic radar. Yet further terms that have been used include broadcast
radar, noncooperative radar, parasitic radar, and symbiotic radar [1]. How-
ever, for the purposes of this book, we have opted to keep it simple, so
passive radar it is.

The transmit sources used in passive radar are often referred to as i-
Iuminators of opportunity, which means that their signals are optimized for
some purpose other than radar. A further distinction has been made be-
tween cooperative sources and noncooperative Sources. In practice, these defi-
nitions are rather crude and there is actually a range of situations. At one
extreme, the waveform and coverage of the illuminator might be com-
pletely cooperative and under the control of the passive radar designer
and could even be dynamically varied in real time. At the other extreme,
an illuminator might be designed so as to be as difficult as possible to
exploit as a passive radar signal. Clearly, there are a number of cases in
between these extremes.

One variation that is of particular current interest is commensal radar,
in which a broadcast or communications signal is designed so that it not
only fulfills its primary purpose, but is also in some sense optimized as a
radar signal as well. (The term commensal radar has also been used by re-
searchers in South Africa as a synonym for passive radar, especially with
noncooperative illuminators.) This takes advantage of the sophisticated
digital waveform coding techniques that modern digital signal processing
now allows, also known as waveform diversity. Commensal radar may
be useful as a way of addressing the spectrum congestion problem and is
described in more detail in Chapter 8.

A close cousin of passive radar is passive emitter tracking (PET), which
locates and tracks targets (usually aircraft) on the basis of signals emitted
by the targets and received at multiple receivers.

Passive radar has a number of potential attractions:

b Broadcast and communications transmitters tend to be sited on high
locations and hence achieve broad coverage.

b Because the system makes use of existing transmitters, the cost of a
passive radar is likely to be much lower than a conventional radar.

D Similarly, there are no licensing issues.

B It allows the use of frequency bands [particularly very high fre-
quency (VHF) and ultrahigh frequency (UHF)] that are not normally
available for radar purposes. Such frequencies may be beneficial in
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detecting stealthy targets, as the wavelength is of the same order as
the physical dimensions of the target, and forward scatter gives a
relatively broad angular scatter.

b Because the receiver emits no signal of its own, and as long as the
receive antenna is inconspicuous, the passive radar receiver may be
undetectable and hence completely covert.

D It is difficult to deploy countermeasures against passive radar. Any
jamming will have to be spread over a range of directions, diluting
its effectiveness.

B Passive radar does not require any additional spectrum. For this rea-
son, it has been termed “green radar.”

D There is an enormous range of transmissions that may be used. In
practice, almost any emission can be used as the basis of a passive
radar.

However, there are also some significant disadvantages:

» The waveforms of such transmissions are not optimized for radar
purposes, so care has to be used to select the right waveforms and to
process them in the optimum way.

» In many cases, the transmit source is not under the control of the
passive radar.

» For analog signals, the ambiguity function (resolution in range and
in Doppler) depends on the instantaneous modulation, and some
kinds of modulation are better than others. Digital modulation does
not suffer from these problems, so is likely to be preferred.

» The waveforms are usually continuous (i.e., a duty cycle of 100%),
so significant processing has to be used to suppress the direct signal
and multipath in order to detect weak target echoes.

P In common with all bistatic radars, the resolution in range and Dop-
pler is poor for targets on or close to the baseline between transmit-
ter and receiver.

These points are discussed in greater detail in the chapters of this
book.
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1.2 History

As is often the case, the history of the subject goes back further than
might be expected. Some of the very first radar experiments in the United
States, by A. Taylor and L.C. Young of the Naval Research Laboratory in
1922, were bistatic [2]. Arguably, the first documented use of a broadcast
transmitter for radar purposes was in 1924, when Appleton and Barnett
[3] used a broadcast radio transmitter located at Bournemouth on the
south coast of BEngland, at a frequency of approximately 770 kHz, and
a receiver located at Oxford at a distance of approximately 150 km, to
measure the height of the Heaviside layer (ionosphere). Here, the signal
traveled by two paths: the direct ground wave path, and the path re-
flected from the ionosphere (Figure 1.1). The two signals combined with
a particular phase relationship given by the difference in path length. Ina
letter to a colleague, Appleton explained that at this range the two signals
would be of approximately the same amplitude, and in practice this was
indeed found to be the case [4]. The frequency of the transmitter was
swept over a bandwidth of about 20 kHz with a sweep period of about
10 seconds. In this way the phase relationship changed, tracing out a set
of maxima and minima on a crystal rectifier and galvanometer used to
detect the signals, with a separation proportional to the path difference.
This can also be considered therefore as the first frequency modulation
(FM) radar [5].

Ionosphere

Transmitter Receiver
(Bournemouth) (Oxford)

Figure 1.1 Appleton and Barnett’s 1924 experiment.
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Another milestone in radar history was the celebrated Daventry ex-
periment [5, 6] on February 26, 1935. Robert Watson Watt (whose back-
ground was also in ionospheric science) and his assistant Arnold Wilkins
used a British Broadcasting Corporation (BBC) broadcast transmitter at a
frequency of around 6 MHz to detect an aircraft target (a Handley Page
Heyford bomber) at a range of 8 miles. More importantly, they were able
to demonstrate this result to a senior civil servant (A. P. Rowe), convinc-
ing the British Air Ministry to fund a program of development that led
to the British Chain Home air defense radar system, just in time for the
outbreak of World War II [6].

As early as 1938, a publication in an American scientific magazine
reported the “ghosting” effect on a television screen caused by reflections
from an aircraft target [7]. Here, the aircraft echo represents a slightly-
delayed version of the direct signal, so it appears as a ghost image on the
screen.

We should also mention the German World War II bistatic radar sys-
tem Klein Heidelberg (Figures 1.2 and 1.3), which used the British Chain
Home radars as a hitchhiking illumination source, and was the first ex-
ample of an operational passive radar [8, 9]. The first Klein Heidelberg
became operational in 1943, with five further stations being built, and
the Allies did not find out about it until October 1944 [10]. It proved

Figure 1,2 '(a) The antenna and bunker of the Klein Heidelberg at Oostvoorne, The
Netherllands, in 1947. (b) The expanded view shows the dipole elements and the wire
reflecting mesh. (Photograph courtesy of Jeroen Rijpsma.)
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Figure 1.3 Principle of the German Klein Heidelberg bistatic radar system. (Adapted
from: [11].)

valuable in German air defense when conventional early warning radar
was affected by jamming and other countermeasures, but came too late
to have any decisive effect in World War II. An important feature of the
Chain Home radars that made this possible is that their transmitters had a
broad beam floodlight illumination.

After the end of World War 11, interest in bistatic radar waned, be-
cause the additional complication of bistatic operation did not provide
any significant advantage or capability except in some rather specific ap-
plications. Nickolas Willis, who wrote and coedited two of the classical
books on bistatic radar [1, 12] and the bistatic radar chapter in Skolnik’s
Radar Handbook [13], observed that bistatic radar has undergone three
resurgences, The first resurgence saw deployment in the United States
of the A\N/FPS-23 Fluttar in 1957 as an early warning, bistatic fence to
detect aircraft in the DEW Line, the 440-L OTH forward scatter system
in 1967 to detect ballistic missile launches, and three multistatic systems:
the VHF passive ranging Doppler and the microwave Doppler test-range
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instrumentation radars and the massive SPASUR satellite tracking ra-
dar spread across the geographical United States, which after 50 years of
continuous use was recently retired. Perhaps the most significant—and
continuing—bistatic contribution is air defense missile guidance, where
a target-tracking radar illuminates the target and the missile carries the
receiver, a configuration more commonly called semiactive homing. Fur-
thermore, target glint, a significant contribution to miss distance, can be
greatly reduced by opening up the bistatic angle between the illuminator,
target, and missile.

The second resurgence saw deployment of inexpensive, piggyback
bistatic radars to measure moon and planetary surfaces starting in 1967
and continuing for nearly 40 years. A principal activity during this time
was the development and testing of many bistatic radar configurations
to counter the retro-jamming and antiradiation missile (ARM) threats to
monostatic radars both in the United Kingdom and the United States.
While many of the tests were successful, none were deployed because
other solutions were simpler and cheaper (e.g., decoys, GPS to reduce site
location errors, plus fast, dedicated communications links from standoff
monostatic radars). One multistatic radar, the multistatic measurement
system, was installed at the U.S. Kwajalein Missile Range in 1980 to re-
duce monostatic cross-range measurement errors. It operated successtully
for 13 years and was then removed.

The third resurgence saw further research, development, and testing
of bistatic technology, including autofocus algorithms for improving syn-
thetic aperture cross-range measurement accuracy, space-time adaptive
processing to improve clutter-limited detection of moving targets, exploit-
ing commercial broadcast transmitters for inexpensive, covert air defense
surveillance, and exploiting monostatic weather radars to generate full
vector wind fields around airports. Two bistatic systems were deployed
in the mid-1990s: the University of Washington developed Manastash
Ridge Radar, which uses FM broadcast transmitters to study turbulence in
the ionosphere, and the Russian Struna-1 forward-scatter fence to detect
low-flying aircraft and provide limited state estimates of nonmaneuver-
ing targets.

These results augur well for further practical bistatic radar systems,
both because there continue to be applications in which the performance
advantage of bistatic radar is worthwhile, and because the technology and
(particularly) processing power now allow these advantages to be real-
ized. Passive radar, inherently bistatic, is one of the main drivers behind
the third resurgence.




22 An Introduction to Passive Radar

Publications describing work in the 1950s and 1960s are very sparsc,
mostly because the work itself was limited, but also because virtually all
of it was classified. We can note a paper published by Rittenbach and Fish-
bein in 1960 [14], which is a description of a concept using a transmit-
ter carried by a geostationary satellite, radiating a randomly-modulated
continuous-wave (CW) signal at a power level of 100W. The system was
designed to detect ground vehicle targets and the receiver used two an-
tennas, one pointed directly at the satellite to receive the direct signal and
the other pointed to receive the target echoes. The processing consisted
of a cross-correlation operation between the target echoes and the direct
signal. The publication does not give any indication of practical trials or
results.

Lyon, in [15] also reported a U.S. Over-The Horizon (OTH) high-
frequency (HF) passive bistatic program Sugar Tree that was deployed in
the 1960s, to detect Soviet missile launches. The transmitter was located
close to the launch site, so the direct signal and target echo would both
propagate to a remote receiver by sky-wave. Information on this system
has only been declassified in recent years [16, 17].

Work at University College London (UCL) in the early 1980s led to
the demonstration of a bistatic radar system hitchhiking off an Air Traf-
fic Control radar located at Heathrow Airport [18]. The frequency of this
radar was around 600 MHz. The work demonstrated real-time synchroni-
zation, coherent moving target indication (MTI), and pulse-chasing using
a digital beamforming array. It was then reasoned that UHF television
transmissions should also be usable as bistatic radar illuminators, because
they are high-power, relatively broadband (~6 MHz), and at a similar
frequency to the Air Traffic Control radar. The work provided some of the
first experimental demonstration of the concepts of passive radar [19], but
also pointed out some of the difficulties of using signals with 100% duty
cycle and strong periodic features associated with the line scan rate of the
signal. Interestingly, in those days television stations did not transmit 24
hours per day, and prior to startup each day they would broadcast a test

card picture to allow television receivers to be correctly aligned. In the bi-
static radar experiments, it was possible to arrange for the BBC to radiate
special test cards providing waveforms with favorable radar properties.

Some important publications from the following decade can be not-
ed. At the Air Force Research Laboratory in Rome, New York, Ogrodnik
[20] demonstrated a low-cost man-portable passive radar system for air
surveillance. Tn 1999, Howland [21] published work demonstrating the
use of television signals to detect and track aircraft targets. His system
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overcame the limitations of the analog television waveform by using just
the vision carrier, and measuring Doppler shift and angle of arrival (but
not range) of the radar echoes. The Doppler and angle of arrival informa-
tion was input to an extended Kalman filter tracking process, and the sys-
tem was able to demonstrate tracking of civilian aircraft over a wide area
of the southeast United Kingdom. A second publication, in 2005, demon-
strated the use of a single VHE FM transmission and a single receiver to
detect and track aircraft targets, out to ranges beyond 100 km [22].

Since then, work on passive radar has grown steadily. It has been a
particularly suitable subject for university research groups, because the
receive hardware is relatively low-cost and there are no issues with licens-
ing or with high-power transmitters. Many of these experiments have ex-
ploited FM radio transmissions, although HF broadcast, digital radio and
television, cellphone base stations, WiFi and WiMAX, and various kinds
of satellite signals have also been used. A significant development has
been the introduction of digital modulation formats. Analog television
transmissions were turned off in the United States in 2009. France dis-
continued all analog services on November 29, 2011, followed by Japan

~on March 31, 2012; and many other countries have been set to follow. It

was announced that FM radio transmissions in Norway would be turned
off as of January 2017.

The Manastash Ridge Radar (MRR) was a passive radar using a single
FM radio transmitter, built and used at the University of Washington in
Seattle for studies of ionospheric physics [23, 24]. The use of passive ra-
dar, particularly of an FM radio illuminator source, was regarded as es-
pecially suitable, as the receiving system was low-cost and the frequency
(~100 MHz) was ideal for this application. The problem of suppression
of the direct signal at the receiver was solved by locating the receiver the
other side of a mountain range. The system gave continuous monitoring

1500 m/s SESAS v-. ._

Okm  300km . 600km  900km - 1200 km

f‘lgure 1.4 Example of the output from the Manastash Ridge Radar, presented in the
orm of a Range-Doppler plot. (Courtesy of John Sahr.)
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of the ionosphere at ranges out to 1,200 km. This system illustrates an
attractive set of applications of passive radar as a low-cost approach to
remote sensing.

In the late 1990s and early 2000s the U.S. company Lockheed Mar-
tin developed a passive radar system called Silent Sentry [25]. This uses
FM radio illuminators and was able to demonstrate real-time tracking of
multiple aircraft targets, as well as real-time detection of rocket launches
from Cape Canaveral. More recently, a number of other companies have
developed and demonstrated passive radar systems of their own, includ-
ing Homeland Alerter from the THALES Company in France, AULOS from
the LEONARDO company in Italy, and a multiband FM/DAB/DVT system
from Airbus Defence and Space (formerly Cassidian) (see Figure 1.5).

These recent developments mark a change in the maturity of the
subject. They exploit multiple kinds of transmissions and achieve much
greater coverage and reliability than previous systems. This means that
such systems are now seriously being considered for applications such as
air traffic control, gap filling in the coverage of conventional radars, and
as a potential solution to the spectrum congestion problem [26].

Research on passive radar has benefitted from a number of NATO
Task Groups on different aspects of the subject, as well as some substantial
projects within the scientific program of the European Union. This has in

Figure 1.5 The antenna of the passive radar demonstrator produced by Airbus
Defence and Space.
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part accounted for the high degree of interest and activity in Buropean

countries.

1.3 Approach and Scope

The aim of this book is to provide an up-to-date introduction of the sub-
ject of passive radar. The treatment is intended to be appropriate for a
practitioner in industry or a graduate student, and emphasis is placed on
practical systems and practical processing techniques.

The structure of the rest of this book is as follows. Chapter 2 covers
the properties of bistatic radar. Many of these are a consequence of the
bistatic geometry. The chapter also derives the bistatic radar equation and
treats the bistatic radar cross section of targets and clutter.

Chapter 3 covers the very important subject of properties of passive
radar emitters, and a wide range of these is described. It is found that
analog waveforms may have time-varying ambiguity functions which
depend on the nature of the program content, while digital modulation
formats are much more noise-like and hence better as radar signals. Also
important, especially for air target detection and tracking, is the vertical-
plane coverage of illuminators.

Chapter 4 treats the subject of suppression of direct signal at the pas-
sive radar receiver. The level of such signals may be as much as 100 dB or
even more above noise level, so the dynamic range requirements on the
passive radar receiver are stringent.

All of these considerations are brought together in Chapter 5, which
shows how the performance of passive radar systems may be predict-
ed in a realistic manner by understanding the correct values to insert
into the basic radar equation, and the effects of any assumptions and
approximations.

Chapter 6 covers the subjects of detection and target tracking in pas-
sive radar. The information provided by each transmitter-receiver pair
may be one or more of bistatic range, Doppler shift, and direction of ar-
rival. Combining these to provide reliable tracks of multiple targets is not
necessarily easy.

Chapter 7 gives examples of a range of practical passive radar systems
and their results, arranged following the types of emitters considered in
Chapter 3.

Finally, Chapter 8 discusses future developments and applications.
Because passive radar is something of a hot topic, the future seems set
to be exciting. Indeed, a recent defense business Web site has predicted
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that the military and civil aviation market for passive radar for the decade
2013-2023 is likely to be worth more than $10 billion in U.S. currency
[27].

References

[1] Willis, N. J., and H. D. Griffiths, Advances in Bistatic Radar, Raleigh NC: Sci-
Tech Publishing, 2007, pp. 78-79.

[2] Glaser, J. I., “Fifty Years of Bistatic and Multistatic Radar,” IEE Proc., Pt. E,
Vol. 133, No. 7, December 1986, pp. 596-603.

[3] Appleton, E.V, and M. A. E Barnett, “On Some Direct Evidence for Down-
ward Atmospheric Reflection of Blectric Rays,” Proc. Roy. Soc., Vol. 109, De-
cember 1925, pp. 261-641.

[4] Letter from Hdward Appleton to Balth van der Pol, January 2, 1925 (tran-
scribed by B.A. Austin).

[5] Griffiths, H. D., “Barly History of Bistatic Radar,” EuRAD Conference 2016,
London, October 6-7, 2016.

[6] Watson-Watt, R. A., Three Steps to Victory, Chapter 20, London, U.K.: Odhams
Press, 1957, pp. 107-117.

[7]1 Science News Letter, April 23, 1938,

[8] Griffiths, H.D. and Willis, N.J. “Klein Heidelberg: The First Modern Bistatic
Radar System,” IEEE Trans. on Aerospace and Electronic Systems, Vol. 46, No. 4,
October 2010, pp. 1571-1588.

[9] Griffiths, H. D., “Klein Heidelberg: New Information and Insight,” IEEE Ra-
dar Conference 2015, Johannesburg, October 2015.

[10] Air Scientific Intelligence Interim Report, Heidelberg, AD.I. (Science), IIE/79/22,
24 November 1944, Public Records Office, Kew, London (AIR 40/3036).

[11] Hoffmann, K. -O., Ln-Die Geschichte der Luftnachrichtentruppe, Band I/IT, Neck-
argemiind, 1965 (in German).

[12] Willis, N. J., Bistatic Radar, 2nd ed., Silver Spring, MD: Technology Service
Corp., 1995, corrected and republished by SciTech Publishing, Raleigh NC,
2005.

[13] Willis, N. J., “Bistatic Radar,” in Radar Handbook, Third Edition, M. 1. Skol-
nik (ed.), New York: McGraw-Hill, 2008

1.3 Approach and Scope a7

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[25]

[27]

Rittenbach, O. E., and W. Fishbein, “Semi-Active Correlation Radar Em-
ploying Satellite-Borne Ilumination,” IRE Transactions on Military Electronics,

April-July 1960, pp. 268-269.

Lyon, E., “Missile Attack Warning,” Chapter 4 in Advances in Bistatic Radar,
N. J. willis and H. D. Griffiths, (eds.), Raleigh NC: SciTech Publishing, 2007.

Memorandum, Chief of Naval Research to Chief of Naval Operations, Sub-
ject: CW transmit site at Spruce Greek, FL, April 29, 1966.

Nicholas, R. G., “The Present and Future Capabilities of OTH Radar,” Studies
in Intelligence, Vol. 13, No. 1, Spring 1969, pp. 53-61, Central Intelligence
Agency (declassified).

Schoenenberger, J. G., and J. R. Forrest, “Principles of Independent Receiv-
ers for Use with Co-Operative Radar Transmitters,” The Radio and Electronic
Engineer, Yol. 52, No. 2, February 1982, pp. 93-101.

Griffiths, H. D., and Long, N.R.W., “Television-Based Bistatic Radar,” IEE
Proc. Pt. F, Vol. 133, No. 7, December 1986, pp. 649-657.

Ogrodnik, R. E, “Bistatic Laptop Radar: An Affordable, Silent Radar Al-
ternative,” IEEE Radar Conference, Ann Arbor, MI, May 13-16, 1996, pp.
369-373.

Howland, P. E., “Target Tracking Using Television-Based Bistatic Radar,” IEE
Proc. Radat, Sonar and Navigation, Vol. 146, No. 3, June 1999, pp. 166-174.

Howland, P. E., D. Maksimiuk, and G. Reitsma, “FM Radio Based Bistatic
Radar,” IEE Proc. Radar, Sonar and Navigation, Vol. 152, No. 3, June 2005, pp.
107-115,

Sahr, J. D., and E D. Lind, “The Manastash Ridge Radar: A Passive Bistatic
Radar for Upper Atmospheric Radio Science,” Radio Science, Vol. 32, No. 6,
1997, pp. 2345-2358.

Sahr, J. D., “Passive Radar Observation of Ionospheric Turbulence,” Chapter
10 in Advances in Bistatic Radar, N. J. Willis and H. D. Griffiths, (eds.), Ra-
leigh, NC: SciTech Publishing, 2007.

Baniak, J., et al., “Silent Sentry Passive Surveillance,” Aviation Week and
Space Technology, June 7, 1999,

Griffiths, H. D., et al., “Radar Spectrum Engineering and Management:
Technical and Regulatory Approaches,” IEEE Proceedings, Vol. 103, No. 1,
January 2015, pp. 85-102.

https://www.asdreports.com/news.asp?pr_id=1701. Accessed September 8,
201e.



CHAPTER

Contents
2,1 Introduction

2.2 Bistatic and
Multistatic Geometry

2.3 Bistatic Range and
Doppler

2.4 Multistatic Passive
Radar Range and Doppler

2.5 Multistatic Target
Location

2.6 The Bistatic Radar
Range Equation

2.7 Bistatic Target and
Clutter Signatures

2.8 Summary

Principles of Passive
Radar

2.1 Introduction

In this chapter, the essential properties of pas-
sive radar that lead to the establishment of
target detection and location performance are
described. Passive radar uses illuminators of
opportunity that illuminate a target or targets
and capture the scattered radiation using a
receiver placed remotely from the transmit-
ter. The essential components of a passive ra-
dar system are illustrated in Figure 2.1.

In Figure 2.1, the illuminator happens to
be an existing radar system and the passive
receivers make up a network of bistatic ad-
juncts. Passive radar can use almost any type
of radio frequency (RF) illuminator from a
WiFi router through to space-based Global Po-
sitioning System (GPS) transmitters as well as
everything and anything in between. Indeed,
the research literature describes a plethora of
systems composed of pretty well all-possible
illuminators. As a consequence, passive radar
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Figure 2,1 An example of a passive radar geometry.

is similar to conventional monostatic radar in that it covers a wide span
of frequencies of operation, system designs, and types of application. In
practice, however, there is a more restricted range of illuminators that
are finding most favor. Chief among these are high-power very high fre-
quency (VHF) radio broadcast and ultrahigh frequency (UHF) digital tele-
vision (DTV) transmissions, both of which facilitate long-range aircraft
detection. For this reason, VHF and UHF are mostly used as exemplars
throughout this chapter when explaining the essential concepts underly-
ing passive radar operation. However, many other types of illuminator are
exploited and are described in Chapter 3. In this chapter, fundamental in-
fluences on system design and performance are introduced. Indeed, one
of the most fundamental characteristics of passive radar is the wide range
of transmitter-receiver geometries that are used and a description of this
forms the basis of the next series of sections.

2.2 Bistatic and Multistatic Geometry

Passive radar may use one or more illuminators of opportunity and one
or more receivers. Further, for reasons that will become apparent, the
radar receivers are inevitably located remotely some distance away from
each of the illuminating sources. Thus, for any one illuminator and any
one receiver, a bistatic pair is formed and the combination of bistatic pairs
comprises the overall passive radar system or network. The separation
distance between an illuminator and a receiver is termed a baseline of the
system. A network of illuminators and/or receivers will therefore have
multiple receiver baselines. Figure 2.2 shows an example of the locations
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Figure 2.2 This shows the locations of the VHF FM transmitters (gray) and the UHF
DTV transmitters (white) in the Columbus area together with the location of The Ohio
State University passive radar receiver and a typical aircraft trajectory.

of VHF radio broadcast transmitters and UHF DTV broadcast transmitters
that serve the city of Columbus, Ohio, in the United States. Drawing a line
from any of the VHF or UHF transmitters to the receiver forms a baseline
of the passive radar network. Therefore, the baselines spread out radially
in a variety of directions and have a variety of lengths for each transmit-
ter. In fact, the layout of transmitters and receiver positions shown in
Rigure 2.2 is typical of passive radar geometries where many illuminators
of opportunity are available for exploitation, even by a single receiver. In
other words, even if only a single receiver is used, the resulting passive
radar system is, in general, multistatic.

The transmitter and receiver locations in a multistatic network are
referred to as nodes. A single receiver keeps the passive system relative-
ly simple and lowers the hardware and software costs. If only a single
illuminator is exploited, the passive system reverts to the bistatic case
and this allows basic bistatic radar theory to be applied. Further, where
there are multiple illuminators, the passive system can be treated as an
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interconnected set of bistatic radars. This still allows simple bistatic radar
theory to be used to compute the performance of the individual bistatic
pairs. These individual results can then be combined to describe the over-
all system performance. As a consequence, in this chapter, passive radar
is usually often distilled to an exemplar bistatic configuration so that fun-
damental aspects that determine system operation and performance can
be more easily understood. The approach and bistatic descriptions loosely
follow that adopted by Willis [1 (chapters 4 through 7)]. Willis provided
a more detailed description of the parameters for the more general case
of bistatic radar and his excellent text includes additional detail. Here,
however, we concentrate on those aspects that relate most strongly to
determining passive radar performance and we start with an example of
bistatic geometry for a passive radar [2] as shown schematically in Figure
2.3.

The basic passive bistatic radar geometry, consisting of an illuminator
of opportunity and a receiver allows the definition of a number of key
terms. The transmitter and receiver are separated by the baseline L. The
range from the transmiiter to the target is the target range, Ry and the
range from the target to the receiver is the receiver range, Rg.

Isorange contour Target
(ellipse)
//
//
/
/
//
/
g2/
/
/ =0, -0
R’I’ // ﬁ T R
N R
R
Or
67’
T
e Extended
—————— . baseline
Transmitter Baseline Receiver
L

Figure 2.3 The bistatic radar geometry. The target velocity is v, making an angle J with
the bisector of the bistatic angle .
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The angle subtended at the target by the transmitter and receiver is
the bistatic angle §. The bistatic bisector is the dotted line that bisects the
bistatic angle. A transmitter-pointing angle, 67, and a receiver-pointing
angle, 0z can be defined relative to some declared reference direction
(such as north or the vertical direction as in Figure 2.3). By simple ge-
ometry this leads directly to 8 = 6, — 0. For a given target velocity vector,
v, the angle made between the direction of v and the bistatic bisector is
denoted by 0. These parameters fully define the geometry for a single
pistatic component of a multistatic passive radar system where the trans-
mitters and receivers are in fixed locations. Note that it is possible to gen-
eralize further and allow for moving transmitters and receivers. However,
this is an additional complication that is set aside to concentrate on the
fundamentals and that are consistent with the majority of passive radar
systems that exist today.

2.2.1 Coverage

The intersection of the illuminating transmission and the receiving an-
tenna defines the coverage of a passive radar system. This is a funda-
mental aspect of system performance and a prime consideration for any
prospective application. Here, the coverage provided by passive radar is
reviewed in terms of the types of illuminator of opportunity most typi-
cally utilized. Passive radar illuminators of opportunity tend to direct their
power towards their user community. For example, TV and radio broad-
cast illuminators have their users located anywhere on the ground and
hence the illumination pattern is close to omnidirectional in azimuth and
as much as possible of the radiation is directed downwards and outwards.
However, the relatively low frequencies used in the VHF and UHF bands
means that, inevitably, significant radiation leaks in an upwards direction
thus making them suitable for applications such as air traffic management
and air defense. In fact, many illuminators of opportunity tend to be om-
nidirectional in azimuth, transmitting their signal equally in all directions.
However, there are other illuminators, such as scanning radars, that are
highly directional but distribute their illumination over all azimuth angles
as a function of scan angle.

2.2.2 Direct Signal Suppression

Because the omnidirectional illuminators, such as VHE radio and UHF
TV stations transmit in all azimuth directions, there is unavoidably some
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of the transmitted signal that will arrive directly at the receiver without
having been reflected by a target. This is called the direct signal and it is
transmitted along the baseline as defined by the passive radar geometry
(Figure 2.3). The direct signal is only subject to a one way propagation
loss and hence is attenuated by 1/I2, where L is the baseline distance
between the transmitter and the receiver. Thus the received signal can
be very strong. This can be both an advantage and a disadvantage in the
design and operation of passive radar. It is an advantage because, by re-
ceiving the direct signal through a separate antenna and receiving system
(the direct channel), it can be used as a timing reference to compute the
bistatic delay or range, that is, the distance from the illuminator to the
target and then to the receiver. This use of the direct signal as a timing
reference is more broadly referred to as “coherent on receive.” It allows
the phase of the target signal in the surveillance channel to be referred to
a starting phase derived from the direct channel. This means that phase
changes due solely to target and clutter motion can be retrieved and used
in a manner similar to that of conventional, coherent, pulse Doppler mo-
nostatic radar. Indeed, as will be seen shortly, passive radar is often highly
reliant on phase to detect and resolve targets by virtue of Doppler resolu-
tion rather than range resolution.

The presence of the direct signal becomes a disadvantage when it leaks
into the antenna being used to detect targets (i.e., in the surveillance chan-
nel) as its strength is usually greater than that of the weak echoes from
targets. The direct signal is often so strong that, even after steps have been
taken to reduce it in the surveillance channel, it still represents a source of
interference that competes with weak target echoes, and hence can limit
the maximum detection range. The reception of the direct signal in the
surveillance channel is termed direct signal interference and has to be re-
duced to a level that, in the ideal case, is below that of receiver noise. If this
can be achieved, it avoids any reduction in the maximum detection range
of a target of given radar cross-section. Methods for reducing direct signal
interference in the surveillance channels are considered in more detail in
Chapter 4.

2.3 Bistatic Range and Dopplex

The measurement of range and Doppler frequency and the ability to re-
solve in range and Doppler are fundamental properties of any radar sys-
tem and are central to the determination of detection and tracking per-
formance. The same is true for passive radar, and hence, in this section,
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range, Doppler frequency, and resolution in range and Doppler are exam-
ined. Examples are given to illustrate the relative roles these parameters
play in passive radar and how differences from the more conventional
monostatic radar case come about.

2.3.1 Range Measurement

Referring back to Figure 2.3, the range or delay time between the directly
received signal and the echo from a target is given by (2.1) and is termed
the bistatic range or equivalently bistatic delay

Ry +Rp—L (2.1)

Ry + Ry is termed the range sum. The bistatic range (or delay) is a fun-
damental measurement made by any passive radar. Indeed, there are es-
sentially three parameters that the bistatic receiver can measure:

1. The difference in range between the direct signal and the trans-
mitter-target-receiver path (the bistatic range);

2. The Doppler shift f;, of the received echo;

3, If a directional surveillance channel antenna is used, the angle
of arrival 0 of the received echo.

Contours of the constant bistatic range (R; + Rg) define an ellipse,
with the transmitter and receiver located at the two focal points. This is in
contrast to monostatic radar where the coincidence of the transmitter and
receiver means that lines of constant range are circles. If the baseline, L is
known, the range sum (Ry+ Rp), can be extracted from the measureable
quantity (Ry+ Rg— L). If 8 is measured, the range of the target from the
receiver may be found via simple geometry and is given by (2.2) in terms
of the known and measured quantities:

(Ry + Ry )" =12
2(RT + Ry +Lsin0R)

Rp = (2.2)

For the vast majority of the passive radar systems reported in the
research literature, omnidirectional illumination sources (in azimuth)
are exploited and the directionality of the receive antenna is usually
quite coarse (many tens of degrees). This is primarily due to the low
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transmission frequencies requiring large physical structures to provide
high directionality. Consequently, this means that the range from the tar.
get to the passive radar receiver can be measured accurately, but that the
direction to the target may only be known to a coarse level, perhaps only
of the order of a single azimuth quadrant.

The accuracy of the range measurement is determined by a combina-
tion of the effectiveness of the coherent-on-receive technique, the band-
width of the transmitted signal, the signal-to-noise ratio at the receiver
and any influence of the propagation environment.

2.3.2 Range Resolution

Following the approach adopted in [1, chapter 7], the range resolution
of a conventional monostatic pulsed radar is given by AR = ¢r/2, where
c is the velocity of propagation and is the compressed pulse length. This
can be rewritten as AR = ¢/2B, where B is the bandwidth of the transmit-
ted signal. Thus, in monostatic radar systems, targets can be separated in
range via a series of concentric circles that have a separation of AR.

In passive radar, the bistatic geometry leads to a set of concentric el-
lipses and this difference to monostatic radar has to be additionally taken
into account in evaluating passive radar range resolution. If two targets
are positioned on a line that is an extension of the bistatic baseline and
they are on consecutive bistatic ellipses separated by the range resolu-
tion, their resolvability is the same as for monostatic (assuming the signal
bandwidths are the same). However, if they are at any other, arbitrary
position away from the baseline but are colinear with respect to the bi-
static bisector (see Figure 2.4), then the expression for range resolution
approximates to:

4

Ar=———
ZB(COS,B) (2.3)

2

However, this is still a special case and places an unnecessary restric-
tion on the definition of bistatic range resolution. The more general situ-
ation is one where the two targets are not colinear with the bistatic bisec-
tor and a more general but still approximate expression for passive radar
resolution is given by:

2.3 Bistatic Range and Doppler

Target

Isorange contours
(ellipses)

Targets
— — - -

=@ #4

Bistatic bisector (with
To Tx respect to target #1)

to Rx

Figure 2.4 Bistatic range resolution geometry.

B| £2F8 cos ¢ '
)

where ¢ is the angle between the bistatic bisector and a line joining the
targets as shown in Figure 2.4. Note that (2.4) still reverts to the mono-
static equivalent when the two targets lie on a projection of the bistatic
baseline,

In general, however, it can be concluded from (2.4) that the range
resolution in a bistatic radar geometry is coarser than in the equivalent
monostatic case (assuming the signal bandwidths are the same). Further,
it can be seen from (2.4) that the bistatic resolution varies as a function
of the relative target position with respect to the transmitter and receiver
positions. When the bistatic bisector angle is very small, such as might be
the case for a long-range operation or closely spaced transmitter-receiver
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pairs, the ellipse begins to approximate a circle and the bistatic system
becomes closer to that of a monostatic system. This can be an advantage
in terms of being able to adopt many of the concepts and understanding
of the operation of monostatic radar, but the advantages and differences
that result from a bistatic radar geometry will become eroded. When the
bistatic bisector angle is significant, such as at short ranges or for very long
baseline lengths, the curvature of the ellipses is very pronounced and the
bistatic geometry begins to have a dominating effect on detection perfor-
mance which deviates more and more from that of monostatic radar.

Finally, when the bistatic bisector angle approaches 90° the range res-
olution, AR approaches infinity; in other words, all resolution is lost. This
situation is known as forward scatter and is usually treated quite separately,
However, for a passive radar network, a target entering the forward scat-
ter regime for one transmitter-receiver pair will still be in a bistatic geom-
etry for another transmitter-receiver pair. Overall, there is a continuum
of resolutions from the monostatic case through to the forward scatter
geometry. For practical purposes, a rule of thumb can be adopted where
the resolution limits are set to an upper bound of twice the monostatic
equivalent. Beyond this, the forward scatter geometry begins to domi-
nate and system detection may revert to another transmitter-receiver pair
only. More advanced passive radar concepts may attempt to process data
on a continuous basis rather than consider the bistatic and forward scatter
geometries as two separate regimes of operation.

In passive radar, bandwidths and therefore range resolutions can also
vary considerably. For example, older analog VHF signal bandwidths are
typically only a few hundreds of kilohertz and offer very coarse range
resolution of the order of several kilometers. More modern digital signals,
for example, high-definition television (HDTV) signals, have much higher
bandwidths, in the region of 6 to 8 MHz giving range resolutions of the
order of 20m. The HDTV signals are typically high power (up to 1 MW in
the United States, for example) and allow much greater levels of target
resolution based upon range and velocity than their VHF counterparts.
This becomes especially important if systems, as is often the case, use little
in the way of receive antenna resolution. In the case of VHE there has to
be much greater reliance on Doppler alone.

2.3.3 Doppler Measurement

In the general case when the transmitter, the target, and the receiver
are all moving, the Doppler shift on the echo is obtained from the rate
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of change of the transmitter-target-receiver path. If the transmitter and
receiver are stationary and referring back to Figure 2.3, the Doppler shift
of the received echo is given by

r =27vcosécos(ﬂ/2) (2.5)

It can be seen that, if the target is crossing the bistatic baseline in a
forward scatter geometry, 8 = 180° and f;, = 0, no matter what the direc-
tion or the magnitude of the target velocity. Physically, this can be under-
stood by recognizing that at the point when a target crosses the baseline,
the transmitter-to-target range is changing in an equal and opposite way
to the target-to-receiver range. Conversely, lines of maximum Doppler
are orthogonal to the directions of lines of constant range (which, as de-
scribed in Section 2.2.3, are ellipses). This means that in passive bistatic
radar, the lines of maximum Doppler will take the form of hyperbolae.
This is in contrast to a monostatic geometry where lines of constant range
are circles and lines of maximum Doppler are therefore radii. However,
despite being a little more complex, lines. of maximum Doppler and con-
stant range are described by well-known mathematical formulations and
are fully deterministic.

A good test for equations describing passive radar is that they revert
to the monostatic case if the bistatic angle is set to zero. For example,
(2.5) reverts to the monostatic case when § = 0. Note also that when & =
£ /2, the target is moving towards either the transmitter or the receiver.
Further, when 0 =+ 0° or 180°, the target is moving towards or away from
the baseline at the angle of the bistatic bisector.

2.3.4 Doppler Resolution

Doppler resolution is determined by the integration time, T, as is the case
for monostatic radar. The relationship between integration time and Dop-
pler resolution is an inverse one, that is, the longer the integration time,
the finer the Doppler resolution. Passive radar is often operated in a star-
ing mode where the target is illuminated on a continuous basis and hence
echoes are continuously received. This facilitates long integration times to
be chosen thus allowing very fine Doppler resolutions. Again, following
the approach of Willis [1], this can be expressed as shown in
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multiple range cells. However, this can be potentially mitigated by more
Sophisticated processing approaches that are designed to cope with this
range cell migration.

Both VHF and UHF transmissions can also be exploited to observe
micro-Doppler reflections from moving parts of an air vehicle such as
propeller blades and jet engine turbine blades. Figure 2.6 shows an ex-
ample of a Cirrus SR 22 turboprop aircraft signature measured using a
single bistatic pair comprising part of a UHF DTV passive radar geometry.

Ingtl - ngtz' = (2.6)

1
T
where fr = 2(VIA) cos 8; cos (B/2) and fry, = 2(VIA) cos 0, cos (B/2).

If the two targets are assumed to be colocated, as shown in Figure 2.5,
such that they share the same bistatic bisector, then we have:

AV = (V1 cosd, —V, cos 62) (2.7) The figure shows a range-Doppler map with the aircraft traveling at a
velocity of approximately 65 m/s and at a bistatic range of 4 km. The
micro-Doppler scattering caused by the propeller blades manifests itself as

V= A sidebands either side of the aircraft echo and the spacing of the sidebands
[2T cos( B/ 2)] (2.8) provides information about the rotation rate of the propellers. Note also

that the clutter has a spatial extent of around 1 km and a Doppler span of
around £20 m/s. The Doppler span is caused primarily by a combination
of ground moving targets and zero Doppler ground clutter spillover. The
integration time in this example was 0.1 second, giving a fine Doppler
resolution of 10 Hz. This enables the scattering from the moving parts of

where AV is the difference between the two target velocity vectors pro-
jected onto the bistatic bisector that will allow the two targets to be distin-
guished based upon their different relative velocities.

As passive radar is a staring illumination system, integration times
can be selected to be very long, often of the order of 1 second, hence giv-
ing a very fine Doppler resolution of the order of 1 Hz. This is exploited in
narrowband VHF passive radar systems to help to remove clutter and al-
low multiple targets to be separately observed. It also helps overcome the
relative lack of signal bandwidth and resulting coarse range resolution.
The wider bandwidths and higher-range resolutions of HDTV signals may
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Figure 2.6 A range-Doppler map of passive radar echoes from a Cirrus SR22 aircraft

Figure 2.5 Bistatic Doppler resolution geometry. showing Doppler sidebands due to the effect of the rotating propeller.
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the aircraft to have significant integration gain thus allowing them to be
more easily observable in Figure 2.6.

2.4 Multistatic Passive Radar Range and Doppler

A multistatic passive radar configuration has multiple transmitters and
receivers placed at a number of distributed locations. A passive radar net-
work combines multiple bistatic measurements of targets that are viewed
at different aspects and the subsequent extraction of information about
targets should be improved. Such a network, broken down into a series of
connected and cooperating bistatic components, allows all of the explana-
tions of range and Doppler described in the earlier part of this chapter to
be applied so that systems can be designed to deliver best performance for
a chosen application.

Figure 2.7 illustrates a very simple multistatic system with two trans-
mitters and a single receiver, Because each bistatic system provides a dif-
ferent aspect view of the target, the multistatic system will provide si-
multaneous multiple bistatic views (two in this example) in a range,
Doppler, angle resolution cell. As we saw in the previous section, the
range from the receiver to a target is determined by a pair of transmit and
receive nodes and is obtained by measuring the time delay At between the
transmitted and the received signal |R, + Rg| — L = cAt.

To maximize the sensitivity of a multistatic passive radar system, it is
necessary to coherently combine the signals received from each of the

Figure 2.7 Multistatic radar system with two transmitters and one receiver.
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bistatic components such that they follow the change of the target posi-
tion with time allowing the evolving phase change in each bistatic pair
to be computed. Assuming that the received signals in each channel can
be coherently combined, the total baseband signal can be expressed by:

2‘77"](‘[RT,;’1 (t) + RR,n ([)]

N N
5,(0) = 2 Ay eXP=jP, (1) =3, A, exp(~] }(29)

n=1 n=]

where N is the total number of channels, An is the amplitude and ®,,(1) is
the phase function of the signal in the nth channel, Ry,(f) = |Rz, ()| is the
distance from the nth transmitter to the target, and Ry ,(f) = |Rg ,(t)| is the
distance from the target to the nth receiver.

Coherent combination in passive radar networks is complex and of-
ten not an option as the transmissions are generally not designed for syn-
chronized operation. However, it may be possible to accomplish this in
single frequency transmitter networks. When using widely spaced trans-
missions at differing frequencies, the individual range and Doppler mea-
surements can still be fused to provide additional information for detec-
tion and location of targets. This is the subject of ongoing research.

As mentioned earlier, some targets such as jet engine aircraft, tur-
boprop aircraft, and helicopters can impart a micro-Doppler modulation
due to the rotating or moving components. Taking the time derivative of
the combined baseband signals leads to an expression for the multistatic,
micro-Doppler

N
Fonps P = 2 AnSoup,, (£, P) (2.10)
n=1

In a multistatic configuration, each node has its own individual ge-
ometry between the transmitter, receiver and each target. Consequently,
the multistatic topology determines the multistatic micro-Doppler fea-
tures, The combination of the number of nodes and the angular separa-
tion between these nodes determine the micro-Doppler signature of the
target. However, it should also be recalled that, generally, the multistatic
Doppler is less than that of the monostatic counterpart and this can re-
duced the detail observable in a passive radar system and additionally,
makes the micro-Doppler a function of geometry. Further, the long wave-
lengths typical of many passive radar systems operating in the VHF and
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UHE bands, means that the micro-Doppler generated by targets can be
much less that at higher transmission frequencies.

2.5 Multistatic Target Location

Multistatic target location is important aspect of performance and is one
that has to be treated with care in passive radar. This is especially so, as
noted in an earlier section, because many transmitters are omnidirec-
tional. This means that location has to be done on receive only and may
require high gain and therefore, at low frequencies, large physical struc-
tures. An alternative is to use a low-gain receive antenna with an auxilia-
ry antenna and to employ techniques such as direction or time difference
of arrival. Very broad transmit and receive beam pairs means that targets
will not be resolved in angle and gives rise to ambiguities, especially when
large numbers of targets are present.

In practice, the reliability and accuracy of a passive radar system can
be very significantly improved by exploiting multiple transmitters and,
optionally, multiple receivers as well. The location of the target measured

by the bistatic radar is ambiguous and for omnidirectional transmit and

receive antennas, is constrained to an ellipse with focal points at the po-
sition of the transmitter and the receiver. However, the second bistatic
pair will also, in the same way, provide a measurement of range. A single

intersection of the two ellipses representing the ambiguous range in each 3

bistatic pair will remove the ambiguities in range and allow the target
to be correctly located. This topic is covered in more detail in Chapter 6.

The problem of locating a target and associating measurements is
eased if three or more transmitters are used as is often the case for pas-

sive radar, especially in more densely populated urban areas where mul-

tiple transmitters are often available. If this is not the case, then multiple
receivers can be employed. If, for example, there are three transmitters

illuminating a target, the three ellipses will usually only ever intersect in ::

one location. The target’s location can thus be easily found, even with-

out a measurement of bearing. The problem is then a matter of finding 4{

the locations at which three or more ellipses (one from each transmitter)

intersect. This is somewhat eased with HDTV signal where the wider "‘
bandwidths and commensurately high-range resolutions better sepa- §

rates closely spaced targets in range and ambiguities are consequently

reduced. However, overall, there are no ready solutions to this problem 3

and individual systems tend to adopt bespoke approaches.
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2.6 The Bistatic Radar Range Equation

The radar range equation is a useful tool in radar design as it links the
speciﬁcation of the main operating parameters with detection perfor-
mance in a concise fashion. However, do note that the radar range equa-
tion should be used as a guide only and is merely a start for more detailed
designs.

pefore the bistatic and multistatic forms of the radar equation are
introduced, some key components of a passive radar system are briefly
introduced (and will be considered in more detail in Chapter 3). These
are all associated with the form of the signal emitted by an illuminator of
opportunity and comprise: (1) coverage (i.e., the area or volume that the
emitter of opportunity illuminates), (2) transmitted power, and (3) design
of the emitted waveform.

Together, coverage, transmitted power, and waveform design provide
information basic to the detection and tracking of targets. They are all
very much dependent on particular transmitters and as transmitters can
yary so much, so does the resulting performance. For example, VHF and
UHF transmitters are popular for use in passive radar as they are gener-
ally high powered, typically from 10 kW to 1 MW. In addition, as already
noted, they are omnidirectional in azimuth and in elevation are biased
power towards the Earth’s surface. This is good for low-level perfor-
mance, detecting those targets that might otherwise fly under the radar.
It is less attractive for detecting very high-flying aircraft if there is insuffi-
cient radiation that is transmitted in an upward direction allowing aircraft
at cruising altitudes to be detected at long ranges. While the coverage and
power levels show comparability between VHE and UHF transmitters, the
design of their waveforms is very different. They are both continuous
wave (CW) but frequencies and modulation structures are very dissimilar.
VHF waveforms generally sit between 80 and 110 MHz, whereas UHF are
from 200 to 800 MHz. VHF waveforms are usually analog, although there
is a hybrid analog-digital waveform that is broadcast in the United States
and Canada. They also occupy quite a narrow band from 200 to 400 kHz
of spectrum. UHF DTV are, as the name implies, digital and have band-
widths between 6 and 7 MHz, giving a best range resolution of the order
of 25m., The suitability of the waveforms for radar applications is also part
determined by the modulation structure and this can be investigated fur-
ther using the bistatic form of the ambiguity function. This is considered
in more detail in Chapter 3.

There is a range of frequencies and bandwidths since different coun-
tries set different standards for the broadcast signals. Power levels differ
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depending on location and the need to reach customers. These types of
illuminator are also subject to continual change. Relatively recently, in
parts of Europe, China, and Australia, radio content is increasingly broad-
cast digitally in the form of digital audio broadcasts (DAB). DAB is trans.
mitted in the band between 174 and 240 MHz and there are a numbey

of variants. Power levels tend to be below that of VHEF FM radio as digita]

encoding offers improved sensitivity after reception. The digital encoding
uses orthogonal frequency demultiplexing and spans a bandwidth of ap-
proximately 1.5 MHz giving a best range resolution around 100m.

A very different type of illuminator is provided by an existing radar

system. For example, in developed countries there are networks of such
radars providing services for air traffic management and air defence that

provide wide area coverage with radiation deliberately designed to illumi-

nate the sky. Transmitted powers are high and the waveforms are clearly
suited to radar use. However, these radars are generally mechanically
scanned and this can place more exacting requirements on the remote
receiver used to form the passive radar. If the receiver uses an omnidi-
rectional antenna, these requirements are relaxed but at the expense of
system sensitivity (0-dB receive antenna gain) and a higher likelihood of
ambiguity (no azimuth resolution).

In general, there are advantages and disadvantages to all potential 3

illuminators and therefore individual case studies are required to deter-
mine if available illuminators are matched to a required application. In
addition, use of the electromagnetic spectrum is constantly changing and

this means that passive radar design should avoid relying on any particu-
lar signal. In fact, there is no reason to choose a single transmitter type and g

operation at, for example, VHF simultaneously with UHF is perfectly pos-
sible and provides additional design freedoms to enhance performance,

Lastly, it must also be remembered that transmitters of opportunity r

are designed and installed by a third party. As a consequence, this part
of the passive radar cannot usually be altered and provision of transmis-

sion cannot be guaranteed. This represents a significant aspect of design v-ﬂ
restriction that has to be carefully factored into an assessment of the suit- §

ability of passive radar to any given application. This restriction should
also be tempered against the advantages of a multistatic, multifrequency
transmitter networks that are often available to the passive radar designer.

Once the properties of available transmitters have been established,
the radar equation can be used to relate the major design parameters to
expected performance just as for any other form of radar. The starting
point for an analysis of the performance of a simple single transmitter,

9.6 The Bistatic Radar Range Equation .

single receiver passive radar system is the basic form of the bistatic radar

equation:

Py _ PGy o\ 1 .GRXZ 1
4nR: " 4nR:  4m KT BF

> (2.11)

n

where Py is the received signal power, P, is the receiver noise power, Py
is the transmit power, G is the transmit antenna gain, RT is the trans-
mitter-to-target range, oy is the target bistatic radar cross section, RR is
the target—to-receiver range, G is the receive antenna gain, A is the signal
wavelength, k is Boltzmann’s constant, 1.38 x 1072* W/K/Hz, T, is the
noise reference temperature, 290K, B is the receiver effective bandwidth,
and F is the receiver effective noise figure.

Bquation (2.11) can be modified by including loss terms, pattern
propagation factors, and processing gain, but the simple form illustrates
its basic properties and dependences.

The factor in (2.11) means that the signal-to-noise ratio has

252
R7 Ry
a minimum value when Ry = Ry, and is greatest for the two cases when

the target is either very close to the transmitter or very close to the re-
1

R7Ry
noise ratio, define geometric figures known as Ovals of Cassini [1,2]. An

ceiver. Contours of constant values of , and hence of signal-to-

example of the Ovals of Cassini for a passive radar is shown in Figure 2.8.
This assumes omnidirectional transmit and receive antennas; for direc-
tional antennas the contours are weighted by the antenna patterns and
may take quite different shapes.

It should be noted that the fact that there are Ovals of Cassini de-
scribing contours of constant signal-to-noise ratio and elliptical lines de-
scribing contours of constant range means that the relationship between
signal-to-noise ratio and target location is no longer one for one as in
the monostatic case. Again this is a minor complication but a completely
deterministic one.

The basic form of the radar range equation (2.10) is modified by the
inclusion of losses, by pattern propagation factors on the transmitter-to-
target and target-to-receiver paths, and by appropriate integration gain.
The noise figures of receivers, F, at VHF and UHFE will be of the order of a
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S/N=10dB

Figure 2.8 Ovals of Cassini representing contours of constant signal to noise ratio for a
passive bistatic radar geometry [1].

few decibels, so the noise level will be dominated by external noise, most
likely in the form of the direct signal, multipath, and other cochannel
signals. Unless steps are taken to suppress these signals the sensitivity and
dynamic range of the system will be severely limited. This is considered in
more detail in Chapter 4. High-power VHF and UHF transmitters enable
detection ranges against large aircraft to be in the region of al hundred
km or more. Equation (2.11) is quite general and can be used to predict
performance for all types of illuminators. However, for passive bistatic
radar, there are some additional uncertainties that have to be considered,
Not least of these are the magnitude and form of bistatic scattering from
targets, a key component of the radar range equation.

2.1 Bistatic Target and Clutter Signatures

In general, the bistatic radar cross-section of a given target will not be the
same as its monostatic radar cross-section, though for a nonstealthy target
the values may be comparable. However, complex targets such as aircraft
will scatter incoming radiation at all angles and hence the bistatic radar
cross-section will be a strong function of target type and bistatic geometry.
Early in the history of bistatic radar the bistatic equivalence theorem was
put forward [3]. The equivalence theorem states that the bistatic radar
cross-section of a given target at a bistatic angle § is equivalent to the mo-
nostatic radar cross-section measured at the bisector of the bistatic angle,
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reduced in frequency by the factor cos (8/2), provided that the target is
sufficiently smooth, there is no shadowing of one part of the target by an-
other, and retroreflectors persist as a function of angle. In practice, these
conditions may not always be met, so the theorem should be used with

ca
as a starting point for computations at the radar equation level, it should

prove adequate.

Note that bistatic operation can be a counter to stealth technology.
This is because stealth technology has been designed to combat mono-
static radar and does this, in part, by minimising target reflections back
in the direction of the incoming illuminating radiation. However, some
of the energy must be scattered at other angles, potentially giving some
advantage to a bistatic geometry In addition the lower frequencies in the
VHF band, especially, are also used to counter stealth and hence passive
radars could experience a double advantage.

To gain further insight into the difference that can occur between
monostatic scattering and bistatic scattering and how geometry plays an
important role, we now consider a couple of almost trivial examples using
simple scatterer types. Many practical targets will include a combination
of flat plate, dihedral, and trihedral scatterers that may result in a high
monostatic radar cross-section compared to the bistatic radar cross-sec-
tion. Here we consider a simple square flat plate target to illustrate some
of the differences in scattering magnitude that can ensue,

Figure 2.9 shows the geometry with two monostatic radars illumi-
nating a flat plate target such that the bistatic pairs of transmitters and
receivers are in a specular condition where the angle of incidence equals

=z Flat plate

Node 1% Node 2

Figure 2,9 A dual monostatic bistatic measurement geometry. The flat plate would
need to be rotated by 19° (in either direction) to maxzimize the monostatic echo re-
sponse.

re, especially for large bistatic angle and for complex targets. However,
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the angle of reflection. For a monostatic radar there is a maximum raday
cross-section when the radar views the flat plate in a direction normal tg
the plane of the plate. This radar cross-section maximum reduces as the

plate is rotated away from the orthogonal plane such that the response f’
declines by half the maximum receive power (i.e., 3 dB) at an angle ap. |
proximately given by A/d, where 4 is the wavelength of the illuminating §

radiation and 4 is the length of one of the sides of the square plate. As
the plate rotates to larger angles away from the orthogonal position, the

magnitude of the scattering back in the direction of the radar continues |

to fall rapidly and then rise and falls in decreasing amounts in a manner
consistent with that described by a sinc function (again as for a uniformly
illuminated antenna). With bistatic illumination, the received signal is
always small except at the specular condition as shown in Figure 2.9 and
also produces a very different response function compared to the mono-
static case. Figure 2.10 shows how much larger the bistatic scattering is
than for the monostatic geometry, which illuminates the flat plate at an
angle of 19° away from the orthogonal plane. However, the likelihood of
the specular condition being met is quite low in practice and more gen-

erally the bistatic radar cross-section of targets is lower than that of the 3

monostatic counterpart.

[-Bistatic ’
~w\Vonstatic| .

T 3

18.65 dB

Matched filter output

i, i i i )3

108 120 136 150 168 180 195
Distance (m)

Figuxe 2.10 The radar cross-section of a flat plate viewed at an angle of 19° to normal
incidence by a monostatic radar and for a specular geometry for the bistatic radar.
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Now we consider replacing the flat plat by a cylindrical target. The
response is the same for both the bistatic and monostatic radars regardless
of the illumination geometry. Together, these two, almost trivial, exam-
ples using very simple targets illustrates the range of different behaviors
that are possible and will be a feature of scattering from more complex
real targets. Measurements of the radar cross-section of real targets are
yery few and far between with some exceptions such as the radar cross-
section of ships as a function of bistatic angle. These measurements are
consistent with the expected complexity of scattering. Figure 2.7 shows
one of the rare examples of published data comparing monostatic target
signatures with bistatic target signatures, in this case for ship targets [4].
The geometry is one where a ground based monostatic radar and a bistatic
based adjunct receiver was used and the targets were ships at sea.

Figure 2.11 shows the results for four ships. It is clear from the figure
that the bistatic radar cross-section is generally smaller than the monos-
tatic radar cross-section and that this difference increases as a function of
increasing bistatic angle. Thus, when computing performance using the
radar range equation, it would be prudent to use a range of radar cross-
section values to indicate the range of possible performance as a function
of geometry changes as a target moves through the surveillance area.

+5+ 4 Kansas
4 & Hellenic Challenger
# Phillipean Rizal
L« + A Delaware Sun
0 &
+
L n ‘
» +
< B¢ % ™
A Tas o s
& & ®
A
10t -t A
Fy e
&
-18 7
+
0 10 20 30 40 80 60

Bistatic Angle, § (degrees)

Pi_c_]ure 2.11 A plot of the ratio of the median bistatic radar cross-section to the monos-
tatic radar cross-section as a function of bistatic angle, § for four small ship targets [4].
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Although these measurements were made using a dedicated illuminator
operating at X-band, the trends, overall, are indicative of what might be
expected more generally for passive radar. However, there have been very
few reports of bistatic radar cross section measurements using passive ra-
dar and this is an aspect of passive radar that is currently very poorly un-
derstood. There has also been little published in the literature relating to
statistical target models. However, the well-known Swerling models can
be employed for computation of detection and false alarm probabilities,

Glint is a target (and clutter) scattering phenomenon that may also
be substantially reduced in bistatic geometries. The reasons for this come
from the basic understanding of bistatic scattering as described above,
Glint is a change in the apparent direction of a wavefront caused by con-
structive and destructive interference from scatterers comprising a target,
Consequently, it tends to be dominated by larger echoes. However, as
has been seen, the bistatic cross-sections generally are smaller than their
monostatic counterparts and hence it might be expected that glint is also
reduced. However, again, the experimental evidence to support such g
hypothesis is scant and there are no reported results explicitly for passive
radar. Indeed, there is only one example for bistatic radar that is referred
to in [1].

There are three mechanisms that have been put forward that might

enhance the bistatic radar cross-section of a target but under particular £
conditions. These are resonant scatter, specular scatter, and forward scat- 3

ter. The first two of these are also effective in monostatic geometries.
Resonant scatter occurs when physical dimensions of the target (such as
the length of an engine or the distance between nose and wing root of an

aircraft) correspond to multiples of half of the radar wavelength and can

also be understood with reference to the classical frequency dependence
of scattering from a conducting sphere. In general, such effects will be
dependent both on frequency and on target aspect. For example, at VHF §

wavelengths are in the region of a few meters and it is easy to suppose
that large-scale features such as those mentioned above will resonate.
At UHF where wavelength might vary from around 150 to 30 cm, it will
be correspondingly smaller-scale objects that will resonate with, in gen-
eral, correspondingly smaller radar cross-section values. At still higher

frequencies, the resonant effect becomes less of a dominating factor in :

determining target backscatter.

As described above, specular scattering will occur if the target possesses .

flat features that happen to be oriented such as to give a specular reflec-
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tion. However, such scattering depends on the specular condition being
met and will consequently be somewhat rare and random.

1t was seen earlier that forward scatter occurs when a target crosses the
paseline between the transmitter and the receiver. According to Babinet’s
prinCipler the signal diffracted around a target of a given silhouette area
will be equal and opposite to that diffracted through an equivalent tar-
get-shaped hole in an infinite screen perpendicular to the path between
transmitter and receiver [5]. The signal diffracted through an aperture of
a given shape and area can be readily calculated, allowing the forward
gcatter radar cross-section to be determined directly. For a target of sil-
houette area A and linear dimension 4, the forward scatter radar cross-

AmA*

gection is approximately Opg = (m?) and the angular width of the

forward scatter is approximately 6, zg (radians). These are plotted in

Figure 2.6 for a target for which A =10 m? and 4 = 10m (a medium-sized
aircraft), and it can be seen that the forward scatter radar cross-section
can be substantially greater than the equivalent monostatic radar cross-
section (which for this target might be of the order of 10 m?2). However, it
can be appreciated that while this geometry may give good detection per-
formance, the target location capability will be poor, since the range and
Doppler resolution will both be poor when the target is near the baseline.
This point is developed further in the next chapter through the develop-
ment and analysis of the bistatic ambiguity function.

From Figure 2.12, it can be seen that the optimum frequency that
provides a large radar cross-section over a reasonably broad a range of
viewing angles is a little above 300 MHz, right in the middle of the UHF
DTV band. However, Figure 2.12 is constructed from a very simple repre-
sentation of forward scatter and the radar cross-section enhancement can
be observed without too much difficulty over a broad range of frequen-
cies, As passive radar typically consists of a number of bistatic pairs, the
likelihood of targets crossing baselines is seemingly quite high; however,
this has to be considered carefully for any given locations of transmitter
and receiver, together with the trajectory of the target. Consider an ex-
ample with a ground-based transmitter operating at a frequency of 350
MHZ and receiver separated by a baseline of 50 km. An aircraft at a cruis-
Ing altitude of 10 km crosses the baseline halfway between the transmit-
ter and the receiver. When the aircraft crosses the baseline, it will make
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Figure 2.12 Forward scatter radar cross-section oy and angular width of scatter 0B for
an idealised medium aircraft target with A = 10 m? and d = 10m.

an angle of over 20° as seen by the receiver. This places it outside of the
observable region as indicated by Figure 2.12. Thus, forward scatter us-
ing ground-based transmitters and receivers might be better suited to the
detection of low-flying aircraft, which may be of high interest in defense
or security applications. This is especially so, given that there can be a
significant radar cross-section enhancement that defeats conventional
stealth technology.

Finally, the role of clutter should be mentioned. Defining clutter
loosely as unwanted reflections it is desirable to both know about the
properties of clutter and also to be able to remove clutter. Currently, there
is no comprehensive understanding of clutter as manifest in passive ra-

dar systems and suitable models have yet to be developed. Again, the -3

bistatic geometry can be invoked but the few reported results for bistatic
operation that exist [6] do not cover many of the frequencies most often

used in passive radar (i.e., VHF and UHF). However, as can be observed #
in Figure 2.6, clutter, especially at short ranges can be significant having §
an echo strength that inhibits effective target detection. Just as with any 3

form of radar, clutter has to be understood and accounted for in both per-
formance modeling and the design of signal processing.
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2.8 Summary

This chapter has introduced the essentials of passive radar and combin-
jng them via the radar range equation to relate parameter specification to
detection performance. The importance of controlling direct signal break-
through has been highlighted as has the relatively poor understanding of
bistatic scattering from targets (and clutter). Equally, we have seen that
the performance of a bistatic radar system is very heavily influenced by
the choice of illuminator, which dictates frequency of transmission, cov-
erage, and waveform modulation. Despite the restrictions that come from
using existing illuminators, passive radar systems have been successfully
designed, constructed, and demonstrated to have remarkably high levels
of performance. Their relative simplicity, low cost, and spectral efficiency
has made them the subject of great interest. However, much less is un-
derstood about bistatic radar systems than their monostatic counterparts
and they have some particular differences in their design and operation.
These differences form the subject of following chapters in which the top-
ics introduced here are examined in greater detail.
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CHAPTER

Properties of

Illuminators

The choice of illuminating source is a key fac-
tor in determining the performance of a pas-
sive radar system. There are several param-
eters to be taken into account when assessing
the utility of such illuminators. The first of
these is the power density (in W/m?2) of the il-
luminator at the target. The significance of this
is apparent in considering the detection per-
formance, and is discussed in Chapters 2 and
5. The second is the nature of the waveform,
and the third is the coverage, and these factors
are discussed in this chapter.

3.1 Ambiguity Functions

Radar signals, indeed, signals of all kinds, can
be expressed as a function of time or of fre-
quency, the two representations being related
via the Fourier transform. Repetitive features
in one domain will result in distinct features in
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the other. The performance of a radar waveform is classically determined
by its ambiguity function. This was originated by the British mathema.
tician Philip Woodward in the 1950s [1]. Formally it is defined as the
square magnitude of the output from a filter matched to the transmitteq
signal st(t), and represents the response of the radar to a point target as 5
function of delay T and Doppler shift f,

oo

l‘/’(Tme)lZ = ,[ 5 ()5 (t+TR)eXP[j2”th]dt (3.1)

—00

The width of the peak of the ambiguity function shows the resolu- 2
tion of the radar in range and in Doppler, and the ambiguity function also
shows the sidelobe structure and any ambiguities that may result from
periodic features of the waveform. In a conventional pulsed radar, this
will show the ambiguities in range and velocity associated with the pulse
repetition frequency (PRF), spaced at ¢/(2PRF) and (APRF)/2, respectively,

3.1.1 The Ambiguity Function in Bistatic Radar

In a bistatic radar, the ambiguity function depends not only on the wave- 4
form, but also on the bistatic geometry, in other words, the position of
the target with respect to the transmitter and receiver. This can be under-
stood by realizing that for a target on the baseline between transmltter 1
and receiver, there is no resolution in range, because the echo arrives at
the receiver at the same time as the direct signal, irrespective of the tar- :
get location. Also, there is no resolution in Doppler, because for a target
crossing the baseline the transmitter-to-target range changes in an equal g
and opposite way to the target-to-receiver range, so the Doppler shift is .
zero irrespective of the target velocity. Equally, it can be appreciated that §
in a bistatic radar, the simple linear relationships that exist in a monostatic 3 ]
radar between target range and delay, and between target velocity and 3 ;
Doppler shift, are more complicated. g
These factors mean that in a bistatic radar the ambiguity function : 4
depends on a greater number of variables, and should instead be written }

[2] as:
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|¢(RRH'RRa'VH’Va/6R'L)‘2

]o 5, (t—'ra (RRa.GR,L))sf (t+rR (RRH,GR,L))

J272fpy (RRH'VH’GR'L)

dt
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Xexp

where Rpy and Rg, are the hypothesized and actual ranges from the re-
cetver to the target, V;; and V, are the hypothesized and actual target ra-
dial velocities with respect to the receiver, f,y and fp, are the hypothesized
and actual Doppler frequencies, 05 is the north-referenced direction of
arrival of the target echo, and L is the bistatic baseline.

A practical passive radar system will need to take this effect into ac-
count, but because it is deterministic, if a target is being detected and
tracked by a number of bistatic transmitter-receiver pairs, it can be real-
ized when the target is close to the baseline on one such pair and the in-
formation from that pair either discarded or suitably weighted in forming
the track. These ideas are developed in Chapter 6.

It is readily possible to measure and plot the ambiguity functions of
potential passive radar sources by receiving and digitizing off-air signals,
and this has been done by many researchers [3~5]. Typically, such mea-
surements can use a spectrum analyzer in the zero scan mode as a versa-
tile receiver or a software-defined radio module. In all cases, these show
the monostatic ambiguity function.

Figure 3.1 presents some typical results of this kind. The width of the
peak of the ambiguity function in range is related to the instantaneous
waveform bandwidth B, so AR = ¢/2B and the width in Doppler is Ay, =
1/T, where T is the integration time, which is limited in practice by the
target coherence time as explained in Chapter 5.

Figure 3.1(a) shows the ambiguity function of a very high frequen-
¢y (VHF) frequency modulation (FM) radio station broadcasting a signal
with speech modulation (BBC Radio 4). The peak and the sidelobe struc-
ture are well defined, although the peak is relatively broad, as a con-
sequence of the low spectral content of the modulation. Figure 3.1(b)
shows the equivalent result for an EM radio station with fast-tempo jazz
music modulation (Jazz FM). The peak and the sidelobe structure are
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Figure 3.1 Measured ambiguity functions from (a) VHF FM BBC Radio 4 (speech), (b)
VHF FM Jazz FM (fast tempo jazz music), (¢) Digital Audio Broadcast (DAB) at 222.4 MHz,
and (d) Digital Video Broadcasting (DVB-T) at 508 Mtlz, and GSM900 at 944.6 MHz.

correspondingly sharper because of the higher spectral content of the
modulation. In both cases, the floor of the ambiguity function is down
by a factor of (Br)!/2, rather than by (Br), which would be expected for
coherent waveforms.

Figures 3.1(c-e) show typical ambiguity functions for digital trans-
missions (DAB, DVB-T, and GSM, respectively). These functions are morc
favorable for PBR purposes than signals with analog modulation such as
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Figures 3.1(a, b), since the peak of the ambiguity function is narrower
and the sidelobes are lower. Also, their form is time-invariant and does
depend on the program or information content.

Table 3.1 summarizes the properties of various types of illuminator
source. In each case the power density has been calculated at a typical
value of transmitter-to-target range, and with the assumption of free
space line-of-sight propagation. In the same way as with a monostatic
radar, the range resolution is dictated by the signal bandwidth (though

not

Table 3.1
Summary of Typical Parameters of PBR Iluminators of Opportunity

Power density (note 1)

Modulation, D= ﬁ
Transmission Frequency Bandwidth PG, 4nR%
HF broadcast 10-30 MHz DSB AM, 9 kHz 50 MW  —67 to-53 dBW/m? at
Ry=1,000 km
VHF FM 88-108 FM, 200 kHz 250 kW —57 dABW/m2 at R..=
MH T
z 100 km
Analog TV ~550 MHz Vestigial sideband 1 MW
~51 dB 2 =
AM, 5.5 MHz 100 ka/m o Ry
DAB ~220 MHz Digital, OFDM, 10 kw 2
220 kHz 1:/)(1) i];W/m 2t Ry =
DVB-T ~750 MHz Digital, 6 MHz 8 kW 72 ABW/m? at Ro=
=
100 km

Cell phone base 900 MHz, = GMSK, FDMA/ 100w
: ’ -+ _ 2 —
station (GSM) 1.8 GHz  TDMA/FDD, 200 71 dBW/m? at Ry =

iy 10 km
Cell phone base 2 GHz CDMA, 5 MHz 100W
station (3G) IZ)ll ApWime at B =
km
WiFi 802.11 2.4 GHz DSSS/OFDM, 5 100 mW  —41 dBW/m? (note 2) ¢
w MHz Ry=10m
iIMAX 802.16 2.4 GHz QAM, 1.25-20 20W
. 1 . 2 =
iy 88 ABW/m? at R, =
10 km
GNSS L-band CDMA, FDMA, 200W ~134 dBW/m? at Barth'’s
1-10 MHz surface
DBS TV Ku-band,  Analog and digital 300 kW  -107 dBW/m? at Earth’s
. 11-12 GHz surface
Satellite SAR 9.6 GHz Chirp pulse, 400 28 MW  —-54 dBW/m2 SAR (mote 3)
MHz (max.) at Harth’s surface

Som.‘c.e: [6]. Note 1: assuming free space line-of-sight propagation; Note 2: would be subject to
addlltlonal attenuation due to propagation through walls; and Note 3: parameters from SARs
carried by the COSMO-SkyMed series of satellites [7].
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also by the bistatic geomeiry), and the typical bandwidth of each kind of °
signal is given in the third column.

3.1.2 Bandwidth Extension with FM Radio Signals

Although the range resolution corresponding to the bandwidth of a single
FM radio channel is rather coarse (B = 50 kHz gives ¢/2B = 3 km, and the :
actual value may be even coarser depending on the program content), it 4!
is possible to exploit several channels broadcast by a single transmitter 2
to achieve better resolution. The concept was first proposed by Tasdelen ¥
and Koymen [8], who showed that using seven adjacent FM channels
improved the range resolution by a factor of about 3, although at the ex- &
pense of introducing some range ambiguities. ‘
Bongioanni [9], Olsen [10-12], and Zaimbashi [13] took the idea
further and verified its operation experimentally. The basic processing
scheme used by Olsen is shown in Figure 3.2. Two receivers are used, one
for the direct signal and one for the target echoes. In each receiver, the
whole band is digitized, and each FM is signal filtered and then upcon-
verted to yield adjacent channels at the same spacing Af. Next, the cross ‘
correlation operation is performed. The results in [12] demonstrate that
range resolutions as high as 375m may be obtained, although the results

Time

requency

. =
88 MHz / %8 MHz

Recordmg equipment and signal preparation

//‘

B
-

Frequency

Figure 3.2 Processing scheme for bandwidth extension with FM radio signals [11].
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still depend on the bandwidths (and hence the program content) of the
individual stations.

Because the channels have different carrier frequencies, the Doppler
shifts for a given target velocity will be different for each channel, which
in practice limits the coherent integration time. Olsen’s algorithm com-
pensated for the different Doppler shifts emerging from different carrier
frequencies from the same target, as well as independent phase terms,
which allowed stable coherent integration, and hence gain and Doppler
resolution. The work was further extended to cope with range migration
[14] and was demonstrated using data from three DVB-T channels (not
adjacent and not regularly spaced) integrated coherently for 4 seconds.

3.2 Digital Versus Analog

The results in Figure 3.1 show some important distinctions between the
performance in radar terms of digital modulation formats compared to
analog. With analog signals, the ambiguity function will in general be
time-varying, and will depend on the nature of the program content. For
a radar signal, this is clearly undesirable.

3.2.1 Analog Television Signals

The effect is illustrated in Figure 3.3. This shows a spectrum analyzer
display of an analog television signal (on the right) and the equivalent
digital television signal (on the left). At the time that this result was ob-
tained (September 2005) in the United Kingdom, both signals were being
broadcast, side by side.

The modulation format of the analog color television signal is known
as Phase Alternating Line (PAL), used in the United Kingdom. Other ana-
log modulation formats that were used in other countries, such as NTSC
(in North and Central America) and SECAM (in France) were broadly
similar. For PAL in the United Kingdom, the picture information is made
up of successive lines, each of 64-us duration and with a 12-us sync pulse
at the beginning of each line. The whole picture is made up of 625 such
lines, in two interlaced scans. This information is amplitude-modulated
onto the vision carrier such that the lower sideband is suppressed and
only the upper sideband is evident (vestigial sideband). The color infor-
mation of the picture is modulated onto a chrominance subcarrier, and in
this case the sound information is present both in analog and digital form.
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Figure 3.3 Spectrum of analog television signal (PAL) and the equivalent digital televi-
sion signal (horizontal: 2 MHz/div, vertical: 10 dB/div).

When the PAL signal is used as a radar signal, there are pronounced 3
ambiguities at 64-us intervals, both because one line of a television pic- :‘
ture will usually be very similar to the next, and because of the presence 3

of the sync pulse at the beginning of each line. This results in strong range

ambiguities at (in monostatic terms) 9.6-km intervals. There are also am- %

biguities corresponding to the frame scan rate of 25 Hz. These effects, plus
the fact that the amplitude modulation of the vision carrier never actually
reduces to zero, mean that the analog television signal is far from ideal as
a radar signal.

32 Digital Versus Analog o5

The equivalent digital television signal, to the left, has a flat, noise-
like spectrum, which is much more satisfactory as a radar waveform, as
the ambiguity function will have a uniform sidelobe structure, which
is essentially time-invariant and which is independent of the program
Cohtent.

m most countries the analog TV service has been discontinued, and
replaced by digital TV (Section 3.3.4). In the United States, for example,
analog television was discontinued in 2009. France switched off all analog
services on November 29, 2011, to be followed by Japan on March 31,

2012.

3.2.2 Mismatched Filtering

In most passive radar processing schemes the cross-correlation process
represented by (3.1) is realized by employing two receiver channels: one
to receive the target echoes (the signal channel), and one to receive a
reference version of the transmitted signal (the reference channel). The
output from the processing is therefore the cross-ambiguity function of
the target echo with the reference signal:

0o 2

|1/)(TR,fD>|2 =| [ 5, ()5 (¢ + Ty )exp[ j2mufpt ) di (3.3)

—oo

where s,(#) is the reference signal. The reference signal should be as clean
as possible, free from multipath and with a high signal-to-noise ratio. If
there is a clear line of sight from the transmitter to the passive radar re-
ceiver, this is usually straightforward, though the use of a directional an-
tenna pointed at the transmitter will also be helpful. In some cases a clean
version of the direct signal is obtained as part of the direct signal suppres-
sion processing described in Chapter 5, or in particular cases with a coop-
erative source the direct signal may be obtained by physical (cable) link
from the transmitter, in which case it is uncontaminated by multipath.
However, it is also possible to modify the reference signal to give a
mismatched filter in order to improve the cross-ambiguity function, for
example, to remove sidelobes, since the features of the signal that cause
the unwanted sidelobe peaks are known a priori. This approach was first
proposed by Saini and Cherniakov [15], and has been applied with some
success with several of the waveforms considered in the next section.
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3.3 Digitally Coded Waveforms

The past decade has seen the introduction of numerous digitally codeq
modulation schemes for communications and broadcast applications,
These include GSM, 3G and 4G cellphone signals, DAB, DVB-T and DRm

broadcast signals, and WiFi (802.11) and WiMAX (802.16). Several of

these are based on orthogonal frequency-division multiplexing (OFDM),
Next we describe the basis of OFDM and some of these signals and their
potential as radar sources.

First, it is useful to understand the nature of the communications
channel, because this gives insight into why the signals are designed in
the way that they are [16]. In most cases, the channel will consist of
direct path plus a number of multipath components, each with its own
amplitude and delay. The direct path and the multipath components may
be time-varying and Doppler-shifted. Multipath components may add
destructively at the receiver, causing fading, and because the phase cor-
responding to a given delay is a function of frequency, the fading will
therefore be a function of frequency.

If the delay spread associated with the multipath starts to become

comparable with the bit length, intersymbol interference will occur and the
received signal will be corrupted (Figure 3.4). This sets a limit on the data
rate that be transmitted through the channel.

Transmitted Signal

Y I N Iy

Received Signals

Direct line-of-sight:

Multipath components: {

Delays
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3,3.1 OFDM

To attempt to overcome this, OFDM was devised. Here, the digital bit
stream is multiplexed into a number of parallel streams, so that the bit
Jength T in each individual stream is stretched by a factor equal to the
number of parallel streams, N. The bit length is now much greater than
the maximum delay spread of the multipath (Figure 3.5), so the mul-
tipath has relatively little effect. The parallel data strea-ms are modulated
onto a set of subcarriers, spaced in frequency such that the nulls of the
(sin. x)/x modulated spectrum of one subcarrier are coincident with the
carrier frequencies of all of the others (Figure 3.6), in other words, that
they are orthogonal to each other. The subcarrier spacing in frequency
required to achieve this is 1/, where 7 is the bit length of the expanded
bit stream.

The signal, consisting of the modulated simultaneous subcarriers, is
iransmitted over the channel. In the receiver each subcarrier is individu-
ally demodulated and then the original data stream is reconstituted by
demultiplexing.

This form of modulation also allows the use of single-frequency net-
works, in which the all of the transmitters for a given station share the
same frequency and are synchronized together. OFDM has been shown
to be an effective means of combatting the effects of multipath, and forms
the basis of many of the modulation formats used in modern communica-
tions and broadcast.

[«N Ty
o [ I B
S I R B L
Input bit stream S | | | | |
— T T L I

e
T,

NiI— 1 L]

Output bit streams

Figurg 3.5 OFDM: multiplexing of the digital bit stream into multiple parailel streams.
The bit length of the output bit streams is now much greater than the maximum delay
spread of the multipath.

Figure 3.4 Intersymbol Interference caused by multipath.
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Figure 3.6 Orthogonal subcarriers in OFDM.

3.3.2 Global System for Mobile Communications

The Global System for Mobile Communications (GSM) standard was de-
veloped by the Buropean Telecommunications Standards Institute (ETSI)
for 2G cellular phone networks and is now widely adopted worldwide. It
uses bands centered on 900 MHz and 1.8 GHz, and 1.9 GHz in the United
States. The uplink and downlink bands are each of 25-MHz bandwidth,
at 900 MHz split into 125 FDMA (frequency division multiple access) car-
riers spaced by 200 kHz, and at 1.8 GHz split into 375 FDMA carriers. A
given base station will only use a small number of these channels. Each of
these carriers is divided into 8 TDMA (time division multiple access) time
slots, with each time slot of duration 577 us. Bach carrier is modulated
with using Gaussian minimum-shift keying (GMSK) modulation. A single
bit corresponds to 3.692 us, giving a modulation rate of 270.833 kbps.
Figure 3.8 shows a range cut through the ambiguity function of the

GSM signal of Figure 3.7. It can be seen that the periodic features, both &g

at the time slot rate and frame rate of the time-domain signal, result in
pronounced range ambiguities. However, the range resolution (~1,000m)

implied by the bandwidth of the signal (~150 kHz) is too coarse for the 4

short-range applications for which this kind of signal is suited. However,
with suitable integration intervals it is possible to obtain useful discrimi-
nation in Doppler.
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Figure 3.7 Time domain (left) and frequency domain (right) representations of GSM
modulation [17].

3.3.3 Long-Texrm Evolution

The Long-Term Evolution (LTE) waveform is carrier modulated digital
data transmitted on OFDM subcarriers. OFDM was considered in the
1'9905 for 3G systems, but the more mature wideband code division mul-
tiple access (WCDMA) was chosen instead. Currently, OFDM is wide-
ly used in systems such as 802.11 (WiFi), 802.16 (WIMAX), and DAB/
DVB broadcasting. Its widest use is currently in the fourth generation
(4G) mobile systems based on LTE. These systems started being deployed
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Figure 3.8 Range cut of ambiguity function of GSM signal [17].

worldwide in 2012 and are spreading widely. LTE offers data and voice
services with downlink data rates up to 100 Mbps. The LTE base channel
is defined according to channel bandwidths ranging from 1.4 to 20 MHz,
divided across a number of OFDM subcarriers ranging from 72 to 1,320.
LTE may operate across several frequency bands; 32 bands are defined
by the standardization body 3GPP [18] with frequencies ranging from
729 MHz to 3.8 GHz. Operators are allocated specific spectrum bands de-
pending on licensing and bandwidth requirements, with widths that are
multiples of 5 MHz for example in the U.K. operators are allocated bands
of 5, 10, 15, 20, 25, and 35 MHz [19]. LTE uses various modulation for-
mats depending on the type of information transmitted and the quality
of the wireless channel with QPSK, 16QAM, and 64QAM defined in the
standard [21].

The multiple access scheme of LTE is based on OFDM and is termed
OFDMA. Users are allocated bandwidth according to demand and traffic
loading in a cell. The basic unit of allocation in LTE is termed the LIE Re-
source Block (RB) and this is based on 1 ms repeating subframe divided

into two 0.5-ms slots. Bach slot contains 12 subcarriers with 15-kHz fixed ;

spacing and either 6 or 7 OFDM symbols (depending on the length of the
cyclic prefix used); a single subcarrier and one OFDM symbol define what
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is termed Resource Element (RE), which is the smallest information unit
of LTE [18, 20]. Therefore, an ITE time-domain signal is based on the ag-
gregation of subframes into 10-ms frames.

An illustration of LTE symbols and frames and resource block is shown
in Figure 3.9. An LTE resource block is defined as a 0.5-ms slot contain-
ing 7 OFDM symbols each in turn comprising 12 orthogonal subcarriers
with 15-kHz spacing. In ITE downlink, resource blocks are assembled in
resource grids as shown in Figure 3.10. In this representation the repeti-
tive features are apparent.

To facilitate channel estimation and to transmit control signals, pilots,
synchronization, and control channels are sent periodically, thus resuli-
ing in cyclostationary features. The cyclostationarity of OFDM and of the
ITE downlink transmission has been studied and the associated signature
has been analyzed in different environments (see, for example, [23, 24]).
The cyclostationarity features influence the overall signal time-frequency
characteristics and their efficacy for use in radar applications.

Figure 3.10 shows the spectrum of an LTE signal. The example shows
a resource grid (top) and spectrum of a 1.4-MHz LTE signal having six
resource blocks (i.e., 72 subcarriers) and with a simulation period of 10
ms (i.e. simulating a full radio frame comprising ten 1-ms subframes in-
dicated by the 140 OFDM symbols on the x-axis). It can be seen that the
spectrum is essentially flat and noise-like.

The corresponding ambiguity function is shown in Figure 3.11. It can
be seen that there is a sharp peak at the origin and a more or less uniform
sidelobe level at about -30 dB with respect to the peak, but secondary
peaks are evident due to the nature of the cyclic prefix being a repeated
(copied) portion of the original symbol. A similar result has been shown
in [23] for the case of the extended cyclic prefix, showing a single second-
ary peak.

Although the ambiguity function is already quite suitable for radar
purposes, current research is looking how it may be still further optimized
[25, 26]. Further comments on this are made in Chapter 8.

3.3.4 Terrestrial Digital Television

Another example of the use of OFDM is in DVB-T (terrestrial digital tele-
vision) signals [27, 28]. A full description of the DVB-T signal format may
be found in reference [29], but a short summary is provided here. These
signals use either 2k or 8k subcarriers depending on the operating mode.
The OFDM symbols come from three different data streams:
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Figure 3.9 (a) LTE time domain, (b) frequency domain representations © Elsevier
[20], and. (c) resource block structure © 2011. 3GPP ™ TSz and TRs are the property of
ERIB, ATIS, CCSA, ETSI, TTA and TTC who jointly own the copyright in them. They are
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3.10, with a single narrow peak at the origin plus some smaller subsidiary

sidelobes. Techniques to improve the ambiguity functions of DVB-T sig-

nals are described in [28, 30].
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Figure 3.12 DVB-T signal spectrum [27].

3.3.5 WiFi and WiMAX

Another class of signal that has received significant attention for shori-
range surveillance using passive radar are the wireless transmissions for
WiFi local area networks (LANs) (IEEE Std. 802.11) [31] and WiMAX

metropolitan area networks (MANs) (IEEE Std. 802.16) [32, 33]. The

802.11b and 802.11g standards operate in the 2.4-GHz band, while
802.11a uses the 5-GHz band. The WiFi standard is low-power and short-
range, intended primarily for indoor use and therefore potentially us-
able for surveillance within buildings or for short-range outdoor applica-
tions; the WiMAX standard provides broader coverage (up to several tens
of kilometers) so may be useful for applications such as port or harbor
surveillance.

The 802.11 WiFi modulation formats and their use as radar signals
are described in detail in [34]. The resolution in range is of the order of .
25m, with a peak range sidelobe level of around 18 dB. The Doppler reso-
lution is given by the reciprocal of the integration time, with relatively

high sidelobe levels, of the order of 6 dB. The EIRP will depend on the § v

particular access point and antenna, but will be of the order of hundreds &
of milliwatts at most.

The use of the 802.16 WiMAX signal and its ambiguity function &

properties are described in [35-37]. Figure 3.13, from [37], shows the

3.3 Digitally Coded Waveforms -
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Figure 3.13 (a) Measured ambiguity function of one frame of WiMAX signal; (b) cut at
zero Doppler; and (¢) cut at zero range. (From: [37].)

measured ambiguity function of one frame of the WiMAX downlink
signal.

The figure shows that the ambiguity function approximates to the
thumbtack ideal with a range resolution of about 15m corresponding
to the 10-MHz signal bandwidth and a Doppler resolution of about 330
Hz corresponding to the frame length. However, the figure also shows
ridge-like ambiguities due to the preamble and point ambiguities due to
the pilot signals and the cyclic prefix, as discussed in Section 3.3.3. Fig-
ure 3.13(b) shows the cut at zero Doppler (i.e., point target response in
range), and Figure 3.13(c) shows the cut at zero range (i.e., point target
response in Doppler).

References [35, 37] discuss mismatched filtering techniques that can
be used to reduce the level of these ambiguities.
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3.3.6 Digital Radio Mondiale

Yet another form of digital broadcast modulation is the Digital Radio Moy, -

diale (DRM) modulation format, used for HF radio broadcasting. In DRy,
the digitized audio stream is source coded using a combination of aq.
vanced audio coding (AAC) and spectral band replication (SBR) to reduce
the data rate before time division multiplexing with two data streams
(which are required for decoding at the receiver). A coded orthogong]
frequency division multiplexing (COFDM) channel coding scheme is thep
applied, nominally with 200 subcarriers and a QAM mapping of these
subcarriers is used to transmit the encoded data. This scheme is designeq

to combat channel fading, multipath and Doppler spread, allowing recep..

tion of data in the most demanding of propagation environments [38],
The ambiguity function, shown in Figure 3.14, has a well-defined peak
and relatively uniform sidelobe level and structure, in the same way ag
the other digital modulation formats discussed in this chapter. In this ex-
ample the range resolution of the signal, determined from the range cut,
is 16 km and the Doppler resolution is 12.5 Hz, although longer integra-
tion times would give better Doppler resolution.

3.4 Vertical-Plane Coverage

The performance of a passive radar system depends not only on the wave- -

form, but also on the coverage of the illuminating sources. The coverage

Normalized amplitude, dB

Figure 3.14 Normalized ambiguity function for DRM signal with 80-ms integration
time [5].
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of broadcast and communications transmitters will be optimized accord-
ing to the required services, and the transmitters will frequently be sited
on hilltops or on tall buildings. The horizontal-plane coverage is often

. Omnidirectional, although for some cellphone base stations it may be ar-

ranged in 120° sectors. The vertical-plane coverage will usually be opti-
mized so as to avoid wasting power above the horizontal, and in some
cases the beams may be tilted downwards by a degree or so.

Bxamples have been published of measured vertical-plane field
strength patterns of typical PBR transmitters (VHF EM and DVB-T) [39,
40]. These can be replotted in a more meaningful form (Figure 3.15) to
show the reduction in power density illuminating a target as a function
of the sine of the elevation angle. It can be seen that the antennas of
the VHE EM transmitters have relatively high sidelobes, but the array of
the DVB-T transmitter allows greater control of the radiation pattern and
hence lower sidelobes.

Taking the radar equation for passive radar (Chapter 2) in the form:

s DBGGAo,G,
N (4z)’ RFR} FT,BFL

(3.4)

DVB-T, 08 MHz and 188 MHz Antenna Power vs Sin(x)
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Figure 3,15 Measured vertical-plane radiation patterns of BBC VHF FM radio transmit-
ter at 98 MHz, 108 MHz, and 8-bay DVB-T transmitter. The vertical scale is the sine of the
elevation angle at the trangmitter.



80 An Introduction to Passive Rada,

and rearranging:

pG,GA 0, G,

(4m)’ R} (S/N),_. kT BFL

(3.5)

R max

shows that for every 10-dB reduction in PG, the maximum detectioy
range RR for a given target is reduced by a factor of 3.3 (Figure 3.1¢),
Bven at the peaks of the elevation-plane lobes the effect is significant, by;
in the nulls in between the lobes it is even more so.

3.5 Satellite-Borne Illuminators

The enormous growth at consumer scale in the past couple of decades in
satellite broadcasting and navigation means that there are a large number
of transmissions that may be used for passive radar purposes.

There is an important distinction here between satellites in geosta-
tionary orbit, in which case the illumination of the target scene is con-
stant and continuous in time, and ones in low Barth orbit (LEO), in which-
case the illumination is brief (only a few seconds at most) but providing 3
global or near-global coverage. As discussed at the beginning of this chap-
ter, the important parameters of the signal are the power density at the
target, and the waveform. For broadcast, communications, or navigation
systems the power density at the Earth’s surface will be such as to give a
suitable signal-to-noise ratio with whatever receive antenna is used (such
as a dish antenna for DBS TV or a handheld receiver for GNSS). How-
ever, for a space-borne radar the power density at the Earth’s surface
will be such as to give a detectable echo back at the radar receiver, and

Figure 3.16 The effect on detection range of the elevation-plane pattern of the source
can be substantial.
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that power density will be substantially higher. Such signals are therefore
much more suitable as passive radar illuminators,
Figure 3.17 summarizes the parameters of various satellite-borne

illuminators.

3.5.1 Global Navigation Satellite System

Global Navigation Satellite System (GNSS) is an overall term for satellite
navigation, and includes the original U.S. NAVSTAR Global Positioning
System (GPS) and the Russian GLObal'naya NAvigatsionnaya Sputniko-
yaya Sistema (GLONASS). Further, the BEuropean GALILEO system, the
Chinese BeiDou, and the Indian NAVIC systems are to set become fully
operational by 2020. Although GPS was originally developed for military
use and had both military and civil (lower resolution) codes, GNSS is now
widely used for domestic and commercial vehicle navigation (satnav) and
for surveying.

The signals are generally at L-band, modulated by pseudo-random
noise (PRN) codes (CDMA for GPS, FDMA for GLONASS). Each system
consists of a constellation of satellites at an orbit height of around 20,000

10000

H (Km)

O:aSkyMed

1000

100

EIRP (dBW)

Figure 3.17 EIRPs, satellite heights and power densities (Prx) at the Earth’s surface for
various satellite-borne illuminators. (Adapted from: [41].)
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km. Table 3.2 summarizes the orbit parameters of GPS, GLONASS, anq
GALILEO, and Figure 3.18 depicts the nominal orbit constellation for Gps,

3.5.2 Satellite TV

Geostationary satellites are positioned above the equator at a height of
35,786 km and orbit the Barth with a period of 24 hours. The origina]
concept was published by the scientific writer Arthur C. Clarke in 1943
[43]. They therefore appear fixed and are used in applications such as sat-
ellite TV broadcasting and maritime communications (INMARSAT). Roy
satellite TV, the antenna footprints are shaped so as to give coverage of
specific land areas, which means that the coverage of ocean areas is poor,

Satellite TV signals are at Ku-band. Each satellite has typically 27
transponders, each with a bandwidth of between 27 and 50 MHz, The
EIRP of the transmitters is typically +55 dBW, giving a power density at
the Earth’s surface of about —107 dBW/m?2 [44]. The DVB-S modulation
format is similar to that of DVB-T.

3.5.3 INMERSAT

The INMARSAT system is used for maritime communications and cur-
rently consists of 12 satellites in geostationary orbit. The latest (INMAR-
SAT-5) provide the high-speed Global Xpress broadband service, with
three satellites:

b I-5 F1 EMEA, at 63° East;

B I-5 F2 Americans and Atlantic Ocean Region, at 55° West;

Table 3.2
Orbit Parameters of GPS, GLONASS, and GALILEO Systems

GLONASS GALILEO

Parameter GPS System System System
Number of active satellites 24 24 30
Number of orbital planes 6 3 3
Orbital inclination 550 64.8° 56°

Orbit altitude 20,183 km 19,130 km 23,616'km

Orbital period 11 hours, 58 11 hours, 15 14 hours, 4
minutes, 0 minutes, 40  minutes
seconds seconds

Absolute velocity 3,870 m/s 3950 m/s 3,720 m/s

Source: [42].
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Figure 3.18 Constellation of GPS satellite orbits.

b 1-5 F3 Pacific Ocean Region, at 179° East.

The Broadband Global Area Network (BGAN) service provides com-
munications with ships and aircraft from satellites in geostationary orbit.
The downlink is at L-band, with 630 channels each of 200-kHz band-
width (432 kbps), 228 spot beams, and an EIRP of +67 dBW, which gives
apower density of 3 x 107'0 W/m? at the Earth’s surface.

Lyu et al. examined the form of the signal for passive radar purposes
[45].The modulation is 16-QAM with a 0.25-root cosine shaping filter.
By combining several adjacent channels, they demonstrate an ambiguity
function with a peak sidelobe level of —18.7 dB. However, the range reso-
lution is still rather coarse, and the power density is such that consider-
able integration gain will be required.




84 An Introduction to Passive Radg, 1

3.5.4 IRIDIUM

The IRIDIUM network consists of a constellation of 66 satellites in oy,
Earth orbit (6 orbits of 11 satellites each) at a height of 781 km, providing
global voice and data coverage to satellite phones and pagers. The syster
uses the 1,616~1,626.5-MHz band for both uplink and downlink, dividegq

into 240 channels each with a bandwidth of 41.67 kHz. The modulation
format is TDMA, with a frame length of 90 ms. Each frame begins with 5 1
20.32-ms simplex slot, followed by four uplink slots and four downlink

slots, each of length 8.28 ms.

Lyu et al. also examined the form of this signal for passive radar pur.
poses [46]. By combining several adjacent channels they demonstrate 3
peak sidelobe level of —18.7 dB. However, the range resolution is stj]]
rather coarse, and the power density is such that considerable integration
gain will be required.

3.5.5 Low Earth Orbit Radar Remote-Sensing Satellites

Since the mid-1970s, satellites in low Barth orbit have been widely used
for geophysical remote sensing. These typically carry a suite of optical, :
infrared, and radar instruments, and the signals from the radars may be
exploited as passive radar sources. The principal type of radar used in this
way is the synthetic aperture radar (SAR), although in principle other:
types of satellite-borne radar (radar altimeter, scatterometer) could also’
be used.

Such satellites are placed in near polar orbits giving almost global cov
erage with an orbit period of typically 100 minutes and an orbit pattern-
that repeats after a fixed interval, typically between 3 and 30 days.

Satellite SAR signals are typically chirped pulses of bandwidth from
tens to hundreds of megahertz, at frequencies from L-band to X-band.
The pulse repetition frequency is of the order of kilohertz (this is cho-:
sen to avoid ambiguities in range and in Doppler). They are radiated at.
high power from large antennas pointing to one side of the subsatellite
track (Figure 3.19), and most recent SAR designs include multiple modes.
that incorporate elevation-plane scanning (SCANSAR) to give increased:
swath width and/or azimuth-plane scanning to give increased resolution.
(spotlight mode). Many also include polarimetric modes, radiating pulses.
of alternate horizontal and vertical polarization, and some (TanDEM-X.
COSMO-SkyMed ...) consist of constellations of multiple satellites, allow-
ing for interferometric experiments [47].
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Ground Range

Figure 3.19 Satellite SAR geometry. The antenna looks to the side of the subsatellite
track, illuminating a swath of the imaged target scene.

Figure 3.20 shows an example of direct reception of the signal from a
satellite-borne SAR (in this case the ASAR instrument carried by the Bu-
ropean Space Agency’s ENVISAT satellite). The signal-to-noise ratio here
is 25 dB, even with a small horn receive antenna. The figure shows the
sequence of linear-FM chirp pulses both in the time domain and in the
frequency domain.

It is straightforward to obtain a clean version of the direct signal, us-
ing an upward-pointing antenna and a separate receiver, which is how
the results in Figure 3.20 were obtained.

3.6 Radar Illuminators

The final class of illuminator source is radar transmitters, in which case
the technique is known as hitchhiking. Such sources may be cooperative,
in which case the location, frequency, pulse length, PRF, and antenna
scan pattern of the transmitter are known and can be optimized or non-
cooperative, in which case they are not. The radar transmitter may be
terrestrial, airborne or shipborne.

Just as with the satellite-borne radar illuminators considered in the
previous section, the signal will be very suitable for radar operation, typi-
cally consisting of pulses at a regular PRF. The ambiguity function should
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Figure 3.20 Direct radar pulses received from an overpass of the European Space
BAgency’s ENVISAT SAR. The pulses are linear FM chirps, with a duration of 20 us and a
bandwidth of 15 MHz [48].

be very favorable. Furthermore, the power density at the target will be
high.

The passive radar receiver needs to be able to synchionize to the
instant of pulse transmission and the pointing direction of the transmit
antenna. In almost all cases, the radar transmitter will scan in azimuth
(Figure 3.21), and in general the direct signal from the radar will not
be detectable over the full range of transmitter azimuth scan angles:

3.6

Y

Passive radar
receiver

Radar transmitter

Figure 3.21 Passive radar hitchhiking based on a scanning radar transmitter.

However, it is possible to use flywheel clocks at the passive radar receiver
for the PRF and for the transmit antenna pointing direction, which are
resynchronized each time the antenna beam sweeps past [49].

If the passive radar is to use a directional antenna, which would be
desirable both to give angular discrimination and to provide gain, its beam
must follow the transmitted pulse through space so that it is pointing in
the direction from which target echoes would come at that instant. This is
called pulse chasing and is depicted in Figure 3.22 [50]. The instantaneous
receive beam direction is given by:

pulse at £,

A

Receive beam
at ¢,

Transmitter Receiver

Figure 3.22 Pulse chasing: the receiver beam must scan at a very rapid and nonlinear
rate.

Radar Illuminators a7
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where the symbols are defined in Figure 3.22. It is important to realize
that the receive beam does not point at the instantaneous position of
the target, but in the direction from which the target echo comes at the
instant it arrives at the receiver. Thus, at time ¢, after the instant of trans-
mission, the pulse has reached point A, but the receive beam must poing
towards point B to take account of the propagation time from point B to
the receiver. It can also be appreciated that the scan rate of the receive
beam is highly nonlinear, being most rapid when the beam is perpendicuy-
lar to the direction of propagation of the pulse.

Such a rapid and nonlinear scan rate could not be achieved by me-
chanical scanning, so the receive antenna would have to be an electroni-
cally scanned array, which means that one of the most significant poten-
tial advantages of passive radar (simplicity and low cost) is lost.

Finally, within the class of radar illuminators, mention should be
made of HF over-the-horizon radars (OTHRs). These operate in the HR
band (2-30 MHz) and achieve very long ranges by reflection of their sig-
nals from the ionosphere [51]. The frequency is selected adaptively to
achieve the desired range according to the reflective properties of the
ionosphere which vary according to the time of day, time of year, and the
sunspot cycle, and the signals are coded pulses. These, too, are usable as
sources for bistatic hitchhiking.

In summary, radar transmitters are highly suitable as illuminators for
passive radar, since the signals are already optimized for radar operation
and the power density at the target is high. However, if the receiver is to
use a directional antenna it is necessary to use pulse chasing, which intro-
duces significant complication and cost. References [49, 52] described two

systems using omnidirectional receive antennas, showing that for some.

applications at least, this can be avoided.

3.7 Summary

This chapter has reviewed the properties of illuminator sources that may

be used for passive radar purposes. These properties are fundamental in
defining the performance of such systems, and so they need to be under-
stood and quantified in selecting the right source to use. The key param-
eters are the power density at the target, the nature of the waveform, and
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the coverage. There is a wide range of signals that may be used. Just as
with a monostatic radar, the ambiguity function provides an elegant way
of showing the waveform properties, such as resolution, ambiguities, and
sidelobe structure, all in range and in Doppler.

Fmphasis has been placed in this chapter on digital modulation for-
mats, since these are increasingly replacing analog modulation in com-
munications, broadcast and radionavigation. With analog signals, the am-
biguity function will in general be time-varying and will depend on the
pature of the program content. Digital signals tend to be more noise-like,
and the ambiguity function does not depend on the program content and
is not time-varying. Nevertheless, periodic features in digital modulation
formats will result in corresponding periodic features in the ambiguity
function. Several different modulation formats have been described in this
chapter. Modulation formats based on OFDM are widely and increasingly
used, since they provide a means of suppressing the effects of multipath.

We have considered the effect of the elevation-plane coverage of ter-
restrial illuminators. In practice, this may prove to be a significant limi-
tation, particularly in the detection and tracking of air targets at high
elevation angles.

A number of satellite-borne illuminators have been described, includ-
ing LEO remote-sensing SARs, GNSS, and geostationary sources includ-
ing satellite TV and INMARSAT. LEO remote-sensing SAR signals have
the advantage that the signals are already optimized for radar purposes
and the power density at the target is high, but the illumination is brief.
Signals from satellites in geostationary orbit are significantly weaker, but
give continuous illumination, and hence potential (with suitable targets)
for integration gain.

Finally, we have considered conventional radar illuminators, for
which the technique is known as hitchhiking. Here, too, the signals are al-
ready optimized for radar purposes and the power density at the target is
high. However, if the receiver is to use a directional antenna, pulse chas-
ing is necessary, which introduces significant extra complexity.
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4.1 Introduction

Chapter 2 briefly introduced the concept of
direct signal interference. You will recall that
the direct signal is the part of the transmitted
signal that arrives directly at the receiver with-
out having been reflected by a target. At its
simplest, it is the signal that travels along the
baseline of any bistatic pair in a passive radar
network (Figure 4.1). It is always present in
passive radar systems, especially those that ex-
ploit illuminators such as very high frequency
(VHF) radio and ultrahigh frequency televi-
sion (UHF TV) stations that tend to transmit in
all azimuth directions. The direct signal is only
subject to a one-way propagation loss and
hence is attenuated by 1/L2, where L is the
baseline distance between the transmitter and
the receiver (Figure 4.1). Because the signal
strength at the receiver is only attenuated by
1/L? and as the baseline is always less than the
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Figure 4.1 The bistatic radar geometry. The target velocity is v, making an angle ¢ with
the bisector of the bistatic angle §.

bistatic range (R; + Rg), the directly received signal can be very strong
compared to the weak target echoes.

A passive radar system exploits the directly received signal to provide
a timing reference against which the signal reflected from the target can
be compared and hence receiver range to the target evaluated. This is
achieved via a cross-correlation of the directly and indirectly received sig-
nals. However, the direct signal will also leak into the surveillance chan-
nel antenna being used to detect targets. The resulting direct signal inter-
ference has to be reduced to a level that, in the ideal case, is below that
of receiver noise so that it avoids any reduction in the maximum posmble.
detection range of a target of given radar cross-section.

Before quantifying the level of directly received signal power, the di-
rectly received signal is considered in a little more detail. This is illustrated
in simple schematic form in Figure 4.2. Here, it can be seen that in ad:
dition to the directly received signal and the indirect signal from a target
there are also reflections received in the surveillance channel. These re-,
flections can occur from buildings and natural objects such as trees. In
fact, it can often be the case that a building close to the passive radar sur-
veillance antenna acts as a strong reflector such that the reflections can
be at a power level that is still very high but occur at an angle other than
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Figure 4.2 Tllustration of passive radar direct signal interference scenario.

that of the direction of the illuminator being exploited. As a consequence,
these replicas of the direct signal, appearing at different angles to the lo-
cation of the illuminator, can greatly complicate the suppression of all
possible unwanted signal in the surveillance channel. Collectively, these
signals limit the detection range of a passive radar system unless steps
are taken to minimize their presence. It also places great importance on a
selecting a suitable site for the location of the passive radar receiver, along
with other considerations such as bistatic geometry, unrestricted field of
regard, and so forth. It should also not be forgotten that the directly re-
ceived signals, including that coming from the direction of the illuminator
of opportunity, can also be subject to multipath via ground bounce as well
as reflections from nearby objects.

In this chapter the form of the directly received signal is examined,
as it appears in the surveillance channel, together with methods used to
reduce its signal strength to enable satisfactory target detection ranges to
be achieved. For dlarity, we restrict ourselves here to the case in which a
single directly received signal enters the surveillance channel after travel-
ling directly along the passive radar system baseline.

4.2 Direct Signal Interference Power Levels

A simple expression can be written down for the amount of direct signal
suppression required by first calculating the ratio of the indirect received
signal to the direct signal, and second, being required, as a design goal, for

“the level of direct signal suppression to be such that the highest level of
- interference tolerable is equivalent to that for single pulse-like detection

as limited by receiver noise. Note that there is no benefit from integration
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as the direct signal that leaks into the surveillance channel will also 1.
tegrate up. Indeed, in practice, this may lead to an even more stringen;
requirement for direct signal suppression needing. It is also made moye
complex, as stated above, if there are multiple local copies of the direct
signal that are also received in the surveillance channel. In simple term,
however, this representation will place the direct leakage signal and the
noise floor in the receiver at the same level. Consequently, it has the at.
tractive feature of providing equivalent performance to single-pulse de.
tection and also maximising detection range for a target of a given radqy
cross-section.

To gain a feel for the amount of direct signal, first, the power receiveq
from the target can be computed using the bistatic radar equation intro-
duced in Chapter 2 in the form shown in:

_ P;WGZMG:”ﬂ'ng
(4m)° RZR*L,L,

tar

where B is the average transmitted power of illuminator of opportunity,
G,W is the gain of transmit antenna towards the target, G,m is the survei]
lance antenna mainbeam gain towards target, 4 is the wavelength, g; i
the bistatic radar cross-section, R, is the transmit range (transmitter ig
target), R, is the receiver range (receiver to target), L, is the propagation
losses along the bistatic path, and L, is the system losses (e.g., antenna
mismatch, cabling, and so forth). :

The direct signal interference, in its most general form, consists no
only of the direct path breakthrough into the sidelobes of the surveil
lance antenna, but also strong multipath and clutter from the environ
ment around the receiver at various time delays and azimuth angles
These scattered components typically sit at levels between the direct path
breakthrough and thermal noise floor. However, assuming the direct path
leakage is the dominant direct signal interference term, for simplicity, th
direct signal interference power at the antenna can be approximated us
ing the Friis transmission equation (4.2). The direct signal interferenc
received power in the surveillance channel can be formulated as:

__BUGIGA
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where G/ is the gain of transmit antenna towards the receiver, G, is the
surveillance antenna sidelobe gain towards transmitter, and is the propa-
ation losses along the direct path.
1f we assume L, = L, G/ =G/ and 0.1G" =G, and make the further
simplification that R, = Ry= Ry (a particular but not wholly unusual case),
the ratio of (4.1) to (4.2) is subsequently given by

Oy

P — v
() B2

tar

[Py = (4.3)

Thus, for a target of radar cross-section equal to 1 m?, the direct signal
interference is inversely proportional to the square of the baseline dis-
tance. Hence, if a baseline of 10 km were to be used, the ratio predicted by
(4.3) would be 91 dB. Indeed, it is not at all unusual for this to exceed 10
0 dB, a very large factor to reduce and hence a challenging area of passive
radar design that immediately impacts performance. Clearly, for other ge-
ometries, the ratio of (4.1) to (4.2) needs to be used in its complete form.

In this simple example, it has been assumed that the direct signal
enters the surveillance channel via sidelobes at a level set to 10 dB below

. those of the main lobe. For many of today’s systems with relatively mod-

est array antennas, this is not an unrealistic assumption. Note, however,
that array antennas themselves allow adaptive beamforming, which, in
turn, provides a means of reducing the direct signal from even entering
the surveillance channel. Hence, this would be a first stage in a strategy
to minimize the direct signal interference. The combination of high gain
antennas and adaptive beamforming also enables multiple simultaneous
transmissions to be exploited. For systems with adaptive array antennas
capable of nulling the direct path from the transmitter, or for systems with
significant analog cancellation abilities, the direct path breakthrough of
(4.2) may subsequently be weaker than a strong close in clutter response

" but with appreciable delay relative to the direct path. Scatterers with time

delays greater than the inverse of the signal bandwidth cannot be re-
moved with simple analog suppression methods, such as the Howells-
Applebaum loop [1]. In such scenarios, a more appropriate representa-
tion for the direct signal interference power can be obtained by modifying
(4.1) to sum over a number of clutter discretes, using the appropriate
range, gain, and radar cross-section terms.

It should also be noted that the receiving surveillance antenna could
be cross-polarized to further decrease the effective gain towards the

i .,
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transmitter, assuming that the target will have a significant cross polariza.
tion component as to not diminish significantly. In practice, the direct
signal interference power level due to these complex interactions is ex-
traordinarily difficult to predict and must be measured in situ for accurate
estimates. In general, the objective for suppression of the directly receiveq
signal is to reduce it to a level below that of receiver noise. As receiver
noise is a fundamental limit on detection range for a given set of radar
parameters and target radar cross-section, this represents the ideal case,
If the level of residual interference is above receiver noise, it will have an
impact on detection range. This can be represented, in simple form, by an
additional loss term in the radar range equation, (4.1).

4.3 Direct Signal Suppression

There are several techniques that may be used to suppress the direct sig-
nal appearing in the surveillance channel where it is at a level that re-
duces the maximum detection range of a target of a given radar cross
section. These include physical shielding, Fourier processing, adaptive
beamforming, and adaptive filtering. We consider the relative merits of
each of these in turn.

Physical shielding can include anything from the direct channel being
physically separated from the surveillance channel using a building or
similar structure. The goal here is to have the building acting as a shield
so that it stops as much of the direct signal as possible from reaching
the surveillance antenna. This depends on the siting and construction of
the building and cannot be relied upon. In the same way, geographical

features, such as mountains, can be used and this has been done with -

great success by the research group at the University of Washington and
is discussed in Chapter 7. In addition, the use of radar absorbing material
(RAM) or radar fences can be employed to reduce the direct signal inter-
ference and this approach can be effective against sources arising from
local features that cause the direct signal to enter from a range of different
angles. These methods of physically shielding the surveillance channel
from direct signal interference can be used individually or collectively to
assist in achieving acceptable levels of suppression. However, for the rela-
tively low frequencies (VHE and UHF) that tend to domindte the design of
most passive radar systems, their effectiveness can be very limited as the
signals at these frequencies lack directionality. As a consequence, they are
unlikely to approach the necessary 100 dB predicted above and will need
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{0 form part of a more comprehensive set of methods to achieve the best
ossible suppression.

with regard to Fourier processing, the majority of passive radar systems
are designed to detect aircraft and other air targets. In other words, they
are detecting moving targets that, for the most part, will have a significant
radial velocity or Doppler as seen in the surveillance channel. The direct
signal, however, has no such motion component and hence simple Fou-
rier processing offers a further degree of suppression of the direct signal
in the surveillance channel. For example, a VHF signal with a bandwidth
of 10 kHz appropriately sampled would lead to a fast Fourier transform
(RET) with around 10,000 data values per second and hence has a sup-
pression factor of around 40 dB. A UHF signal with a bandwidth of 10
MHz would correspondingly have a suppression factor of about 70 dB.
However, it should be noted that significant sidelobe leakage can occur
that is due to the natural sidelobes of a bandlimited signal and spectral
broadening induced by local clutter sources that exhibit internal motion
characteristics (such as trees being blown by the wind). As a consequence,
suppression levels, especially those close to zero Doppler, will not be as
high as they will be at higher Doppler values.

With regard to adaptive antenna nulling, if an array antenna is used
for the surveillance channel rather adaptive beamforming can be used to

desensitize the receive channel in the direction of the transmitter (and

others if required) through the formation of a null in that direction. This
allows the directional gain of the antenna to provide suppression via con-
trol of the sidelobes. If a fully digital antenna is employed, then adap-
tive beamforming can be used to minimize sensitivity in the direction
of the location of the directly received signal. If external noise such as
multipath is present, then multiple nulls may have to be formed. If the
external noise environment is nonstationary, the cancellation will need
to be continuously adapting, with a suitably rapid response time. The
number of degrees of freedom, and hence the number of antenna ele-
ments and receiver channels, must be greater than the number of signal
components to be suppressed. The antenna pattern factor, the transmit-
ter and receiver locations, and the target trajectory for a given scenario
will lead to blind zones. These are caused either by a loss of line of sight
among the transmitter, target, and receiver or when the target traverses
the bistatic baseline between the transmitter and receiver, Most array an-
tennas used in passive radar contain relatively few elements, typically 8 to
12, This reduces the degrees of freedom available, the achievable level of
nulling and the number of nulls. It also restricts the gain in the direction
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of targets. It may be that in the future there will be passive arrays wit,
larger antennas and these have the obvious advantages of higher gain
directionality as well as more degrees of design freedom, but come at the
cost of extra size and complexity.

With regard to adaptive filtering, a general model for adaptive filtering,
but one tailored to the direct signal interference suppression problem, i
shown in Figure 4.3. The reference waveform, sampled at an interval, T,
such that ¢ = nT, is passed through a finite impulse response (FIR) filter
with an impulse response x[i], representing the direct path and cluttey
delay and complex scattering coefficients comprising the directly receiveq
signal in the surveillance channel.

M-1

sgilnl= X b []s,ln—1] (4.4)

=0

M is the number of discrete time delay coefficients required to prop-
erly model the various directly received signal components and M = ../
T,. The various discrete samples of A[i] represent a continuum of clut-
ter responses, and as such there is no absolute guarantee that clutter re-
sponses will arrive at an integer number of sample delays. In most cases,
a response for a given clutter discrete will be spread across neighboring
coetficients of 4, with diminished amplitude and a modified phase.

The direct signal interference removal process is one that first esti-
mates the unknown clutter and direct path coefficients, 5lil, and then
convolves the result with the reference channel waveform to estimate
the direct signal s,,[#]. This output is subtracted from to ideally leave just
the target responses and thermal noise in surveillance signal. The final
output after these operations is represented by s,[r], a supposedly direct
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Figure 4.3 Block diagram for direct signal interference suppression.
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signal interference-free clean surveillance channel consisting of the target
response with additive noise.

while relatively weak clutter responses may have a negligible impact
on the total direct signal interference power of (4.4), their power is often
significantly greater than thermal noise and consequently will degrade
the level of achievablAe suppression. Therefore, they must be accounted
for while estimating j. The effectiveness of the direct signal interference
subtraction method degrades if the number of coefficients is insufficient
to properly model the clutter response, but computational requirements
increase with channel length. Note that it remains the case that the loca-
tion at which the direct signal interference is sampled is not coincident
with the location of the surveillance antenna phase center and hence
there is an unavoidable degradation that is further dependent upon the
siting of the receiver system. This is in addition to the complication that
arises from multiple directions of arrival of the direct signal due to local
multipath.

There has been much research into adaptive signal processing meth-
ods for direct signal suppression in passive radar and the required adap-
tive signal processing is a well-established field encompassing a number of
different techniques with many different variants [e.g., 2—-6]. Thus, here,
the broad method types and their relative merits are considered further.

One cancellation approach designed specifically for passive radar DSI
suppression is the Extensive Cancellation Algorithm (ECA) developed by
Colone [2]. In this algorithm, data is processed in short time batches and
subsequently recombined. This results in a wider cancellation notch in
the Doppler domain, thus yielding an improved removal of the direct
signal disturbance. This approach is extended over consecutive stages to
progressively detect the strongest delay and frequency-shifted replicas of
the direct signal and thence reduces their effect on the resulting proc-
essed received signal. In this way, the algorithm operates by first remov-
ing the contaminating direct signal and the strongest clutter echoes in
the surveillance channel. It then detects the strongest peaks in the range-
Doppler plane in order of descending signal strength. Appropriate criteria
are postulated for the selection of an adequate stopping condition. This
leads to an algorithm that is very robust and progressively detects targets,
including those with weak echoes that were initially masked by ground
clutter and stronger target echo sidelobes. The resulting technique is
characterized by a significant improvement in the detection performance,
since the joint exploitation of multiple batches and multiple stages allows
both a stronger clutter/multipath cancellation (due to the short-time filter




104 An Introduction to Passive Raday

weights update) and the capability to extract some of the weak targets
echoes that are likely to be lost by conventional, single-stage techniques,

This algorithm can be thought of as a generalized least squares filter,
which includes Doppler shifts of the transmitted waveform. However, the
method is computationally complex, although there is a simplification via
an iterative method that also relies on calculation of the range-Doppler
map between each stage. Variants of the CLEAN algorithm originally used
with radio astronomy have also been proposed for passive radar process-
ing [3, 4]. These techniques make up block processing techniques that
update the subtraction coefficients once per coherent processing interval,
Adaptive filters also include the following: normalized least mean squares
(NLMS), recursive least squares (RLS), and fast block least squares (FBLS),

A survey comparing Wiener filtering, LMS, and RLS for European
Digital Video Broadcasting-Terrestrial (DVB-T) waveforms was performed
by Palmer and Searle [5], but the survey does not include the FBLS algo-
rithm, which has recently been proposed but not fully evaluated against
other methods of suppression [6]. Absolute target strength was also not
discussed and is a parameter that should be included. From recent test-
ing, this algorithm has shown to have excellent performance and run
times far faster than the other techniques, lending itself as one of the
most promising algorithms for computationally efficient real-time passive
radar implementation on stationary platforms. The findings reported in
[7] provided a useful comparison of techniques in which the following
algorithms are compared:

1. No direct signal interference suppression;
Wiener filtering or least squares (WF);

CLEAN;

Ll

Normalized least mean squares (NLMS);

5. Fast block least mean squares (FBLMS);

6. Recursive least squares (RLS).

This comparison provides a good overview and coverage of adaptive
and block processing schemes, and allows an informed decision for select-

ing direct signal interference suppression approaches to be made when
designing a passive radar system.

Here, each technique is briefly examined qualitatively and through

the resulting range-Doppler maps some insight can be gained into the
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implied performance and the variation in performance of different ap-
proaches. As an example, Figure 4.4 shows a range-Doppler map where
no direct signal interference suppression has been applied.

Figure 4.4 shows the full extent of the noise floor across the major-
ity of the image. The noise is sitting at a level of around —60 dB and tar-
gets sitting below this will be masked. Indeed, if this is compared to the
range-Doppler map shown in Figure 4.5, where a Wiener filter has been
applied the noise floor has been pushed down to an average level of ap-
proximately —~80 dB. Now, not only is the structure of tdhe underlying
cutter close to zero Doppler revealed but also a target with a delay time
of around 0.02 ms and a Doppler of —0.37 kHz is clearly visible and a solid
candidate for automatic detection.
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Figure 4.4 A range-Doppler map with no direct signal interference suppression.
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Figure 4.5 A range-Doppler map after Wiener Filter, with target for analysis.
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Pigures 4.4 and 4.5 also suggest metrics for a quantitative compari.
sons [7]. These are the maximum direct signal interference level, the nojge
floor level, the strength of the target echo signal, and the target strength.
to-noise floor level (SINR). These values are measured in dB relative tq

the value at the zero-Doppler, zero-delay location on the range-Doppler -7

map. Collectively these metrics can be used to estimate detection range,
especially using measurements taken from operational systems.

Figures 4.6 and 4.7 show a qualitative comparison of the Wiener filter
generated range-Doppler map and the FBLMS range-Doppler map con-
centrating on the area around zero Doppler. Here, the width and depth
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Figure 4.6 The Wiener filter range-Doppler map around zero-Doppler.
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Figure 4.7 The FBLMS filter range-Doppler map around zero-Doppler.
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of the nulls formed and their behavior around zero-Doppler have a sig-
pificant factor in determining overall detection performance of passive
radar systems. They also serve to highlight the difficulty in reducing the
suppression of the direct signal to a simple metric or set of metrics. The
wiener filter shows a well-controlled suppression of zero Doppler to a
Jevel of =110 dB. The background noise floor has a residual value of ap-
proXimately -85 dB. The behavior of the FBLMS filter is quite different.
The filter exhibits a much broader notch in Doppler frequency. This has
the consequence that the high zero Doppler suppression is spread signifi-
cantly to positive and negative Doppler values, possibly resulting in the
Joss of target detections where radial velocities are low. The FBLMS fil-
ter, however, suppresses the background noise below that of the Wiener
flter, down to an average level of around —90 dB. This means that there
is a better detection performance for target with higher radial velocities.
Clearly the effects of different direct signal interference filter schemes are
complex and there are trade-offs between the different techniques that
have to be carefully considered as part of passive radar design. Table 4.1
[7] provides a quantitative comparison of the main different DST suppres-
sion filters in terms of the four metrics.

One further aspect of direct signal interference filtering that needs to
be factored into the choice of scheme is the computational requirements.
Although the use of high-speed FPGA processors enables more sophisti-
cated approaches to be used, efficiency and cost will remain design con-
siderations. Digital filtering for improved direct signal interference sup-
pression remains an important area of passive radar development and one
that could easily differentiate seemingly similar systems.

Table 4.1
Quantitative Comparison of Direct Signal
Interference Suppression

Maximum Direct Noise Target

Suppression Signal Interfer- Floor Strength SINR
Scheme ence Level (dB) (dB) (dB) (dB)
No Suppression 0.0 613 NA NA
FBLMS —49.9 -892  -52.3 36.9
Wiener —82.6 —~86.2 ~52.5 33.7
CLEAN -18.2 -705 513 19.2
NLMS -514 -89.6  —52.9 36.7
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4.4 Summary

In this chapter, it has been seen how passive radar systems must be able
to detect the presence of a target many orders of magnitude weaker thap
the direct signal interference. Due to the continuous nature of most pas.
sive radar signals, this source of self-inflicted interference, rather thap
thermal noise, is likely to determine the sensitivity of the system. Sup.
pression of direct signal interference and clutter prior to range-Doppler
processing is crucial for maximizing the effective dynamic range, thus
increasing detection range and improving overall system performance, A

number of techniques for suppressing the level of directly received signal '

in the surveillance channel are in existence. In particular, a small number
of adaptive filtering techniques have been reported that mitigate the ef-
fects of direct signal interference, with varying levels of success. The fast
block least mean squares (LMS) filter has been reported as significantly
advantageous in terms of suppression performance and has low computa-
tional requirements [7]. Practical metrics, such as amount of suppression,
run time, and ease of implementation, also serve to help with selection of

direct signal interference mitigation algorithms for experimental systems, .
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5.1 Introduction

For any radar system, it is important to be able
to accurately predict various aspects of system
performance and naturally the same is true for
passive radar. In this chapter, a simple meth-
od for performance prediction via a sensitiv-
ity analysis is presented. Examples are given
to illustrate the range of possible performance
using analog very high frequency (VHF) trans-
missions, but the methods apply equally well
to other forms of illuminators. Other aspects
relating to performance prediction are also
introduced such as parameter estimation for
tracking. However, a detailed review of track-
ing prediction is beyond the scope of this text.
Lastly, published research prediction research
where direct comparisons between predicted
and measured performance have been made
is also briefly examined.
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5.2 Detection Performance Prediction Parameters

We begin by recalling that the starting point for a sensitivity analysis of
the performance of a passive radar system is the bistatic form of the raday
equation as presented in Chapter 4. We repeat the equation here before
analyzing the various parameters and their effects of computing perfor-
mance in a little more detail.

P PG, 1 GA 1
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P, 4nR> " 4mR: 4w kT,BFL

n

(5.1)

where P, is the received signal power, P, is the receiver noise power, P,
is the transmit power, G, is the transmit antenna gain, Ry is the transmit-
ter-to-target range, o, is the target bistatic radar cross-section, RR is the
target-to-receiver range, G, is the receive antenna gain, 4 is the signal
wavelength, k is Boltzmann's constant, T is the noise reference tempera-
ture, 290K, B is the receiver effective bandwidth, F is the receiver effec-
tive noise figure, and L are the system losses.

In using this equation to predict the performance of a passive radar
system, it is important to understand that each of these parameters should
be considered specifically for passive radar design and to undeystand how
appropriate values should be determined when predicting performance,
Thus, we examine each of these in turn, considering the range of values
that they may take.

5.2.1 Transmit Power

The transmit power P, can be substantial for many transmission sources

that passive radar is able to exploit. For example, broadcast and commu-

nications receivers often have inefficient antennas and poor noise figures
and the transmission paths are often far from line-of-sight; thus the trans-
mit powers have to be significantly higher to overcome the inefficiencies
and losses. Table 3.1 in Chapter 3 gives an overview of some of the com-
mon waveforms that can be exploited in passive radar designs. In the
United Kingdom, the highest power frequency modulation (FM) radio
transmissions are 250 kW (EIRP) per channel, with many more of lower
power [1]. The highest-power analog TV transmissions are 1 MW (EIRP)
per channel [1]. These are omnidirectional in azimuth and are sited on
tall masts on high locations to give good coverage. The vertical-plane ra-
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Jiation patterns are tailored to avoid wasting too much power above the
horizontal.

GSM cell phone transmissions in the United Kingdom are in the 900-
MHzand 1.8- GHz bands. The modulation format is such that the downlink
and uplink bands are each of 25-MHz bandwidth, split into 125 frequency
division multiple access (FDMA) channels each of 200-kHz bandwidth,
and a given base station will only use a small number of these channels.
pach channel carries 8 signals via time division multiple access (TDMA),
using Gaussian minimum shift keying (GMSK) modulation. Third gen-
eration (3G) transmissions are in the 2-GHz band, using code division
multiple access (CDMA) modulation over 5-MHz bandwidth. The radia-
tion patterns of cell phone base station antennas are typically arranged
in 120° azimuth sectors, and shaped in the vertical plane again to avoid
wasting power. The pattern of frequency reuse means that there will be
cells using the same frequencies within very short ranges. Licensed trans-
mit powers are typically in the region of 26 dBWi (26 dB with respect to
IW being transmitted isotropically), although in some cases the actual
transmit powers are lower. The Ofcom sitefinder Web site [2] gives details
of the location and operating parameters of each base station throughout
the United Kingdom and is a useful resource.

In any of the cases that could be considered, it is necessary to have
knowledge of the power in the portion of the signal spectrum used for
passive radar purposes, which may not be the same as the power of the
total signal spectrum. For example, the ambiguity properties of the full
signal may not as favorable as those of a portion of the signal. Indeed, this
is the case for, say, an analog television transmission, as seen in Chapter
3. The full signal has pronounced ambiguities associated with the 64-us
line repetition rate, but better ambiguity performance may be realized
by taking just a portion of the signal spectrum at the expense of reduced
signal power.

5.2,2 Target Bistatic Radar Cross-Section

In passive radar, target detection and location are a function of the spa-
tially dependent bistatic radar cross-section, target orientation, target dy-
namics and the radar design parameters. Targets can be detected in range,
Doppler and angle using conventional processing approaches. The target
bistatic radar cross section o, will not in general be the same as the mono-
static cross-section, although for nonstealthy targets the range of values
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may be comparable [3, 4]. However, rather little has appeared in the Jit.
erature on the bistatic radar cross section of targets, and this remains ay
area for future research. In addition, there have only been few reportg
of bistatic clutter measurements (e.g., [5-7]) and a much more complete
treatment is required to enable more realistic calculations of passive radar
performance.

Overall, the representation of bistatic radar cross-section for a given
target, is not straightforward. Until there are more widely published re.
sults, the easiest way to make a choice is to use the bistatic equivalence
theorem [8] so that the monostatic equivalent can be used and selected
where more widely published data sets are likely to provide an answer,

As the bistatic angle is increased to 180° the region known as for-
ward scatter is encountered. In this region target cross-sections can be
considerably enhanced. As seen in Chapter 4, low frequencies are more
favorable for the exploitation of forward scatter, so that target detection
may be achieved over an adequately wide angular range. This implies
that VHF and ultrahigh frequency (UHF) that are often used for pas-
sive radar systems are well suited to exploit the forward scatter effect,
However, the high transmitter powers mean that the direct signal can

swamp the forward scatter component. In addition, the requirement fora .
baseline crossing is not always met with transmitters that are located on .

the ground and targets that located in the air. Together these two factors
limit the conditions over which forward scatter can be usefully exploited.
Kabakchiev et al. [9] demonstrated forward scatter for maritime target
detection but used a dedicated transmitter. Forward scatter does not en-
able range to be measured directly; however, target location can be esti-
mated using a combination of Doppler and bearing as explained in [10].

Another mechanism for enhancement of bistatic radar cross-section
of aircraft targets is specular reflection from the underside of the aircraft.
This, however, would depend on the specular condition being met and
would therefore be ephemeral in nature. This may improve height sensi-

tivity given that most transmitters direct their signals towards the Barth'’s’

surface.

5.2.3 Receiver Noise Figure

The noise figures of receivers at VHF and UHF will be of the order of a few
decibels at most, so the noise level will be dominated by external noise,

most likely in the form of the direct signal, multipath, and other cochan-
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pel signals. Unless steps are taken to suppress these signals, the sensitivity
and dynamic range of the system will be severely limited.

A simple expression for the amount of direct signal suppression re-
quired can be formulated by calculating the ratio of the indirect received
signal to the direct signal. Setting this ratio to place the direct signal break-
through at the same level as receiver noise means that the system can be
said to have noise limited, rather the direct signal limited, detection range
as is the case for most radar designs. The simple assumption is made that a
target can be seen above this level of direct signal breakthrough and hence
that it approximates to the highest level of interference that is tolerable
for single pulse-like detection as is usual for monostatic radar. However,
the benefit from integration may be limited as the direct leakage will also
integrate up and as a consequence may lead to a more stringent require-
ment needing to be set in practice.

Thus, to achieve adequate suppression and hence maintenance of full
system dynamic range, the direct signal must be canceled by an amount
given by the magnitude of the ratio of the indirect and directly received
signals, for example,

P Rio, P

A ¥
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where P, is the target echo signal, P, is the direct signal, and R, is the
transmitter-to-receiver range (bistatic baseline). This expression is only
approximate and strictly speaking the direct signal should be below that
of the noise floor after integration, if integration is employed.

In addition, the direct signal can enter the receiving antenna, at very
strong levels, through indirect paths. This is due to local reflections from
objects such as nearby buildings. One way to deal with this is to use an
array-based antenna that forms nulls at all such angles from which these
copies of the direct signal arrive.

Consider taking the numerical example of using the real television
transmitter, located at Crystal Palace in the south of London, a receiver
located at University College London, and assuming a 10 m? radar cross-
section target and requiring a maximum detection range of 100 km. This
equates to a requirement for suppression of direct signal leakage of some
120 dB. It should be noted that as the detection range is reduced from
the maximum the amount of direct signal breakthrough compared to the
indirect signal will fall. In addition, the leakage signal will be time-varying
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and subjected to multiple scattering paths. This behavior requires a thgy.
ough and detailed understanding to optimize the performance of a given
design.

As seen in Chapter 4, there are several techniques that may be useq
to suppress this leakage. The combination of high-gain antennas apq
adaptive beamforming also enables multiple simultaneous transmissiong
to be exploited.

5.2.4 Integration Gain

In a passive radar system, the direct signal is used as a reference agains;

which the indirect or reflected signal can be correlated to provide process.
ing gain for improved sensitivity. Both signal duration and bandwidth
contribute to the processing gain in a way that is equivalent to a matched
filtering process. The effective receiver bandwidth B (usually the transmis-
sion bandwidth) is matched to that of the directly received signal. Thus,

this bandwidth combined with a coherent integration time, Tmax, sets -
the total passive radar matched filter gain at BTmax. A typical bandwidth

for a DVB-T signal of 7 MHz coupled with a 1-second coherent integration

time leads to an impressive processing gain of 68 dB. Alternatively, a VHF .

frequency modulation (FM) radio waveform of bandwidth 50 kHz, with

an integration time of 1 second, will have a still very large processing gain
of 47 dB. Indeed, it is processing gains of this magnitude that enable such ;

passive radar systems to have substantial detection ranges of over 400 km
(target to receiver range) when using powerful VHF transmitters.

However, this processing gain is limited, through restrictions on the

coherent integration time through two main effects, range and velocity

cell migration. Both forms of migration are a maximum when a target ;
moves radially towards the transmitter or receiver. Bistatic acceleration
can also cause velocity and range migration. An approximate rule of.

thumb for the maximum value of the coherent processing gain is

172 :
y)

Thax :(A—J (5.3
R

where Ay is the radial component of target acceleration. This expression

is derived from the Newtonian equation of motion s = ut + % at?. The %
af? term represents the distance traveled due to an acceleration A over a
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fime f, and setting this to be equal to A/2, corresponding to a change in

nase of 360°, gives (5.3). Some authors have used a version of this equa-
tion with a factor Y2 in the denominator, reducing the coherent integra-
gon time by approximately 40% [11] but ensuring a high degree of gain.
gither approximation is valid and reflects uncertainty in what may occur
in practice. With either assumption, the maximum processing gain may
pe written as

G, =Tyux B (5.4)

The maximum processing gain also depends on the time for which the
target echoes remain coherent. The complex nature of most man-made
targets, such as aircraft, means that over time, as they present orientation
changes, the scattering received at the radar becomes increasingly inco-
herent. Typical processing times for FM and DVB-T passive radar systems
Jie in the region of 0.1 to 1 second as a compromise between range and
yelocity cell migrations and target coherence.

5.2.5 System Losses

Passive radar losses are no different from any other radar and result from
system induced losses or due to a variety of propagation effects. One
difference in which passive radar losses have to be treated with care is
caused by the particular illumination patterns of transmission sources.
For example, FM or DVB-T illuminators are designed to cover a region
on the ground and as a direct consequence minimize radiation in the
vertical plane. However, antenna designs, in combination with the rela-
tively long wavelengths used, means that there is substantial radiation
emitted above the ground. It is this that is used for aircraft detection, but
at the same time it means that power densities cannot be considered to
be omnidirectional and overall detection ranges will be less than if an
omnidirectional assumption is made. In many cases, beam patterns are
available from national agencies and can be used to gain a better estimate
of radar range. This is also true of other illuminators, and Gao et al. [12]
allowed for the antenna gain patterns of WiMAX illuminators and their
receiver in range computations. The waveform emitted by an illuminator

. of interest may also be suboptimal for use in passive radar and as a result

signal processing losses can occur. This has to be taken into account on a
case by case basis for different illumination types. Propagation losses also
have to be considered a little differently for passive radar as the siting of
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the illuminator (and to a lesser extent the receiver) is outside the congyg
of the radar designer. This has a very significant bearing on coverage as,
illuminators are often ground-based and sited to maximize reception i -
areas of highest population density. This may not coincide with areas o
greatest importance for, say, an FM or DVB-T passive radar being used fo;
air traffic management applications. Propagation models exist for Many
illuminators of opportunity and are also available from national ager.
cies. However, they can be subject to significant variation. For example,
in [13], Barrot compared two models, the Advanced Refractive Bffec
Prediction System model (AREPS) and the Irregular Terrain Model (ITv),
The AREPS and ITM are categorized as point-to-point and point-to-ares
models. Although they have been developed for similar purposes, thei;
computational approaches are quite different. Further, the results pre.
sented show substantial difference in the propagation predictions ang-
hence show significant difference in radar coverage and detection ranges,
As a consequence, it has been concluded that great care should be exer. .
cised in using such models to ensure that they really are adding credible’
realism to radar performance prediction.

5.3 Detection Pexformance Prediction

All of the foregoing has shown that some care must be taken when select-
ing values for the parameters to be used in the bistatic form of the rada
equation to predict the performance of passive radar designs. In this se
tion we present performance predictions for three “straw-man” system
attempting to show the likely achievable performance and to identify.
critical factors. The systems considered are FM radio, cell phone base sta-;
tions, and digital radio. In each case an omnidirectional receive antenna,
a noise figure of 5 dB, losses of 5 dB, and full suppression of direct signal |
leakage are assumed.

FM radio transmissions have the inherent attractive properties
very broad coverage and relatively high transmitter powers. For the ¢
ample considered here, the BBC transmitter at Wrotham in the south-
east of England is taken together with a receiver sited at the Engineerin
building of UCL in central London. The transmitted power is 250 kW an
broadcasts are made in the frequency range of 89.1 to 93.5 MHz. Figur
5.1 shows a plot of the detection range assuming a target with a radar;
cross-section of 100 m?, an integration time of 1 second and a modulatio
bandwidth of 55 kHz. The commencement of the white region represents.
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Oval of Cassini W.P1 UCL in FM Pt=250KW
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Figure 5.1 Detection range for a transmitter at Wrotham in southeast England and a
redeiver at UCL.

a contour with a signal to noise ratio of 15 dB (and this is used for all
subsequent figures of this type).

Note that the modulation bandwidth is considerably less than that
specified for the transmissions. Recalling from Chapter 3 that the modu-
lation bandwidth is a function of media content and is therefore also a
function of time, 55 kHz represents a typical overall value for the band-
width of the transmitted signal to be exploited. A signal-to-noise ratio of
15 dB or greater is maintained out to a range of nearly 300 km. However,
this is a free-space calculation and no effects of terrain and propagation
have been included. Thus, it is likely to represent a best case and actual
performance would be expected to be to a reduced detection range. It
should also be noted, for the case being considered, that as the maximum
detection range is approached, the bistatic system starts to approximate to
that of a monostatic system. The Ovals of Cassini approximate to circles
and the hyperbolae representing contours of contours of constant Dop-
pler (isodops) approximate radial lines as for monostatic radar. If such

- an approximation can be legitimately made, it will simplify much of the

resulting processing and make bistatic passive radar easier to design and
assess. For example, under these conditions it is probably legitimate to use
monostatic values for target and clutter signatures. It should be further
noted that the power emitted by transmitters across the United Kingdom
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varies from as little as 4W to a maximum of 250 kW and this variation hgg
to be carefully factored in to performance predictions.

Figure 5.2 shows how the detection range alters when a second, di.
ferent, transmitter is exploited. Here the transmitter located at Crystg]
Palace in south London is used, which has a reduced transmit power of
4 kW. As might be expected, the detection range significantly reduced a5
there is approximately 18 dB less transmitted power. The signal to noise
ratio of 15 dB occurs for a detection range of just over 100 km. Figure
5.3 illustrates how the coverage changes when the two transmitters aye
exploited together using noncoherent integration. Now the combined de-
tection range is extended to over 300 km.

An alternative approach is to process the detections from each trans-
mitter independently and then combine them, as this is simpler. It might
be thought, at first sight, that coherent combination would yield the
highest integration efficiencies. However, full coherent combination is
not usually possible as the transmissions will probably be at differing fre-
quencies and not phase coherent with each other. Overall the high trans-
mit powers and good coverage make FM radio transmissions particularly
well suited to air target detection for both civil and military applications,
Equally, they could be used for marine navigation in coastal waters al-
though clutter may be a more significant factor.

In a second case, a cell phone base station transmitter is used and the
parameters are listed in Table 5.1.

Oval of Cassini Cr.P1UCL in FM Pt=4KW
x10°

1.8

Range (m)
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-1.5
15 -1 08 o0 08 1 1B
Range (m) x10°

Figure 5.2 Detection range with transmitter at Crystal Palace and the receiver at UCL.
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Oval of Cassini for SNR FM Cristal (Pt=4 kW)-UCL-Wrotham (Pt=250 kW)
x10°
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Figure 5.3 Detection range for transmitters at Wrotham and Crystal Palace and a
receiver at UCL.

Table 5.1
Example Attributes of a Cell Phone Base
Station Located to the Northern End of
Gower Street in London, United Kingdom

Name of Operator | T-MOBILE
Operator Site Reference | 98463
Height of Antenna | 35.8m
Frequency Range | 1800 MHz
Transmitter Power | 26 dBW
Maximum licensed | 32 dBW
power
Type of Transmission | GSM

This particular transmitter has an operating frequency of 1,800 MHz
and is located towards the northern end of Gower Street approximately
200m from the engineering building of UCL where the receiver is again
placed. The other parameters are maintained constant as with the first
case. A plot of the detection range is shown in Figure 5.4, which suggests
a maximum range of around 12 km.

As might be expected, with a much reduced transmitter power, the
predicted detection range is much less than for the previous example. It
would seem therefore that such transmitters have much more limited
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Oval of Cassini Green pl UCL in GSM
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Figure 5.4 Detection range for a cell phone base station located at the northern end o .
Gower Street in London and the receiver at UCL.

applications. However, as there is such an extensive and diverse networ
of base station transmitters targets could be tracked though such a ne
work and hence the coverage may be extended greatly. This characterist
could greatly extend the range of applications to include examples suc
as counting of vehicles for traffic flow management, remote monitorin:
of movement around buildings as a security device and possibly acting a
a cue for a camera system.

The third example uses a digital audio broadcast (DAB) transmissio
from Crystal Palace. This has a transmit power of 10 kW, Figure 5.5 show:
the resulting detection range. As might be expected for a higher-powe
transmitter, the coverage is extended to a range of around 90 km. How:
ever, it should be noted that despite the transmit power being higher tha
for the FM transmission at Crystal Palace, the maximum detection rang
is shorter. This is due to the higher frequency offsetting the lower trans
mit power. Again, it should be noted that output powers of transmission
of this kind vary between 500W and 10 kW. Additionally, coverage fro
a single transmitter site is not currently as universal as is the case for F
transmissions, although new transmitters are constantly being added.
can also be seen that the ways in which multiple transmitters and fre
quencies can be combined will have a performance very much dictated b
the particular parameters of the transmitters selected.
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Figure 5.5 Detection range for a DAB transmitter at Crxystal Palace and a receiver at
UCL.

As already noted, one of the strengths of passive radar design is that
several different types of emission of opportunity could be exploited at

. a single receiver site. This has the advantage of providing frequency di-

versity and spatial diversity and as such makes passive radar somewhat
equivalent to a multisite or netted radar system (i.e., multiple transmitter
locations and a single receiver).

Overall, it is possible to predict the performance of a passive radar
design with a moderately high degree of accuracy and confidence pro-
vided due care has been exercised in selecting the parameters used in the
computation. Nonetheless, the results of such predictions should be taken
as indicative of expected performance and such computations allow the
effects of major design choices such as the effects of different receiver site
locations to be assessed. In the next section, some examples are examined
where a comparison has been made between predicted and experimen-
tally measured performance.

5.4 Comparing Predicted and Experimental Detection
Performance

Perhaps the most comprehensive investigation of detection performance
in which model predictions are compared with experimentally evaluated
performance has been carried out by Malanowski et al. [14]. In this paper,
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they used the radar equation as constructed for passive radar and cop.
sider the specific case of using an FM transmitter of the type used in theiy
experiments. They also take the illumination coverage into account ang
compute dynamic range as well as detection range. The maximum free.
space detection range is calculated to be 440 km and a discussion of gy,
various effects considered in the previous section follow. The experimengg
use the PaRaDe FM-based passive radar (see Chapter 7) and a bistate
range of 700 km was achieved resulting in a target to receiver range of
approximately 350 km. It is suggested that the difference between the
free space computed detection range and the measured detection range
is due to a number of factors. These include interference in the FM bang,
uncertainty in the true target radar cross-section, propagation, and muy].
tipath losses. However, the receiver range of 350 km for an FM-base(
passive radar using a single transmitter as an illuminator of opportunity i
astonishingly good and provides a solid indicator of the potential for pas-
sive radar in air traffic and air defense applications.

5.5 Target Location

The prediction of passive radar tracking performance has received less
attention than its detection counterpart but is nevertheless of central im-
portance in many applications. Traditional monostatic radars will use a
combination of range, angle (elevation and azimuth) and velocity resolu:
tion to provide a good indication of target location and velocity followed
by improved location estimation using techniques such as early-late gate
and monopulse. These estimates contain measurement noise, which is
smoothed using, say, a Kalman filter with appropriately adjusted param-
eters, FM-based passive radar has some additional characteristics that af:
fect tracking performance. FM-based passive radar has relatively poor an-
gular and range resolutions but very good Doppler resolution (due to the
long coherent integration times). If targets can be resolved such that only
one occurs in each of these four-dimensional (4-D) resolution cells, ther
they will be unambiguous and a more refined location estimation can
take place. Malanowski and Kulpa [15] compared a number of estimation
techniques where only a single target is considered and present tracking
accuracy results, They show how tracking accuracies are dependent on
target integration time, which, in turn, determines measurement noise
through its effect on the signal-to-noise ratio.
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5.6 Advanced Passive Radar Performance Prediction

one of the inherent features of many of the possible passive radar illu-
minators is that there are often multiple transmitters available and each
may have multiple frequencies of transmission. In [16-18], performances
for experimental systems that exploit multiple frequencies are reported
and in [19] the performance under MIMO operation is computed, all us-
ing an FM-based passive radar configuration. In particular, Han and Inggs
[19] showed, using a Neyman-Pearson hypothesis, that a closed form ex-
pression for the probability of detection can be derived. They use this to
demonstrate that the detection performance improves as a function of the
pumber of transmitters and receivers in a multiple input, multiple output
(MIMO) passive radar. The computation is somewhat idealized, but nev-
ertheless together with the experimental results reported in [16-18] indi-
cates that there is considerable further scope for enhancing performance
in passive radar and overcoming some of the losses and drawbacks that
result from using illuminators designed for other purposes.

Lastly, it was noted that in [20] Tan et al. reported an analysis of
target detection performance for an airborne passive radar concept. They
highlighted that performance is highly dependent on geometry, which is
continuously changing for an airborne receiver. They also showed that
the bistatic ground clutter power is considerably reduced (as the ground

- s further away) and hence suppression of the directly received signal is

critical if such a system is to have operationally useful detection ranges.
It should be noted that in [21] Brown reported on experimental FM air-

borne passive radar results and highlighted the importance of the direct

signal term while demonstrating that airborne operation is a reality.

5.7 Summary

In this chapter, we have recast the bistatic radar equation into a form that
readily reflects the design features of a passive radar system. This high-
lights the importance of the bistatic geometry and the key dependence on
the nature of the illuminating waveform. The form and nature of bistatic
reflections are not well known and require extensive further research. A
rule-of-thumb expression has been presented that indicates the high lev-
els of direct signal suppression that are required to ensure that maximum
detection ranges can be achieved.
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Prediction of detection range and coverage for a variety of illumip,
tors of opportunity shows that receiver detection ranges of up to 350
km are possible. This is, again, highly dependent on the properties of

illuminator. However, it is expected that full-scale systems will haye a

performance near to the levels predicted here. Thus, passive radar may be
invoked to support quite a wide range of applications provided they ays
consistent with the limitations imposed by the availability of illuminatoys
Indeed, the plethora of radio frequency radiation sources will undouty
edly increase still further and the case for passive radar becomes eye
more compelling. Furthermore, sophisticated processing techniques sych
as SAR, ISAR, interferometry, and others can all be exploited, and exam
ples of these are described in Chapter 7. This allows ambiguity functioy
properties to be evaluated and examined. In this way, further realism cay
be applied to predictions of actual radar performance and consequently
sound foundation for a much more comprehensive approach to passiy
radar system design can be established.
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Detection and Tracking

6.1 Introduction

Many radar applications require targets to be
both detected and tracked. Detection consti-
tutes the first stage and its objective is to sim-
ply declare the presence (or absence) of a tar-
get. The next stage is to estimate the locations
of detected targets. These locations are then
filtered to give an improved and smoothed es-
timate of target locations and to do this on a
continuous basis so that target trajectory histo-
ries can be obtained. In other words, detection
of targets is not the whole story. In practice the
required output from the radar will be tracks
of individual targets, showing their evolution
and direction. Conventionally this is achieved
either using radars dedicated to tracking indi-
vidual targets, or by track-while-scan process-
ing of detection of multiple targets by a radar
which scans in azimuth. The task is then to
associate the detections with individual targets
and to determine their evolution as a function
of time. The situation with passive bistatic
radar is a little different, in that the transmit
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sources are in general omnidirectional. In addition, for the more cop,. ;
monly used very high frequency (VHF) and ultrahigh frequency (Uny ;
transmissions, the receive antenna beams are typically quite broad, of tj,
order of 90°. This means that the location of targets can be very impre
cise and in the absence of angular information can be ambiguous. Al
range resolution is comparatively coarse, being of the order of kilometer,
for VHF and tens of meters for UHE. However, an advantage of the pas.
sive radar approach is that track updates can be generated at much moy
rapid time intervals than for conventional scanning radar. With scannin,
radar the updates are fixed by the beam revisit time. In passive radar th
target is continuously illuminated and echoes are continuously receiveq
This means that there is an almost unlimited choice of update times. Th
purpose of this chapter is to show how detections in a passive radar ma
be processed to provide usable target tracks.

=

6.2 CFAR Detection

Detection approaches in passive radar are able to use conventional ap
proaches and hence we will concentrate more attention on the trackin,
stage of processing. Nevertheless, to set the scene, a brief review is pro
vided below of one of the more common processing techniques used t
detect targets as applied to passive radar. For the interested reader, th
introductory textbook, Principles of Modern Radar, provides an excellen
overview of CFAR detection [1].

The first stage in the processing is detection the presence or absenc
of a target. One commonly used approach to target detection is to appl
a constant false alarm rate (CFAR) detector, setting an adaptive detec
tion threshold based on the surrounding noise and clutter. Howland, i
describing a passive radar system based on an FM radio transmitter [2]
reports that a conventional cell-averaging CFAR with guard cells eithe
side of the test cell is suitable, with a CFAR window of 10 cells in tota
Given the coarse range resolution of the FM radio-based passive radar (
= 50 kHz gives ¢/2 B =3 km), this is quite appropriate.

Figure 6.1 shows the raw (left) and CFAR-detected (right) range
Doppler plots for a PBR system based on a single FM radio transmitter an
a single receiver, detecting aircraft targets in the vicinity of Pretoria, Sout
Africa. In this way, targets are allocated particular combinations of rang
and Doppler and these values can be compared with those of the range 0
possible target locations and many, if not all, of the incorrect values can b

Constant False Alarm Rate Filter: 2013-05-09713.16.37,360922.acs

g.2 CFAR Detection

140 000 - 10000
Blstatic Range fm]

et
120000

106800

-390

2004

100+

{s/w] v3my) oBLRY d\WISIS

Lavel [d8
1;5[ )]

8 & g ¥

" T goe 160000
Bistatic Range {m]

220:000

> g 3
{5/w] eyay vbuay 23RI8(E

189,000

P —

131

Figure 6.1 Raw (left) and CFAR-detected (right) range-Doppler plots. (Courtesy of Dr. Craig Tong, UCT.)
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eliminated. The overall performance is ultimately a function of the trang.
mitter and receiver parameters together with the numbers of targets i,
the surveillance volumes and their actual locations relative to one anot}.
er. Once targets have been detected and allocated to range, Doppler, ang
azimuth cells, estimates of their locations can be made that are then fed ¢,
track filter to obtain a smoothed, improved estimate of location. This is 4
continuous process that builds up over time to reveal the target track hjs.
tory. In the next section, location estimation techniques are introduced,

6.3 Target Location Estimation

6.3.1 Iso-Range Ellipses

The target echo information available at the passive radar receiver for each -
target may be bistatic range sum (Ry+ Rg), direction of arrival (DOA), and E
Doppler shift. The bistatic range sum information typically comes from a
measurement of the delay (R, + Ry — L)/c between reception of the direct -
signal from the transmitter and of the target echo, usually by means of :
a cross-correlation process between the echo and a clean version of the
direct signal. Thus, if L is known, (R; + Rg) is obtained directly. These
three measurements may be used individually or in combination. For a
particular bistatic transmit/receive pair, the bistatic range sum defines an
iso-range ellipse on which the target must lie, with the transmitter and
receiver as the two focal points (Figure 6.2). If a measurement of DOA of
the echo at the receiver is available, then this unambiguously defines the
target location on the ellipse.

Transmitter Receiver

Tigure 6.2 Iso-range ellipse defined by Ry + Rg = constant.

" g3 Target Location Estimation
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Otherwise, if bistatic range information from more than one trans-
mit/receive pair is available, the target location can be determined from
the points at which the iso-range ellipses intersect (Figure 6.3).

However, this information is almost always ambiguous because there
are several such intersection points, so some means of identifying the
correct one and rejecting the others is required. This might take the form
of multilateration from further iso-range ellipses (Figure 6.4) or use of
poppler information.

These ambiguous target positions have been called Caspers’ Ghosts,
after Jim Caspers, who was the author of the chapter on bistatic radar
in Skolnik’s first Radar Handbook [3]. In the general case, for N transmit-
receive pairs and » targets, the number of potential ghosts is:

(22> =n)(N* - V)

Perhaps inevitably, the process of identifying and excising ghosts has
become known as ghostbusting.

Possible target
locations —but which
is the correct one ?

Figure 6.3 Iso-range ellipses corresponding to the bistatic range sums from a single
target, for a single receiver and two transmitters. A similar situation would occur for one
transmitter and two receivers. The ellipses intersect at four locations of which only one
corresponds to the true target location. The others are ghosts.
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Transmitter 2

True target

location \ \ __Ghost

X

Receiver

Figure 6.4 Iso-range ellipses corresponding to the bistatic range sums from a single
target for a single receiver and three transmitters. The three ellipses intersect at one
point, which is the true target location, but in this case there are three other ghost loca-
tions where two ellipses intersect.

Figure 6.5 Ambiguity resolution by Doppler. Two iso-range ellipses corresponding

to a commercial aircraft target and two FM radio transmitters are labeled A and B.The
ellipses intersect at two points X and Y. The Doppler vectors at X agree, while those at

¥ do not, showing that X is the correct target location andY is a ghost. The black arrow
shows the target location and vector obtained from ADS/Mode-S information, providing
independent confirmation. (Courtesy of Dr. James Brown [4].)

The use of Doppler information to resolve ghosts is illustrated in Fig
ure 6.5, which is taken from the airborne passive radar system describe
in Section 7.5 in Chapter 7. Here the receiver is carried by an aircraft,:
flying over southeast England. Iso-range ellipses corresponding to a par-:
ticular target and two frequency modulation (FM) radio transmitters at.
Wrotham and Guildford are labeled A and B. Also shown are Doppler:
vectors corresponding to the measured Doppler shift, taking into accoun
the known speed and direction of the aircraft carrying the receiver.

(RRl ~RR2)

c

(6.2)

The contours of constant TDOA are hyperboloids. By combining mea-
surements from several pairs of receivers, the target location can be de-
termined as the point where the hyperboloids intersect. In the general
three-dimensional case, a minimum of three receiver pairs is necessary.

Malanowski and Kulpa [5] point out that solution of the problem can
be challenging because of the nonlinear relation between the target loca-
tion and the measured parameters. They derive and analyze two closed-
form solutions, which they denote spherical interpolation (SI) and spheri-
cal intersection (SX), and evaluate them both by means of simulations

6.3.2 Time Difference of Arrival (TDOR)

Another way of approaching target localization is in terms of the time
difference of arrival (TDOA) of echoes at pairs of receivers. This is simila
in form to a number of problems in radiolocation and navigation. Figur
6.6 shows a situation with a single transmitter and two receivers (by recl-
procity, transmitters and receivers are interchangeable). The TDOA of the:
echoes at the two receivers is just: ’
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LYY

S Ry
R
“, Receiver 2
Receiver 1

Transmitter

Figure 6.6 The TDOA of the echoes at the two receivers is (Rg) — Rpp)/c.

and with real measured data. As an example, Figure 6.7 shows the simu
lated and theoretical errors for a passive radar consisting of three trans
mitters (marked by triangles) and one receiver (marked by a circle), as
function of positional error in the x direction. The reader is referred to [5
for full details of the algorithms and results.

6.3.3 Range-Dopplex Plots

Separating targets by resolving their combined range and Doppler value
greatly helps to remove ambiguity. Passive radar systems typically utiliz
very long integration times of the order of 1 second. A 1-second integra
tion time is equivalent to a 1-Hz Doppler resolution. This represents :
very fine degree of resolution and it is Doppler that takes a key role ir
removing ambiguities and in providing at least one tracking parameter
target velocity, with high accuracy. Standard techniques such as velocit
gating, which employ high- and low-velocity filters, can be applied t

improve the estimate of target velocity still further, A common means of

presenting the information from the receiver is in the form of a range
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Standard deviation of the x-error, o, (m)

y-coordinate, y (km)

Simulated
~ — -Theoretical ||

80

-50}—
-50

x-coordinate, x (km)

- Figure 6.1 Simulated (solid line) and theoretical (dashed line) standard deviation of

position error in the x direction [8].

Doppler plot. The Doppler information is obtained by fast Fourier trans-
form (FPT) processing at each range resolution cell over a suitable inte-
gration interval, and plotted as a function of range and Doppler. Any re-
sidual direct signal and clutter after the suppression techniques described
in Chapter 4 show up at zero Doppler and close range, and targets will be
visible at the appropriate bistatic range and Doppler. An example of this
is shown in Figure 6.8.

6.4 Track Filtering

Having obtained estimates of the location of detected targets (measure-
ment estimates) the next stage is to use a tracking filter to refine those es-

~ timated and provide a continuous set of outputs from which target track

histories can be observed. Various approaches to tracking filters for pas-
sive radar have been described in the literature. All involve the same basic
Operations of track initiation, association, track confirmation, target state
estimation, and track deletion as in conventional radar tracking, and the
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Range-Doppler surface
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Figure 6.8 Two-dimensional bistatic range-Doppler display plots for the BBC 21.3
MHz Wrotham FM transmitter. (a—c) show three successive 1-second blocks of data [6].

reader is referred to the well-known books on standard and advanced

radar tracking techniques [7-10]. Indeed, taking into account the par-:

ticular characteristics of passive radar outlined above it is possible to adapt
conventional tracking approaches. Here, we use an example based upon
the published research of Howland [2], which employs, perhaps, the most
common form of track filter, the Kalman filter.

6.4 TrackFiltering 139

6.4.1 Kalman Filter

Howland’s approach [2] makes use of both range-Doppler and DOA in-
formation in a basic Kalman filter arrangement, based on that described
in Section 1.5 of [8]. Using the same description and notation as [2], the
measurement vector z(k) is made up of measurements of range R, Dop-
pler Fy and bearing @,

z(k)z(RkF/e(I)/e), (6.3)

and the state vector x(k) consists of range, range-rate, Doppler, Doppler-
rate, bearing, and bearing rate:

x ()= (r()3 (k) £ () £ (£) B ()b (8)) (6.4)

The state transition matrix is:

1 0 -A&r 0 00
0 0 -4 =4z 0 O
0 0 1 T 0 0
F(k)= 6.5
( ) 0 0 01 0 0 (6.5}
0 0 0 0 1 7
0 0 00 01
50
x(k+1]k) = F (k) x{k|k) (6.6)
where 7 is the update interval and 4 is the wavelength.
The state prediction covariance matrix is updated according to:
P(k+1|k)=F (k) P(k|)F (k) +Q(F) (6.7)

where the state transition matrix is defined in the standard way:
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(6.8)

OO = 8w O O
o = O o o O
— 88 O O o O

S O O O o o~
o O O o = =
O O = © O

In this implementation, the association gate is defined by:

[z—é(x+1[/e)],S(/e+1)"1 [2—2(x+1]k)] <y (6.9)

with the gate threshold y set to 11.4, which corresponds to a probability
of 0.99 with three degrees of freedom, and the gate size is increased by a
factor of 1.5 while maintaining preliminary tracks.

The processing flow of the tracker is described in [2] as:

» Update all confirmed tracks with the closest plot to ?,(/e + 1|/e) falling
within the association gate defined in (6.8). If no plots are present,
rate-aid the track.

D Using any remaining plots, update all preliminary tracks with the
closest plot to 2(/6 + 1|/e) falling within the association gate defined in
(6.8). If no plots are present, rate-aid the track.

D Using any remaining plots, initiate new tracks.

As with any Kalman filter, the Kalman gain controls the bias between

measurement and process noise and the choice depends on the accuracy -;

of measurements and the motion behaviors of the targets to be tracked.
The paper [2] described the use of this algorithm with a passive radar
system based on a single FM radio transmitter and a single receiver in the |

Netherlands, demonstrating reliable tracking in real time of commercial

aircraft targets over the North Sea out to ranges beyond 150 km.
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6.4.2 Probability Hypothesis Density Tracking

Another approach is that adopted by Tobias and Lanterman [12], tackling
the two problems of ghost excision and target state estimation using the
probability Hypothesis Density (PHD) approach, originally developed by
Mahler [12]. The PHD is defined as being any function that, when inte-
grated over any given area, specifies the expected number of targets pres-
ent in the area.

They use the particle filter implementation of the update equations,
in which the PHD is represented by a collection of particles and their cor-
responding weights. Using the same notation as [12], at time step k each
partide in the filter is a vector of the form

E =[x 5 % 5] (6.10)

and has a weight w, k, where (x; y;) specify the location of the particle
and (x;9;) specify its velocity components. As per the defining property
of the PHD,

N = E[no.of targets|=[Ny, ]|

nearest integer (6.11)

where

Nuw = 2w (6.12)

Specifically, the PHD is expected to: (1) automatically estimate the
number of targets, (2) resolve ghost targets, and (3) fuse sensor (i.e., bi-
static transmit-receive pair) data without the need for any explicit report-
to-track association [13].

Results were presented from a simulation using three bistatic trans-
mit-receive pairs measuring first range and then range/Doppler on two

- aircraft targets flying in the Washington, D.C., area. The transmitters were

three local VHF FM stations and the receiver was based on that used by
Lockheed Martin’s Silent Sentry, located 30-50 km from the transmitters.
The simulations assumed adequate target visibility, overlapping coverage,
and no multipath, and calculated signal-to-noise ratios (SNRs) ranged
from 12.2 dB to 32.5 dB.
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In its simplest form, the simulation began by independently and
randomly assigning the particles’ two-dimensional position and velocity
components to fall within the field of view for each transmit-receive pajy.
Particle weights were initially set to zero. These particles were then prop-
agated forward in one-second steps. Birth particles with random positiong
and velocities were added at each time step to model new targets. One
new target and hence one birth particle was assumed to appear at each
step. The PHD then assigned (and updated) particle weights w;,,; at each
time step by incorporating range/Doppler observations, calculated prob-
ability of detection, Poisson-distributed false alarms, and a single-target
likelihood function. Finally, the expected number of targets in the FQy
was calculated by means of (6.11). The locations of the N expected targets
were found by extracting the N highest peaks from the PHD representeq
by these weights.

The results of these preliminary simulations were described as en-
couraging. It was observed that in areas of low SNR the number of targets
was overestimated. Subsequently an improved method was developed
that removed the need to restrict particles to areas of high SNR, although
at the expense of greater computational load [12]. This also had the effect
of reducing the number of particles needed from a few thousand to a few
hundred.

6.4.3 Multireceiver Passive Tracking

A third approach [14] was described by Klein and Millet of Thales Air Sys-
tems in France and has been implemented on the Thales HA-100 Home-

land Alerter passive radar system. This uses both FM radio and DVB-Til- -
luminators, exploiting the relative advantages of both (these are discussed

in detail in Chapter 3).

Information from the different bistatic transmit-receive pairs may be
fused in a number of ways. Each one may form a track, and the tracks may

be fused, either by selecting a best track according to some criterion or by

combining the tracks, weighted according to some measure of the track
quality. Alternatively, a single track may be updated from the information
from each transmit-receive pair. This latter approach was adopted here ¥
because it was found that in practice it was not always possible to obtain

reliable tracks from each transmit-receive pair because of the variation of
quality due to bistatic geometry and (in the case of EM illumination) in-
stantaneous modulation. The tracker architecture is shown in Figure 6.9.
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The equations which relate the Cartesian position (in 3D) and veloc-
jty of the target to the bistatic range R and velocity v are highly nonlinear:

R=|x =gy ||+ e — x| = |25 — x| (6.13)

X=X X—x
v=R= L fx

v 6.14
FESNEN (614

where x and v are the Cartesian position and Cartesian velocity of the
target, and Xg, and xg, are the Cartesian positions of the transmitter and
recetver. The tracker itself is a nonlinear Kalman filter.

Experimental results are presented in terms of the proportion of time
tor which the targets are tracked, the average track length and ground
position accuracy, showing that by all three measures the fusion of data
gives improved performance. This also emphasizes the complementary
nature of the DVB-T and FM radio illuminators, showing that good per-
formance can be achieved by exploiting both together.

6.5 Summary

This chapter has reviewed a number of methods of deriving target tracks
from the raw detection information in a passive bistatic radar. That in-
formation for a given target may consist of TDOA, AOA, and/or echo
Doppler shift from one or more than one bistatic transmit-receive pair.
Two widely used ways of presenting that information are in terms of iso-
range ellipses or range-Doppler plots. The intersections of iso-range el-
lipses from more than one transmit-receive bistatic pair result in false
target ghosts, which need to be excised.

Conventional detection and target tracking algorithms are usable with
passive bistatic radar, but they need to take account of the differences
from conventional monostatic radar, which include the bistatic geometry,
the presence of false target ghosts, and (with some kinds of illuminator)
the coarse range resolution and the dependence of quality on the bistatic
geometry and on the waveform modulation. As has been seen, passive ra-
dar presents some new challenges for accurate tracking due to the coarse
angular resolutions (and range resolution in the case of VHF signals) but
also has some advantages, particularly in terms of higher update rates.
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Figure 6.9 Tracking architecture used in the Thales HA-100 system. The tracker uses
the plots from each bistatic transmit-receiver pair. (© 2012 IEEE. Reprinted with permis-
sion from [14].)

Three approaches to target tracking have been presented, one based
on the Kalman filter, one based on the PHD algorithm, which has the ad-
ditional advantage of excising false target ghosts, and one based on fusing
information from several FM radio and DVB-T bistatic transmit-receive
pairs.
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7.1 Introduction

The purpose of this chapter is to present and
discuss examples of real passive radar sys-
tems and results. These cover a wide range
of illuminator sources and applications from
satellite-borne transmissions, which allow
synthetic aperture imaging of the Earth’s sur-
face, to indoor WiFi access points, which allow
humans to be detected and tracked. The orga-
nization of the chapter essentially follows the
list of emitters covered in Chapter 3. Although
the number of pages available does not per-
mit detailed descriptions, references are pro-
vided to allow the reader to follow the original
publications.

1.2 Analog Television

Some of the first passive radar experiments,
in the early 1980s, used analog television
(TV) transmissions [1], principally because
the transmissions are high-power and of
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reasonably broad bandwidth (~6 MHz) and the ghosting effect due to
multipath that is sometimes seen with analog TV provides a simple ang
convincing demonstration that the technique is viable. However, it soon
became apparent, as discussed in Chapter 3, that the analog TV signal i
far from ideal as a radar waveform, both because of the ambiguities as.
sociated with the 64-ps line repetition rate and strong line sync pulse ang
because of the difficulty of suppressing the direct signal (see Chapter 4),
Better results were achieved by Howland in the mid-1990s [2]. For

the reasons given above, he did not attempt to measure target range in. -

formation directly, but instead used just the vision carrier part of the TV
signal (shown in Figure 3.2) and extracted echo Doppler shift, and mea-
sured angle of arrival (AOA) with an interferometer formed from two
Yagi antennas mounted side-by-side. This approach has been termed nar-
rowband PBR, and the tracking of targets in this way has some similarities
to passive underwater sonax, on which there is an extensive literature,
Despite the lower effective transmit power associated with using just a
part of the signal spectrum, the results were very positive. The process:
ing used an extended Kalman filter, and demonstrated tracking of civil
aircraft over a large part of the southeast of the United Kingdom (Figure
7.1).

7.3 FM Radio

VHE frequency modulation (FM) radio emissions have formed the basis
of many experiments in passive radar, since the sources are high-power
and readily available in virtually all countries worldwide. The waveform
properties have been discussed in Chapter 3. Here we describe some re-
sults from typical systems.

7.3.1 Silent Sentry

In the 1990s the Lockheed Martin company in the United States devel-
oped an experimental passive radar system making use of VHF FM radio
illuminators [3]. The processing exploited differential range, AOA, and
Doppler information and was able (in its third version) to demonstrate re-
liable real-time detection and tracking of multiple air targets in the Wash-
ington, D.C., area. Claimed accuracy in tracking air targets was 100-200m
(horizontal position), 1,000m (vertical position), and <2 m/s (horizontal
velocity). The system also demonstrated real-time detection and tracking
of rocket launches from Cape Canaveral in Florida.
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Figure 7.1 Narrowband PBR tracking of aircraft targets over southeast United Kingdom
using an analog television transmitter at Crystal Palace, south London, and a receiver at
Pershore. The passive radar tracks (dark gray) are compared with those from secondary
radar (light gray) [2].

Silent Sentry was the first attempt to produce a commercial product
based on passive radar, but it was ahead of its time, in that the killer ap-
plications for passive radar had not yet been clearly established, and the

performance, while certainly impressive, was not as good as conventional
radars.

1.3.2 The Manastash Ridge Radar

The Manastash Ridge Radar (MRR) was mentioned in Chapter 1. It was
conceived and built also in the late 1990s by John Sahr and Frank Lind at
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the University of Washington, Seattle, as a low-cost approach to the study
of plasma turbulence in the E-region of the ionosphere at northern lat;.
tudes [4, 5]. It used the signal from an EM radio transmitter at 96.5 Mgy
located in Seattle, Washington, and it solved the problem of direct signg]
suppression (Chapter 4) by siting the receiver remotely, the other side
of the Cascade Mountains at a range of 150 km from the transmitter, sq
the direct signal was negligible. Synchronization and data transfer were
achieved via the Internet. :

Figure 7.2 shows an example of a range-Doppler plot formed from 4 -

10-second average of received echoes out to a range of 1,200 km, with
Doppler-shifted regions of E-region turbulence at ranges of about 900 ang
1,050 km. The scatter at ranges near 70 km is associated with ground clut-
ter; the largest ground clutter signal corresponds to scatter from Mount
Rainier, a prominent volcano whose peak is nearly 3,000m above the
surrounding terrain.

Figure 7.3 shows an expanded portion of the range-Doppler plot,
Eight separate aircrafi can be observed in the region 303 m/s and 50-
150-km range. The Manastash Ridge Radar was not in any sense opti-

mized to detect aircraft targets, but they appeared quite regularly. They '

lie near the ground clutter detection, and no effort was made to remove
them.

The MRR used simple direct-digitization receivers. Data in the format
shown in Figure 7.2 was made available online on a continuous 24/7
basis. Overall, the system provided a remarkably simple and low-cost ap-

proach to ionospheric remote sensing, and of the versatility of passive -
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Figure 7.2 Example of a range-Doppler plot showing detection of E-region turbu-
lence. The data were taken from 10 seconds of scatter on October 31, 2003, at 081 100‘ UT.
(Courtesy of John Sahr [5].)
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Figure 7.3 The detection signatures of eight separate aircraft can be observed in the
region 303 m/s and 80-~150-km range-Doppler plot. (Courtesy of John Sahr [8].)

radar. Subsequent work has investigated the use of higher-performance
receivers based on software-defined radio modules, and further com-
ments on this subject appear in Chapter 8.

7.3.3 More Recent Experiments Using FIM Radio Illuminators

Numerous VHF FM radio-based passive radar systems have been built and
reported in the past two decades. Many of the publications concentrate
on the difficult aspects of the technique, such as direct signal suppression
or tracking algorithms, and these have been described in Chapters 4 and
6, respectively. Howland et al. [6] built and demonstrated a system using
a single FM radio transmitter and a single receiver, detecting and tracking
commetcial airliners over the North Sea out to ranges in excess of 150
km, and the Kalman filter tracking processing used in that system has
been described in Chapter 6.

The example shown in Figure 6.1 in Chapter 6 is from a system built
and demonstrated by the University of Cape Town and the South African
government research laboratory CSIR in the region of Pretoria, South
Africa, also using a single FM radio transmitter and a single receiver, and
shows broadly comparable performance.

Results of this kind have been analyzed by Malanowski and his co-
workers at Warsaw University of Technology, taking into account factors
such as realistic antenna radiation patterns, target RCS, and integration
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times (and hence processing gain) [7]. They reported experimental resultg
with civil airliner targets using their PaRaDe equipment, validated wit,
ADS-B tracks, at ranges in excess of 600 km, although they emphasizeq
the importance of adequate receiver dynamic range.

7.3.4 Summary

Despite the poor range resolution and time-varying waveform properties, -
VHF EM signals have the significant advantages that they are plentify}
and usually high-power, and have formed the basis of numerous passive
radar experiments worldwide. FM radio transmissions may be expecteq
to continue in many countries for the foreseeable future although, as not-
ed in Chapter 1, it has been reported that Norway will start to discontinue
FM radio transmissions from January 2017 and this will be computed by -
the end of 2017.

7.4 Cell Phone Base Stations

Cell phone base stations are ubiquitous, even in the developing world,
and provide signals that can readily be exploited for passive radar. The
first experiments using such signals were made in the United Kingdom
in the early 2000s by the Roke Manor Laboratories, and the concept was
known as Celldar [8]. However, although a number of claims were made -
in press releases, nothing was published in the peer-reviewed technical 5
literature.

The radiation pattern of cell phone base station transmitters are typi-
cally arranged in 120° sectors, with the vertical-plane radiation pattern
tailored in the same manner as Figure 3.16 to avoid wasting power above -
the horizontal. The trend, particularly in cities, is towards smaller cells
with lower transmit powers. A generous upper value for the effective
isotropic radiated power (BIRP) towards an air target might therefore be
+20 dBW. Radar equation calculations of the kind presented in Chapter -
4, making appropriate assumptions about target radar cross-section, inte-
gration gain, and receive antenna gain, show that detection ranges for air
targets of a few kilometers at most would be achievable, which limits the -
usefulness to specific short-range applications.

Experimental work in Singapore using GSM transmissions confirmed
these predictions [9]. The authors reported detection and tracking of large -
vehicle targets at ranges up to 1 km, and of human targets up to about
100m. The range resolution is such that targets at such ranges are not
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resolvable in range, but the Doppler information allows them to be iso-
Jated and identified.

Better results may be obtained with higher-power transmissions,
greater receive antenna gain and longer integration times. Work at the
Fraunhofer FKIE Institute in Germany has used a multiple-beam, multi-
ple.channel array antenna with sufficient gain that the system can exploit
the transmissions from several base stations, and hence track targets over
a substantial area at ranges of up to 40 km from the receiver [10]. The
main system parameters are given in Table 7.1. The base station trans-
missions in each case have a power of 10W radiated over 120° azimuth
sectors, giving 100W (+20-dBW) EIRP. Figure 7.4 shows the cumulative
probability of detection P, overlaid on a map of the area for this system,
as well as the locations and beam directions of the four base stations used
in this calculation.

Although this performance is certainly more impressive than earlier
experiments with GSM illuminators, the additional cost and complexity
associated with the multi-element array and multiple receiver channels
mean that this is no longer a simple system. Nevertheless, it does illustrate
the potential of combining information from several illuminators over an
extended area.

7.5 DVB-T and DAB

More recently, there has been a substantial shift to exploiting digital
transmissions. This is driven partly by availability, especially going into
the future, and partly by aspects of the waveforms that exhibit more fa-
vorable ambiguity function diagram properties (as seen in Chapter 3). In
addition, there has been a much more significant involvement of industry
as well as research labs. This is a sign of a maturing technology and one
that has genuine commercial potential. Pressure on the areas of spectrum

Table 7.1
BExperimental Parameters

Transmit power | 10W

Transmit antenna gain (120° sector) 10 dB
Signal bandwidth | 81.3 kHz
Receive antenna gain | 25 dB
Coherent integration time | 0.34 second
Processing gain | 41.2 dB

Source: [10].
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Figure 7.4 Coverage of the FKIE passive radar system using GSM illuminators, with
cumulative probability of detection P, overlaid. Four of the seven base stations are
shown, each with their 120° illumination sector [10].

currently allocated to radar is likely to lead to a persistent development of -
passive radar that exploits digital waveforms. However, it should be borne
in mind that there is no need to choose between the two. Both analog
and digital signals can be readily exploited and to a degree have comple- ‘

mentary properties.

The first publication on the use of digital radio and TV transmissions "
for passive radar purposes was by Poullin [11]. The properties of these -
waveforms and the OFDM modulation techniques on which they are -

based have been described in Section 3.3 of Chapter 3.

Notable work has also been undertaken in Australia with pioneering :

investigations of the use of digital transmissions as part of a larger -
minator of Opportunity (I00) project. While there have been numerous
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research publications that show a deep understanding of the topic, the
work has been largely confined to that of research and development with
no moves towards production systems.

An example of the new generation of passive radars is the system de-
veloped by engineers at Airbus Defence and Space (formerly CASSIDIAN)
and is depicted in Figure 7.5 [12, 13]. This uses a combination of VHF FM
radio, DAB and DVB-T illuminators, and is described by the authors as a
mear-production stage multi-band mobile passive radar system.”

The system architecture, showing the receivers covering the three
pands and the fusion and tracking processing, is depicted in Figure 7.6.
They report results from early 2013 using eight FM, approximately five
DAB and three DVB-T illuminators and a cooperative target flying a loop
trajectory, and changing height at each circuit. The target position was
tracked to an accuracy of 30m.

Passive radar technology is actively being developed in other coun-
tries, including China, Russia, Iran, and Israel. Academic publications on
passive radar from workers in these countries appear regularly in jour-
nals and conference proceedings (for example, [14-19]). Information on
in-service systems can be found on various defense analysis Web sites,
although these should not be regarded as completely reliable.

China is reported to have developed a new passive radar system,
the DWLO0O02 that appears to operate in the VHF band. As seen in earlier
chapters, if high-power transmitters can be exploited the bistatic detec-
tion range can exceed 500 km. Use of VHF is likely to have been chosen
as a counter to stealth technology, which, coupled with significant bistatic
angles would potentially result in higher system sensitivity than would
be possible using a conventional monostatic system operating at micro-
wave frequencies. Figure 7.7 shows an example receiver mounted on a
telescopic pole.

The Iranian ALIM system (shown in Figure 7.5) was reportedly first
seen in 2011 in a parade of Iranian armed forces. It is claimed to have a
maximum range of between 250 and 300 km and is able to detect slow,
low-flying targets with relative ease [20]. It also operates in the VHF part
of the spectrum, again suggesting an antistealth capability. It is thought
to be manufactured in Iran, although it appears to have origins that come
from Russia.

Indeed, the development of passive radar systems for military appli-
cations is, unsurprisingly, shrouded in secrecy. A feature of passive radar
is its close relationship to more conventional emitter location techniques
that are not radars at all, but only listen for transmissions. As might be
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®)

Figure 7.5 5 Examples of the new generation of passive radar systems. Clockwise
from top left: GAMMA (courtesy of FKIE, Germany), HOMELAND ALERTER (courtesy
of THALES, France), AULOS (courtesy of Leonardo-Finmeccanica S.p.A., Italy), ALIM
(Iran), Airbus Defence and Space passive radar, SILENT GUARD (courtesy of ERA, Czech
Republic).
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Figure 1.6 Processing architecture of the multi-band passive radar system developed

by Birbus Defence and Space [13].

Figure 7.7 The Chinese DLWO002 passive radar system.
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imagined, the ability to exploit signals in this direct way and in the moye
indirect manner of passive radar suggest strongly that the two can be iy,
tertwined and used together. In the form of an extensive network, wit
the potential for acting as a counter to stealth technology, it is easy tq
understand the high levels of development that are ongoing in varioyg
countries around the world.

7.6 Airborne Passive Radar

By far, the majority of passive radar work has used fixed terrestrial recejy.
ers. However, it is also of interest to consider an aircraft-borne receiver,
potentially allowing modes such as GMTI, SAR, and ISAR, or even pas-
sive bistatic Airborne Early Warning (AEW). Operationally, a stealthy air-
craft would not want to use an active radar, emitting a signal that could
betray its presence, so bistatic operation, including passive bistatic radar,
becomes very attractive.

The first reference to airborne passive radar experiments was in 1996
[21]. More recent experiments of this kind were carried out using VHR

FM illuminators and a simple multichannel receiver [22, 23]. The an-

tenna was taped to the inside of the window of the aircraft (Figure 7.8),
and the data gathered allowed iso-range ellipses to be plotted for several

- Starboard

Figure 1.8 Antenna and receiver mounted inside the Piper PA 28-181 aircraft for air-
borne passive radar experiments (© 2010 IET. Reprinted with permission from [23].) '
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ransmitters and targets, including target velocity vectors derived from
the measured Doppler and the known velocity of the aircraft carrying the
receiver. This information allowed the ambiguities associated with the
different iso-range ellipses to be resolved (see Section 6.2 and Figure 6.4
in Chapter 6).

An important factor here is the vertical-plane coverage of the illumi-
nator, especially against short-range airborne targets. This effect has been
discussed in Section 3.5 of Chapter 3.

Kulpa and his coworkers at the Warsaw University of Technology in
poland carried out similar experiments, and provided a prescient assess-
ment of the utility of airborne passive radar against ground-based station-
ary targets, ground-based moving targets, and airborne moving targets
[24]. Their first experiments used a vehicle-borne passive receiver, which
allowed specific features of the received signal, such as the Doppler spread
of clutter, to be observed and quantified. The next stage in the work used
a receiver mounted in a Skytruck aircraft (Figure 7.9). Their receiving
system is known as PaRaDe (Passive Radar Demonstrator).

Figure 7.9 Skytruck aircraft used by Warsaw University of Technology for airborne
passive radar experiments. The inset shows the antenna taped to the inside of the win-
dow [24].




160 An Introduction to Passive Raday

A third example of airborne passive radar is tomographic imaging
using a DVB-T transmitter and an aircraft-borne receiver flying a spirq)
path (Figure 7.10), to give a three-dimensional (3-D) image of the target
scene [25-27]. The aircraft was a venerable Cessna 170, and the recejyey
system used two Bttus Corp. N200 Software Defined Radio (SDR) unig
for the signal channel, reference (direct signal) channel and GPS (Figyye
7.11). The target scene was a rural area, including some buildings and ,
grain silo.

The tomographic processing used to reconstruct the 3-D image is de-
scribed in [25, 27] (Figure 7.12).

It is reported that the first flight of a French airborne passive raday
system took place at the Salon de Provence air base in southeast France in
October 2015, as part of a collaboration among the Centre de Recherche
de I'Beole de I’Air (CReA), ONERA, and SONDRA.

These experiments have only started to scratch the surface of the po-
tential of airborne passive radar, and future work may be expected to ad-
dress GMTI, STAP, and other capabilities.
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Figure 1.10 Bircraft-borne tomographic passive radar imaging. Collection aperture
as-flown duration 2,550 seconds [26, 27].
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Figure 1.11 Receiver hardware [26, 27].

1.1 HF Skywave Transmissions

Yet another class of illuminator is provided by signals in the high-fre-
quency (HF) band (2-30 MHz), propagating via reflection from the iono-
sphere to ranges of 1,000 km or more. These may take the form of broad-
cast transmissions such as the BBC World Service or Voice of America, or
HF over-the-horizon radars (OTHRS) such as the Australian JORN system.
The bandwidths of such signals are relatively narrow, so the radar range
resolution is quite coarse, and because of the low frequency even large
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Figure 7.12 3-D tomographic image with buildings overlain [27].

antenna arrays have relatively broad beamwidth, so the azimuth resolu-
tion at such long range is also quite coarse.

Skywave propagation depends on the reflective properties of the lay-
ers in the ionosphere, which are continuously-varying and depend on the
time of day, time of year, and state of the sunspot cydle, as the molecules
in the atmosphere dissociate during the daytime under the influence of
solar radiation and recombine at nighttime. It is the free electrons that
reflect the RF signals, and the maximum frequency at which reflection
occurs depends on the free electron density [28]. _

This kind of passive radar is suited to detection of aircraft or missile
targets using a remote transmitter and receiver located closer to the target :
scene [29]. Lesturgie and Poullin reported the results of some experi
ments using a noncooperative HE broadcast transmitter in Kiev, Ukraine, -
and a shipborne receiver off the west coast of France some 3,000 km
away, demonstrating detection of an aircraft target at a range of up to 2007
km [30]. The system was called Nostramarine, and the concept is depicte '
in Figure 7.13. ;

As described in Chapter 3, digital modulation formats such as DRM
(Figure 3.12) give better performance than analog, because the ambiguity
function is not time-varying and does not depend on the instantaneous
modulation [31-33].
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Figure 1.13 Nostramarine concept, using a noncooperative remote HF broadcast il-
juminator and a shipborne receiver [30].
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7.8 Indoor/WiFi

The modulation formats of the IEEE Std 802.11 WiFi and IEEE Std 802.16
WiMAX signals have been described in Chapter 3. The 802.11 WiFi stan-
dard has been shown to be suitable for indoor use, in applications such
as intruder detection and monitoring. One of the first demonstrations
(Figure 7.14) shows a configuration with two receivers: one to receive
the direct (reference) signal and one to receive target echoes. The range
resolution (c/2B ~ 25m) is not adequate to resolve targets in range, but
the Doppler-shifted echoes of human targets walking along the corridor
are readily detectable [34-36].

WiFi-based passive radar has also been investigated as a sensor for
airport security, as part of a European Union funded project ATOM (Air-
port detection and Tracking Of dangerous Materials by active and passive
sensors arrays) [37]. More recently, the same kind of technology has been
demonstrated as a means to provide low-cost, short-range surveillance at
small private airfields [38], showing that small aircraft and paragliders, as
well as human targets, can be detected and tracked at useful ranges.

Other developments of WiFi-based passive radar may allow through-
wall detection of intruders or hostages [36]. Compared to a conventional
through-wall radar, the use of WiFi access point within a room means
that the target echoes are subject only to the one-way propagation loss
through the wall. Another application, discussed in Chapter 8, is for
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Figure 7.14 Schematic of the indoor dense clutter WiFi radar experimental setup [38].

eldercare/assisted living monitoring, so the radar echo from an individual
who has fallen or is in difficulty may be distinct from that of an individual

walking normally [39]. The use of radar in this application, rather than |

video monitoring, has advantages in respect of the privacy of the indi-
viduals concerned. Further details of this are given in Chapter 8.

As described in Chapter 3, the 802.16 WiMAX standard has high-
er transmit power and hence can give rather broader coverage than
the 802.11 WiFi transmissions, as well as favorable ambiguity functions
[40-42]. Webster and coworkers at the Naval Research Laboratory in

Washington, D.C., have conducted experiments exploiting signals from :

two WIMAX transmitter towers, one to the northwest and one to the
southeast of their receiver site, each at a distance of about 3 km from the
receiver site (Figure 7.15). Table 7.2 lists the principal parameters and
values [42, 43]. '
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Figure 7.15 Geometry for WiMAX passive radar experiments, showing locations of
transmitter towers, receiver, and targets [42].

Table 7.2

WiMAX Experiment Parameters and Values
Parameter Symbol Value (dB)
Transmit power Py 10 dBW
Transmit antenna gain Gy 17.5 dBi
Receive antenna gain =~ Gy 24 dBi
Processing gain Gp 61.76 dB
Wavelength squared (AdB  -18.98 dBsm
Target bistatic radar o 10 dBsm
cross-section

Noise power Oy —-127.98 dBsm

Source: [42].

Using this arrangement, they were able to demonstrate reliable de-
tection of aircraft taking off and landing from the Washington Reagan
National airport on the west side of the Potomac River, and vehicles on
the Woodrow Wilson Bridge to the south.
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Figure 7.16 shows detections in the form of a range-Doppler plot, Part
2 of the paper [43] showed how targets may be localized using detection,
from multiple bistatic transmitter-receiver pairs, by means of a technique
known as multistatic velocity backprojection. This works by forming 4
six-dimensional data cube (position and velocity) by translating delayeq
and Doppler shifted data from each of the bistatic pairs within the muy];.
static system into a common reference frame to focus the detections,

This work demonstrates that WiMAX signals are suitable for passive

radar surveillance and monitoring at ranges up to about 10 km. This scale .

may be appropriate for perimeter surveillance or protection of a critic]
asset.

7.9 Satellite-Borne Illuminators

7.9.1 Early Experiments Using GPS and Forward Scatter

As early as 1995, Koch and Westphal reported results using illumina-
tion from Global Positioning System (GPS) satellites to detect various air
targets, and exploiting the forward scatter geometry (see Section 2.3) to
enhance the target radar cross-section. Relatively long integration times,
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Figure 1.16 Range Doppler plot, showing detection of vehicle and aircraft targets [42]. i
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of the order of 1 second, were used to give significant integration gain
(60-70 dB). In two publications [44, 45], they reported the detection of
a wide range of air targets, including civil and military aircraft, the MIR
gpace Station, an antitank missile, and an airship. Despite the promise
shown by these results, there does not seem to have been much work
done, at least in the open literature, to follow them up.

7.9.2 Geostationary Satellites

This use of the geostationary configuration in a bistatic radar with satel-
lite TV signals was investigated and demonstrated in the early 1990s [46].
The signal power density at a target at the Earth’s surface is relatively low
(of the order of —107 dBW/m? for DBS TV; see Table 3.1), so substantial
integration gain is required to give detectable target echoes at anything
other than short target-to-receiver ranges. The configuration is therefore
pest suited to stationary target scenes, which allow long integration times.

7.9.3 Bistatic SAR

Quite soon after the first satellite-borne remote sensing synthetic aperture
radars in the late 1970s, it was realized that it should be possible to use
such signals as the basis of a bistatic SAR. A program COVIN REST from
the mid-1980s demonstrated bistatic imaging using an aircraft-borne re-
ceiver exploiting signals from the SIR-C L-band SAR carried by the Space
shuttle, giving image resolution of the order of 20m, although the work
and the results remained classified for many years [47]. Probably the
first reported results in the open literature used experiments based on an
aircraft-borne receiver underflying the European Space Agency’s ERS-1
satellite [48], presenting an image of the Oklahoma City Airport.

Many experiments subsequently have used fixed ground-based re-
ceivers [49]. A simple consideration shows that because the echo Doppler
history in such a system depends only on the variation of the one-way
range (and hence phase) between the transmitter and the target (com-
pared to the two-way range in a conventional monostatic SAR), the azi-
muth resolution in a bistatic SAR of this kind is equal to the length of
the illuminating antenna, rather than half the length of the antenna in a
monostatic stripmap-mode SAR.

Cherniakov, of the University of Birmingham in the United Kingdom,
has coined the term SS-BSAR (Space-Surface Bistatic SAR) for such sys-
tems, and has demonstrated results with a number of ditferent illumina-
tors and configurations [50-52].
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As an example, Figure 7.17 shows a bistatic SAR image of an are,
of Brussels, Belgium, obtained using a fixed ground-based receiver and
illumination from the ASAR synthetic aperture radar carried by the gy,.
ropean Space Agency’s ENVISAT satellite, on February 15, 2016 [53, 54],

7.9.4 Bistatic ISAR

It is equally possible to use the motion of the target for synthetic apertyre

imaging, giving an inverse synthetic aperture radar (ISAR) [53]. May.

torella, of the University of Pisa, Italy, led a set of NATO trials in 2015
to gather passive radar data from maritime targets. Bxperiments have
used a range of different illuminators, including geostationary satelljte

0.7 kan Distance to the receiver 4.2km

Figure 7.17 Bistatic SAR image (lower) and the corresponding optical image (upper)
of the area to the east of the Military Hospital site, Brussels [63].
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(ransmitters, terrestrial DVB-T transmitters and WiFi signals [56-59]. The
[SAR imaging may exploit target motion through pitching or rolling.

Martorella and Giusti [60] provided a full mathematical description of
the passive bistatic ISAR imaging technique, and demofnstrated it using
pvB-T illumination (three adjacent channels) from a transmitter located
on a hill approximately 30 km inland and a receiver located on the coast
at the Naval Academy in Livorno, Italy. The processing is essentially im-
aging in range-Doppler space, with autofocusing to compensate for mo-
tion errors. Figure 7.18(a) shows the targets, consisting of large ships at
a range of approximately 10 km from the receiver, and Figure 7.18(b)
shows the focused image of the ship to the right.

7,9.5 Summary

Bistatic radar using satellite-borne illuminators has some significant at-
tractions, including the ability to generate high-resolution SAR images
with relatively simple receiver hardware. Unlike conventional space-
based radar, the data is available immediately at the receiver (low laten-

_cy). However, a significant disadvantage with satellites in low Earth orbit

is that the illumination of the target scene is brief (only a few seconds)
and repeats at the orbit repeat interval, which is typically several days.

7.10 Low-Cost Scientific Remote Sensing

Another niche application of passive radar identified in [61] is low-cost
scientific remote sensing. This exploits the fact that passive radar illu-
minators tend to be high-power and located to give wide coverage. The
relatively narrow signal bandwidth of many illuminators is not usually
a problem, since many remote sensing applications do not require high
spatial resolution, and hence imaging techniques. Also, suitable choice of
bistatic geometry may allow an optimum regime to be found where the
relationship between the radar echo and the remotely sensed quantity is
monotonic and extends over a wide dynamic range. Probably the best-
known example of remote sensing with passive radar is the Manastash
Ridge Radar (MRR), already described in Section 7.3, but there are sev-
eral other good examples.

1.10.1 Ocean Scatterometry Using GNSS Signals

A scatterometer is a radar that measures ocean surface wind speed, via the
relationship between echo strength and the speed of the wind blowing
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over the ocean surface. Essentially, the higher the wind speed, the greater
the wind-induced ocean surface roughness and hence the less the sea
surface behaves as a specular reflector.

This idea of using GNSS signals in this way was first put forward, along
with some preliminary experimental measurements with an aircrafi-
porne receiver, by Garrison and coworkers in 1998 [62] and came from
a realization that the scattered multipath GPS signal from the sea surface
that for conventional GPS purposes is a nuisance actually contains useful
information about the sea surface roughness, and hence the wind speed
(yet another example of the principle that “one person'’s interference is
another person’s signal”). Specifically, the width of the cross-correlation
function between the scattered signal and the locally generated PRN code
provides a measure of the surface wind speed. Subsequent work [63-65]
carried out more detailed experiments, comparing the results with other
satellite remote-sensing data and with surface truth measurements from
buoys, and confirmed the viability of the technique as a simple, low-cost
approach to ocean remote sensing. Signals from other GNSS systems, as
listed in Chapter 3, are equally usable in this application.

400

7.10.2 Terrestrial Bistatic Weather Radar

The WSR-88D NEXRAD system is a network of terrestrial weather radars
deployed throughout the United States to provide weather and storm in-
formation, principally as an aid to aviation. Wurman [66, 67] described
an experimental bistatic receive-only adjunct to the basic network, giving
improved accuracy and resolution in the recovered vector wind field. Ac-
cording to the definitions put forward in Chapter 1 this is a hitchhiker,
because the illuminating source is an existing monostatic radar.

The receivers were known as bistatic network receivers (BNRs) and
were designed to be as simple as possible, consistent with high perfor-
mance. In particular, they used omnidirectional slotted-waveguide anten-
nas, avoiding the complication and cost of a scanning antenna and pulse
chasing. Particular issues that had to be taken into account included false
returns via the sidelobes of the transmit antenna, and transmit-receive
synchronization, which was achieved using GPS.

A total of nine BNRs were produced and deployed, in the United
States, Canada, United Kingdom, Germany, and Japan, and were used in
research, testing, and operations. This work demonstrates that additional
passive receivers can be used to augment the performance of conven-
tional monostatic radars in a relatively simple and cost-effective manner.

480
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Figure 7.18 (a) Ship targets of opportunity and (b) focused ISAR image of the ship to
the right. (Courtesy of Marco Martorella.) '
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7.10.3 Planetary Radar Remote Sensing

The 1/ (R%Rlze) factor in the bistatic radar equation means that there gy,
significant advantages to bistatic operation for planetary radar remgte
sensing if either the transmitter or the receiver can be located dlose ¢,
the planet being observed, and this has been recognized for many yeays,
Simpson [68-70] identified two distinct modes of operation, shown iy
Figure 7.19:

P In the uplink mode, the illumination is provided by a high-powereq
transmitter on Barth with a receiver carried by a spacecraft either i
orbit or flying nearby to the planet to receive and record the echo
signals reflected from the planet surface. The echo information is
then returned to Earth in the spacecraft telemetry stream.

b In the downlink mode, the illumination is provided by the spacecraft
transmitter, already on board for telecommunications purposes, with
Earth-based receive antennas such as those of the NASA Deep Space
Network, with 70-m diameter dishes.

Table 7.3 summarizes experiments of this kind on Mars, Venus, Titan,
and Pluto using Soviet, U.S., and ESA spacecraft and/or ground stations;

Receiver%& Transmitter
:‘ O
Planet Earth
(3)
Transmitte&% Receiver )
@
Planet Farth

)

Figure 1.19 (a) Uplink mode, and (b) downlink mode.
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Table 7.3
Planetary Bistatic Radar Missions and Parameters
Spacecraft
Mars Express Venus Express Cassini Orbiter New Horizons
Target | Mars Venus Titan Pluto
Date | 2004 2006 2006 July 2015
Mode | Downlink Downlink Downlink Uplink
Bands | S, X 5, X S, X X
Py (W) | 60 5 20 105-108
Gy (dB) | 41 26 47 73
Ry (lm) | 10,000 7,050 10,000 4.9 % 10°
Gg (dB) | 74 63 74 41
Ry (km) | 1.5 108 1.5 x 108 1.3x10° 60,000

Source: [70].

The first successful uplink experiment is also shown. Echoes as weak as
10-2! W have been detected. Additional technical and historical details,
with examples of results, are reported in [68-70].

7.11 Summary

This chapter has reported a wide range of passive radar applications, sys-
tems, experiments, and results, from all over the world. The essential sim-
plicity and low cost has meant that the subject has been very suitable for
work by university groups, and at the time of this writing, radar confer-
ences typically included several sessions devoted to passive radar. Howev-
er, in more recent years, several companies have built and demonstrated
systems with commercial potential. It is evident then that the subject has
now come of age, so the systems and results that are reported are able to
address genuine applications rather than being just academic exercises.

There is little doubt that the future for passive radar is set to be excit-
ing. Chapter 8 considers future prospects, both in terms of new applica-
tions and new technologies.
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Future Developments

and Applications

8.1 Introduction

The previous chapter has described a wide
range of applications, systems and practical re-
sults. This chapter considers some more recent
and speculative applications and topics and
the directions that work on this subject are
likely to take over the next couple of decades.

8.2 The Spectrum Problem and
Commensal Radar

8.2.1 The Spectrum Problem

A major set of issues facing all users of the
electromagnetic spectrum is the ever-increas-
ing demand for the strictly finite spectrum re-
source. The radio frequency (RF) spectrum is
used for a wide range of purposes including
communications, radio and television broad-
casting, radio navigation, and sensing. In the
case of communications and broadcasting,
greater bandwidth is needed to satisfy the
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growing consumer demand for higher data rates, particularly to mobile
devices (e.g., streaming video-rate data to a smartphone or tablet persong]
computer [1-3]).

Demands on additional radar sensing will continue to grow with ney
applications emerging in the civil, security, and military sectors. For ex.
ample, in the civil domain, air traffic is anticipated to double by 203,
Further, with new unmanned air traffic, these predicted numbers are set
to double again. This will place additional emphasis on both cooperative
and noncooperative sensing in order to maintain today’s current safety -
standards. Of course, higher bandwidth for radar translates into finer-
range resolution, which directly relates to sensing capability (for example,
to detect and identify an in-bound hostile target). As the demand contin-
ues to grow for more access to spectrum by all these interested parties,
there will be ever-greater competition for this finite resource.

At a technology level there are several approaches. One approach is
to generate spectrally cleaner waveforms (for all types of transmission),
so that signals can be more closely spaced without causing interference,
and digital waveform generation and adaptive compensation for the er-
rors introduced by power amplifier stages are now becoming practicable
[4]. Another approach. is the use of cognitive radio techniques, which dy-
namically adapt the disposition of signals in frequency, direction, coding, -
and polarization according to the prevailing spectrum occupancy [1]. Air .
surveillance radar concepts that exploit narrowband waveforms have also
been recently developed and successfully deployed [5]. These concepts:
use staring transmissions that fill an entire field of regard together with an
array-based receive antenna. This allows for long integration times so that
the wide bandwidths necessary for high resolution in range can be traded
for narrowband waveforms and high resolution in Doppler.

8.2.2 Commensal Radar

Passive radar techniques, too, have an increasingly important role to play:
as the spectrum problem becomes more severe. The concept of commen-
sal radar was mentioned in Chapter 1. Here, the modulation formats of
broadcast or communications waveforms are designed so that they not
only fulfill their primary purpose, but are also optimized in some sense
as radar signals. There is a range of possibilities here. At one extreme, the
waveform and its coverage may be completely cooperative and may even
be dynamically varied to optimize its performance as a radar illuminator.
At the other extreme, the waveform and its coverage may be designed to
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pe as unfavorable as possible. It is the former case that constitutes com-
mensal radar.

Although the idea of embedding communications or telemetry infor-
mation within a radar signal has been suggested by several authors [6-8],
the problem is best approached from the point of view of taking modern
digital communications or broadcast signal formats of the types described
in Chapter 3 and considering how they may be adapted, either in the
signals themselves or in the way they are processed in a radar receiver, to
give favorable ambiguity functions, with high-range and Doppler resolu-
tion and low sidelobes. Chapter 3 showed that the modulation formats
[especially orthogonal frequency division multiplexing (OFDM)] are es-
sentially noise-like, but the various pilot, preamble, and prefix signals
cause unwanted sidelobe features in the ambiguity functions. Greatest
effort is therefore directed at means of suppressing these.

However, as pointed out in [9], this dual-use philosophy should ex-
tend not only to the waveforms, but also to the coverage, in both azi-
muth and elevation. Thus, currently, the coverage of a radio or television
transmitter on the coast might be optimized so as not to radiate much
power out to sea or above the horizon. If it is also to be used as an illumi-
nator for a passive radar for maritime and/or air surveillance, the radia-
tion in these directions should deliberately be optimized. As the spectrum
problem becomes more acute, it will be necessary to address these issues
collaboratively.

8.3 Passive Radar in Air Traffic Mlanagement

Recently, there has been a great deal of interest from a number of the
major aerospace countries in applying passive radar to the problem of
remote surveillance for air traffic management applications. THALES,
NATS, Roke Manor, Airbus Defence and Space (formerly Cassidian), and
Leonardo (formerly SELEX-SI) all have systems in development, although
none have been operationally deployed at the time of writing.

These systems can be grouped under the generic name Multi-Static,
Primary Surveillance Radar (MSPSR) [10]. They use transmitters of op-
portunity primarily in the very high frequency (VHF) and ultrahigh fre-
quency (UHF) bands, which thus gives potential advantages in detection
range and coverage under poor weather conditions and in localization
updates due to the continuous nature of the transmissions. Long-range
vertical coverage remains an issue but one that can be tackled using a
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denser network of receiving stations. The placement of the receiving stj.
tions can be tailored to a given surveillance volume and consequently cap
facilitate improved coverage at lower elevations. One of the main attrac.
tions of using passive radar is the avoidance of providing a transmittey
that lowers overall systems costs. Figure 8.1 shows a schematic represen.-
tation of the MSPSR concept.

Figure 8.1 shows how the receivers process signals for each transmi-
ter, extract target data, and evaluate target location through a combinga-

tion of techniques that can include ellipsoid intersection points occurring

from receptions across all the transmitters. The plot extracted in this way
contains three-dimensional (3-D) information in both position and veloc-
ity by additionally utilizing multiperspective Doppler. The system concept
can survey broader and broader volumes as it is based on the use of 4
number of interconnecting cells, arranged to cover the area to be con-
trolled (e.g., Approach/TMA or En-route).

It is perfectly possible to mix passive and active radar and this is an ap-
proach that has been discussed in the research literature. However, there
has been little in the way of demonstrations of specifically developed

Figure 8.1 MSPSR concept,
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equipment. Overall, passive radar is rapidly maturing as a viable air tratfic
management technology and is beginning to create considerable inter-
est that also includes countries which currently have little in the way
of air traffic management infrastructure where lower costs are especially
attractive.

8.4 Countermeasures Against Passive Radar

One of the advantages of passive radar that is often quoted is that it is co-
vert. If it is not even known whether an adversary is using passive radar
techniques, clearly the deployment of countermeasures will be difficult.

8.4.1 Countermeasures

Historically, this issue was faced by the British in World War II with the
German Klein Heidelberg (KH) bistatic hitchhiker system that used the
British Chain Home (CH) radars as its illumination source. This was de-
scribed briefly in Chapter 1. KH had been in use since mid-1943, although
the British did not find out about it until October 1944, However, [11]
and the minutes of three meetings held at the Air Ministry in White-
hall, London, in late 1944 and early 1945 show that no fewer than eight
approaches to countermeasures against a bistatic hitchhiker of this kind
were considered by British scientists. These are listed and discussed in
[12], but in the context of the general problem can be summarized as:

1. Tailoring of the illuminator coverage, so as to give poor or re-
duced coverage of regions that would be of greatest interest from
a radar point of view. The limiting case of this is to turn off the
illuminator altogether for some or all of the time.

2. Modification of the illuminator waveforms, if this is feasible, to
give poor ambiguity function performance, or to make it diffi-
cult to synchronise or to suppress the direct signal. Time-varying
waveforms may be useful in this respect, or even switching be-
tween two or more transmitters on the same frequency.

3. Noise jamming can be used to decrease the sensitivity of receiv-
ers, and in particular to deny the reference signal to the receiver,
but unless the location of the receiver is known, the jamming will
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have to be spread over a wide range of angles, which will dilyte
its effectiveness.

4. Multiple false targets at different ranges and with different Dop.
pler shifts can be generated, to confuse and/or overload the de-
tection and tracking processing. In World War II the British had
developed an ingenious repeater jammer called MOONSHINE,
based on electro-acoustic technology [13].

More recently, Schiipbach and Boniger [14] investigated jamming
techniques against DAB-based passive radar. Their strategy is to jam just
the cyclic prefix part of the signal, to corrupt the reference at the begin-
ning of each DAB frame at the receiver. This is shown to be effective and
represents a very efficient use of the jamming power.

These ideas provide some indication of the types of countermeasure
that may be considered against passive radar, though the details of imple-
mentation and performance are likely to be classified.

8.4.2 Bistatic Denial

Bistatic denial is a technique that has been proposed to prevent a hostile
bistatic receiver from hitchhiking off a conventional radar [15]. It does
this by radiating, in addition to its conventional radar signal, a masking
signal to prevent the hostile bistatic receiver acquiring a reference signal
from the radar [Figure 8.2(a)]. The masking signal is radiated via a radia-
tion pattern with a null in the direction of the main beam of the radar
[Rigure 8.2(b)] and is coded so as to be orthogonal to the radar signal, so

that the radar detector does not respond to the masking signal. The or- -

thogonality should be maintained also as a function of Doppler.

Reference [15] considered a number of radar and masking signal cod-
ing and radiation pattern techniques and concluded that masking of the
coherent reference is achievable at the same time as adequate suppression
of the masking signal in the radar receiver.

8.5 Target Recognition and Passive Radar

At first sight, passive radar does not seem particularly well suited to the
problem of target recognition, because the range resolution is usually
too coarse. Nevertheless, passive radar echoes do contain information
that can be used. Much of this comes from the high Doppler resolutions
and continuously staring nature of passive radar, which results in higher
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the direction of the radar main beam [15].
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update rates and are possible using conventional scanning techniques,
However, there has been reported success by Pisane et al. [16], who have
used a combination of trajectory type and RCS magnitude to classify ciyi]
aircraft into broad categories.

Ehrman and Lanterman [17], Olivadese et al. {18}, and Garry [19]
have shown that high cross-range resolutions are possible using aperture
synthesis based on the well-known ISAR technique. Here the target is
allowed to traverse in a directional roughly orthogonal to the radar line
of sight and successive samples are taken in time from which an aperture
in the cross-range dimension can be synthesized. Figure 8.2 shows an
example where a large civil airliner has been imaged using a UHF trans-
mitter and receiver geometry such that the aircraft is imaged as it overflies
the receiver to obtain the highest spatial resolution possible.

The image in Figure 8.3 represents one of the very first passive ra-
dar images, and although there is a clear correspondence with the major
scatterers illustrated in the line drawing, it does not show the full details
observable in many conventional high-resolution imaging radars.

A second component in the classification of air targets can be gained
through the exploitation of micro-Doppler signatures. Micro-Doppler is
caused by parts of a target that are in motions differently to the bulk ve-
locity. One example of this would be the rotor components of a propeller
blade as we saw in Chapter 3. Another example is the echo caused by the
main and tail rotors of helicopters. Figure 8.4 shows this in the form of a
range-Doppler map plus a cut along the Doppler axis at the range of the
helicopter echoes.

The image in Figure 8.4 clearly shows distinct Doppler components
that arise from scattering from the rotor blades. These are illustrated in
the Doppler spectrum where the positions of the Doppler lines relative to
one another can be extracted and used to classify the helicopter. This al-
lows the main and tail rotor blade frequencies and number of blades (and
hence rotation rate) to be computed even allowing gearbox ratios to be
calculated as shown in Table 8.1.

A second way in which micro-Doppler can be exploited is through
the Jet Engine Modulation (JEM) signature. The various turbine stages
that comprise a typical jet engine scatter electromagnetic energy in a way
that also has a very distinctive micro-Doppler signature and can provide
detailed information for target classification. Figure 8.5 shows an example
for a Boeing 737 civil airliner in which the main body return and the JEM
lines can be easily observed through a range-Doppler map. The resulting
spectrum will include components due to the differential rotations of the

8.5 Target Recognition and Passive Radar

e

Muminated

e o
e

b

3

area
e

e

A

Pt v b e F

5.2 B5.25 5.3 5.35 5.4 545 B.5 B.55 5.6 5.68 5.7

10

Bistatic Range [km]

189

Figure 8.3 Passive radar image of civil airliner with schematic showing the relative positions of the main scatterers [19].




190 An Introduction to Passive Raday

Helicopter Micro-Doppler

180
g‘ 100
]
® B0
&
L
8 o
1]
o
=3
5
= 50
-100 G e
5 BB 6 68 7 15 8 8B 9
Bistatic range [km]
Helicopter Doppler Spectrum
o : . :
3
g
=
1 — 1

] ) L Il 1 1 )
-800 -600 -400 ~200 0 200 400 600 800
Doppler [Hz]

Figure 8.4 Range-Doppler map showing the micro-Doppler signature of a helicopter
and corresponding Doppler lines [19].

various turbine stages together with intermodulation products that, in
principle, contain detailed information for classification. By analyzing the
resulting spectrum, a decision can be made as to the aircraft type [20].
These examples are merely early indicators of the potential for passive
radar to be able to contribute to the complex topic of target classification
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Table 8.1
Doppler, Blade Count, Blade RPM,
and Gear Ratios for the Helicopter
Data Shown in Figure 8.4

Gear
Blades RPM Ratio

Main |39.6 Hz 4 600 1:1
Tail [ 73.8 Hz 2 2,160 3.6:1

and there remains much further research to be completed. However, the
future looks promising given that a typical passive radar system is likely
to have multiple transmitters and receivers so that multiple looks and
multiple frequencies can be exploited, adding further to the information
that can be extracted. Whether or not this can compensate for traditional
techniques that use higher frequencies and wider bandwidths remains to
be seen. Alternatively, it could come about that spectrum crowding leads
to wide contiguous bandwidths for passive radar, enabling both high Dop-
pler resolution and higher-range resolution technigues to be combined.

8.6 Eldercare and Assisted Living

One of the applications for passive radar identified in Chapter 7 was the
use of transmissions from WiFi access points to provide short-range in-
door detection and monitoring. This idea can be further developed to help
in the provision of independent living for the elderly. In this way, remote
monitoring can provide detection and localization of falls, which is a sig-
nificant issue for those living in homes or residences for the elderly popu-
lation. Radar-based techniques have the advantages over video monitor-
ing that they are not invasive of privacy and do not depend on particular
lighting conditions. This might be particularly important in monitoring
an individual in the bathroom, where the likelihood of slippage or falling
might be high [21].

References [22, 23] describe early experiments of this kind, showing
that the radar signature of an individual who has fallen can be distin-
guished from one who is moving normally. As an example, Figure 8.6
shows a measured spectrogram of a fall event obtained under laboratory
conditions [23]. A sensor system of this kind could learn the pattern of
behavior of an individual and could summon assistance automatically in
the event of an anomaly.
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Figure 8.6 Spectrogram of a fall event obtained under laboratory conditions [23].

8.7 Low-Cost Passive Radar

One of the attractions of passive radar is that the receiver hardware can
be simple and low-cost and, at the same time, achieve quite impressive
performance.

Amateur radar enthusiasts have demonstrated some simple yet ef-
fective systems. As long ago as 1966, a publication in an amateur radio
journal described some experiments to detect aircraft using a receiver lo-
cated at Douai Abbey to the west of London in southern England and a
VHF television transmitter at Lille in northeast France [24]. The geometry
exploited the enhancement in target RCS in forward scatter, detecting the
beat between the direct signal and the Doppler-shifted target echo. Figure
8.7 shows the path profile, taking into account the 4/3 effective Earth ra-
dius due to the fall in atmospheric refractive index with height, and also
shows the regions where the target would be visible to both transmitter
and receiver. The author also built a two-Yagi interferometer, such that
a moving target would pass through the interferometer grating lobes, al-
lowing the target motion to be estimated from the amplitude modulation.

Reference [25] described more recent amateur radio experiments,
feeding the audio output from a high-frequency (HF) communications
receiver to a personal computer, where it is digitized and processed by a
simple fast Fourier transform (FFT) algorithm (downloadable from [25]),
which presents the results as a spectrogram, an example of which is
shown in Figure 8.8. This uses an HF transmitter at a frequency of about
26 MHz at a range of about 100 km, with the receiver rather closer to the
targets. The spectrograms show the Doppler history of aircraft undertak-




194 An Introduction to Passive Raday

FIST HULL N
VERTIGAL, PLANE
BOLAR QFIAGNAM

LG

[T T

GAEEN ONE  AIRWAY
a0 SHANOI,

FLIGHT LEVEL ’

2 7 voow rt R visisie TYISIE

FL D /| CONSTANT  HEiGHT
; FLGHT paTH

e
ABET™

POUAT Al

HEITHER
VIBMLE

i 60 4

ay HORIION RAY HORTION BAY
FRON R wag T

LHAGURD LEVELY
-

e
>
.

4]3 gARTH PROFILE

3000~

THE V.FH.F._PATH
FROM LILLE TO DOUAI ABBEY

2000+ 5

CENTRE

[EL
oout By . . . P & o R N e

Figure 8.1 Profile of the path between the transmitter at Lille, northeast France, and
the receiver at Douai Abbey, to the west of London [24]. (Copyright RSGB, used with
permission.)

Figure 8.8 Spectrogram display of HF passive radar experiment. The vertical scale is
Doppler shift in hertz, the horizontal scale is time in seconds. The central horizontal line
is the direct signal carrier, and the features at around 200 seconds are due to echoes
from an aircraft moving in a circular path [25].

ing various types of maneuver. As the web site [25] says, “Do try this at-
home.” It is very easy.
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Within research laboratories, the attraction of this approach was rec-
ognized as early as 1996, when Ogrodnik described and demonstrated a
bistatic laptop radar [26]. The elements of a bistatic receiver system could
be mounted in a single briefcase or carried in an aircraft.

More recently, the ready availability of “dongle” universal serial bus
(USB) receivers means that a passive radar system can be assembled from
little more than a laptop computer and a couple of antennas and software-
defined radio USB devices. These are now available at low-cost (~$150)
and with high performance. References [27, 28] described simple systems
of this kind and the results achieved, including the use of a two-channel
receiver to derive echo angle of arrival information.

These examples show what can be done with simple hardware and
some ingenuity. It can be expected that, with even greater availability of
sophisticated but low-cost hardware, the scope will increase still further.

8.8 The Intelligent Adaptive Radar Network

We assert that many of the conventional, monostatic approaches to mili-
tary surveillance radar are inflexible, expensive, and vulnerable, and in
future these functions will be better realized using intelligent, adaptive
networks. The radars of the future will therefore be distributed, intelli-
gent, spectrally efficient, and multistatic. A network of this kind is inher-
ently resilient; if the nodes of the network are on moving platforms, such
as UAVs, in the event of failure of one of the nodes the network can be
reconfigured to restore its performance.

Passive radars may form part of such a network. Some nodes may be
completely passive (receive-only), and if suitable broadcast, communica-
tions, or radionavigation signals are available, it makes sense to exploit
them.

Challenges in realizing such a network include communication be-
tween the nodes of the network, especially if it is required to pass high-
bandwidth raw data between platforms, geolocation and synchronization,
especially in a GPS-denied environment, and overall management of the
network. This latter problem has some similarities to that of resource
management of a monostatic multifunction radar (MFR), but is mani-
festly more difficult. It is likely, however, that some of the techniques that
have been developed for MFR resource management may be applied to
this problem [29], as well as cognitive techniques which allow the radar
to learn and adapt its operation [30].
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8.9 Conclusions

It is interesting to recall Gordon Moore’s visionary publication in 1965,
just over 50 years ago [31], predicting essentially that computing power
doubles every 18 months. By 2016, that measure processing power had
increased by a factor of 1,7 X 1019 since the paper was published. By this
measure, a calculation that today takes 1 millisecond would have taken
6.5 months in 1965. The very last word of Moore’s paper is in fact “radar,”
showing that he understood the profound effect that his prediction would
have on the capabilities of radar. There are physical limits to how far
Moore’s law can be extrapolated, but it can confidently be predicted that
further increases in processing power will continue to have a big effect
on what will be possible. In parallel, we can foresee advances in low-cost
software-defined radio receivers and in sophisticated waveform coding
and generation techniques.

The whole subject of spectrum allocation is set to undergo a revolu-
tion, both in regulation and in technology. Several functions that are now
performed by conventional radars will in the future be realized by passive
radar [32]. Advances can be expected in all of the topics mentioned in
this chapter and in those of Chapter 7. In a military context, the desire for
stealth will imply greater use of passive techniques. Passive radar is also
an attractive technique for the monitoring of national land and maritime
borders.

It would be wrong to suppose that passive techniques will overtake
conventional radar technology. But with tongue only slightly in cheek,
we can say, “The future is bright. The future is passive.”
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