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With over that 70% of the Earth submerged by seas, continents separated by oceans, two thousand
major islands scattered throughout the World, hundreds of thousands of kilometers of navigable rivers,
maritime or fluvial transport surely represents one of the most important ways of moving people,
goods, and wealth around the globe. This kind of transport has been widely used along the human
history and development, allowing achievements not reachable in any other way in commercial,
economic, technological, and even social aspects. As a consequence, the study of topics related to
the ships design has always been a relevant aspect in every civilization and time. From the moment
when the man has decided to face the sea on a boat up to the present day, a myriad of designers has
posed the same fundamental question: ‘are there knowledge or tools that can support the design of my
boat in the way to make it as fast and safe as possible?’. This notable question was for who prepared
the boat for the pharaoh about 3000 years before the Jesus Christ, as for who is designing the new
catamaran for the next American’s cup just now. However, fortunately, these centuries have allowed
us to develop a profound knowledge of marine engineering, including a large range of methods
and techniques useful for every boat designer.

Engineering mathematics, in particular, is a study field where mathematical methods and solving
techniques are combined, regardless of the (analytical, numerical, or experimental) approach to offer
a response to physical dilemma and to solve practical engineering problems.

In the present edition, this knowledge is employed to obtain several important recommendations
about diversified fields of ship design, from the structural analysis in hulls up to methods that take
into account the environmental sustainability in maritime transports.

Concerning the structural analysis and external forces over the vessels, this edition brings
numerical studies about the influence of external forces (as the wind, inertial, and wave forces)
over the trajectory of the ship and the effect of geometric configuration of stiffened plates under
supported load in structures commonly found in hulls. It is also developed analytical methods based
on single-stepped planning hulls for prediction of hydrodynamic forces over the structure of vessels.
The influence of fluid structure interaction phenomena due to air cavity formation commonly found in
naval applications and the employment of numerical methods for calculation of the roll motion in
vessels are also investigated. Moreover, a survey on experimental and numerical approaches to model
underwater explosions is explored, being a relevant study for adequate structural dimensioning of
ships, especially for military vessels.

Investigations about propulsion systems are also presented. In this realm, the numerical
study of propulsion devices based on Coanda effect are proposed and the evaluation of its
main operational principle for thrust and maneuverability in marine applications is performed.
Additionally, the estimated fuel consumption in dual-fuel two-stroke marine engines are analyzed,
improving knowledge about selection of most efficient engines for naval applications.

J. Mar. Sci. Eng. 2019, 7, 370; doi:10.3390/jmse7100370 www.mdpi.com/journal/jmse1
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To summarize, it is also performed an integrated analysis of the Environmental Management
Systems and Balanced Scorecard for operation of marine transport taking into account environmental
protection. We trust that this special edition will be helpful to improve comprehension of ship design
and how the application of engineering mathematics can support the pursuit of knowledge in this
research field.

Conflicts of Interest: The authors declare no conflict of interest.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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Abstract: Accurate calculation of the roll damping moment at resonance condition is essential for roll
motion prediction. Because at the resonance condition, the moment of inertia counteracts restoring
moment and only the damping moment resists increase in the roll angle. There are various methods
to calculate the roll damping moment which are based on potential flow theory. These methods
have limitations to taking into account the viscous effects in estimating the roll motion, while, CFD
as a numerical method is capable of considering the viscous effects. In this study, a CFD method
based on a harmonic excited roll motion (HERM) technique is used to compute the roll motion
and the roll damping moment of a containership’s model in different conditions. The influence of
excitation frequency, forward speed and degrees of freedom at beam-sea and oblique-sea realizations
are considered in estimating the roll damping coefficients. The results are validated against model
tests, where a good agreement is found.

Keywords: roll motion; roll damping; CFD; harmonic excitation

1. Introduction

Large roll motions in parametric roll and dead ship conditions are serious risks for the safety of a
ship in rough sea conditions. To predict the roll motions accurately at resonance condition, estimation
of the roll damping is essential. However, the accurate prediction of a ship roll damping is difficult,
except by means of high cost experiments. Numerical approaches like CFD are an alternative option to
estimate roll damping by considering the viscous effect.

In general, most of the roll damping calculation methods are based on potential flow theory and
empirical method. The most common empirical method is Ikeda’s method [1]. Though this method
can be used quite well for conventional ships, the prediction results are sometimes conservative or
underestimated for unconventional ships [2]. Roll damping is strongly nonlinear and is influenced
by fluid viscosity and flow characteristics such as flow separation and vortex shedding. In theory,
empirical or semi-empirical methods cannot take full consideration of different characteristics of
a complex flow. Currently, vulnerability criteria for parametric roll and dead ship conditions are
under development by the International Maritime Organization (IMO) as a second-generation intact
stability criteria, in which roll damping coefficients are proposed, using Ikeda’s simplified method.
The calculation for traditional ships by Ikeda’s simplified method can fit experimental data quite well
at small roll angles. However, when the roll angle is large and out of the acceptable range of Ikeda’s
method, the accuracy of the damping coefficient is low.

In addition to Ikeda’s simplified method, the correspondence group on Intact Stability regarding
the second generation of intact stability criteria also proposed that the roll damping could be calculated
by roll decay/forced roll test or CFD simulation. This suggestion can overcome the limitation of the
model tests, which can predict roll damping very well but it is costly and time-consuming. Most of

J. Mar. Sci. Eng. 2018, 6, 101; doi:10.3390/jmse6030101 www.mdpi.com/journal/jmse3
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the experimental data is limited to a certain frequency range and particular geometry, which makes it
impossible for the large-scale expansion of the application [3].

For the accurate calculation of roll damping, the influence of viscosity must be considered.
CFD numerical simulations can consider flow characteristics and also reduce the cost of experiments.
By improving CFD technology, it is possible to estimate damping coefficients precisely. Over recent
years, numerous research projects based on CFD and experimental simulations have been conducted,
for instance, Roddier [4] investigated two-dimensional simulations. The model was constrained to
three degrees of freedom where it was free in roll, heave and sway motion. This numerical simulation
used a random vortex method applied on a rectangular box in a beam wave condition. The results
were validated against experimental data and showed that having bilge keels decreases roll resonance.
They found that considering applied mechanical friction in the code can improve the accuracy of
simulations. Na [5] carried out an investigation on a rectangular box with and without bilge keels to
question harmonic force roll motion using experimental simulations. Various bilge keels’ geometries
were investigated with different width and angle to observe influences on the damping coefficient.
As a result, it was found that bilge keels with larger lengths and horizontal orientation could improve
the damping coefficient significantly.

Jung [6] used a particle imaging velocimetry (PIV) method to perform experimental simulations of
a box to analyse vortex and turbulence generation in roll motion under beam waves conditions. It was
found that fixing the box increases the intensity of turbulence due to intensification of relative velocity
around the box. The flow around the corners was more turbulent because of separation. Yi-Hsiang [7]
simulated the harmonic force roll motion of a floating production storage and offloading (FPSO)
hull where the task was heavily involved with 2D CFD analysis. Bilge keels were attached in 45◦

inclination from the horizontal axis, which produced larger added moments of inertia and damping.
The amplitude of added moments of inertia remained equal with horizontal or vertical bilge keels,
while with the horizontal bilge keels it produced larger damping amplitude. Later, Kinnas [8] utilized
the incompressible Navier-Stokes solver to analyse a 2D simulation of an FPSO hull in harmonic force
roll motion with and without bilge keel appendages. The results showed that in inviscid flow, there is
a linear relation between roll moment and roll angle amplitude. However, a non-linear variation
exists between the roll moment and roll angle in viscous flow condition and it was observed that by
adding the bilge keel, the nonlinearity could increase. Wilson [9] introduced numerical simulations
based on unsteady Reynolds averaged Navier-Stokes (RANS) code to analyse the naval combatant’s
motions and wave patterns. The numerical simulations were conducted with and without bilge keels to
investigate harmonic excited roll motion. The outcomes showed a good correlation with experimental
data especially in case of a hull with bilge keels. However, the numerical approach had difficulties for
simulating the free surface in a large roll angle.

Yu [10] utilized a 2D incompressible Navier-Stokes solver to investigate the roll damping of a
rounded bilge box with and without bilge keels, as well as a sharp corner bilge box with and without a
step at the keels. In that study, the exciting moment was subject to roll motion and it was observed
that bilge keel increases the amplitude of damping and the relation between the roll moment and roll
angle was nonlinear due to viscosity effects. Considering the roll damping of a rectangular barge,
Bangun [11] performed a numerical simulation using a 2D incompressible Navier-Stokes solver in
order to investigate roll motion. The model was examined with various conditions considering with
and without bilge keel, different width sizes and angle of bilge keels. In total, 12 cases were examined.
It was concluded that the barge with a smaller bilge keel angle from the horizontal axis produced
larger roll damping. Thiagarajan [12] carried out experimental and numerical studies of FPSO in which
the model was scaled 1:350. In numerical simulations, based on a free surface random vortex method
(FSRVM), the model was forced to roll and results were in good agreement with the experimental
data. Finally, it was concluded that the amplitude of damping is a function of roll angular velocity and
width of bilge keels. An equation based on the relation between damping ratio and bilge keel width
was proposed with some assumptions.
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Avalos [13] performed a numerical simulation to investigate roll decay. The results gained from
the numerical simulations were in an acceptable range which correlates well with experimental results.
Through the process, the size of the vortex was a function of roll motion amplitude and width of the
bilge keel. The roll decay technique is generally not a preferable method to estimate roll-damping
coefficients in large roll motions especially with forward speed. In case of roll decay method, the water
is initially at rest and roll dissipation occurs in a transient condition. Instead, damping obtained from
harmonic excited roll motion (HERM) technique is based on steady state rolling motions, where the
initial transient has already completed and the system is undergoing harmonic periodic motions.
Therefore, the uncertainty of results is lower than the decay test where the roll angle magnitude will
be decreases quickly over one cycle especially in case with forward speed. Blume [14] introduced
a method to calculate roll damping coefficients effectively called the HERM technique, where this
method excites the model in resonance frequency. However, this technique requires a longer time to
determine the resonance frequency of the model. Another disadvantage of Blume’s method is the
dependency of the roll damping coefficient to maximum roll angle, metacentric height and heel angle,
where each of them can be subjected to errors. Handschel [15] developed the HERM technique to
estimate the damping coefficient in a range of frequencies that are very close to the resonance frequency.
The technique considers the phase shift between the exciting moment and roll angles other than 90◦.
Begovic, Day [16] carried out CFD simulations using STAR CCM+ to calculate the roll damping of
the DTMB 5415 trough roll decay technique for both intact and damage conditions. The results are
compared against experimental measurement with reasonable accuracy. Mancini, Begovic Mancini,
Begovic [17] conducted roll decay tests using numerical and experimental simulations to extract the
roll damping coefficients. They considered the grid convergence index instead of correlation factor
method to compute the uncertainty for the numerical simulations, because the solution was not close
to asymptotic range. Zhou, Ning Zhou, Ning [18] conducted numerical and experimental simulations
to estimate the roll damping of four different types of ships based on roll decay technique in zero
forward speed. The results from experiments and numerical simulations were in good agreement.
Somayajula and Falzarano [19] developed an advanced system of identification to compute frequency
dependent roll damping from model test results in irregular waves. The results showed that the
method can be used to predict a ship roll motion accurately compared to the potential flow method
and empirical methods. Irkal and Nallayarasu Irkal, Nallayarasu [20] performed experimental and
numerical simulations to compute the impact of bilge keels on roll damping. PIV method was used for
the experiment to measure velocity field around the model during free oscillation tests. They found
that the roll damping coefficient of the model without bilge keels is linear, however, with the bilge keels
is strongly non-linear. Wassermann and Feder Wassermann, Feder [21] carried out model tests based
on roll decay and HERM technique to calculate the roll damping of a container ship. They proposed
various methods without additional filtering, curve fitting and offset manipulation of the recorded
time series. They found that the HERM technique is more reliable in cases with higher forward
speed and larger damping values. Oliva-Remola and Bulian Oliva-Remola, Bulian [22] conducted the
HERM technique by shifting a mass harmonically inside the model in the lateral direction to generate
excitation. The computed roll damping from HERM technique was smaller than roll decay tests for
the same roll angle, because the model reached to a steady state rolling in HERM technique whereas
the roll dissipation of roll decay tests occurs in a transient condition. They also proposed a 1 DOF
mathematical model to predict the roll motion and calculate the roll damping. It was observed that
tuning of dry roll inertia is critical to achieve good results, because the model was considered free in
roll and sway motion.

There are a limited number of studies regarding the roll damping coefficients of an entire model
and most studies considered a segment of the ship especially the middle section. The focus of numerical
simulations was on 2D and overlooked the effect of other motions such as pitch and longitudinal
turbulence in the case with forward speed. Therefore, the impact of different degrees of freedom (DOF)
on the roll damping coefficient is unknown. In the present study, the numerical simulations of a whole
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containership model are conducted based on the HERM technique. The impact of forward speed, DOF
and excitation frequency at beam sea and oblique sea conditions on roll motion characteristics and roll
damping coefficients are investigated.

2. Theoretical Background

The following discussion involves the ‘harmonic excited roll motion’ HERM technique to
determine required roll damping coefficients. Regarding Blume’s experimental setup [14], the model
possesses two masses at the centre of gravity that are rotating contrarily around the vertical axis.
Specifically, one of the masses is rotating in a clockwise and the other is rotating in an anti-clockwise
direction. The rotating mass shares the same frequency in the opposite direction to minimise the yaw
motion. During contrary motion, the two masses meet at both sides of the model twice per rotation
period, which imposes the maximum roll excitation moment. Various roll amplitudes can be achieved
by setting different weights of the rotational masses. From the experiments [15], the amplitude of the
roll exciting moment should ideally be equal to the restoring moment of the heel angle which refers to
two masses of rotation on one side of the model. Originally, the equation of roll motion was formulated
by using Newton’s second law is balanced between the ships’ motions and external moments as [23]:

[I44 + δI44] · d2 ϕ

dt2 + N44 · dϕ

dt
+ S44 ϕ = FE44(t) (1)

whereas,

I44 + δI44 Mass and added mass moment of inertia coefficients
N44 Damping moment coefficient
S44 Restoring coefficient
FE44 Roll excitation moment

The magnitude of damping moment in roll motion is generally less than the total moment of
inertia and restoring moment. However, it still is essential to estimate the damping moment because
inertia and restoring moments could be shifted in 180 degrees and counteract each other. As a result,
only the damping moment limits the roll motion [24]. The exciting moment changes harmonically:

FE4 (t) = FE44 sin(ωt) (2)

The induced roll angle and roll velocity are as below:

ϕ(t) = ϕa sin(ωt + ϑ) (3)

and
dϕ

dt
=

.
ϕ(t) = ωϕa cos(ωt + ϑ) (4)

The dissipated energy during a harmonic roll period is:

EE = 4
∫ ϕa

0
N44

.
ϕdϕ (5)

Substituting the Equations (3) and (4) into Equation (5) with phase angle (ϑ = 0) gives:

EE = 4
∫ T

4

0
N44ωϕa cos(ωt) · ωϕa cos(ωt)dt = 4 · N44ω2 ϕa

2 ·
∫ π

2ω

0
cos2(ωt)dt (6)

Allowing the general solution of the integral gives:

∫
cos 2(xt)dt =

2xt + sin(2xt)
4x

(7)

6
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The solution to define the dissipated damping energy over a cycle is:

EE = 4 · N44 ω2 ϕa
2 ·

[
2ωt + sin(2ωt)

4ω

] π
2ω

0
= π · N44ωϕa

2 (8)

With respect to the roll moment, the roll angle is phase shifted by ϑ. The following formula
provides an estimation for the work done by the exciting moment in one roll period:

EA =
∫ T

0
FE4 (t)

.
ϕ(t)dt =

∫ 2π
ω

0
FE44,a sin(ωt)ωϕa cos(ωt + ϑ)dt (9)

Substituting Equation (4) into Equation (9) and after solving integral form, the formula gives:

EA = FE44,a ϕaπ sin ϑ (10)

The work done by the exciting moment and the dissipated energy over one roll period should
relatively be the same. There are a couple of methods available to determine the roll damping
coefficient, however, this paper focuses on the relationship of EA = EE where the roll damping can be
calculated by the following formula:

N44 =
FE44 sin ϑ

ωϕa
(11)

The damping coefficient can now be established to a dimensionless form, which was
recommended by the ITTC [25].

B̂44 =
N44

ρ∇B2
wl

√
Bwl
2g

(12)

3. Model Geometry

In this study, a model of a DTC post-Panamax container ship was adopted to carry out numerical
simulations. A 3D sketch of the model is shown in Figure 1. The main particulars of the model scale
and the full scale are presented in Table 1. The ship has a single screw propulsion with a five-blade
arrangement and the ship’s full appendages contain a rudder and bilge keels. The base profile of the
rudder consists of an NACA 0018 foil. Both port and starboard sides have five bilge keel segments
that are attached symmetrically. More details about the geometry of the model and ship can be found
in [15].

Figure 1. A 3D geometry of the model and bilge keels set up at midsection.
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Table 1. Main Dimensions of model and full-scale ship.

Main Dimension Full Scale (λ = 1.0) Model Scale (λ = 59.467)

Lpp [m] 355.00 5.9697
Lwl [m] 360.91 6.0691
Bwl [m] 51.00 0.8576
D [m] 14.00 0.2354
CB [-] 0.6544 0.6544
∇ [m3] 165,868.5 0.7887
KM [m] 25.05 0.4213
GM [m] 1.37 0.023
KG [m] 23.68 0.3983
T0 [s] 38.17 4.95

KXX [m] 20.25 0.340
KYY [m] 88.19 1.483
KZZ [m] 88.49 1.488

4. Numerical Modelling

The right numerical set up is essential to achieve a successful numerical simulation. STAR CCM+
was used to conduct the study and this section provides details of the selected approach.

4.1. Governing Equations and Physics Modelling

The solver utilizes averaged continuity and momentum equations for incompressible flow in
terms of tensor and Cartesian coordinates as follows [26]:

∂(ρui)

∂xi
= 0 (13)

∂(ρui)

∂t
+

∂

∂xj
(ρuiuj + ρu′

iu
′
j) = − ∂p

∂xi
+

∂τij

∂xj
(14)

τij = μ

(
∂ui
∂xj

+
∂uj

∂xi

)
(15)

The flow directions are specified by i and j indices in x and y directions. Density and viscosity
of the flow are represented by ρ and μ respectively. ui refers to the time-averaged velocity and
P is the time-averaged pressure. The Reynolds stress tensor is illustrated by ρu′

iu′
j, while, τij is

the mean viscous stress tensor. The selected solver is based on a finite volume approach method,
which is a method for representing and evaluating partial differential equations in terms of algebraic
equations. A predictor-corrector method is employed to form a relationship between continuity and
momentum equations.

A turbulence model was employed due to the uncertainty of the stress tensor. In this paper,
a realizable k-ε turbulence model was selected for the study. This selection decreases the simulation
time in comparison to other turbulence methods such as SST and K-ω [27]. A simple multiphase
approach called ‘Volume of Fluid’ (VOF) was employed to model the free surface. The mesh quality
encompassing the free surface has the capability of solving interfaces between two phases. Hence, extra
modelling was not necessary since the VOF method was selected. Simulations under VOF consider
the same equation for a single phase or multiphase conditions, in which they also reflect the same
velocity and pressure values. In order to capture the sharp interface among phases, the second order
convection scheme was selected.

The solver utilizes the segregated flow model which becomes a useful tool to solve the governing
equations in an uncoupled condition. Where convection terms were discretized by the second-order
upwind scheme throughout the solution and the SIMMPLE algorithm was selected. To enhance the
results, dynamic fluid body interaction (DFBI) method was used. This method is essential to predict
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the ship’s behaviour in terms of seakeeping, because the model condition is like a ship in real sea
condition [28]. A courant number (CFL) method was used to define the exact time step. In order
to select the time step, the CFL method and recommended time step by ITTC [29] were considered.
The CFL is a proportion of a physical time step to a mesh cell dimension per mesh flow velocity
(Equation (16)) and it should be kept less than one for each cell to have numerical stability. However,
0.002 seconds (T/211 (T = excitation period)) was selected as a time step for the study which is quite
smaller than both methods to capture accurately the roll motion and fluid-body interaction.

CFL =
UΔt
Δx

(16)

4.2. Meshing Structure

Overset mesh technique was used due to large motions involved in the simulations. The overset
mesh does not need to any mesh modification after generating the initial mesh and the region can
be transformed without remeshing, hence, it gives more flexibility and lower number of mesh [30].
This method involves two regions of overset and background. The overset region holds and surrounds
the body and moves with the body while it is located inside the motionless background region.
A linear interpolation method was used to taking into account the interaction between overset and
background [28]. Because an overlap volumetric block was considered to generate the same cell
size in both the background and overset regions at the vicinity of overset region to minimise the
interpolation errors. To increase the accuracy, the overset region was refined in a more advanced mesh
size and quality. This method allowed capturing boundary layer, flow separation during body motion,
wave making and vortices around the body [31].

4.3. Mesh Generation

The mesh was generated according to the practical guidelines for ship CFD applications [32]
and at least 40 cells per wavelength and 20 cells in the vertical direction for free surface were set.
The trimmed mesher was utilised to generate a high-quality mesh and the prism layer was selected due
to its capability to generate orthogonal prismatic mesh next to the body that can capture the velocity
gradient and boundary layer. A surface remeshing option was used to produce a better quality of
surface that can enhance volumetric mesh. For the final meshing stage, an automatic surface repair
meshing tool was used to repair and purify any geometrical problems that were left over after surface
remeshing. The volumetric control zones were produced around the body and in the free surface.
The mesh refinement was performed mainly in these regions. Therefore, the number of cells was
increased in those particular regions to capture complex flow characteristics. The cell size of the overset
region and background were matched to prevent solution divergence. This was achieved by using an
overlap volumetric block method. Figure 2 shows the mesh structure including the background and
overset regions.

 
Background  

Overset  region  

Figure 2. A 3D illustration of computational mesh.
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4.4. Boundary and Initial Condition

To enhance the accuracy of results, suitable initial and boundary conditions were selected
(Figure 3). The inlet boundary is set one Lpp in front of the model and the outlet is located 3 Lpp after
the ship. The distances of left, right and bottom boundaries from the model are one Lpp and 0.5 Lpp is
chosen for the top boundary [32]. The velocity inlet and pressure outlet boundary conditions were
set in a way that the stream would flow past the model in head sea condition. The initial hydrostatic
pressure was selected for the outlet boundary condition to prevent any backflow. The remaining
boundaries including sides, top and bottom were all set as a velocity inlet in order to prevent a velocity
gradient generated from the wall and flow interactions. Therefore, these boundary settings allow
the velocity flow in all lateral boundaries to be directed towards the outlet boundary with negligible
flow reflection.

 

Figure 3. A 2D illustration of the overset and background regions with the applied boundary
conditions.

4.5. Coordinate System

To simulate the model’s motions, earth-fixed and body local coordinate systems were used.
Initially, forces and moments on the model were calculated by analysing flow around the body. In the
next step, the forces and moments were transferred into the local body coordinate where defined in
the centre of gravity. The velocity and acceleration of the model were extracted from the motion’s
equations and converted to the earth-fixed coordinate system. This allows detecting the new location
of the model.

5. Results and Discussion

5.1. Verification Analysis

To improve the reliability of the simulation results, it is necessary to specify the level of uncertainty.
Based on the verification method presented by Stern [33], the numerical uncertainty USN, consists of
uncertainty in iterative convergence UI, grid-spacing UG and time-step UT, which is formulated by the
following equation:

U2
SN = U2

I + U2
G + U2

T (17)

The uncertainty raised from UI and UT are negligible because the simulations are set in a calm
water condition [34]. However, the grid-spacing uncertainty was investigated as major source of the
uncertainty. Three different mesh configurations with 2.6, 3.6 and 4.5 million elements were created
with a refinement ratio of rG = √2 which was applied mainly on overset region [27,35] and details
of the generated mesh are shown in Table 2. The model was excited by 5.5 Nm roll exciting moment
based on the HERM technique at frequencies of 1.39 rad/s which is close to the natural frequency of
the model. The drag calculation at a forward speed of 1.54 m/s was performed to select a proper mesh
configuration that could precisely calculate pressure and shear forces. The increment for cells mainly
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focussed on the overset region to refine the quality of mesh. The accuracy of the simulation results
against experimental measurements specifies which mesh configuration to be selected. The initial and
boundary conditions all remained constant while the number of mesh cells varied. The grid uncertainty
calculation for different mesh configurations was performed based on Richardson extrapolation [34].
The variation of simulation results for cases of coarse (S3), medium (S2) and fine (S1) configurations
are calculated as follows:

εG32 = S3 − S2 (18)

εG21 = S2 − S1 (19)

RG = εG21 /εG32 (20)

The numerical convergence ratio was calculated using Equation (20). Four typical conditions
can be predicted for the convergence ratio: (i) monotonic convergence (0 < RG < 1), (ii) oscillatory
convergence (RG < 0; |RG| < 1), (iii) monotonic divergence (RG > 1) and (iv) oscillatory divergence
(RG < 0; |RG| > 1). For the cases (iii) and (iv) the numerical uncertainty cannot be computed. For the
case (ii) uncertainty can be computed based on bounding error between upper limit SU and lower
limit SL using Equation (21):

UG = |1
2
(SU − SL)| (21)

In the case (i), the generalised Richardson extrapolation is adopted to compute the numerical
uncertainty proposed by Stern, Wilson [36]. As the solutions were close to the asymptotic range,
the correlation factor method was used to compute the numerical uncertainties. The maximum and
minimum values of roll motion characteristics were taken into account to compute the uncertainty,
because, the peak values are used to compute the roll damping.

Table 2. The number of mesh elements in different configurations.

Background Overset Total

Fine (1) 2,610,127 3,604,231 4,543,826
Medium (2) 1,725,314 2,449,946 3,326,086
Coarse (3) 884,813 1,154,285 1,217,740

The results of simulations are compared with experimental data [15] shown in Table 3 and the roll
motion characteristics for a couple of cycles are shown in Figure 4. The numerical simulations were
performed at 6DOF similar to experimental tests. Overall, the simulation results have produced larger
values than experimental values. The verification study shows that the uncertainty value is small and
about 5 for the worst condition. It was found that the 4.5 million mesh cells produce the most reliable
results and could achieve the closest value to the experimental data. The maximum roll angle and
drag have a 4.02% and 5.44% difference with experimental measurements, respectively. This numerical
approach has the ability to simulate roll motion accurately. Hence, it was used to simulate roll motion
characteristics in different conditions. In this study, a maximum of 3DOF (RHP) was considered for
investigating dynamic stability according to the most popular equation methods, which have three
degrees of freedom. Decreasing the number of degrees of freedom reduces the maximum roll angle
because the moment of inertia and restoring moment do not fully counteract each other. Therefore,
the computed roll damping moment, based on Handschel’s method, is overestimated and using the
proposed method in Section 5.4 can compute the roll damping coefficients more accurately.
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Figure 4. Influence of different mesh configurations on roll angle, angular roll velocity, angular roll
acceleration and roll moment under 5.5 Nm roll exciting moment at frequency of 1.39 rad/s with zero
forward speed and 6DOF.
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Table 3. Verification Study of numerical results versus experiments (EFD).

Amplitude EFD S1 S2 S3 RG δ*REG1 (%S1) UG (%S1)

Roll angle (◦) 14.42 14.94 15.05 15.70 0.17 0.29 2.04
Roll moment (Nm) - 43.8 44.5 50 0.13 0.47 4.42

Angular acceleration (Rad/s2) - 0.528 0.532 0.549 0.24 0.47 2.18
Angular velocity (Rad/s) - 0.362 0.368 0.382 0.43 2.49 5.25

Drag (N) 26.46 27.9 28.14 30.5 0.10 0.19 2.36

5.2. Influence of Forward Speed and DOF

The roll damping coefficient cannot be computed directly from numerical simulations and requires
time series analysis. Therefore, prior to discussing the damping coefficient, the influence of forward
speed, degrees of freedom (DOF), different frequencies, beam sea and oblique sea conditions are
studied. The model was excited based on the HERM technique at different conditions as presented
in Table 4. In order to investigate the impact of DOF on roll motion characteristics, two conditions
were considered (a) model free in just roll motion and restrain in other 5 DOF, (b) the model free in
roll, heave and pitch (RHP) and restrain in surge, sway and yaw. Three different Froude numbers
of 0, 0.1 and 0.19 were selected to investigate the impact of forward speed. In order to keep the
results consistent, the physical simulation times were set to 20 s. The harmonic excited roll motion
was generated from the beginning (zero degrees) and continued until the physical time of 20 s to
demonstrate the motions of the model similar to real sea condition. This method enhances the accuracy
of the motions for a better analysis. The changes of roll, angular velocity, angular acceleration and
roll moment are shown in Figures 5–8. By observing the first two cycles of the plots, the model tends
to absorb energy from the roll exciting moment in terms of the moment of inertia. Therefore, the roll
motion characteristics increase gradually and remain constant in the following cycles. Decreasing the
DOF to roll motion slightly decreases the amplitude of motion characteristics and the reduction is
significant at higher Froude numbers. At zero forward speed, the roll angle difference between R and
RHP conditions is 1.4 degrees, while the difference is 2.1 degrees at Froude number 0.19. Increasing
the DOF increases the phase shift between the roll exciting moment and roll time trace (Figure 5).
However, increasing the forward speed reduces the phase shift, because added dynamic pressure
speeds up the rolling motion of the model. The angular velocity is a function of the roll time trace and a
similar trend is observed. Increasing the forward speed and reducing the DOF reduce the amplitude of
angular velocity (Figure 6). The model free in RHP at zero forward speed experiences higher angular
acceleration and roll moment, whereas, the model free in just roll motion with the highest Froude
number experiences lower angular acceleration and roll moment.

Table 4. Test conditions to study the impact of forward speed, DOF, excitation frequency, beam and
oblique sea on roll motion and damping coefficients.

Case No. Fn.
Frequency

(Rad/s)
DOF

Sea
Condition

Roll Exciting
Moment (Nm)

Pitch Exciting
Moment (Nm)

1 0 1.4 R Beam sea 20 -
2 0 1.4 RHP Beam sea 20 -
3 0.1 1.4 R Beam sea 20 -
4 0.1 1.4 RHP Beam sea 20 -
5 0.19 1.4 R Beam sea 20 -
6 0.19 1.4 RHP Beam sea 20 -
7 0 1.3 RHP Beam sea 20 -
8 0 1.5 RHP Beam sea 20 -
9 0 1.3 RHP Oblique sea 20 10
10 0 1.4 RHP Oblique sea 20 10
11 0 1.5 RHP Oblique sea 20 10
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Figure 5. Roll angle time trace of the model under 20 Nm exciting moment at frequency of 1.4 rad/s,
Fn = 0, Fn = 0.1, Fn = 0.19 and considering different degrees of freedom. Roll, heave and pitch motions
are shown by R, H and P, respectively.

Figure 6. Cont.
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Figure 6. Angular roll velocity (Vel.) time trace of the model under 20 Nm exciting moment at frequency
of 1.4 rad/s, Fn = 0, Fn = 0.1, Fn = 0.19 and considering different degrees of freedom. Roll, heave and
pitch motions are shown by R, H and P, respectively.

Figure 7. Angular roll acceleration (Acc.) time trace of the bare hull model under 20 Nm exciting
moment at frequency of 1.4 rad/s, Fn = 0, Fn = 0.1, Fn = 0.19 and considering different degrees of
freedom. Roll, heave and pitch motions are shown by R, H and P, respectively.

Figure 8. Cont.
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Figure 8. Total roll moment (Mtot) time trace of the model under 20 Nm exciting moment at frequency
of 1.4 rad/s, Fn = 0, Fn = 0.1, Fn = 0.19 and considering different degrees of freedom. Roll, heave and
pitch motions are shown by R, H and P, respectively.

5.3. Influence of Excitation Frequency and Heading

The model was excited in both beam sea and oblique sea conditions at different excitation
frequencies including 1.3, 1.4 and 1.5 rad/s to investigate the effects of frequency and exciting moment
direction on the roll motion characteristics. The variation of roll, angular velocity, angular acceleration,
roll moment and pitch angle are shown in Figures 9–13. For the beam sea condition, 20 Nm roll exciting
moment was applied on the model, while, for the oblique sea condition, 20 Nm and 10 Nm of roll
and pitch exciting moment simultaneously were applied on the model respectively. The roll motion
characteristics of the oblique sea conditions are slightly larger than the beam sea condition at various
frequencies, although the total exciting moment in oblique condition is considerably larger. Because
the model is more stable in longitudinal section and 10 Nm pitch exciting moment has negligible
effects on pitch and roll motions. The model generates larger roll motion characteristics at a frequency
of 1.4 rad/s which is close to the natural frequency of the model. The model achieves a 24-degree
roll angle at 1.4 rad/s larger than 20.5 and 18 degrees for the frequency of 1.5 and 1.3 rad/s. At the
resonance frequency, the induced moment of inertia and restoring moment have the same magnitude
in the opposite direction hence counteracting each other. As a result, the damping moment which is
not large resists the development of roll motion and the exciting moment imposes the model towards a
larger roll angle. The angular velocity and roll moment of the model at a frequency of 1.4 rad/s is also
larger than other frequencies, similar to the roll angle which is larger than the other two. However,
the induced angular acceleration in the case of 1.5 rad/s is as large as the case of 1.4 rad/s. That is
due to being located in the region dominated by acceleration where the magnitude of acceleration for
the same amplitude of roll angle is larger compared to a lower range of frequency. The pitch angle
changes with regard to the change of roll angle. The model experiences forward trim, because the
wetted surface area and water pressure of the aft half of the model is larger than the forward half.
The pitch angle at a frequency of 1.4 rad/s is larger due to a larger roll angle.
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Figure 9. Roll angle time trace of the model under 20 Nm roll exciting moment at the frequencies of 1.3,
1.4 and 1.5 rad/s, Fn = 0 and considering beam sea and oblique sea conditions.

Figure 10. Angular roll velocity time trace of the model under 20 Nm roll exciting moment at the
frequencies of 1.3, 1.4 and 1.5 rad/s, Fn = 0 and considering beam sea and oblique sea conditions.

Figure 11. Angular roll acceleration time trace of the model under 20 Nm roll exciting moment at the
frequencies of 1.3, 1.4 and 1.5 rad/s, Fn = 0 and considering beam sea and oblique sea conditions.

Figure 12. Total roll moment time trace of the model under 20 Nm roll exciting moment at the
frequencies of 1.3, 1.4 and 1.5 rad/s, Fn = 0 and considering beam sea and oblique sea conditions.
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Figure 13. Pitch angle time trace of the model under 20 Nm roll exciting moment at the frequencies of
1.3, 1.4 and 1.5 rad/s, Fn = 0 and considering beam sea and oblique sea conditions.

5.4. Roll Damping Coefficient

The dimensionless damping coefficients of the model in different conditions are presented in
Table 5. The damping coefficients were extracted from roll motion characteristics based on Equation (11)
and were converted into a dimensionless number, which was recommended by the ITTC [25]. The
model was free up to 3DOF and was excited at frequencies higher and lower than the natural frequency.
Hence, the maximum roll motion characteristics were decreased compared to 6DOF at resonance
conditions. That is because the total moment of inertia (IN) and restoring moment (RE) cannot
counteract each other completely. The restoring moment was calculated by Autohydro software and
the virtual moment of inertia was calculated based on [37]. The roll exciting moment compensates
the difference between these two. Therefore, the amplitude of the real roll exciting moment decreases
during a cycle.

Table 5. Non-dimensional roll damping of the model at different cases.

Case No.
Maximum
Roll Angle
(Degrees)

Difference
IN & RE (N)

Amplitude
of Exciting

Moment (N)

Phase Shift
(Rad)

Dimensionless
Damping

Coefficient (CFD)

Dimensionless
Damping

Coefficient (EFD.)

1 22.39 11.17 8.83 0.98 0.004816 0.00462
2 23.94 11.077 8.93 1.11 0.004907 0.00482
3 21.47 10.257 9.75 0.93 0.00535 -
4 22.98 10.11 9.89 1.02 0.00541 -
5 18.46 10.82 9.19 0.86 0.00553 -
6 20.48 10.57 9.44 1.01 0.00571 -
7 18.12 12.09 7.91 0.58 0.00377 0.00384
8 20.92 7.43 12.57 1.5 0.00822 0.00431
9 18.15 12.15 7.75 0.59 0.00376 -
10 24.18 11.14 8.86 1.11 0.00483 -
11 20.98 7.59 12.41 1.5 0.00809 -

It can be seen from cases 1 to 6 that reducing the DOF number at different Froude numbers
reduces the maximum roll, whereas the damping coefficient relatively slightly increases (compared to
the experimental values). The rudder angle was set at zero during the simulation to avoid any effect
on extracting the damping coefficient. Increasing the forward speed increases the magnitude of the
damping coefficient due to changes in pressure distribution around the model. However, the pressure
variations are small and by reduction of the maximum roll angle, the damping coefficient increases.
The damping coefficients of cases 1 and 2 are in acceptable agreement with existing results from the
model tests [15]. Changing the excitation frequency changes the roll motion specifications and the
damping coefficient. At frequencies of 1.3 rad/s (case 7) and 1.4 rad/s (case 2) the extracted damping
coefficients are in good agreement compared to the experimental data, while for the frequency of
1.5 rad/s which is higher than the natural frequency the result is overestimated. Because, the energy
conservation method to extract damping coefficient works well for frequencies equal or smaller
than natural frequency of the model. For higher range of frequencies, the computed roll damping
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is overestimated because of the larger phase shift between roll exciting moment and roll angle,
as well as smaller difference between virtual moment of inertia and restoring moment. This means the
energy conservation method works at a range of frequency lower and close to the natural frequency.
As discussed in the previous section, the roll motion characteristics in oblique sea condition are slightly
larger than beam sea condition, while the computed damping coefficients of oblique sea condition are
slightly smaller than the beam sea condition.

6. Conclusions

Numerical simulations based on the HERM technique were carried out to investigate the influence
of excitation frequency, Froude number, DOF and the model’s heading on roll motion and roll damping
coefficients. If the model is free in just roll motion, it experiences smaller motion characteristics
compared to the model free in coupled roll-pitch-heave motions. However, the reduction with a
higher Froude number is more. Nevertheless, the model free in roll motion has relatively a larger roll
damping coefficient at different forward speeds. The applied energy conservation method to calculate
the damping moment is valid at a low range of frequencies as well as the natural frequency. The model
under the same roll exciting moment in beam sea and oblique sea conditions generates similar roll
motion and roll damping coefficients. The findings of this study improve the equation base methods
to advance prediction of roll motion and to investigate the dynamic stability of a ship.
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Nomenclature

Symbol Description (Unit) Symbol Description (Unit)

FE44(t) Exciting moment (Nm) N44 Damping coefficient (Nms/rad)
FE44,a Amplitude of exciting moment (Nm) EE Dissipated energy (J)

ω Frequency (Rad/s) EA Work done by roll exciting moment (J)
ϕ Roll angle (Degree) T Period (s)
ϕa Amplitude of Roll angle (Degree) ρ Density (Kg/m3)
υ1 Phase shift (Degrees) ∇ Displacement (m3)
.
ϕ Angular velocity (Rad/s) B44 Non-dimensional damping coefficient

References

1. Ikeda, Y.; Himeno, Y.; Tanaka, N. A Prediction Method for Ship Roll Damping; Department of Naval Architecture,
University of Osaka Prefecture: Osaka, Japan, 1978.

2. Gu, M.; Lu, J.; Wang, T. Experimental and numerical study on stability under dead ship condition of
a tumblehome hull. In Proceedings of the 13th International Ship Stability Workshop, Brest, France,
23–26 September 2013.

3. Bass, D.; Haddara, M. Nonlinear models of ship roll damping. Int. Shipbuild. Prog. 1988, 35, 5–24.
4. Roddier, D.; Liao, S.-W.; Yeung, R. Wave-induced motion of floating cylinders fitted with bilge keels. Int. J.

Offshore Polar Eng. 2000, 10, 241–248.
5. Na, J.H.; Lee, W.C.; Shin, H.S.; Park, I.K. A design of bilge keels for harsh environment FPSOs. In Proceedings

of the Twelfth International Offshore and Polar Engineering Conference, Kitakyushu, Japan, 26–31 May 2002.
6. Jung, K.H.; Chang, K.-A.; Huang, E.T. Two-dimensional flow characteristics of wave interactions with a

free-rolling rectangular structure. Ocean Eng. 2005, 32, 1–20. [CrossRef]
7. Yi-Hsiang, Y.; Kinnas, S.A.; Vinayan, V.; Kacham, B.K. Modeling of flow around FPSO hull sections subject

to roll motions: Effect of the separated flow around bilge keels. In Proceedings of the Fifteenth International
Offshore and Polar Engineering Conference, Seoul, Korea, 19–24 June 2005.

19



J. Mar. Sci. Eng. 2018, 6, 101

8. Kinnas, S.A.; Yi-Hsiang, Y.; Vinayan, V. Prediction of flows around FPSO hull sections in roll using an
unsteady Navier-Stokes solver. In Proceedings of the Sixteenth International Offshore and Polar Engineering
Conference, San Francisco, CA, USA, 28 May–2 June 2006.

9. Wilson, R.V.; Carrica, P.M.; Stern, F. Unsteady RANS method for ship motions with application to roll for a
surface combatant. Comput. Fluids 2006, 35, 501–524. [CrossRef]

10. Yu, Y.-H.; Kinnas, S.A. Roll response of various hull sectional shapes using a Navier-Stokes solver. J. Offshore
Polar Eng. 2009, 19, 46–51.

11. Bangun, E.; Wang, C.; Utsunomiya, T. Hydrodynamic forces on a rolling barge with bilge keels. Appl. Ocean Res.
2010, 32, 219–232. [CrossRef]

12. Thiagarajan, K.P.; Braddock, E.C. Influence of bilge keel width on the roll damping of FPSO. J. Offshore
Polar Eng. 2010, 132, 011303. [CrossRef]

13. Avalos, G.O.; Wanderley, J.B.; Fernandes, A.C.; Oliveira, A.C. Roll damping decay of a FPSO with bilge keel.
Ocean Eng. 2014, 87, 111–120. [CrossRef]

14. Blume, P. Experimentelle Bestimmung von Koeffizienten der wirksamen Rolldämpfung und ihre
Anwendung zur Abschätzung extremer Rollwinkel. Schiffstechnik 1979, 26, 3–23.

15. Handschel, S.; Abdel-Maksoud, M. Improvement of the Harmonic Excited Roll Motion Technique for
Estimating Roll Damping. Ship Technol. Res. 2014, 61, 116–130. [CrossRef]

16. Begovic, E.; Day, A.H.; Incecik, A.; Mancini, S.; Pizzirusso, D. Roll damping assessment of intact and
damaged ship by CFD and EFD methods. In Proceedings of the 12th international conference on the stability
of ships and ocean vehicles, Glasgow, UK, 13–19 June 2015; pp. 14–19.

17. Mancini, S.; Begovic, E.; Day, A.H.; Incecik, A. Verification and validation of numerical modelling of DTMB
5415 roll decay. Ocean Eng. 2018, 162, 209–223. [CrossRef]

18. Zhou, Y.-h.; Ning, M.; Xun, S.; ZHANG, C. Direct calculation method of roll damping based on
three-dimensional CFD approach. J. Hydrodyn. Ser. B 2015, 27, 176–186. [CrossRef]

19. Somayajula, A.; Falzarano, J. Application of advanced system identification technique to extract roll damping
from model tests in order to accurately predict roll motions. Appl. Ocean Res. 2017, 67, 125–135. [CrossRef]

20. Irkal, M.A.; Nallayarasu, S.; Bhattacharyya, S. CFD approach to roll damping of ship with bilge keel with
experimental validation. Appl. Ocean Res. 2016, 55, 1–17. [CrossRef]

21. Wassermann, S.; Feder, D.-F.; Abdel-Maksoud, M. Estimation of ship roll damping—A comparison of the
decay and the harmonic excited roll motion technique for a post panamax container ship. Ocean Eng. 2016,
120, 371–382. [CrossRef]

22. Oliva-Remola, A.; Bulian, G.; Pérez-Rojas, L. Estimation of damping through internally excited roll tests.
Ocean Eng. 2018, 160, 490–506. [CrossRef]

23. Enshaei, S.S.K. Quantifying Ship’s Dynamic Stability through Numerical Investigation of Weight Distribution.
In Proceedings of the 13th International Conference on the Stability of Ships and Ocean Vehicles (STAB),
Kobe, Japan, 16–21 September 2018.

24. Kianejad, S.S.; Duffy, J.; Ansarifard, N.; Ranmuthugala, D. Ship Roll Damping Coefficient Prediction
Using CFD. In Proceedings of the 32nd Symposium on Naval Hydrodynamics, Hamburge, Germany,
5–10 August 2018.

25. Reed, A.; Reed, A.M. 26th ITT C parametric roll benchmark study. In Proceedings of the 12th International
Ship Stability Workshop, Washington, DC, USA, 2011.

26. Ferziger, J.H.; Peric, M.; Leonard, A. Computational Methods for Fluid Dynamics; American Institute of Physics
(AIP): College Park, MD, USA, 1997.

27. Tezdogan, T.; Demirel, Y.K.; Kellett, P.; Khorasanchi, M.; Incecik, A.; Turan, O. Full-scale unsteady RANS
CFD simulations of ship behaviour and performance in head seas due to slow steaming. Ocean Eng. 2015,
97, 186–206. [CrossRef]

28. CD-adapco, S. STAR CCM+ User Guide Version 12.04; CD-Adapco: New York, NY, USA, 2017.
29. ITTC. Guidelines: Practical Guidelines for Ship CFD Applications; Lyngby, Denmark, 2011; pp. 1–18.
30. Kianejad, S.S.; Duffy, J.; Ansarifard, N. Calculation of Restoring Moment in Ship roll motion through

Numerical Simulation. In Proceedings of the 13th Int. Conference on the Stability of Ships and Ocean
Vehicles (STAB), Kobe, Japan, 16–21 September 2018.

31. Field, P.L. Comparison of RANS and Potential Flow Force Computations for the ONR Tumblehome Hullfrom in
Vertical Plane Radiation and Diffraction Problems; Virginia Tech: Blacksburg, VA, USA, 2013.

20



J. Mar. Sci. Eng. 2018, 6, 101

32. Procedures, I.-R. Practical Guidelines for Ship CFD Applications. In Guidelines 2011; 26th ITTC Specialist
Committee on CFD in Marine Hydrodynamics; Lyngby, Denmark, 2011; pp. 1–18.

33. Stern, F.; Wilson, R.V.; Coleman, H.W.; Paterson, E.G. Comprehensive approach to verification and validation
of CFD simulations-Part 1: Methodology and procedures. Trans. Am. Soc. Mech. Eng. J. Fluids Eng. 2001,
123, 793–802. [CrossRef]

34. Jin, Y.; Chai, S.; Duffy, J.; Chin, C.; Bose, N.; Templeton, C. RANS prediction of FLNG-LNG hydrodynamic
interactions in steady current. Appl. Ocean Res. 2016, 60, 141–154. [CrossRef]

35. Tezdogan, T.; Incecik, A.; Turan, O. Full-scale unsteady RANS simulations of vertical ship motions in shallow
water. Ocean Eng. 2016, 123, 131–145. [CrossRef]

36. Stern, F.; Wilson, R.; Shao, J. Quantitative V&V of CFD simulations and certification of CFD codes. Int. J.
Numer. Methods Fluids 2006, 50, 1335–1355.

37. Kianejad, S.; Enshaei, H.; Ranmuthugala, D. Estimation of added mass moment of inertia in roll motion
through numerical simulation. In Proceedings of the PACIFIC 2017 International Maritime Conference,
Sydney, Australia, 3–5 October 2017; pp. 1–15.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

21



Journal of

Marine Science 
and Engineering

Article

A Validation of Symmetric 2D + T Model Based on
Single-Stepped Planing Hull Towing Tank Tests

Rasul Niazmand Bilandi 1,2, Simone Mancini 2,3,*, Luigi Vitiello 3, Salvatore Miranda 3 and

Maria De Carlini 2

1 Department of Engineering, Persian Gulf University, Bushehr 7516913817, Iran;
rasool.niazmand@mehr.pgu.ac.ir

2 Eurisco Consulting Srls–R&D Company, 80059 Torre del Greco, Italy; maria.decarlini@euriscoconsulting.com
3 Department of Industrial Engineering (DII), University of Naples “Federico II”, 80125 Naples, Italy;

luigi.vitiello@unina.it (L.V.); salvatore.miranda@unina.it (S.M.)
* Correspondence: simone.mancini@unina.it; Tel.: +39-081-768-3308

Received: 8 October 2018; Accepted: 8 November 2018; Published: 12 November 2018

Abstract: In the current article, the hydrodynamic forces of single-stepped planing hulls were
evaluated by an analytical method and compared against towing tank tests. Using the 2D + T theory,
the pressure distribution over the wedge section entering the water and the normal forces acting on
the 2D sections have been computed. By integrating the 2D sectional normal forces over the entire
wetted length of the vessel, the lift force acting on it has been obtained. Using lift forces as well
as the consequence pitch moment, the equilibrium condition for the single-stepped planing hull
is found and then resistance, dynamic trim, and the wetted surface are computed. The obtained
hydrodynamic results have been compared against the experimental data and it has been observed
that the presented mathematical model has reasonable accuracy, in particular, up to Froude number
2.0. Furthermore, this mathematical model can be a useful and fast tool for the stepped hull designers
in the early design stage in order to compare the different hull configurations. It should also be noted
that the mathematical model has been developed in such a way that it has the potential to model the
sweep-back step and transverse the vertical motions of single-stepped planing hulls in future studies.

Keywords: single-stepped planing hulls; symmetric 2D + T theory; hydrodynamic forces; towing
tank tests

1. Introduction

Over time, researchers in naval architecture developed different methods to reduce the frictional
resistance of planing hulls. Adding a transverse step in a high-speed monohull had been introduced
as an appropriate method for reducing drag, for example, Step has a special geometry and enjoys
improved hydrodynamic performance, i.e., resistance, dynamic stability, and seakeeping. Step can
create a significant reduction of a dynamic wetted surface and of the dynamic trim angle during
high-speed forward motion and thus achieve a reduction of resistance at high speed. There are
four options for the hydrodynamic analysis of a stepped hull: the towing tank test [1–3], empirical
method [4,5], analytical methods [6], and numerical simulation [7,8].

The performance prediction of a planing hull has long been used. For example, von Karman [9]
and Wagner [10] modeled the wedge water entry as a planing section and computed the pressure
distribution over the wedge surface. Wagner and von Karman initiated extensive research works
in the Langley Memorial Aeronautical Laboratory and Davidson Laboratory in the United States.
These studies were extended after the Second World War and continued until 1960. The authors
conducted extensive sets of experiments and presented various empirical formulas for the prediction
of planing hull characteristics. However, Savitsky [4] developed a mathematical model for the
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performance prediction of planing hulls. His model was able to predict lift, drag, wetted area, and the
center of pressure of non-stepped planing hulls in calm waters. The Savitsky model was based on
formulas derived from the aforementioned experiments.

The basis of the Savitsky method created an incentive for other researchers to expand the empirical
formulas to calculate the lifting forces and modify the Savitsky method for stepped planing hulls.
Svahn [11] first developed a mathematical model for the performance prediction of a stepped hull.
His model can only simulate a one-stepped planing hull and uses Savitsky and Morabito’s [12]
formulas for separating flow from the step. However, Danielsson and Stromquist [13] mentioned
that Savitsky and Morabito’s [12] formulas cannot be implemented for a two-stepped hull because
these relations have basically been derived for transom stern flow—not for separated flow from
steps. Therefore, Dashtimanesh et al. [5] assumed a linear wake theory and presented a simplified
mathematical model for the performance prediction of two-stepped planing hulls. The authors
compared the obtained results with the experiments of Taunton et al. [1] and Lee et al. [2] and showed
that their mathematical model has a good accuracy. Their model was based on Savitsky’s formulas and
regression relation for lift force which is limited by a special range for trim, wetted length, and the speed
coefficient. Moreover, it was not possible to compute the pressure distribution over the hull length.

After these empirical studies, the researchers used the 2D + T or numerical method to look at
the hydrodynamics of the planing hull or planing hull section in calm waters. The accuracy of the
numerical method is high but has many complexities and cannot easily be used in the initial phases of
design. The application of 2D + T theory dates back to the end of the 1970s, where Zarnick [14] utilized
Wagner [10] and von Karman [9] theoretical equations and developed a mathematical model based
for computation of planing hull behavior in waves. This method could be used for the performance
prediction if the water surface is set to be at rest. The constant heave and pitch result correspond
to the sinkage and dynamic trim of a vessel. Ghadimi et al. [15,16] extended Zarnick’s method for
the motion prediction of planing hulls in regular waves at 4 and 6 degrees of freedom, successively.
Moreover, Ghadimi et al. [17–19] and Tavakoli et al. [20–23], developed several mathematical models
for computation of roll motions in waves, roll motion, asymmetric, and yawed condition motions.
All of these studies are performed using 2D + T theory and relate to non-stepped planing hulls.
Thus, in this work, the 2D + T theory method is used and the hydrodynamic pressure over the wall of
the 2D wedge is utilized to find the sectional hydrodynamic forces in the stepped planing hull, and the
performance of the vessel is solved.

In this paper, the main aim is to develop a mathematical model for the simulation of single-stepped
planing hull characteristics by using the 2D + T theory and linear wake assumptions. The basis of
the present mathematical model is taken from the mathematical model developed by Niazmand
Bilandi et al. [6]. The hull of a single-stepped planing hull has been divided into two parts; for each
part, a water entry problem has been simulated. The hydrodynamic pressure on the 2D sections of the
single-planing hull is predicted by the Algarin and Tascón [24] equations. The forces acting on each
part of the boat are determined using the 2D + T theory. The main results, including the dynamic trim
angle, wetted surface, and resistance, have been computed with the proposed method and have been
compared against experimental data. In Section 2, a mathematical model and computer procedure
are demonstrated; in Section 3, validation and results are presented. In particular, the model test and
experimental details, a comparison between the towing tank tests and 2D + T method resulting in
the term of resistance, wetted surface, and wetted length analysis are presented. Section 4 presents
the conclusions.
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2. Mathematical Model

The presented method is formulated in this section. The problem is defined and motion equations,
as well as 2D + T theory, are discussed. The computation of hydrodynamic force acting on the
hull has been fulfilled based on the pressure distribution on the wedge surface. To calculate the
hydrodynamic pressure, the resulting forces and moments on a single-stepped planing hull, equations
for the simulation of the water entry of wedges and estimation of a half-wetted beam are used,
and a new mathematical model for the performance prediction of single-stepped planing hulls with a
pressure-based approach was developed.

Further, it has been considered that the boat is moving forward with a constant speed of V and
dynamic trim angle of θ, demonstrated in Figure 1. The defined measure of dynamic trim (θ) for the
2D + T method is relative to the keel line of the hull. For a constant deadrise (pure wedge) hull, the keel
line is straight and parallel to all the buttock flow lines, so the geometric definition of trim is clear.
The dynamic trim angle depends on the boat speed. Figure 1 includes the weight force (Δ), the force
derived from the hydrodynamic and hydrostatic pressure (F), the total frictional drag force (D), and the
thrust force (T), derived from the various planing surfaces on the boat. Additionally, in Figure 1,
two right-handed coordinate systems are adopted. The Gξηζ system is fixed on the body and located
at CG. In this coordinate system, ξ is parallel to the keel and positive forward, η is positive in the
direction of the starboard side, and ζ is positive downward. The Oxyz system is moving with the
system. The x-axis is parallel to the calm water and positive forward. The boat with deadrise angle
β has been fixed at the zero heel angle in the calm water, τ1 and τ2 are the local trim angles for each
planing surface.

 

Figure 1. The problem definition and coordinate systems.

The equilibrium in the heave and pitch directions, as shown in Figure 1, can be calculated from
the following equations.

0 =
2

∑
i=1

(Tz + Dzi + Fzi + Δ) Heave (1)

0 =
2

∑
i=1

(Tθ + Dθi + Fθi ) Pitch (2)

To solve the problem, some assumptions are made as follows:

• The speed, V, was assumed to be constant for all two planing surfaces. In reality, the speed
of the water would decrease aft of each step due to disturbances from the hull and turbulence.
This would implicate that the lift from the middle and aft planing surface would be slightly
exaggerated. By applying the effects of the transom and the steps, the forces will be calculated
with a more accurate value.

• The planing surfaces are assumed to have triangular shapes.
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• The wake profile is considered horizontal and parallel to the horizon from the separation at
the step to where it reattaches on the next surface, contradicting Morabito’s wake theory [12],
Svahn [11], Dashtimanesh et al. [5], and Niazmand Bilandi et al. [6] suggested this simplification.

• The sweep-back of the steps is not included in the model.
• The local deadrise angle βL has been assumed to be 2 degrees for each planing surface. This value

depends on the ventilation length and has effects on the trim and resistance of the vessel because
it affects the lift coefficients.

• The local trim angle, τ, has also been assumed to be 2 degrees. This value is measured using the
slope of the planing surface in relation to the horizon, which has a straightforward relationship
with step height.

In the first step, the total wetted length Lw0 , and the overall dynamic trim angle θ, should
be estimated. Therefore, the wetted length of the front planing surface can be calculated using
Equation (3).

Lw1 = Lw0 − Ls (3)

where, Ls is the step position.
In the current article, an attempt has been made to develop a novel mathematical model based on

the studies of Danielsson and Stromquist [13], Dashtimanesh et al. [5], and Niazmand Bilandi et al. [6].
As mentioned in literature reviews, there has been no direct measurement or empirical formula for wake
profile beneath the stepped hulls. Therefore, Danielsson and Stromquist [13] observed that the linear wake
profile (LWP) may be a good assumption for the flow separation from the steps. Therefore, the present study
attempts to take into account this suggestion for a single-stepped planing hull. So, for the single-stepped
planing hull, the ventilation length is calculated from the following equation.

Ldry =
Hstep

tan(θ + τ1)
(4)

where, Hstep is the steps height, and τ1 is local trim angle for the forward planing surface.
Subsequently, the wetted length is also calculated for the transom planing surface Equation (4).

Lw2 = Ls − Ldry (5)

In this paper, for calculating various planing characteristics on the single-stepped planing hulls,
the 2D + T theory has been formulated for each surface, individually. As shown in Figure 2, it has been
assumed that the boat passed through an earth-fixed plane for each planing surface. In this regard,
the vertical impact velocity and time needed to solve symmetric wedge water entry problem for each
planing surface are calculated as follows.

wi = v sin(θ + τi); (i = 1, 2) (6)

tpi =
Lwi

v
; (i = 1, 2) (7)

where Lwi is the wetted length of each planing surface.
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Figure 2. The 2D + T theory for single-stepped planing hull; it passes through a fixed two-dimensional
observation plane for each planing surface (left); water entry problem for each planing surface from
t = t0 to tp (right).

To convert the time to the longitudinal position, Equation (8) is utilized for each planing surface.

ξsi =
vt

cos(θ + τi)
; (i = 1, 2) (8)

So, the longitudinal distance of the section from the intersection of the calm water and keel of
each surface (ξsi ) is computed. This position can be transformed to the body-fixed coordinate system
by using

ξ1 = (Lk1 + Lstep1 − ξs1) (9)

ξ2 = (Lk2 − ξs2) (10)

2.1. Two Dimensional Forces

The hydrodynamic pressure distribution over the surface of a symmetric wedge section has been
calculated using the analytical solution of Wagner [10] as follows,

pi = ρ

⎛
⎝− wici

.
ci√

ci
2 − y2

i

− wi
2

2
y2

i
ci

2 − y2
i

⎞
⎠; (i = 1, 2) (11)

where c, y, and
.
c are the half wetted beam, the horizontal distance from the keel and derivative c with

respect to time, respectively (Figure 2).
Generally, Equation (11) should be used to determine the pressure distribution over the surface of

a symmetric wedge on each planing surface. To compute the hydrodynamic pressure, the proposed
method by Algarın and Tascon [24] has been utilized. It should be noted that two different phases are
considered in the computations which are related to the water depth location, as shown in Figure 2.

2.2. Phase 1—The Dry-Chine Condition

The first phase is related to the dry-chine condition in which chine will remain dry. Spray root
position at each side of the wedge surface and its time derivative can be determined by Equations (12)
and (13). The symmetry wedge section and spray root position are shown in Figure 2. Using of the
Equations (11)–(13), the pressure distribution on both sides of the wedge can be calculated.

ci =
π

2
wit tan(β + βLi ); i = 1, 2 (12)

.
ci =

π

2
wi tan(β + βLi ); i = 1, 2 (13)

where β is the deadrise angle and βLi is the local deadrise angle. At very high speeds, the local deadrise
angle will be almost parallel to the deadrise of the hull (Figure 3) so that the local deadrise angle will
be in the magnitude of 2–4 degrees. This matches the values found by Svahn [11].
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β
β

Figure 3. The deadrise angle of the stepped hull.

2.3. Phase 2—The Wet-Chine Condition

The second phase refers to the condition in which the chines of two sides become wet. The chine
wetting time at both sides can be determined as follows,

tcwi =
1
π

B tan(βi + βLi)

wi
, i = 1, 2 (14)

When the chines have been wetted, the idea by Algarın and Tascon [24] was used for the
calculation of pressure distribution. So, after the chines are wetted, the mean half beam and its
derivative, are given approximated by Equations (15) and (16).

ci =

√√√√(
B
2

)2
+

[
3
2
(wi)

(
B
2

)2

(t − tcwi )

]2/3

; i = 1, 2 (15)

.
ci =

w2
i

2

(
B
2

)2

ci

√
ci

2 −
(

B
2

)2
; i = 1, 2. (16)

By integrating the hydrodynamic pressure over the wetted surface, the hydrodynamic forces
acting on the wedge for each plane surface has been obtained as follows,

f V
HDi

=
∫
S

pi cos(βi + βLi )dl; i = 1, 2 (17)

f H
HDi

=
∫
S

pi sin(βi + βLi )dl; i = 1, 2 (18)

where, superscripts V and H refer to the vertical (normal force) and horizontal components of the
hydrodynamic force, respectively, and l is the distance from the wedge apex in the direction of the
wedge wall (m).

The hydrostatic force of each section is determined by calculating the volume of the immersion
for each planing surface (Figure 4), according to the following equation.

fBi = ρgAi; i = 1, 2 (19)

When the chine is dry, Ai is calculated as follows.

Ai =
c2

i
tan(βi + βLi )

; i = 1, 2 (20)

When the chine is wet, Ai is calculated as follows.

Ai =
B2

2 tan(βi + βLi )
; i = 1, 2 (21)
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Bf
A 

Figure 4. The hydrostatic force acting on the section.

2.4. Three Dimensional Forces

The 2D pressure forces have been determined during the water entry problem for each plane
surface. These pressure forces have been extended over the wetted length of the boat and lead to the
computation of 3D forces for each plane surface. By applying Garme’s function [25] to the effects of
the transom and the steps, the forces will be calculated with a more accurate value. This function is
given as,

Ctri = tanh(
2.5
a
(ξ j − ξi)); i = 1, 2 (22)

where j is the step position or transom position (Figure 5), a = BFnBanon and anon is the
non-dimensional longitudinal position (from the transom and step) in which the reductions appear.
Garme [25] proposed that the anon be set to 0.34 for the planing range.

 

Figure 5. The steps and transom position.

The pressure force in the surge direction can be determined as follows,

Fxi = −
∫

Lwi

f v
HDi

Ctri (ξ) sin(θ + τi)dξ; i = 1, 2 (23)

Additionally, the total lift force in the heave direction has been determined by the summation of
3D forces for each plane section as follows,

Fzi = −
∫

Lwi

f v
HDi

Ctri (ξ) cos(θ + τi)dξ −
∫

Lwi

fHSi Ctri (ξ)dξ; i = 1, 2 (24)
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2.5. Frictional Forces

The friction drag force entered the single-stepped planing hull, calculated with consideration
of two terms. The first term acts on the pressure area and the second term acts on the spray area.
The frictional drag force on the pressure area of the single-stepped planing hull can be calculated by
measuring the wetted surface of each section for each planing surface as follows,

SPi =
∫ Lci

Lwi

2ci
cos(βi + βLi )

dξ +
∫ Transom or Step

Lci

2B
cos(βi + βLi )

dξ; i = 1, 2 (25)

The frictional drag on the pressure area can be calculated using the following equation,

D f = 0.5ρv2(C f1Sp1 + C f2Sp2) (26)

where C fi is the frictional drag coefficient and calculated based on ITTC,1957 [26] as follows:

C fi =
0.075

(log
Rni
10 −2)

2 ; (i = 1, 2) (27)

Rni =
Vλi

υ
; (i = 1, 2) (28)

λi =
Lci + Lwi

2
; (i = 1, 2). (29)

The frictional drag on the spray area, Rsi , has been calculated for each planing surface by the
following equation,

Rsprayi = f si|cos(2αi)|; i = 1, 2 (30)

where fsi and αi are calculated separately for each planing surface, as follows,

f si =
ρv2B2C fi

8 sin(2αi) cos(βi + βLi )
; i = 1, 2 (31)

αi= tan−1
(
(Lwi − Lci)

B

)
; i = 1, 2 (32)

The frictional drag force can be calculated by,

D =
2

∑
i=1

Rsprayi + D fi (33)

Components of this frictional drag force in each of the directions for each planing surface are
formulated as,

Dxi = −Rsprayi cos(θ + τi)− D fi cos(θ + τi); i = 1, 2 (34)

Dzi = −Rsprayi sin(θ + τi)− D fi sin(θ + τi); i = 1, 2 (35)

2.6. Resistance and Thrust

Te resistance of the single-stepped planing boat is computed by the following equation,

R =
2

∑
i=1

Dxi + Fxi ; i = 1, 2 (36)
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In the end, the thrust is calculated. The required thrust force for the single-stepped planing hull
can be calculated by the equation below.

T =

− 2
∑

i=1
Dxi + Fxi

cos(θ + θT)
. (37)

2.7. Computational Procedure

After presenting the mathematical model and its formulation, it is necessary to develop a
computational procedure for solving Equations (1) and (2). To solve the equilibrium equations,
a nonlinear optimization algorithm has been utilized, as shown in Figure 6. A computational procedure
has been established for the prediction of the performance of the single-stepped planing boat as shown
in Figure 6. The solution procedure for optimization is based on the constrained minimization of
Equations (1) and (2) as an objective function. For this purpose, the Matlab command fmincont is
applied in the mathematical model to minimize the equilibrium equations for each planing surface
of the single-stepped hull in which the limits of guessed values (i.e., the trim and wetted length) are
considered as inputs. In the end, by using the fmincon command, the trim and wetted length of the
single-stepped hull can be obtained and both the heave and pitch equations would be solved.

Figure 6. The computational workflow for determining the pressure distribution of the single-stepped
planing hull.
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3. Validation and Results

3.1. Model Tested and Experimental Details

The model used in this study represents an example of a modern high-speed hull for Rigid
Inflatable Boats (RIB). This hull can be a representative hull for typical pleasure or military high-speed
crafts. This model is hull number C03 and is one of the eight models of an unpublished systematic
series. The body plan of the C03 hull is available in Figure 7.

Figure 7. The C03 model body plan (transversal section every 0.100 m) and profile (buttock line every
0.025 m).

The parent hull for this research is a RIB built by MV Marine S.r.l. (Shipyard in Nola, Italy),
type Mito 31, powered by outboard engines. The model is a hard chine hull with one transverse step,
located in the same longitudinal position of the center of gravity with a forward-V shape (Figure 7).
The model scale has the same main dimensions (keel line, chine line, deadrise angle, displacement,
Longitudinal Center of Gravity (LCG), step shape, step angle) of RIB Mito 31, at a 1:10 scale. Details of
the hull model scale are reported in Table 1.

Table 1. The C03 model details.

Description

Length overall: LOA (m) 0.935
Breadth max: BMAX (m) 0.335

Deadrise angle at transom (◦) 23
Step height (mm) 6
Displacement (N) 30.705

LCG (%L) 33
Model scale 1:10

The physical model for the towing tank tests was manufactured in hand-made layup through a
mold, which was designed in 3D CAD/CAM, was milled with a CNC 5-Axes machine, and was built
in FRP in accordance to ITTC [26], in fact, the model hull tolerances for breadth, drought, and length
are ±0.5 mm. The manufacturing tolerance for length is less than 0.05%, and special attention was
paid into the shaping of chines, keel, transom, and step. The model was built with composite materials
with a transparent bottom built only with isophthalic resin to provide a full view of the water flow
under the hull.

The tests were performed in the towing tank at the marine engineering section of the Department
of Industrial Engineering (DII) of the Università degli Studi di Napoli “Federico II”. The main
dimensions of the towing tank are length 136.0 m, width 9.0 m, and depth 4.5 m. Calm water
resistance experiments were conducted with the down-thrust (DT) methodology proposed in Vitiello
and Miranda [27] at the following Froude numbers (Fr): 0.866, 1.151, 1.702, 1.973, 2.330, 2.683,
and 2.958. In the case of a model being small and light, the DT measurement solution is due to
the high sensitivity of the hull model to the externally applied forces, i.e., the instrumentation weight.
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The DT solution releases the tested model from the instrumentation weight, which, in many cases,
is similar to the model weight and promotes higher accuracy in measurements of resistance, sinkage,
and trim. This experimental method has proven to reproduce the real system of forces exerted by
outboard engines.

In fact, the engines, when going forward, transfer T thrust to the transom through forces applied
in the lowest bracket area. Consequently, the system forces of the two outboard engines and hull are
similar to two beams supported by a pin and a roller. The DT resistance methodology considers that,
in a horizontal position, and in a trim angle at rest equal at zero, the direction of the thrust force is
applied in point P, i.e., the intersection between the projection of the engine thrust direction on a keel
plane and keel line at the bow, as shown in Figure 8.

Figure 8. The down-thrust method: towing tank thrust and true force system applied on the hull.

3.2. Towing Tank vs. 2D + T Method Results

The C03 towing tank tests were used to validate the 2D + T analytical model developed; in this
paragraph, a comparison analysis between the experimental and analytical method is done. In Table 2
the values of non-dimensional resistance, the dynamic trim angle, and non-dimensional wetted surface
are shown.

Table 2. The comparison between the experimental and analytical results.

Fr

RTM/Δ Trim WS/∇2/3

Exp.
2D + T

Approach
Error Exp.

2D + T
Approach

Error Exp.
2D + T

Approach
Error

(-) (-) (%) (deg) (deg) (%) (-) (-) (%)

0.866 0.182 0.181 0.2 3.550 4.500 −26.8 6.63 3.43 48.3
1.151 0.208 0.201 3.1 4.420 3.755 15.0 4.85 2.99 38.4
1.702 0.261 0.255 2.3 3.270 2.880 11.9 3.88 2.47 36.2
1.973 0.318 0.288 9.5 2.870 2.605 9.2 3.54 2.31 34.7
2.330 0.415 0.336 19.1 2.690 2.326 13.5 3.32 2.15 35.2
2.683 0.501 0.389 22.3 2.520 2.113 16.2 3.23 2.03 37.3
2.958 0.566 0.434 23.5 2.580 1.976 23.4 2.85 1.94 31.7

The uncertainty bars in Figures 9–11 are in accordance with the experimental uncertainty
evaluation reported in De Marco et al. [3].
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Fr

Figure 9. The non-dimensional resistance: 2D + T method vs. experimental results.

Fr

Figure 10. The dynamic trim angle: 2D + T method vs. experimental results.
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Fr

Figure 11. The dynamic wetted surface: 2D + T method vs. experimental results.

Observing the results, it is possible to observe that the non-dimensional resistance comparison
error increases by increasing the Fr—but until Fr = 1.973 is less the 10% and the Mean Squared Error
(MSE) is equal to 13.7%.

For the dynamic trim angle, the comparison error shows a minimum for the intermediate values
of Fr (1.702, 1.973, and 2.330), and the error increases for extreme values, where the trim angles are,
respectively, the minimum and maximum. The MSE for the dynamic trim angle is equal to 16.4%.

For the non-dimensional wetted surface, the trend of the error decreases, thus increasing the Fr,
but the value is constantly greater than the 30%, and the MSE is equal to 35.3%.

Furthermore, in order to evaluate the effectiveness of the 2D + T approach, the 2D + T results
are compared with the Computational Fluid Dynamic (CFD) analysis performed for the same hull
model available, with all CFD simulation details, in De Marco et al. [3]. Table 3 shows that URANS
high-quality simulations can achieve results close to the towing tank tests with an error generally less
than 10% for the dynamic trim angle and total resistance. However, for the wetted surface, the absolute
values of error are comparable, particularly for the highest Fr.

Table 3. CFD vs. 2D + T results: comparison errors.

Fr

RTM/Δ Trim WS/∇2/3

EXP–CFD EXP–2D + T EXP–CFD EXP–2D + T EXP–CFD EXP–2D + T

(%) (%) (%) (%) (%) (%)

0.866 5.46 0.20 −9.01 −26.76 −8.14 48.33
1.702 −1.90 2.32 −1.22 11.93 −31.20 36.24
2.330 9.33 19.07 −0.37 13.53 −31.15 35.19
2.958 5.26 23.46 −3.10 23.41 −36.13 31.71

3.3. Wetted Surfaces and Wetted Length Analysis

The experimental wetted surface values are estimated through the digital analysis of video frames,
which are referenced to the original 3D CAD model, as shown in Figure 12. The analytical values are
calculated according to the computational workflow, as shown in Figure 6. As previously mentioned
(Figure 11), the comparison error between the experimental and analytical results substantially
decreases, thus increasing the Fr. However, the comparison error is considerable in the whole Fr range.
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Hence, a deeper analysis is required in order to investigate the issues in wetted surface evaluation by
comparing the two different wetted surface evaluations, as shown in Table 4.

 

Figure 12. The experimental wetted surface evaluation using recorded video frame @Fr = 1.151.

As opposed to what happens in the URANS simulations that, generally, overestimated the wetted
surface, as stated in De Marco et al. [3], De Luca et al. [28], and Mancini et al. [29], the 2D + T method
underestimates the wetted surface values. In particular, at low Fr, the analytical method fails in
the estimation, specifically in the aft wetted surface evaluation. By increasing the Fr, the air cavity
behind the step increases, and the wetted surface became narrower; thus the comparison error value is
reduced. However, the 2D + T approach is not able to predict the unsteady turbulent phenomena that
characterize the hydrodynamic flow behind the step. Another shortcoming of the 2D + T method is
the lack of capability of the developed analytical approach to consider the transversal step angle.

These issues also affect the dynamic wetted length evaluation. Thus, the dynamic wetted length
computed by the 2D + T method is significantly less than the experimental one as it is possible to
observe in Figure 13. The dynamic wetted length is strictly linked to the air cavity generated behind
the step. The difference in the air cavity evaluation can be detected in Table 4, in particular for low
Fr values.

Table 4. The detailed view of the dynamic wetted surface for the experimental test and analytical method.

Fr Analytical Wetted Surface Experimental Wetted Surface

0.866

 

1.151
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Table 4. Cont.

Fr Analytical Wetted Surface Experimental Wetted Surface

1.702

 

1.973

 

2.330

 

2.683

 

2.958

 

Fr

Figure 13. The dynamic wetted surface: 2D + T method vs. experimental results.
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4. Conclusions

A 2D + T analytical method has been developed for the performance evaluation of stepped hulls.
In order to validate the mathematical model, calm water resistance experiments in a towing tank on a
single stepped hull model with a transparent bottom have been used.

The comparison between the analytical approach and towing tank test results shows an acceptable
reliability for the resistance and dynamic trim evaluation, in particular for a Froude number up to 2.0, with
a Mean Squared Error equal to 13.7% for resistance and 16.4% for dynamic trim. However, the dynamic
wetted surface, as well as the dynamic wetted length evaluation, presents a larger error, in particular at
low Froude numbers. This issue can be related to the two main shortcomings of the 2D + T approach,
as the inability to describe the unsteady turbulent phenomena behind the step and the inability to take
into account the transversal step angle. The last issue can be overcome by changing the mathematical
code. However, the unsteady turbulent phenomena cannot be predicted by the 2D + T approach.
These phenomena can be predicted by experimental or numerical means, considering the URANS/LES
simulations. The accuracy of the CFD method and towing tank test is high but there are many complexities
due to the simulation setup, the experimental arrangement, the high computational effort required, and the
high cost. Hence, these performance evaluation methods cannot easily and quickly be used in particular in
the early design stage. Therefore, the 2D + T method is more cost-effective for the designers at the first
design stage in order to quickly assess a stepped hull shape, the power prediction, and the dynamic trim
angle, thus defining the main hull parameters.

Promising results of the current study signals that the 2D + T theory also has a suitable accuracy
in motion prediction of single-stepped planing hulls that can aid engineers in the early stage design
process of a stepped planing hull. The method can be considered a very fast tool to provide the results
in the concept design stage. Additionally, it can further develop in terms of the accuracy of the high
Froude numbers and in order to implement the capability to give output in terms of seakeeping,
maneuvering, and steady drift tests by considering other motions for the wedge. Therefore, future
studies will focus on the further extension of this method for sweep-back step and by considering
other motions.
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Nomenclature

Boat Characteristics
B Beam of the boat (m)
Cfi Frictional coefficient of the ith body
Fr Froude number
FrB Beam Froude number
Hstep1 Height of step (m)
L Length of the boat (m)
Lci Chine wetted length of the ith body (m)
LCG Longitudinal Center of Gravity (m)
Lwi Wetted length of body ith body (m)
Rni Reynolds Number of the ith body
SPi Wetted area of the ith body
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Boat Characteristics
V Forward moving velocity of the boat (m s-1)
αi stagnation line angle of the ith body
βi Deadrise angle of the boat
βLi Local deadrise angle of the boat of the ith body
Δ Weight of boat (N)
λi Mean wetted length of the ith body
τi Local trim angle of the ith body
θ Dynamic trim angle of the hull
Distance
anon Non-dimensional distance at which transom reduction appears
Ls Distance of step from the transom (m)
Ldry Dry length of step from the transom

x, y, z
Longitudinal (positive forward), transverse (positive starboard), and vertical distances
(positive downward) from CG (Oxyz) (m)

ξ, η, ζ
Longitudinal (positive forward), transverse (positive starboard), and vertical distances
(positive downward) (m)

ξi
′ Distance of section from the step or transom just located behind the section (m)

ξsi Distance of section from intersection of the keel and calm water of the ith body (m)
Force and Moments
Df Frictional drag on pressure area (N)
Fi Pressure force on ith body (N)
fsi Drag acting on the spray area (N)
R Total resistance of the vessel
Rsprayi frictional drag of Whisker spray of the ith body
Subscript x Force component in surge direction (N)
Subscript z Force component in heave direction (N)
Subscript θ Force component in pitch direction (N)
Physical Parameters
g Gravitational constant
Pi Pressure of the ith body (Pa)
ρ Fluid density (kg m−3)
Sectional Parameters Related to 2.5D Theory
Ai Submerged area of the ith body (N m−1)
ci Half beam of spray in transverse plane (m)
.
ci Time derivation of c (m s−2)
Ctri Transom reduction at the section of the ith body (N m−1)
fHDi Hydrodynamic force of each section of the ith body (N m−1)
fBi Hydrostatic force of each section of the ith body (N m−1)
l Distance from wedge apex in the direction of wedge wall (m)
t Time
tcwi Chine wetting time of the ith body (s)
tpi Solution time for water entry problem of the ith body
wi Impact velocity of the ith body
yi Lateral distance from wedge apex of the ith body
Subscript H component in horizontal direction
Subscript V component in vertical direction
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Abstract: Ships are usually under vibration, impact, and other kinds of static and dynamic loads.
These loads arise from water flow across the hull or surfaces, the propeller cavitation, and so on.
For optimal design purposes and reliable performance, experimental measurements are necessary.
These sensors are often used under or near the water, working conditions that improve the risk
of sensor damage. This paper aims at investigating, by the use of finite elements, the behavior
of damaged piezoelectric sensors under traction and impact loads. The numerical method was
calibrated using results available in the literature regarding piezoelectric and elastic plates with a
central crack. After calibration, the simulation was used on two types of Lead-Zirconium-Titanium
oxide (PZT) sandwich panel structures reinforced by aluminum skins. The results proved that the
damage size and impact energy are important factors affecting the response of piezoelectric sensors;
therefore, special attention might be considered when using these sensors for marine applications.

Keywords: piezoelectric sensor; damaged sensor; impact traction; Lead-Zirconium-Titanium (PZT);
fracture mechanics; marine industry

1. Introduction

Lead-Zirconium-Titanium oxide (PZT) is a piezoelectric ceramic often used for actuator and
sensor applications. PZTs have been widely used in underwater transducers and sensors. PZTs have
sensory application in marine and other engineering application industries [1–6]. However, PZTs are
very brittle and susceptible to damage during service [7]. Therefore, it is important to understand
the fracture behavior of these materials with the existence of damage, and also in comparison with
other conventional techniques [8–10]. As PZT ceramics are brittle and sensitive, they are usually made
in sandwich panel (or composite) forms. There are many studies about the fracture behavior of the
piezoelectric composites. In References [11–15], antiplane strain of damaged PZT strips and composites
were investigated. Recently, there have been some applicable analytical solutions for the fracture
behavior in PZTs. For example, Shindo et al. [16] analyzed an infinite orthotropic PZT plate with a
Griffith crack under shear impact loading. Chen and Meguid [17] studied a cracked piezoelectric
strip influenced by electromechanical loading. Wanga and Noda [18] studied a piezoelectric layer
bonded to the surface of an elastic structure with a crack under transient load in a piezoelectric layer
bonded to a dissimilar elastic layer under transient load. Ueda [19] studied the dynamic response of a
central cracked piezoelectric composite plate with impact loading. Garcıa-Sanchez et al. [20,21] used a
Boundary Element Method (BEM) for analyses of the transient response of cracked linear piezoelectric
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solids. Fotouhi et al. used Finite Element Modelling (FEM) to investigate the thickness and material
properties of piezoelectric layer influence on the fracture response of PZT composite. The results
proved that the stress intensity factor is influenced by these parameters [22].

2. Materials and Methods

2.1. Aim and Scope

To improve the situational awareness, obstacle avoidance of marine vehicles and energy
harvesting, thin-film piezoelectric pressure sensors are used widely for underwater sensing. Most of
these piezoelectric sensors/actuators are manufactured with a sandwich structure [23]. This study aims
to investigate the dynamic behavior of a sandwich piezoelectric panel, piezoelectric layers between
two Aluminum skins, with a central crack under impact traction and dynamic stress intensity factor
(DSIF) near the tip of the crack. The research analyzes, in particular, the effect of the pre-existing crack
on the response of a piezoelectric layered composite plate with finite dimensions. The results are useful
to (a) develop an optimum sensor design; (b) consider the crack effects on the piezoelectric behavior,
and (c) verify if PZT sensors are suitable or not for the use.

2.2. Validation

The results were obtained using numerical simulations. At first, the computational model,
developed in accordance with previous researches [22,24–26], was checked using two samples from
literature: a pure piezoelectric plate of BaTiO3 [27], and a pure elastic sample [28,29] with a crack.
A brief characteristic of these cases is illustrated in Figure 1. The numerical results were compared with
the available information, and an acceptable matching was observed (Table 1). The error percentage
(Error (%)) is calculated by 100*((Our simulation value—Previous study’s value)/Previous study’s
value)). Figure 2 illustrates the efficiency of the simulation method.

After the validation phase, the procedure was applied to simulate the finite PZT composite plates
illustrated in Figure 3. Numerical results for the DSIF were observed for several piezoelectric layered
composite plates. The main objective of this paper is to investigate the effect of impact energy level
and a pre-existing crack length on fracture response of a PZT composite plate.

 

 

 
(a) (b) 

Figure 1. Schematic of the (a) piezoelectric (BaTiO3) plate [26] and (b) steel plate [27].
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Table 1. Comparison of the results (present results and previous works [22,24–26]) for the investigated
case studies.

BaTiO3 Plate’ Results
Comprehension

Kmax (MPa) Tmax (μs)
Steel Plate’ Results

Comprehension
Kmax (MPa) Tmax (μs)

Obtained results 1.15 9.5 Obtained results 2.559 7
Enderlein’s work 1.15 9.5 Chen’s work 2.698 6

Error (%) 0.41 0.115 Error (%) 5.13 −6.06

(b) (a) 

Figure 2. Dynamic stress intensity factor (DSIF) (kI) versus time of (a) BaTiO3 and (b) steel plates.

(a) (b) 

Figure 3. Schematic of (a) the Lead-Zirconium-Titanium oxide (PZT) cracked composite plate and
(b) the applied stress.

2.3. Simulation of the Piezoelectric Composite Plate

In this article, PZT composite contains a PZT core layer of 2h1 thickness that interleaved between
two elastic layers of thickness h2–h1 with a crack in the center as shown in Figure 3. These piezoelectric
materials have a wide application in real marine structure as sensors/actuators. The crack length is
2c [19]. PZT composite is subjected to an impact traction of the form σ0(t) (according to Figure 3),
where τ is 2 μs. The width of the PZT composite is defined by h = 20 mm [29]. The h1 is equal to 5 mm
and the σ0(t) and c changed in the simulation according to the aims. The needed materials’ properties
are in Table 2. The Poisson’s ratio of aluminum is ν = 0.28. In addition, all of these needed parameters
are listed in Table 3.
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Table 2. Materials’ properties.

Material Elastic Stiffnesses (× 1010 N/m2)
Piezoelectric Coefficients

(C/m2)
Dielectric Constants

(× 10−10 C/Vm)

c11 c33 c44 c13 e31 e33 e15 ε11 ε33
PZT-4 13.9 11.3 2.56 7.43 −6.98 13.8 12.7 60 54.7

PZT-5H 12.6 11.7 2.3 8.41 −6.5 23.3 17 150.4 130
Al 8.84 8.84 2.7 3.43 0 0 0 - -

BaTiO3 15 14.6 4.4 6.6 −4.35 17.5 11.4 98.7 112

Steel (Elastic) Density (ρ): 5000 kg/m3 Poisson ratio (ν): 0.3 Young’s modulus (G):
76.923 GPa

Table 3. Value of the piezoelectric plates’ simulation parameters.

h2 (mm) h1 (mm) h (mm) c (mm) ¯
σ0(t) MPa τ (μs)

10 5 20 variable variable 2

The size and property of the piezoelectric materials depend on their application. This case
study assumes a damaged piezoelectric sensor in marine, ocean, and other underwater structures.
To examine the effect of damaged sensors, the FEM is used. Two samples are considered:
Aluminum/PZT-4/Aluminum and Aluminum/PZT-5H/Aluminum. The piezoelectric plate was
simulated with a shell planer part as an anisotropic plate with properties listed in Table 2. A uniform
traction load with a defined amplitude (according to Figure 3) was applied on the piezoelectric
laminate. Free edge boundary condition was used for the plate’s boundaries to simulate the real-world
application of the sensors. Standard, linear, and plane strain mesh type were used for the modeling.
Sweep quad-dominated mesh was utilized for the crack tips, and free quad-dominated mesh with
medium mesh size was used for the other regions. The influence of two variations, i.e., the crack length
and impact energy levels, on DSIF under impact loadings in the PZT composite plates, are reported in
Table 3.

3. Results

3.1. The Crack Length of the Piezoelectric Composite Plate

DSIF and stress distribution for the PZT composites (Aluminum/PZT-4/Aluminum and
Aluminum/PZT-5H/Aluminum) with h2

h1
= 2 and h1 = 5 mm and different crack lengths were

analyzed. The obtained results are indicated in Figures 4–7.

Figure 4. Crack length effect on stress distribution for PZT-4 composite.
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Figure 5. DSIF curves versus time of PZT-4 composite.

Figure 6. Crack length effect on stress distribution for PZT-5H composite.

Figure 7. DSIF curves versus time of PZT-5H composite.
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3.2. The Impact Energy Effect on the Piezoelectric Composite Plate

Piezoelectric sensors are used for marine applications for detection of the applied loads,
stresses etc. These sensors usually are in different loads, such as impact, with different energy
levels. To investigate the effect of impact energy level on stress distribution and DSIF, the piezoelectric
composites with constant ratios of piezoelectric layer thickness (h1) to crack length (c) and the composite
thickness (h2) to the piezoelectric layer thickness (h1) equal 2 (i.e., h2/h1 = 2), were subjected to different
loading conditions (100, 200, 300, and 400 MPa) and the results are shown in Figure 8. Some of the
results show negative DSIF. It observed that when the crack is oriented vertically or almost vertically,
the DSIF becomes negative, indicating that the crack closes because of compressive loading normal to
the crack surface [30] and it is a good topic to investigate widely in the related study.

(b) (a) 

Figure 8. Effect of impact energy level on DSIF of (a) PZT-5H composite and (b) PZT-4 composite.

4. Discussion

The DSIF and Tmax increase by increasing the crack length. There are some fluctuations for higher
numbers of h1/c, but in reality, these situations are rarely observable and are not real case studies. It is
also observed that by increasing the impact level the DSIF increases significantly, but there is almost
no change in the Tmax. This is in accordance with a usual fracture response of a laminated composite
plate under impact or indentation load, where there is no difference between the rise time of the
maximum load under different impact energy levels [19]. So, there is a good agreement between the
fracture response of the investigated piezoelectric layered composites in this paper and conventional
laminated composite plates with different stacking sequences, despite the multi-functionality of the
piezoelectric composites.

5. Conclusions

This study aimed to investigate the effect of an existed damage in laminated PZT sensors that
are often used under or near the water working conditions, i.e., the marine industry. For this reason,
the fracture response of a PZT composite sensor with a central crack was considered under impact
traction, which is a typical loading condition in the marine industry. The fracture response of the PZT
composite sensor with a central crack, under impact traction, was considered. DSIF of the crack tip
was analyzed. FEM was used to simulate the problem. The numerical results illustrated that DSIF and
stress distribution of the PZT composite depends on the crack length and impact energy. The rise time
of the stress intensity factor and stress distribution pattern changes with crack length, but the level of
impact energy does not affect the rise time (Tmax). It can be concluded that the proposed modeling
procedure was very useful for the understanding of the dynamic behavior of piezoelectric materials
with existent damage and can help to increase our knowledge for a better design and manufacturing
of piezoelectric materials for engineering applications and more specifically marine industry.
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Abstract: Elastic bodies entering water might experience fluid–structure interaction phenomena
introduced by the mutual interaction between structural deformation and fluid motion. Cavity
formation, often misleadingly named cavitation, is one of these. This work presents the results
of an experimental investigation on the water entry of deformable wedges impacting a quiescent
water surface with pure vertical velocity in free fall. The experimental campaign is conducted on
flexible wedges parametrically varying the flexural stiffness, deadrise angle, and drop height. It is
found that, under given experimental conditions, cavity pockets form beneath the wedge. Their
generation mechanism might be ascribed to a differential between structural and fluid velocities,
which is introduced by structural vibrations. Results show that the impact force during water entry
of stiff wedges are always opposing gravity, while, in case flexible wedges temporarily reverse their
direction, with the body that is being sucked into the water within the time frame between the
cavity formation and its collapse. Severe impact might also generate a series of cavity generation
and collapses.

Keywords: water entry; hydroelasticity; cavitation; FSI; SPH; slamming

1. Introduction

The impulsive nature of the hydrodynamic loading experienced by structures impacting
the water might induce mechanical vibrations [1–3]. These introduce a series of so-called
fluid–structure interaction (FSI) phenomena, such as air inclusions [4], ventilation, and cavitation [5],
which are encountered in a wide range of water-entry problems, from naval [6–9] to aerospace
applications [10–12]. In the literature, many experimental works investigated the hydrodynamic
pressure at the fluid–structure interface during the water entry of rigid or very stiff bodies, showing
that established analytical formulations [13,14] can be used with very high confidence [15]. However, in
the case of FSI, theoretical formulations capable of predicting the hydrodynamic impact load developed
for the water entry of rigid bodies become inaccurate. Due to the mutual coupling between the fluid
motion and the structural deformation, the hydrodynamic loads that elastic bodies are subjected
during the water entry might differ from the loads acting on rigid bodies [16]. The evolution of the
wetted body area in time is an important characteristic of the impact, and variations of the structural
shape due to its flexibility might affect the loads [17]. Such problems are still difficult to analyze and
compute. Predicting structural deformations and stresses during the water entry of flexible structures
is a major challenge, and a deep understanding of these FSI phenomena is direly needed. Most of the
analytical and numerical works found in the literature [18–21] do not account for such FSI phenomena,
since these can be neglected in cases where structural deformations are small, and hydrodynamic
pressure is similar to the one experienced by a rigid body (see, e.g., References [22–27]).
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The occurrence of cavitation during the water entry of flexible bodies has been predicted in the
literature (e.g., References [7,28]). Hydroelasticity might facilitate cavitation [6,29], since pressure
becomes subatmospheric during the second half of the first wet natural oscillation period. Reinhard [30]
analytically predicted that there are conditions for which a wedge entering the water in free fall might
form a cavity localized at its apex. Therein, the authors also mention that structure elasticity might
enhance such a phenomenon. In the literature, the term cavitation is often misused, as many works
relative to water-entry problems use this term to define the generation of cavity formation, rather
than effective cavitation in its original meaning [31,32]. Korobkin [28] predicted that, in blunt bodies
subjected to a sudden velocity drop, the liquid may separate from the entering body surface with the
formation of a cavity. He defined this phenomenon as interface cavitation. In his model, which is
based on Wagner’s [13] theory, cavitation is supposed to happen when local pressure goes below the
atmospheric. During the water entry of flat-bottom bodies, or geometries presenting a low deadrise
angle, air can be trapped between the fluid and the structure during the early stage of the impact [33–37].
In such an occurrence, an air cushion is entrapped below the structure, lowering the hydrodynamic
loading. Furthermore, the presence of entrapped air in the fluid is supposed to inhibit cavitation.

In this work, we report on experimental evidence about cavity formation during the water entry
of flexible structures. Many experimental campaigns on the water impact of compliant bodies can
be found in the literature [38–41], but to the authors’ best knowledge, none of these reported on
cavity formation for flexible wedges. The following sections report the most important experimental
findings. First, we give insight on the analytical prediction of cavitation during the water entry of
rigid bodies, showing the actual possibility of such effect. We then present the experimental setup,
followed by details about the experimental results. The effects of cavity formation on impact dynamics
are presented hereafter.

2. Cavitation Onset in Rigid Bodies’ Water Entry as Predicted by Analytical Formulations

The dynamics of the water entry of rigid bodies can be accurately predicted by utilizing Wagner’s
model [13]. Such a solution relies on the concept of added mass (or virtual mass), where an increasing
mass m of water is considered to move with the body as it penetrates the water. In this framework,
the velocity and acceleration of the impacting wedge are predicted by Wagner’s model as [13]:

ξ̇ =
MV0

M + m
=

V0

1 + π
2 ρ

(π/2)2ξ2

M tan2(β)

ξ̈ =
d
dt

MV0

M + m
=

πρ(π/2)2

MV0 tan2(β)
ξξ̇3, (1)

ξ being the entry depth, M the mass of the wedge per unit depth, V0 the initial entry velocity, and β the
deadrise angle. Figure 1 shows a sketch of the problem. Wagner’s model further allows to compute
the pressure distribution along the wet portion of the body as:

p
ρ
= ξ̈

√
r2 − x2 +

π

2
ξ̇2r

tan(β)
√

r2 − x2
− 1

2
ξ̇2x2

r2 − x2 , (2)

where r is the horizontal projection of the wet length of the wedge, which reads π
2

ξ
tan β . Factor π

2
accounts for the water pile-up along the wetting edge due to the displaced water. Such value has been
later found not to be a constant, as it actually varies with the deadrise angle [42]. Here, we utilize π

2 as
this does not qualitatively alter the solution.
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Figure 1. Sketch of the problem of the water entry of a rigid wedge. The wedge enters the water surface
at t = 0 (left) and penetrates the water by an entry depth ξ as time advances (right).

In case of water entry at a constant speed, the solution is self-similar in time. Otherwise,
the component related to the acceleration may overcome the component associated to the velocity in
Equation (2), with pressure eventually going subatmospheric at some locations.

Figure 2 shows an example Wagner’s pressure-distribution prediction at several impact times.
The location of peak pressure is constant, and the minimum pressure is always located at the keel of
the wedge (x = 0), and equals

pkeel =
1
2

ρξ̇2π cot(β) + ξ̈ρr. (3)

We can therefore express the cavitation-onset condition in terms of dynamics components as

ξ̇2 + ξ̈ξ < (pv − pa)
2 tan(β)

πρ
, (4)

pa being atmospheric pressure and pv the vapor pressure. Using Equation (1), the left-hand side of the
formula can only be written in terms of ξ and equals

4
tan4 β M2 V0

2 (−π ρ γ2ξ2 + 2 M tan2 β
)

(
2 M tan2 β + π ρ γ2ξ2

)3 , (5)

showing a minimum at entry depth ξ∗ = 4
√

πρM tan(β)

π2ρ
which, substituted in Equation (4), predicts

that the minimum pressure at the keel is

ξ̇2 + ξ̈ξ
∣∣∣
ξ∗

= − 1
27

V2
0 . (6)

It is noticeable that penetration depth ξ∗ might not be reached during impact due to insufficient
initial-entry velocity. Wagner’s solution thus predicts that cavitation during the water entry of a rigid
wedge occurs if:

− 1
27

V2
0 < (pv − pa)

tan(β)
π
2 ρ

. (7)

Notably, ξ∗ is independent from impact velocity but is only a function of the geometrical data.
Figure 3 (left) shows the normalized pressures versus the entry depth for various deadrise angles.

If we concentrate on the minimum value of the normalized pressure, we see that this increases
with the deadrise angle, as displayed in Figure 3 (right). Here, only deadrise angles higher than 10◦

are shown, as lower values are known to lead to the so-called air-trapping phenomenon [4], that is, air
is entrapped between the structure and the fluid during water entry to form an air cushion, decreasing
the impact load and inhibiting cavitation.
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Figure 2. Wagner’s predicted normalized pressure as a function of normalized wet length x/r at
several instants. The solution was calculated for a wedge weighing 5 kg/m, with a 20◦ deadrise angle,
entering the water at 2 m/s with pure vertical velocity.
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Figure 3. (Left) Normalized pressure versus entry depth for varying deadrise angles. (Right)
Normalized minimum pressure versus deadrise angle.

3. Preliminary Experimental Evidences

The analytical solution presented in the previous section shows that cavitation (intended in its
original meaning) might appear during the water entry of rigid bodies. However, such occurrence
is extremely difficult to be attained as, to reach pressure lower than the vapor pressure, we need the
combination of very high velocity and extremely lightweight bodies. Similar results were found by
Reinhard in [30] for different body shapes. Further, all these solutions are 2D approximations and
do not take into account the effects at the front and rear faces of the wedge (but are indeed valid for
axial-symmetric bodies). We now discuss such issues by only referring to the keel edge, which is
the location where minimum pressure is attained. The keel is always wet, being the first portion of
the wedge touching the water. However, as the wedge enter the water, it digs a hole into it, pushing
the water sideways. The front and back sides of the wedge actually remain dry and always “see”
atmospheric pressure. The hole in the water will eventually collapse, but it takes a time way longer
than the impact duration. Therefore, pressure at the keel varies from the theoretical one at its midspan
to the atmospheric one at its vertexes. As the pressure at the keel goes below atmospheric, its effect
forces some air to enter from the sides, forming a cavity beneath the wedge.

We performed some experiments on rigid wedges on this. In our experience, such an occurrence
never happens in free-fall impact, but was indeed found when the deceleration of the wedge was
imparted mechanically through a pneumatic actuator, or by a mechanic end-run forcing the wedge to
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suddenly decelerate. A schematic of the experimental apparatus with a mechanical stop is presented
in Figure 4. Therein, the falling sledge holding the rigid wedge is forced to stop its motion by an
end-run cable. The end-run cable is necessary to prevent the wedge to hit the water-tank floor. Cavity
formation was observed as soon as the end-run cable stopped the wedge motion.

Figure 4. Schematics of a water-entry apparatus. The two possible locations (side and front) of the
camera are showed. The sketch highlights the end-run cable used to stop the motion.

Figure 5 shows the evolution of a cavity formation in the neighborhood of the vertex at the keel
of the wedge. The images were acquired through a phantom camera capturing the event from the
side. The cavity-formation mechanisms is equally generating on both the wedge vertexes and only
one of these is reported in the images for convenience. The images are presented here with the sole
intent of explaining the mechanism of cavity formation during water entry, as these do not refer to the
present experimental campaign, since the experimental apparatus utilized in this work does not allow
to capture images from the side, only from the front side.

Results about cavity formation during the water entry of rigid body are to be considered artificial
and are not presented here. We therefore never encountered cavity formation in the free-fall water
entry of rigid bodies, whereas we indeed found it in the case of free-fall impact of flexible bodies.
The following sections introduce the most important results about cavity formation during the water
entry of flexible wedges.

Figure 5. Details of the vertex of the keel at several time instants, presenting the evolution of the cavity
formation. Images are taken from the side.
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4. Experimental Setup

Experiments were conducted on a drop-weight apparatus appositely assembled for the
experimental campaign. The falling body was comprised of a sledge holding two panels joined
together by a tunable hinge to form a V-shaped object. Deadrise angle β may range smoothly from 0◦

to 50◦. The hinge held the panels in a cantilever configuration in a clamped-free boundary condition.
Experiments were conducted on bodies with a sufficiently large deadrise angle (>10◦) to avoid
air-bubble inclusion [4].

The experimental setup was the same utilized by Panciroli [43]. Impact acceleration was measured
by a Microstrain (Williston, VT) V-Link wireless accelerometer (± 100 g) located at the tip of the wedge.
All reported accelerations are referenced to 0 g for the free-falling phase. Sampling frequency was set
to its maximum of 4 kHz. Entering velocity was recorded by a laser sensor ILS 1402 (με, Ortenburg,
Germany) capturing the sledge position over 350 mm of ride at a frequency of 1.5 kHz with a resolution
of 0.2 mm. Entry velocity was obtained through the central difference of the position signal.

The dynamics of the impact was captured through a high-speed camera looking through a
window on the water tank. As mentioned before, only frontal views could be captured through the
high-speed camera in the present experimental apparatus. Capturing frequency was set to 4 kHz with
a definition of 1280 × 800 px. A vertical clear screen was placed inside the water tank just before
the wedge preventing fluid spraying in the axial direction. The clearance between the screen and the
falling body was about 2 mm, but it slightly varied during water entry due to varying fluid pressure
moving and deforming the screen. The use of the screen was necessary to see the evolution of the fluid
jet (pile-up) rising on the sides of the wedge, and to prevent fluid spraying through the camera that
would affect the visibility of the image.

4.1. Specimens

Hydroelastic effects are influenced by the ratio between wetting time and the panel’s lower
natural frequency [6,44]. To vary the fundamental natural frequency of the panels, different stiffness
to area-density ratios were utilized: Aluminum (A), E-glass (mat)/vinylester (V), and E-Glass
(woven)/epoxy (W) 2 and 4 mm thick were used. All wedges were made of two panels 300 mm
long and 250 mm wide. Aluminum and composite-panel material properties are listed in Table 1.
Composite panels were produced by VARTM (vacuum assisted resin transfer molding) by infusion
of vinylester resin on an E-Glass fiber mat, while the E-glass (woven 0◦/90◦)/epoxy panels were
produced in autoclave. The first three dry vibration frequencies of the panels are listed in Table 2.

Table 1. Material properties.

Material Abbr.
Elastic Moduli Poisson Ratio Density

E1 = E2 ν12 ρ (kg/m3)

6068 T6 A 68.0 GPa 0.32 2700
E-Glass/Vinylester V 20.4 GPa 0.28 2050

E-Glass/Epoxy W 30.3 GPa 0.28 2015

All panels were equipped with two strain gauges per side, located at 25 and 120 mm from
the reinforced tip. The reinforced tip was 27 mm long and used to connect the two panels to the
aluminum sledge.

A very high number of drop tests were conducted [45,46], but high-speed imaging was performed
on selected configurations only at the end of the experimental campaign, when the camera was rented
for the purpose. Here, we therefore report on a limited number of experiments that are considered to
be sufficient to qualitatively describe the effect of cavity formation on impact dynamics.
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Table 2. First three theoretical dry natural frequencies of the panels composing the wedges.

Abbr. Material Thickness ω1 (Hz) ω2 (Hz) ω3 (Hz)

A2 Aluminum 2.0 mm 18.0 112.8 316.1
A4 Aluminum 4.0 mm 36.0 225.7 632.2

V2 Fiberglass 2.0 mm 9.7 61.2 171.4
V4 Fiberglass 4.0 mm 19.7 123.6 346.2

W2 Fiberglass 2.2 mm 19.6 123.4 345.5
W4 Fiberglass 4.4 mm 37.8 236.9 663.4

5. Experimental Results

5.1. Wedge Deformation during Water Entry

In a previous study by the authors [44], it was shown that hydroelastic effects in the present
experiments are ruled by a parameter R, which is proportional to the ratio between impact time and
the first structural natural period. Results showed that the maximum impact-induced stress decreased
if compared to the theoretical quasistatic solution when R was lower than 100. Above this value, the
structural response could be accurately predicted by a quasistatic approach. However, for values of R
lower than 100, interesting fluid–structure interaction phenomena might appear, such as ventilation
and cavity formation.

Experiments on elastic wedges with a high deadrise angle entering the water at low velocity
(R > 100) show that the panels initially slightly deform downward (thus showing a convex shape),
to later deform upward due to hydrodynamic pressure.

This initial convex deformation has to be attributed to the effect of inertia: the hydrodynamic
load acts on the wedge apex at first, leading the free edge to deform downward. As the wedge enters
the water, the hydrodynamic load covers a larger area, and deformation due to pressure exceeds the
deformation due to inertia, leading the panel to deform upward. As an example, Figure 6 shows
deformation in time of a flexible wedge (β = 30◦) entering the water at 4.2 m/s.

Figure 6. Deformation over time of a fiberglass/vinylester wedge with a deadrise angle of 30◦ entering
the water at 4.2 m/s. Time advances left to right, top to bottom.
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The strains at the vertex and at the middle of the panel assume a shape similar to those presented
in Figure 7, which shows the example of a fiberglass/polyester wedge 4 mm thick with deadrise angle
of 35◦ impacting from an impact height of 1.5 m. Generally speaking, in all these cases the panels are
deforming downward for a very short portion of the total impact time, and the maximum positive
strain (hence the stress) is way lower than the maximum negative strain reached later, revealing that,
in case of “soft” impact, the influence of plate inertia is negligible.
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Figure 7. Signal recorded by two strain gauges during the water entry of a fiberglass/polyester
wedge 4 mm thick with a deadrise angle of 35◦ entering the water from an impact height of 1.5 m
(approximately 5 m/s). The graph on the right shows the strain measured at the center of the panel,
while the graph on the left shows the strain close to the wedge tip. The full and the dashed lines
represent two repetitions of the same experiment.

Conversely, moving to a stronger impact (R < 100, by lowering deadrise angle and panel stiffness,
and increasing the impact velocity), the dynamic response showed very different results. Figure 8
shows the deformation in time of a flexible wedge entering the water from an impact height of 2.5 m.
Due to the flexibility of the wedge and the very severe impact load, the panel was largely deforming
downward at the beginning of impact. At its maximum deformation (top-right subfigure) the panel
was almost horizontal at its free edge.

Figure 8. Deformation over time of wedge (V) 2 mm thick (β = 20◦) entering the water at 6.7 m/s. Time
advances left to right, top to bottom.
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The overall deformation of the panels can be better caught by looking at the recordings of the
strain gauges, reported in Figure 9. The two graphs show that the strain acquired by the gauge close to
the wedge tip (left graph) is always negative, indicating a local convex deformation, while the strain
gauge at the middle of the panel (right graph) is initially positive (suggesting that the deformation
is locally concave), thus leading the panel free edge to deform downward at first. Note that, in this
case, the maximum tensile stress, which is ruled by inertia, is in the same order of magnitude of the
compressive stress, which is ruled by hydrodynamic load. It is thus necessary to consider the effect of
inertia in the initial stages of the impact.
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Figure 9. Signal acquired by two strain gauges during the water entry. The graph on the right shows
the strain measured at the center of the panel, while the graph on the left shows the strain close to the
wedge tip. Full and dashed lines are two repetitions of the same experiment.

5.2. Evidence of Cavity Formation from High-Speed Images

It was mentioned before that increasing the severity of the impact increases panel deformation.
The high-speed images captured during the impact showed that the increasing deformation serves as
onset for the generation of cavities within the liquid. It was found that in the most severe impacts,
after maximum concave deformation is reached, a clearly visible cylindrical front of cavitating fluid
is formed. Figures 10–13 show some examples of this phenomenon. Please note that the cylindrical
cavity does not extend along the entire width of the wedge, but is only concentrated at the front and
back edges, as shown in Section 3.

Figure 10. Evolution of the water entry of a wedge (W) (β = 30◦) entering the water at ≈4.2 m/s at 25,
40, and 55 ms from the impact.

←− cavit.

Figure 11. Evolution of the water entry of a wedge (W) (β = 15◦) entering the water at ≈6.7 m/s at
16.6, 20, and 23.3 ms from the impact. The arrow highlights the cylindrical front of the cavitating area.
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←− cavit.

Figure 12. Evolution of the water entry of a wedge (V) (β = 20◦) entering the water at ≈4.3 m/s at 40,
53.3, and 66.6 ms from the impact. The arrow highlights the cylindrical front of the cavitating area.

←− cavit

Figure 13. Evolution of the water entry of a wedge (V) (β = 20◦) entering the water at ≈6 m/s at 40,
53.3 , and 66.6 ms from the impact. The arrow highlights the cylindrical front of the cavitating area.

Figure 10 is taken as reference. It shows a wedge with a 30◦ deadrise angle entering the water at
4.3 m/s. In this case, the deformation of the panels is very low, and all the pictures showed a smooth
and uniformly colored water region. As the severity of the impact increased, it was found that a fluid
region with a cylindrical waveform front was generated in the fluid (right pictures in Figures 12 and 13).
Such a phenomenon is always found developing after maximum concave deformation is attained
(central pictures). We comment that the cavity shape is not in line with the analytical predictions, as
it does not seem to originate at the keel, which is the location of the minimum pressure. The cavity
eventually collapses during water entry. In the most severe impact cases, successive pockets (with
decreasing amplitude) might generate and collapse.

Figure 14 shows that, for a given wedge (V) (β = 20◦), the maximum dimension of the wavefront
increases with impact velocity, as does maximum deformation. Please note that the images in Figure 14
correspond to the same impact time. In fact, as mentioned before, the cavity-formation phenomena
initiate after the maximum deformation of the wedge is reached; such deformation is ruled by the first
natural frequency of the panel, which is not influenced by entry velocity.

Figure 14. Maximum dimension of the wavefront during the water entry of a wedge (V) (β = 20◦)
entering the water at 4.3, 6, and 6.7 m/s.

It was previously shown that the cavity cross-sectional area increases with impact velocity and
structural compliance. Here, we provide insight on its effect on the acceleration of the body during
the impact.

Figure 15 shows the time traces of acceleration recorded during the water entry of a composite
wedge (V2) with β = 20◦ entering the water at 5.6 m/s. Three repetitions of the same experiment are
shown (solid, dashed, and dotted lines). Images from the high-speed camera at characteristic time
instants of the impact were superimposed to the graph to get a better overview of the impact dynamics.
Notably, acceleration suddenly turns negative at about 20 ms from the impact (positive acceleration
in the plot is opposite to gravity, and free fall is referenced as 0). Such behavior is very uncommon
in water entry, as it represents a body being sucked into the water. The analysis of the high-speed
images showed that acceleration starts its decreasing trend to eventually attain negative values after
the cavity is generated within the fluid. It was further found that acceleration turns positive as the
cavity pockets collapse. Results thus evidence strong relation between cavity evolution and impact
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dynamics. The lower graph in Figure 15 further shows the time trace of the strain during the impact.
Strain signals are acquired by two strain gauges located at 30 mm and 130 mm from the keel (which is
almost at the mid-span). Results show that the negative acceleration initiates as the maximum concave
deformation is attained, that is, when the strain gauge at the midspan reaches its peak, approximately
18 ms after impact. By comparing the images from the high-speed camera with the time trace of the
strains, it appears that the cavity starts as the maximum concave deformation of the panel is reached.
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Figure 15. Graph of the recorded acceleration of a wedge (V) 2 mm thick (β = 20◦) entering the water
at 5.6 m/s, and high-speed camera images captured at 0, 5, 15, 20, 22.5, and 25 ms.

6. Conclusions

Experimental drop tests of flexible wedges were performed to study the fluid–structure interaction
phenomena that generate during water entry, with particular attention to the cavity-formation process
and its effect on impact dynamics. It was found that, when the deflection of the wedge is small,
no fluid–structure interaction phenomena appear and established analytical formulations for rigid
bodies can be used to evaluate the impact force and the hydrodynamic pressure. However, large
structural deformations were found to have strong effects on the fluid motion. In particular, large
deformations might introduce air pockets characterized by a cylindrical wavefront originating at the
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fluid/structure interface. Such a cavity is found to equally originate from the front and rear faces of
the structure, and their shape is not in line with analytical predictions, as it seems to not originate from
the keel, where pressure is supposed to be the lowest, but along the entire wet length of the structure.
The cavity eventually collapses during water entry, and, in the most severe impact cases, successive
pockets (with decreasing amplitude) might repetitively generate and collapse. The pockets are found
to increase with the impact velocity and the flexibility of the wedge. The largest cavities were further
found to strongly affect impact dynamics, up to the cases where the overall acceleration of the body
turns negative within the timeframe between cavity formation and its collapse. The analysis of the
panel’s deformation suggests that the cavity initiates as the maximum concave deformation of the
panel is reached, further confirming that cavity formation is led by structural vibrations.
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Abstract: This work searched for the optimal geometrical configuration of simply supported stiffened
plates subjected to a transverse and uniformly distributed load. From a non-stiffened reference plate,
different geometrical configurations of stiffened plates, with the same volume as the reference plate,
were defined through the constructal design method. Thus, applying the exhaustive search technique
and using the ANSYS software, the mechanical behaviors of all the suggested stiffened plates were
compared to each other to find the geometrical configuration that provided the minimum deflection
in the plate’s center when subjected to this loading. The optimum geometrical configuration of
stiffeners is presented at the end of this work, allowing a reduction of 98.57% for the central deflection
of the stiffened plate if compared to the reference plate. Furthermore, power equations were adjusted
to describe the deflections for each combination of longitudinal and transverse stiffeners as a function
of the ratio between the height and the thickness of the stiffeners. Finally, a unique equation for
determining the central deflections of the studied stiffened plates based only on the number of
longitudinal stiffeners without significantly losing accuracy has been proposed.

Keywords: plate; stiffeners; constructal design; finite element method; deflection; numerical simulation

1. Introduction

Steel plates are structural components that are resistant to mechanical loads and used in several
sectors of engineering—from the construction of bridges and buildings to airplanes and vessels. In the
naval sector, for example, a great number of these structures are required to resist the extremely high
loads that arise either because of the weight of their own structure or the sea conditions faced during
navigation [1].

Due to the aforementioned high loadings, these structures must be extremely resistant, particularly
to shear stresses and bending moments. Adding more material can increase their strength, although
it also increases the weight of the structure, which should be avoided, especially when developing
projects for the offshore [2] and naval [1] industries. In this context, the application of mechanical
stiffeners arises. These stiffeners are long structural profiles fixed to the plates in the horizontal,
transverse, or both horizontal and transverse directions. They are employed to improve the rigidity of
the structural components that are made out of thin plates.
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The structural analysis of stiffened plates has been the focus of countless studies. In [3], the restrictions
method in statistical analysis was applied, via finite elements, to stiffened plates with concentric and
eccentric stiffeners. Reference [4] studied stiffened plates under transversal loading using the sequential
quadratic programming method, supposing the structure as a plate firmly connected to stiff beams
and minimizing the total energy of the system. In [5] was utilized a methodology that considered the
stresses and the deformations on the plate’s plane, as well as the axial stresses and the deformations on
the beams. These stresses were evaluated at the interface between the plates and the stiffeners, and the
solution of the differential equations was obtained through the analog equation method (AEM).

More recently, reference [6] presented numerical studies regarding ribbed floor slabs, indicating
that the consideration of eccentricity between the plate and the reinforcement beam results in a
reduction in structure displacement. The steel or concrete slabs were simulated with the software
ANSYS®, using shell elements (SHELL63) for modeling the plate and beam elements (BEAM44) for the
stiffeners. Moreover, from [7], four computational models for stiffened plates using the finite element
SHELL93 (triangular and quadrilateral) and SOLID95 (tetrahedral and hexahedral), also by means of
the software ANSYS®, were suggested. All the models were verified by comparing their results with
the ones obtained by other authors used as a reference.

The present article investigated different geometrical configurations that aimed at increasing
the structural rigidity of stiffened plates without adding material that would result, consequently,
in heavier structures. In doing so, a steel non-stiffened plate with a determined volume was adopted
as a reference. Using the constructal design method, part of the steel volume was converted to
stiffeners due to the parameter stiffeners volume fraction (∅). The constructal design method was
developed based on the constructal law, which states: “For a finite-size flow system to persist in time
(to survive), its configuration must evolve in such a way that it provides easier access to the currents
that flow through it” [8]. In practical terms, the constructal design method is based on objectives and
restrictions [9]. In the geometrical evaluation of a given physical system, it is necessary and sufficient
to define at least one objective (a performance parameter to be improved), the degrees of freedom
(variables), and the geometrical restrictions (fixed parameters). The degrees of freedom are free to vary,
but it should respect the imposed constraints [10].

It is noteworthy that the total volume of steel was kept constant and equal to the volume of
the reference plate. Thereby, several different geometrical configurations of stiffened plates were
established by means of varying the following degrees of freedom: number of longitudinal stiffeners
(Nls), number of transverse stiffeners (Nts), and the ratio between the height and the thickness of the
stiffeners (hs/ts). The mechanical behavior of the plates was numerically simulated, considering them
as simply supported and subjected to a transverse and uniformly distributed load (pressure), aiming
to reproduce a practical situation of a part of a ship deck or offshore oil platform deck. The software
ANSYS Mechanical APDL®, which is based on the finite element method (FEM), was utilized to
perform the simulations. Thus, the numerical results for the central deflection of the different proposed
plates were compared to each other through the exhaustive search technique, allowing the geometrical
configuration that would lead to a superior mechanical performance regarding the deflections to
be determined.

2. Computational Modeling

Problems involving thin plates without stiffeners are difficult to solve because they involve a
fourth order differential equation [11]. Concerning stiffened plates, an analytical solution becomes
practically unreachable, especially when the intent of the research involves the evaluation of a great
number of scenarios. Thus, to develop this work, it was decided to use the software ANSYS Mechanical
APDL® (version 14.0, ESSS, Canonsburg, PA, USA), which applies the finite element method (FEM) to
successfully solve several kinds of problems from structural [12] to heat transfer [13], and embraces all
types of materials from composites [14–16] to concrete [17] and ceramics [18].
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Two computational models were developed, one for the non-stiffened plate (used for simulating
the reference plate, with no stiffeners) and the other for stiffened plates (used to simulate the
geometrical configurations proposed by the constructal design method). In both models, the finite
element SHELL93 with a regular quadrilateral mesh was adopted because it is the one indicated
for problems involving thin plates and curved shells and it has produced suitable results in similar
research [6,19,20]. The Sparse Matrix Direct Solver was employed in both computational models.
This numerical method is based on a direct elimination of equations by means of the factorization of
an initially very sparse linear system of equations into a lower triangular matrix followed by forward
and backward substitution using this triangular system [21].

To ensure that the computational model is according to the reality that it is meant to simulate, it is
possible to validate or verify it. The validation procedure was based on a comparison between the
results obtained by the numerical model and laboratory experiments [7,10]. The verification procedure
consisted of confronting the generated numerical results with the numerical results obtained by other
authors and/or with values of analytical resolutions [11].

It was also important to perform the mesh convergence study, which determines the minimum
refinement that provides a numerical result sufficiently accurate. Hence, numerical simulations with
successive refinements were performed until there was no significant difference between the obtained
results from meshes with successive refinements, defining, thus, the discretization that provides an
independent numerical solution. Therefore, all the results achieved in this research were obtained
using converged meshes, which exhibited a relative difference of less than 0.15% between the results
of consecutive refinements according to the criteria established in this work.

2.1. Verification of the Computational Model for the Non-Stiffened Plate

Concerning the model of the non-stiffened plate, the verification process occurred through a
comparison of its results with the ones acquired by numerical studies of [5,6] and with the analytical
solution of [22]. In this case, the dimensions of the plate were defined according to Figure 1, while the
material of the plate presented a Young’s modulus (E) and Poisson’s ratio (ν) of 30 GPa and 0.154,
respectively, characterizing a concrete slab. The boundary conditions were established as simple,
supported edges and a pressure of 10 kPa was applied in the negative z-direction (see Figure 1).
Figure 2 presents the results obtained by the references, as well as the computational results generated
in the present work.

Figure 1. Non-stiffened plate used for computational model verification.

From Figure 2, it can be noticed that the values of the central deflection w from the developed
model converge closely with the ones attained by references [5,6,22] as the number of finite elements
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during the mesh convergence study increased. The present work presented differences of 2.50%, 1.86%,
and 1.23% when compared with the results of [5,6,22], respectively. Therefore, it is possible to state
that this model has been properly verified.

Figure 2. Non-stiffened plate computational model verification.

2.2. Verification of the Computational Model for the Stiffened Plate

Similarly, the model for the stiffened plates was verified by comparing its values of central
deflection to the ones obtained by the numerical research executed by [3,4,6,7]. The stiffened plate
was considered as simply supported, having a constant pressure of 68.95 kPa applied in the negative
z-direction on its surface without stiffeners (see Figure 3). The material of the plate and the stiffeners
was steel with E and ν of 206.84 GPa and 0.3, respectively.

Figure 3. Stiffened plate used for computational model verification.

According to Figure 4, as a result of the mesh convergence study, the values achieved by the
developed computational model converge narrowly with the ones found in [7]. However, they are
not similar to the values found by the other authors. Differences of 26.95%, 40.26%, and 30.55% were
found when comparing the results of the present work with those obtained by [3,4,6], respectively.
As reported by [7], this difference is due to the fact that a less accurate finite element than the SHELL93
was employed, such as in [6], which used the SHELL63 finite element for the plate. Besides, the mesh
used by these older studies [3,4,6] was likely too coarse. However, when the numerical result of the
present study was compared with the result of [7], which was obtained with a more accurate 3D
SOLID95 finite element, a difference of only 2.52% was achieved. Thus, for the reasons explained here,
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it can be considered that the computational model developed for stiffened plates has been properly
verified, despite the divergence found with the studies performed by [3,4,6].

Figure 4. Stiffened plate computational model verification.

3. Constructal Design Method

In the present work, the constructal design method application enabled defining a set of stiffened
plates with various geometric configurations that were numerically simulated and compared through
the exhaustive search technique. To do so, the dimensions of a non-stiffened plate to be used as a
reference were defined: length a = 2000 mm, width b = 1000 mm, and thickness t = 20 mm.

All geometric configurations of the stiffened plates were formed from the reference plate.
The stiffened plate had the same in-plane dimensions as the reference plate, i.e., the length a and the
width b were kept constant. However, a portion of the reference plate material was transformed into
stiffeners by reducing its thickness t. The ratio between the volume of the reference plate and the
volume of material employed as stiffeners, called stiffeners volume fraction, is defined by:

φ =
Vs

Vr
=

Nls(ahsts) + Nts[(b − Nlsts)hsts]

abt
(1)

where Vs is the volume of the reference plate transformed into stiffeners; Vr is the total volume of the
plate used as reference; Nls and Nts represent, respectively, the number of longitudinal and transverse
stiffeners; hs and ts are, respectively, the height and thickness of the stiffeners; and a, b, and tp are,
respectively, the length, width, and thickness of the stiffened plate, as indicated in Figure 5.

Figure 5. Stiffened plate with two longitudinal and three transverse stiffeners.
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In order to accomplish the objective of finding a stiffened plate that presents a minor central
deflection, the evaluated degrees of freedom were Nls, Nts, and hs/ts; while the imposed restrictions
were that all stiffened plates have the same material volume, length, and width as the reference plate.
Furthermore, since the present work adopted only one value of ∅ (which was defined as 0.4), it became
an additional geometrical restriction of the analysis. In other words, 40% of the volume of the reference
plate was turned into stiffeners of different configurations and geometries, due to the variation of the
degrees of freedom Nls, Nts, and hs/ts. In addition, values of Nls and Nts were adopted between 2 to 5;
other restrictions due to geometrical limitations of the problem included: hs ≤ 300 mm, avoiding a
disproportionality between the height of the stiffeners and the width of the plate; and hs/ts ≥ 1, in order
to avoid obtaining stiffeners with heights greater than their thickness, which would over reduce the
moment of inertia of these reinforcements. The thickness of the stiffeners was adopted according to
standard sizes of steel plates, varying from 3.75 mm (1/8 in) to 75.2 mm (3 in). Furthermore, in all
simulations, the applied load conditions were the same—that is, a uniformly distributed transverse
loading (pressure) of 10 kPa—aiming to guarantee that all cases studied had a linear-elastic behavior.
Similarly, regarding the boundary conditions, all simulated plates were simply supported on all four
of their edges. Moreover, the steel used in these structures had a Young’s modulus and Poisson’s ratio
of 200 GPa and 0.3, respectively.

Figure 6 depicts the methodological structure used in the definition of the geometrical configurations
of the stiffened plates that composed the analyzed search space.

Figure 6. Application of the constructal design method in the definition of the search space.

4. Results and Discussion

Following the scheme presented in Figure 6, various numerical simulations of the stiffened plates
were performed (a total of 166 simulations).

The non-stiffened reference plate was numerically simulated using a converged regular mesh with
100 mm quadrilateral shaped elements; a central displacement of 0.698 mm was obtained. The stiffened
plates mesh had the same characteristics as the reference plate’s mesh. The central deflection of stiffened
plates are shown in Figure 7 as a function of the degree of freedom hs/ts for each geometry studied in
this work, following the notation Nls × Nts.

In Figure 7, one can notice that there is a pattern in the behavior of the stiffened plates, which
enabled the central deflection of the plates to be estimated through equations obtained from a nonlinear
regression. The coefficient of determination (R2) of this regression, which is the statistical measure of
how well the regression curve matches with the real data, was higher than 0.99 for all combinations of
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Nts and Nls, indicating an excellent fit. The central deflections (in mm) can be obtained through the
following equation:

w = α

(
hs

ts

)β

(2)

where α and β coefficients are dependent on the degrees of freedom, i.e., the number of longitudinal
and transverse stiffeners. These coefficients and R2 are presented in Table 1 for each combination of
Nts and Nls analyzed.

Figure 7. Central deflections of the stiffened plates due to hs/ts variation with (a) Nls = 2 and Nts = 2 to
5, (b) Nls = 3 and Nts = 2 to 5, (c) Nls = 4 and Nts = 2 to 5, and (d) Nls = 5 and Nts = 2 to 5.

Table 1. Coefficients α, β, and R2 for each combination of Nls and Nts.

Nls × Nts α β R2

2 × 2 0.1867 −0.6664 0.9961
2 × 3 0.1777 −0.7881 0.9997
2 × 4 0.1782 −0.6758 0.9967
2 × 5 0.1855 −0.7855 0.9997
3 × 2 0.2789 −0.7754 0.9996
3 × 3 0.2527 −0.7782 0.9995
3 × 4 0.2491 −0.7754 0.9994
3 × 5 0.2484 −0.7842 0.9984
4 × 2 0.3755 −0.7549 0.9990
4 × 3 0.3369 −0.7779 0.9974
4 × 4 0.3169 −0.7461 0.9994
4 × 5 0.3153 −0.7766 0.9986
5 × 2 0.4862 −0.7663 0.9983
5 × 3 0.4281 −0.7723 0.9976
5 × 4 0.4004 −0.7674 0.9971
5 × 5 0.3833 −0.7707 0.9959

From an analysis of the data presented in Figure 7 and Table 1, it can be noted that an increment
in the ratio hs/ts caused a decrease in the central deflection for the stiffened plates. This mechanical
behavior can be explained by the fact that the moment of inertia increases due to an increase in
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hs/ts, and consequently so does the plate’s stiffness. However, for values of hs/ts ≥ 20, there was no
significant reduction in the plate’s central deflection.

Besides, it is possible to observe that the degree of freedom Nls has more influence on the structural
mechanical behavior than Nts, as the stiffened plates with the same values of Nls presented similar
central displacement when hs/ts varied, independently of Nts. This fact is evidenced by the similarity
of the coefficients α and β for plates with the same number of longitudinal stiffeners (see Table 1).
Therefore, it is possible to neglect the influence of Nts on the analysis, enabling an estimation of the
central deflection of the plates for each Nls through the equations obtained from a nonlinear regression,
as a function of exclusively the ratio between the height and the thickness of the stiffeners. Therefore,
the central out-of-plane displacements of the stiffened plates with Nls = 2, 3, 4, and 5 can be obtained,
respectively, through the following equations:

w2 = 0.181
(

hs

ts

)−0.735
(3)

w3 = 0.256
(

hs

ts

)−0.776
(4)

w4 = 0.332
(

hs

ts

)−0.761
(5)

w5 = 0.412
(

hs

ts

)−0.759
(6)

where w2, w3, w4, and w5 are the central deflections for the plates with Nls = 2, 3, 4, and 5, respectively.
Equations (3)–(6) are even more useful for small values of hs/ts where the coefficient that precedes

them becomes more relevant. Thus, according to the observed trend, when it was kept constant the
total material volume and the ratio hs/ts assumed small values, a shorter number of stiffeners led to a
smaller deflection.

From Equations (3)–(6) it is also possible to propose a unique equation to represent these equations,
given by:

wNls = 0.085Nls

(
hs

ts

)−0.758
(7)

where coefficient β = −0.758 is the average value for the β coefficients of Equations (3) to (6) with a
standard deviation of 0.017; the α coefficient, which was determined as the average value of the ratios
α/Nls for Equations (3) to (6), is 0.085 (with a standard deviation of 0.004), which should be multiplied
by the number of longitudinal Nls stiffeners in each case.

Therefore, to prove the effectiveness of the proposed equations, the numerical results generated
in the present work (see Figure 7) were compared with the analytical results from Equations (3) to (6)
and Equation (7), being shown in Figure 8.

Equations (3)–(6) had R2 coefficients of 0.9786, 0.9965, 0.9913, and 0.9895, respectively, in relation
to the results of the performed numerical simulations, as can be viewed in Figure 9.

In Figure 9, one can note the good agreement of Equation (7) (dashed red curve) with Equations (3)–(6)
(continuous green curve). Accordingly, if only Equation (7) be adopted to predict the central deflections
of the analyzed stiffened plates a good agreement is achieved, being this simplification more attractive
for practical design purposes.
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Figure 8. Numerical results versus analytical results for the central deflection of stiffened plates.

It is also important to highlight that when the deflections of the stiffened plates are compared to
the reference plate, all of the suggested geometrical configurations of the stiffened plates presented a
smaller central deflection than that obtained by the non-stiffened plate with the same steel volume.
Even though these are all better results, there is great variation in their values as the parameters
changed, varying the reduction of the central deflection from 47.68% to 98.57%. This shows how
important this type of analysis is. Also, an increment in the number of stiffeners is not directly related
to an increase in the structural rigidity because, in order to keep the same material volume of the
structure, a greater number of stiffeners entails a reduction in their height and consequently in the
moment of inertia.

Lastly, through a global comparison among all analyzed stiffened plates (see Figure 7), it was
possible to determine the optimal geometric configuration that would lead to the best mechanical
behavior, i.e., the geometric configuration that minimizes the central deflection. The minimal central
displacement among all studied geometries was 0.00997 mm and was obtained by the plate with
Nls = 2, Nts = 5, and hs/ts = 44.40, which is depicted in Figure 9a. The optimal stiffened plate’s
geometric configuration enabled a reduction of 98.57% in the central deflection if compared to the
reference plate. Figure 9 also shows a comparison between the stiffened plates that led to the optimal
(Figure 9a) and worst (Figure 9b) geometrical configurations in terms of central deflection. One can
observe that in the worst configuration, the stiffened plate had a deformed pattern similar to a plate
without stiffeners, i.e., the maximal deflection occurred in the plate’s central point; for the optimized
geometry, the stiffeners, mainly due to its hs/ts value, promoted a division of the plate into several
regions, each behaving like an “unstiffened” small plate. Moreover, it is evident that the magnitude
of the deflections was heavily affected by the variation of hs/ts, Nls, and Nts once the same material
quantity was adopted in all cases.
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Figure 9. Deformed configuration of (a) the optimal plate and (b) the worst plate (in mm).

5. Conclusions

In the present work, a structural numerical analysis was performed to estimate the central
deflection of thin stiffened plates and the influence of parameters such as the number of longitudinal
and transverse stiffeners and the ratio between their height and thickness. To do so, it was kept
constant the total volume of the plate.

From the results obtained, as expected, the application of stiffeners in thin plates provided greater
rigidity to the structure. All stiffened plates presented central displacements that were smaller than the
one presented by the non-stiffened plate used as a reference. Moreover, the importance of performing
studies on this subject was shown, since the geometric configuration of the stiffeners had a substantial
influence on the deflection values. Wide variations were shown in these values due to modifications in
the geometry. It was also noted that for hs/ts values greater than 20, there was no significant reduction
in the central deflection of the stiffened plates analyzed.

Furthermore, from the results of this work, it was possible to obtain, through nonlinear regressions,
equations that accurately describe the deflection of the studied stiffened plates. From these equations,
along with an analysis of the charts, it was observed that the out-of-plane central displacement
decreased as the ratio hs/ts increased. In addition, by using these equations, the deflection values
could be estimated based exclusively on the ratio between the stiffeners’ heights and thicknesses (hs/ts)
for each Nls value. These deflection values were even more useful when this relation assumed small
values. In addition, a simple and effective equation was proposed to determine the central deflections
of the stiffened plates studied in the present work.

Finally, the global optimized geometric configuration was determined among all analyzed plates,
i.e., the stiffened plate geometry that minimized the central deflection. Thus, the optimized geometry
was the one that presented two longitudinal stiffeners, five transverse stiffeners, and a ratio hs/ts of
44.40. This geometry enabled a reduction of 98.57% in the central deflection when compared with the
non-stiffened reference plate.

In future work, it is recommended to investigate other values of ∅, as well as other types of
stiffeners. It would also be interesting to perform a complementary study to this work where not only
the central deflection but also the mechanical behavior regarding the stresses be taken into account.
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Abstract: The ability of predicting material failure is essential for adequate structural dimensioning in
every mechanical design. For ships, and particularly for military vessels, the challenge of optimizing
the toughness-to-weight ratio at the highest possible value is essential to provide agile structures
that can safely withstand external forces. Exploring the case of underwater explosions, the present
paper summarizes some of the fundamental mathematical relations for foreseeing the behavior of
naval panels to such solicitation. A broad state-of-the-art survey links the mechanical stress-strain
response of materials and the influence of local reinforcements in flexural and lateral-torsional
buckling to the hydrodynamic relations that govern the propagation of pressure waves prevenient
from blasts. Numerical simulation approaches used in computational modeling of underwater
explosions are reviewed, focusing on Eulerian and Lagrangian fluid descriptions, Johnson-Cook
and Gurson constitutive materials for naval panels, and the solving methods FEM (Finite Element
Method), FVM (Finite Volume Method), BEM (Boundary Element Method), and SPH (Smooth Particle
Hydrodynamics). The confrontation of experimental tests for evaluating different hull materials and
constructions with formulae and virtual reproduction practices allow a wide perception of the subject
from different yet interrelated points of view.

Keywords: stiffened plate; constitutive model; finite element; fluid-structure interaction; ship design;
state-of-the-art

1. Introduction

Acknowledging how to properly soften the effects of impact-related damage is an imperative
design guideline in shipbuilding. Specially for military applications, underwater explosions (UNDEX)
prevenient from subsea blast loads can infer irreparable structural impairment to vessels, where the
dynamic response of ships depends on the influence of several parameters, such explosive power, blast
distance, hull panel composition, and reinforcements. The mechanics involved in ship collisions and
impact can thus be looked at from two inter-dependent perspectives [1], where the external mechanics
describe the hydrodynamics surrounding the vessel and the magnitude with which they affect it, and
the internal mechanics that regard how the materials respond to these forces and dissipate energy
through strain.

The necessary comprehension of the materials behavior goes beyond traditional steels, whereas
modern designs utilize advanced metallic alloys [2], composite structures (either purely polymeric,
as in the case of small and medium sized boats [3], or in a sandwich layout composed by metal sheets
and foam cores [4]) and wood [5]. Also, the usage of innovative materials, such as polymers reinforced
by natural fibers, have been addressed in the literature, on one hand presenting inferior mechanical
properties to carbon or glass fiber, and on the other having enhanced sustainability [6]. In addition,
the diverse existent hull architecture requires the designer not only to master different materials, but
also to understand the response of the vessel itself as a composition of the several interlinked structural
elements built with those materials, such as panels, stiffeners, and girders. The way in which these
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structures are realized and arranged ultimately determines the resistance of the ship and define if
reinforcements like stiffeners and girders apply, and what is the optimal geometry for plate cutouts
(e.g., for hatches) to avoid undesired elastoplastic deformations to buckling [7–9].

External mechanics, in turn, involves a series of differential hydrodynamic relations that describe
the propagation of intermittent pressure waves caused by explosions defining the velocity, temperature,
period, and force with which hulls are hit. The consequent fluid-structure interactions with relevant
severity do not only involve liquid matter; gas bubbles generated by the blasts can also cause noticeable
damage given the high pressure and temperature they may present [10,11].

The relevance of UNDEX for military purposes is clear, as highlighted in studies dated
from 1990 [12], which explicitly express the cold war as the impetus for such research initiative,
stating as border condition for the case study a soviet missile impacting a double-hulled structure.
The aforementioned work defined through a series of experiments the strongest parameters that
influence UNDEX effects as being: enthalpy of detonation, number of moles of gas, molecular weight
of gas, and solid phase density.

The strategic usage of the arctic ocean as an operational area for submarines has also had its
importance reflected by studies such as Barash’s [13], which analyze the effect of UNDEX beneath
artic ice, not only to improve the safety of those vessels to enemy blasts, but also to allow them to
have quick access to the surface by breaking ice packs using explosives. Potentially harmful debris
originated from the blasts were addressed by Bryant [14], concluding that little or no metallic debris
are deposited in the medium during early bubble oscillations, whereas they are actually transported
by the bubbles and released in a certain area as the oscillations terminate.

Early analyses on the physics of the pressure waves were also performed. Snay [15] confirmed
that the pulse shape of waves varies during their propagation in the water, where the steepness of the
pressure at the head of the wave rises until the formation of an impact front. However, the author states
the validity of approximating UNDEX to acoustic waves (which do not change their shape) for the
solution of interaction problems, modelling them as small-amplitude constant-sound-velocity waves.

The scientific way of approaching UNDEX problems itself is an issue with distinct propositions in
precursor military-grade reports. O’Daniel et al. [16] evaluated the mechanics of bubble jets, suggesting
that such analysis could be conducted by performing three experiments of bubble jet strike on vertical
targets in different scales: a small-scale one to study the phenomenology of the bubble jet; a mid-scale
one to measure the loads applied by these jets on targets; and a large-scale one for the structural
response of targets. Miller [17] categorized three fundamental steps: comparison of structural response
to conventional and nuclear pressure profiles, followed by finite element analysis, and then by writing
an appropriate computational numerical code to describe the experiments. Naturally, since then,
computer-aided simulations have been immensely improved, as shown hereby.

Built upon classic mathematical models, numerical simulation software is a well-established
time-saving tool for yielding precise UNDEX results, leaving aside the need for resource costly
experimental tests. In marine engineering, accurate virtual reproductions can be done for UNDEX
provoked pressure waves [18] and bubbles [19] over vessels, as well as water blast on sandwich
panels [4] and cavitation in propellers [20]. For that, a variety of constitutive material models and
numerical solving techniques may be used. Given the importance of understanding how external
and internal mechanics work and relate, the present work briefly summarizes the fundamental
numerical expressions of each one, giving also a glance in how they are usually represented in
numerical simulations.

Portraying the three independent but correlated parts of UNDEX described by the navy as shown
in Brenner et al. [21], i.e., the responses of water, of the vessel structure, and of the materials to the
shock waves, Figure 1 depicts through a flow chart scheme the aspects approached in this work in
an orderly manner. In other words, the current state-of-the-art explains how the pressure impulse
propagates through water and with which magnitude it hits the ship (taking into account pressure
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waves and bubbles), how the ship structure responds to this impulse, and in which way the material
components of the hull absorb this energy, deform, and eventually fail.

Figure 1. Flow chart scheme of UNDEX aspects approached in the present work.

The characterization of such phenomena is hence made through analytical models, and directions
on how to reproduce all the three steps by numerical simulation are also given. Some fundamental
notions are provided on Eulerian, Lagrangian, and Aleatory Lagrangian-Eulerian (ALE) fluid
descriptions on Finite Element and Volume Methods (FEM and FVM, respectively), Boundary Element
Method (BEM), and Smoothed Particle Hydrodynamics (SPH) numerical modelling techniques, and
on Johnson-Cook’s and Gurson’s constitutive materials.

Acknowledging that the study of UNDEX phenomena is an intricate and wide field of study
with deeper aspects to be considered, some of its basic yet most important parameters are hereby
summarized and briefly explained, intending to allow the comprehension of fundamental notions of
the subject based on a thorough literature survey.

2. Analytical Models

2.1. Hydrodynamics and Fluid-Structure Impact

Amongst the challenges in ship design, there are several forces to be taken into account that may
act either separately or combined over the structure originated from gravity, wind pressure, friction,
freight, and hydrostatic lifting force, which can infer massive shear and torsional efforts given the
large size of a ship and due to its weight distribution. Moreover, fluid-structure interactions (FSI), such
as pressure waves, gas bubbles, cavitation, and underwater explosions also have the potential to cause
significant damage, given that water transmits explosive energy much more efficiently than air [16].

Differently from solid-particle impacts, where a specific damage is locally caused by a particularly
shaped projectile [22], in UNDEX, all the extension of the hull reachable by the same pressure wave
is approximately equally impaired. These spherical waves originate a mass flow behind them
(i.e., the afterflow), which leads to the formation of bubbles that can be regular UNDEX bubbles,
steam bubbles in the case of nuclear explosions, or cavitation bubbles in the case of explosions that do
not provoke gases [15].
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Bubbles generated by UNDEX, for instance, which constitute hot air masses that can hit a vessel in
more than 10 consecutive waves [23], can reach impact pressures of up to 15% of the wave pressure [11],
causing significant damage and even a potential and dangerous match in resonance frequencies with
the ship. Furthermore, Cui et al. [24] experimentally analyzed the mechanics of these bubbles, finding
out that the pressure peaks they induce on the impacted body is highly dependent on their shape
before collapse, given that the less spherical and more asymmetrical it is, the smaller is the pressure due
to the influence of splashing jet water. The shape of bubbles, as shown by Gong et al. [19], is directly
related to the position of the explosive charge in relation to the hull.

The response to underwater explosions is a topic of interest for military purposes, given that even
if the hull is not directly hit by a torpedo or collided to other structures, the sole propagation of energy
from a far blast center through water is capable of causing significant damage to the ship. This energy
release can include gas bubbles at nearly 3000 ◦C and pressures up to 5 GPa, besides solid particles
made from lead or alumina, for instance, which altogether may impact the hull’s surface at nearly the
velocity of sound [10].

It is possible to quantify the pressure in the proximity of the wave front P(t) if the charge is
detonated at less than 100 m in depth [25] by the expression of Equation (1) [10]:

P(t) = Pm

{
e−t/θ i f t < θ

0.368θ
t i f θ < t < t1

(1)

where the time constant θ can be defined by Equation (2) [10]:

θ = R0

{
0.45 r 10−3 i f r ≤ 30

3.5
c
√

logr − 0.9 i f r > 30
(2)

where r is the ratio between the distance of the explosion center and the quotient of the measured
location R by the initial radius of the spherical explosive R0. The peak pressure Pm (MPa) and the time
decay constant θ (ms) can also be defined as a function of the charge load W and the standoff distance
S (Equations (3) and (4), respectively) [26]:

Pm = α

(
W1/3

S

)β

(3)

θ = 0.058W1/3

(
W1/3

S

)−0.22

(4)

where α and β are constants, which highlights that it is important to notice the discrepancies found
in the literature for them. While [26,27] adopt β as 1.13, [18] considers 1.81. By its turn, α is adopted
as 148.93 in [26], 52.16 in [27], and 29.9 in [18]. In addition, [26] considers Equation 3 valid when the
measuring point is located until 10 times the explosion radius, while [18] states that the adequate
tolerance distance is up to 6 times the charge radius.

When the underwater wave passes through a certain point in space, it is then submitted to
a transient pressure P(t) and displaced in a velocity v(t) in the direction of the flow. Considering
a spherical flow, it is possible to estimate and correlate both into the same time-dependent
Equation (5) [26], where the first term stands for the velocity of a plane wave, and the second, called
“after flow” term, is important for large time intervals and for when the measuring point is close to the
explosions, i.e., the standoff is low.

v(t) =
P(t)
ρc

+
1

ρS

∫ t

0
p(t)dt (5)
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Although the strongest shock wave comes along with the first UNDEX impact, it is important
to acknowledge that the explosion damage is characterized by repetitive impacts originated in the
explosion center, which intensity decays exponentially when hitting a marine structure [28], and the
second impact can even be the most damaging one due to the bubble pulse, especially to air-backed
hull panels [29]. This concept is illustrated in Figure 2.

 

Figure 2. Successive underwater wave impacts from the explosion load (W) and incident
pressure decay.

2.2. Structural Response

Structural elements are meant to be strategically assembled in the construction of ships in places
where they can aggregate normal, shear, or torsional resistance to the vessel, preferably in profiles and
shapes that favor their mechanical properties and account for the lowest weight attainable. The main
structures are longitudinal and transversal girders and stiffeners, providing enhanced resistance to
underwater or contact explosions compared to unstiffened vessels [30]. These can grant noticeable
economy without compromising strength and durability if stiffeners are adequately positioned at
regular gaps, while dividing the hull shell into lattices in which the intersection point between
transversal and longitudinal girders are the most resistant zones [31].

Hung et al. [30] have demonstrated experimentally the importance of stiffeners by performing
underwater explosion tests on 3 cylindrical specimens, one being unstiffened, one externally, and one
internally stiffened with welded rings. The latter showed much smaller strain, pressure, and fluid
acceleration inside the coupon. Ming et al. [18] have complemented this approach by numerically
and experimentally studying the reaction of plates reinforced with “T” profile stiffeners placed in the
opposite side of an underwater explosion, demonstrating the damage steps of the reinforced plate.
The study states that after both the plate and the stiffeners are initially damaged due to pressure waves,
the panel in the lattice is torn, leading to the collapse of the longitudinal and transversal stiffeners
joints, weakening the whole structure significantly.

Gordo et al. [32] have developed a numerical method to estimate the ultimate longitudinal
strength of the hull girder, yielding accurate confrontations against similar approaches and the real
ship failure. The compression strength of stiffened plate columns at a determined strain is defined
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by two independent expressions that describe flexural buckling (φF) and lateral-torsional buckling
(or tripping) (φT). The first is described by Equation (6):

φF(εi) = φJO(εi)
As + webl

As + bl
(6)

where φJO is based on the Johnson-Ostenfeld formulation that considers inelastic effects during
buckling [33], and the second term of the equation stands for the actual degradation of the plate due to
compression loading. As is the sectional area, b is the breadth of plating between longitudinal stiffeners,
l is the length of the stiffeners, and we is the effective width of the plate given by Equation (7):

we = max(−1, min[1, εi])

(
2
β
− 1

β2

)
(7)

where β is the slenderness of the plate equal to β = (b/l).εv, in which the second term represents the
instantaneous strain. In turn, the tripping strength can be calculated by Equation (8):

φT(εi) = φTmin
εt

εi

As + webl
As + bl

(8)

The first term stands for the maximum elastic tripping stress, and the second to the strain of
maximum load. It is important to highlight that the resistance of the girder can be affected by residual
stress and external agents such as corrosion [32], and that although both influence the behavior of the
material, they should not be taken into account simultaneously, given that while residual stress acts
mainly in the beginning of the operational life of the ship, corrosion is negligible in the beginning and
increases with time. To avoid lateral-torsional bending in ships, the influence of the residual stress
over the ultimate bending moment is quantified in Equation (9):

Mur = (1 − 0.3σr)Mu (9)

where σr is the residual stress of the panels in compression and Mur and Mu are, respectively, the
ultimate bending moment with and without residual stress.

Innovative mechanical reinforcement techniques that go beyond classic metallic structures
have also been studied, such as rubber coated ships [34], which show the ability of damping the
high-frequency response from pressure waves, helping to keep the integrity of the vessel to crashes
and close-range underwater explosions that may cause elastic and even plastic deformations to the
side structures. However, this coating is not so effective regarding low-frequency whipping motions
caused by gas bubbles.

2.3. Material Response

The first important material feature that comes to mind when one needs a vessel design to
withstand impact and wear solicitations is high mechanical resistance thresholds [35,36]. However, in
addition to being tough, building materials must also be as lightweight as possible to consume less
fuel, leave room for more load bearing capacity and to provide the ability to quickly overcome inertia
when maneuvering, especially in the case of military vessels, to make them difficult targets.

The study of metallic phases and alloys figure as an important resource to understand and
improve the resistance of military naval structures to underwater explosions [37], especially in
terms of the high inherent density attributed to metals. Latourte et al. [2] compared experimentally
and numerically high-strength martensitic and austenitic alloys, investigating their deformation
and fracture characteristics, where the first was designed to present higher fracture toughness and
maximum strength, while the latter has a better uniform ductility, avoiding premature necking and
consequent localized failure. The interesting outcome is that the martensitic steel was found out to
sustain underwater fluid-structure impacts better, where the force magnitude needed to infer failure
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is 25% higher than for austenitic steel (although the austenitic performance can be improved by
tempering) [2].

Besides traditional monolithic metals, the coupling of different materials in sandwich layouts
have presented interesting features relevant for ship design, like the flexibility in the core constitution,
which can lead to a stiffer overall material in the through-the-thickness direction, or can soften and
dampen impact and decrease the force transmission to the supporting structure [4]. Furthermore,
sandwich panels present an enhanced performance against underwater fluid shocks when compared
to single-constituent elements of equal weight [38,39].

Fan et al. [40] investigated the response of sandwich panels with aluminum sheet skin and a
honeycomb core to underwater blasts, comparing the results with monolithic plates of equivalent mass,
proving a better performance of the sandwich both in terms of deformation resistance and secondary
pressure wave intensity. The first advantage can be furthermore improved by increasing the equivalent
thickness of the composite. As for composites with polymeric matrix, Gong et al. [19] studied the
transient behavior of glass-epoxy composites to UNDEX, showing that although a composite hull
might amortize the effects of bubble impacts better than steel, it becomes more susceptible to global
mechanical effects, not only local ones as would be the case for metals.

In an experimental underwater explosion test, it is also possible to identify the energy absorption
capacity of a certain material by analyzing its deflection, once it has been proved that during plastic
regime deformation, the ability of the material to absorb energy is proportional to the square of its
deflection [23]. Another important aspect is the specimen geometry to be adopted in a bulge test, given
that parabolic and spherical shapes absorb practically the same energy, while conical and hyperbolic
absorb only half of that considering the same bulge depth [27]. Regarding experimental tests, it is
possible to predict the maximum von Mises stress for both thin circular (σc) [41] and rectangular plates
(σr) [42], as shown respectively in Equations (10) and (11), considering that it is an explosion with low
intensity (for specimens farther from the charge more than 10 times its explosion radius) and that the
deformation is realized within the elastic regime.

σc =

√
6EρPP2

mχ2/(1−x)

ρ2c2(1 − υ)
(10)

σr = 0.867

√
14EρPP2

mχ2/(1−x)

ρ2c2 (11)

where E is the elastic modulus and ρP is the density of the plate material, ρ is the density of water, c is
the velocity of sound in the water medium, Pm is the peak pressure, χ is the angle of incidence to the
plate, and υ is the Poisson’s ratio. In order to indicate the level of damage caused by a shock, the shock
factor index (SF) is used as displayed in Equation (12) [42]. To verify whether the shock energy can
cause yielding to a thin air backed plate, the yield shock factor (SFy) would have to reach the limiting
value expressed by Equation (13) [42].

SF = 0.445

√
W
S

(12)

SFy = Y
1√
η

σy
√

t, (13)

where W is the TNT equivalent of charge quantity (kg), S is the standoff from the explosion center, t is
the thickness of the plate, σy is the yield stress of the plate material, Y is the yield factor equivalent to
2.212 × 10−9 for circular plates (Yc), and 1.997 × 10−9 for rectangular ones (Yr), and η stands for the
coupling factor, which is a function of the incidence angle as shown in Equation (14).

η = 4χ(1+χ)/(1−χ) (14)
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It is also possible to determine the yielding shock factor (SFy) as a function of the necessary charge
quantity W (Equation (15)) or the standoff S (Equation (16)) and a time constant θ (ms).

W =

(
SF

0.445

)0.5946( θ

96.6 × 10−6

)2.7026
(15)

S =

(
0.445

SF

)0.7027( θ

96.6 × 10−6

)1.3513
(16)

As for the outcome material damage, it mainly depends on the material, boundary conditions,
and loading rate considered. Ming et al. [18] have shown through experiments the particular case
of clamped flat metal plates, in which damage can be visually categorized in three subsequent steps.
The formation of a localized protuberance in the point of maximum stress immediately before the
material fracture takes place (“bulging”), leads to detachment of a small metal fragment giving place
to a hole (“discing”), whose size is determined by the plate thickness, charge weight, and yield
stress [26,43] that continues to grow until the material dissipates this energy through the propagation
of radial and equally spaced cracks, deforming the metal in petals (“petaling”), as detailed in Figure 3.
A particular aspect noticed by this study is that while the hole size is sensitive to the peak pressure,
the deflection near the whole is strongly affected by the impulse of the explosion.

(a) (b) (c) 

Figure 3. Failure steps of bulging (a), discing (b), and petaling (c) for metallic square coupons when
subjected to underwater explosion tests.

The hole radius R found in the discing step was calculated by Rajendran et al. [43], as described
in Equation (17):

R =
√

2βWEi/πtσyε f (17)

where β is the ratio of effective work, Ei is the inner energy per unit mass of the explosive, and ε f is the
fracture strain. Before that, while the material is in the bulging stage, its round-shaped deformation can
be calculated by Equation (18) [43], also represented by Figure 4, where RS and RC are, respectively, the
radii of the sphere and the circle; t is the thickness of the plate; and DS is the depth of the instantaneous
indentation over the plate:

RS =
RC

2

2DS
+

DS
2

(18)

Figure 4. Geometrical relation during bulging.
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Once the mechanical response of metals to UNDEX is highly dependent on the strain rate of
the solicitation, it is vital to illustrate that this effect must be taken into account in calculations for
non-idealistic results. Rearranging the stress-strain relations found in [44], this behavior of metallic
plates can be summarized in Figure 5:

Figure 5. Representation of stress-strain behavior of metals when acknowledging the effect of
strain rate.

It is possible to see that metallic plates tend to absorb less energy and behave in a more brittle
manner when the strain rate effects are acknowledged in stress-strain calculations. This is made by
considering a strain rate factor n as a constant associated to stress. The factor n defines the property
demeaning level of metallic plates, being directly proportional to the impulse load and inversely
proportional to the thickness and yielding stress of the plate. This relation is valid for both circular
and rectangular plates [27]. As demonstrated by Jones [44], the influence of n can be calculated by
rearranging stress-strain as a relation between the deflection at the center of the plate (δ), the thickness
(t), and a modified damage parameter (φM) that embraces both loading and plate dimensions, through
Equations (19) and (20) for circular (nc) and rectangular plates (nr), respectively.

(
δ

t

)
c
= 0.817

φM√
nc

(19)

(
δ

t

)
r
= 0.95

[(
1 + 0.6637

φM
2

nr

)1/2

− 1

]
(20)

In those relations, the strain rate factor can be calculated as shown by Equations (21) and (22),
where D and q are material parameters, I is the impulse, t is the thickness of the plate, σy is the yielding
stress, ρp is the material density, and R is the radius of the circular hole bored.

nc = 1 +

(
I2

3ρ2
pt2DR

(
ρp

3σy

)1/2
)1/q

(21)

nr = 1 + 0.0357

(
I2

t2√σy

)1/q

(22)

As seen above, small-scale UNDEX experimental tests are routinely carried out by many authors
to allow the perception of how materials would behave in operational conditions. However, especially
in the case of UNDEX, where high-magnitude forces directly affect materials and structures, involving
a complex array of fracture mechanisms, the ability to scale those experiments to the larger and thicker
panels that are actually applied in ship building and are subjected to higher stresses is relevant.

However, the intrinsic difficulty to reproduce these experiments in a larger-scale that is closer
to reality is clear: high cost, safety concerns, logistics, access to high amounts of explosives, and
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confidentiality issues make these real-sized tests practically exclusive to national Defense Departments.
Therefore, as stated by Cui et al. [24], small-charge experiments remain the best way to study
UNDEX phenomena.

Jacob et al. [45] analyzed the scaling effect in regular test scale experiments. Regarding the relation
between deflection and impulse, it is reported that the exposed plate area does not influence the
deformation, but thickness does. Also, the charge diameter is relevant to determine the plate response.
As for the effects of charge height and diameter, the impulse increases as either height or diameter
increase independently of the thickness of the plate. This study provides some graphic extrapolation of
data to predict the outcome of not-so-practicable tests, but it advises the usage of numerical simulations
as a reliable tool to reproduce even operational-scale conditions, meaning that there is no point in
performing extensive, dangerous, and costly large-scale experiments.

3. Numerical Simulations

Diffused in most engineering fields, numerical simulations represent a very useful tool for
faithfully predicting the behavior of materials to various mechanical solicitations, constituting a valid
and time-saving approach in designing structures and materials to avoid rework and ensure safety
at an optimal cost. Thus, some of the fundamental simulation aspects regarding fluid description,
structural, and materials responses to UNDEX will be analyzed.

3.1. Fluid Description Algorithms

In numerical simulations, the fluid dynamics can be described by two main approaches,
the Eulerian and the Lagrangian. Both can be used to reproduce free fluid surface and deforming wall
boundaries, but present some differences. In the first, the properties of the flow are given for defined
spatial coordinates as a function of time, by observing how the properties of a certain point in space
change due to the flow that passes through it. On the other hand, the Lagrangian method depicts
the flow as a large number of individual particles whose motion is described, following them and
tracking their property variations over time. These different methods are reproduced within numerical
simulations by either setting a fixed grid in space (Eulerian) or nodes that move according to the
velocity field in a meshless setup (Lagrangian).

Because of the intrinsic high computational cost to simulate fluid interfaces proper of fixed-grid
Eulerian-based models, and the high distortions for violent fluid-structure interactions of the Lagrange
method [46], both typical characteristics of UNDEX, the combination of the two into the Arbitrary
Lagrangian Eulerian approach (ALE) is quite common in this field of study. It considers a moving grid
to provide enhanced interfacial precision and to optimize the usage of computational resources for the
calculations [47]. The high CPU cost to simulate fixed mesh problems has been addressed by several
researchers. Wang et al. [48] were able to cut down this effect by defining optimal ratios between the
radius of the charge and the side length of the mesh elements through a dimensionless variable, whose
recommended value was found to range between 3 and 6 for most cases.

Even with its limitations for complex simulations, the description of compressible flow by Eulerian
algorithms is still popular in literature. Liu et al. [49] developed a continuous UNDEX simulation
model that embraces both shock wave generation and bubble motion stages consecutively to overcome
the usual two-step routine. Through this method, the high-pressure bubbles become smaller and
weaker than the real ones with errors up to 10%, most likely related to intense interaction of the
reflection wave with the expanding bubble in the proximity of the wall. Hu et al. [50] managed
to obtain satisfactory values for compressible multi-fluid flows prevenient from UNDEX (gas and
liquid water) through a sharp-interface (i.e., considering discontinuous material properties across the
interface). Accordingly, Ma et al. [51] successfully presented an extended version of a known set of
one-dimensional equations for compressible multiphase fluids to two and three dimensions.

Purely Lagrangian techniques have also been effectively used to numerically reproduce UNDEX,
such as in Ming et al. [18], where a faithful fracture pattern on metallic panels was achieved, and
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Zhang et al. [52], where the penetration of metal jet on steel plates was accurate, thus, proving the
interfacial efficiency of this method. Aiming to supply the faults and couple the benefits of both
methods, ALE has also been applied by authors like Jafarian et al. [53] to allow the simulation of
UNDEX compressible flow and cavitation (formation, development, and collapse of bubbles), using a
single fluid by Petrov et al. [54] to take into account cavitation and rarefaction waves that propagate
through the liquid, and by Wardlaw [55] to validate simulations at one, two, and three dimensions and
with a variable number of moving boundaries.

3.2. Numerical Modelling

The Eulerian grid is applicable to solving methods like Finite Element Method (FEM) [2,28,30,31,36]
and Finite Volume Method (FVM) [48,51,55,56], since both calculate the values of the fluid properties at
discrete places on a meshed geometry. In FEM, these discretized spatial units are defined as elements
and have constant properties, being mostly used to model solid ship structures and materials, although
fluid domains can also be formulated [57]. Prusty et al. [31] and Gupta et al. [28] are good examples
of the precision with which FEM models can reproduce the response of metallic stiffened panels to
UNDEX. Also, FEM constitutes the best technique through which the hull girder strength can be
assessed by a progressive collapse analysis and its consequent non-linearity [56], as Chung et al. [58]
demonstrated by evaluating the structural response of a catamaran, even taking into account the strain
rate effects of the material. Not confined to monolithic structures, Tillbrook et al. [37] demonstrated
that beams made of sandwich material compositions can have their dynamic response to UNDEX
adequately described by FEM, which is a recognized standard approach to model ship structures by
naval classification agencies and the navy [59].

In turn, FVM supports unstructured meshes of discretized units named cells, through which
matter is allowed to flow following conservative physical laws. Unlike in elements where boundary
conditions may be applied in surfaces or nodes, in FVM these are directly applied in the control
volume within the cell, thus not influencing neighbor matter units. Wang et al. [48] make use of FVM
to define both water and explosive charge materials, allowing them to flow over the mesh cells, and
Ma et al. [51] applied the FVM to model one, two, and three-dimensional problems with multiple
fluids efficiently, proving the validity of this method. Although FVM is not a popular choice to model
either structures or fluids, military-grade validations of its usage have been carried by studies such as
Wardlaw’s [55].

Other techniques with interesting resources, such as Boundary Element Method (BEM) [19,60–62]
(also used for propeller hydrodynamic calculations [63]) and Smooth Particle Hydrodynamics
(SPH) [18,52] have proven to be efficient, having their own intrinsic advantages.

BEM, also known as BIM (Boundary Integral Method), discretizes only the edges of the control
volumes formed by a grid. Due to this grid simplicity, BEM allows the calculation of more complex
integral equations with a reduced computational power, potentially resulting in highly accurate
outputs. It is particularly popular to model problems involving bubble impact, as it provides efficient
algorithms to represent its transient shape and pressure from the moment of the explosion until the
collapse. Wang et al. [60] proposed numerical modifications to include not only the compressibility
over the bubble to simulate its damped oscillation, but also the effect of oscillation cycles subsequent to
the first one before it breaks down into smaller bubbles. Zhang et al. [61] introduced improvements to
the regular 3D BEM model, enhancing the accuracy and stability at large deformations of the toroidal
bubble phase. Li et al. [62] studied the pressure field caused by a collapsing bubble by the auxiliary
function method, finding out that its dynamic total pressure can be decomposed and quantified in two
parts: one regarding the pressure gradient between the gas within the bubble and surrounding liquid,
and another related to its motion. Coupled approaches have also been explored for hydrodynamic
problems, such as RANS-BEM (Reynolds-averaged Navier-Stokes) [20] and BEM-FEM. For example,
the latter, as studied by Gong et al. [19], allowed the simultaneous simulation of the physics of bubble
growth, contraction, and collapse, and the consequent behavior of the hull. The shape transformation
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of the bubble from its generation until impact, as generically represented in these studies, is displayed
in Figure 6.

(a) (b) (c) (d) 

Figure 6. Representation of steps of bubble mid-sectional shape change starting from its conception
(a), expansion due to increase in inner gas pressure (b), flattening on rigid surface and attainment of
maximum volume (c), to the collapsing toroidal shape (d).

However, the discretization of a domain in elements might lead to difficulties to deal with
free-surfaces, deformable boundaries, moving interfaces, and large fluid deformations, and assuring
a satisfactory mesh quality may often be a tricky and time-consuming process. Within this context,
Lagrangian based methods, such as SPH, present an interesting alternative to overcome the barriers
imposed by a grid system [64]. SPH is a robust method for intricate hydrodynamic problems [46]
that represents a set of particles with material properties that interact with each other in the flow.
This method is attributed to numerical simulations, in which the analysis deals with large deformations,
given that it has a meshless nature. Zhang et al. [52] applied SPH to simulate a charge detonation, the
metal-jet formation, and the penetration on a steel plate, agreeing with experimental results. Although
impacts on the air-water interface constitute a limitation of the SPH-FEM coupling because of its
instabilities in modelling particular water physics [65], it is a valid and precise approach for UNDEX.
Ming et al. [18] demonstrated through the comparison of experiments using SPH and SPH-FEM
methods that both are accurate to reproduce UNDEX. De Vuyst et al. [66] have actually proved through
coupled SPH-FEM simulations the interesting concept that considering the case of having either one
or multiple underwater explosions for a same charge quantity, the latter is less harmful to the steel
than the first, as it generally results in smaller final deformation and might avoid cracks that could be
formed by a single blast.

Given the aforementioned considerable amount of input on numerical modelling techniques, a
similar approach to Hirdaris et al. [67] is reflected in Table 1 to summarize the key features of each
method addressed in this subsection, aiming to provide a clearer visualization of their particularities.
The taxonomy for classification adopted is based on the level of mesh dependency they present to yield
accurate outputs, as some methods always include discretization, others partially, and others none.

It is vital to state that a taxonomic descriptive table was preferred to point out the peculiarities
of each method, because it is not possible to indicate in a simple manner which method is more
appropriate in each occasion; after all, the method choice is subjective for the user, and takes into
account their affinity with specific software, the CPU power available, the level of precision requested,
and the boundary conditions of the problem to be analyzed. Hence, the same method can present
diverse levels of complexity depending on the situation. Besides, through the scientific review hereby
carried, it was possible to notice that all methods are capable of providing valid results. Despite this,
the survey showed a literature inclination to FEM to reproduce vessel structures, and to BEM and SPH
to model the fluids, be they gas (prevenient from bubbles), liquid, or both.

Overcoming the academic sphere, naval classification agencies and official military reports also
support these methods, confirming their legitimacy to simulate UNDEX. Holtmann from Det Norske
Veritas [59] advises FEM to evaluate the shock resistance, accelerations, strains, and stresses of hull
girders for providing a fast and efficient approach. Wang et al. from American Bureau of Shipping
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make use of nonlinear FEM to design ship structures for ice loads [68]. Warlaw [55] from the U.S.
Navy considers the division of the UNDEX simulation domain into FVM cells applied to problems
with different dimensions and border conditions. Det Norske Veritas [69] sees BEM as the most
common method to solve potential flow problems, whereas O’Daniel et al. [16] from the U.S. Army
faces this method as the most suitable to simulate the behavior of bubbles. Also, Jones et al. [70] from
the Department of Defense of Australia recognizes SPH as appropriate for modeling several fluid
problems of particular military interest.

Table 1. Taxonomy of hydrodynamic modelling methods as a function of their discretization dependency.

Level Method Key Features References

1 FEM

• Mesh-dependent
• Conventionally used to simulate the behavior of materials and

ship structures
• Can be used to model nonlinear impact
• Impractical for violent flows
• If large deformations are considered, the mesh must be too fine

and computations become slow

Latourte et al. [2]
Gupta et al. [28]
Hung et al. [30]
Prusty et al. [31]

Tillbrook et al. [37]
Holtmann et al. [59]

Wang et al. [68]

2 FVM

• Mesh dependent, but allows unstructured meshes
• Cells obey conservative laws
• Boundary conditions are applied noninvasively within the

volume cell

Wang et al. [48]
Ma et al. [51]
Wardlaw [55]
Rigo et al. [56]

3 BEM

• It is highly accurate due to the simplicity of the grid that allows
the adoption of complex integral equations

• Velocity potential in fluid domain represented by a distribution
of sources over the mean wet body surface

• Suitable for bubble formation, growth and collapse
• Precise for problems involving stress concentrations
• May give unreliable values for added mass and damping at

irregular shock frequencies

O’Daniel et al. [16]
Gong et al. [19]

Wang [60]
Zhang et al. [61]

Li et al. [62]
DNV [69]

4 SPH

• Meshless
• The Lagrangian nature tracks the mass of material particles and

difficulties boundary conditions setup
• Advection can be calculated
• Adequate for free-surface, interfacial and violent flow
• Exact and simultaneous conservation of mass, momentum,

angular momentum, energy and entropy
• Computationally expensive due to higher number of

neighbor elements
• Easy to parallelize. So, even if it is costlier than other methods, it

has the potential to be faster

Ming et al. [18]
Zhang et al. [46]
Zhang et al. [52]

Liu et al. [64]
Hughes et al. [65]

De Vuyst et al. [66]
Jones et al. [70]

3.3. Constitutive Models

The techniques used to model impact solicitations differ depending on the type of material
considered [71–73], and particular sets of equations must be adopted to form a software-embedded
constitutive model, which generally requires calibration of variables. Often, given the wide application
of metals in shipbuilding, the models used for UNDEX make use of relations developed for metallic
materials, which are generally highly dependent on strain rate effects [74].

Accordingly, ship design relies on such resource to properly characterize the vessel itself and
all its structural components to efforts intrinsic of navigation, as well as to external input forces
such as UNDEX. A variety of studies deal with different strategies to model the aforementioned
problem, exhibiting the versatility with which it can be done by using diverse approaches and
modeling techniques.

Characterizing a common ground among most authors, the application of the Johnson-Cook
constitutive model [75] for the ship hull or single panels is widely utilized, coupled with equations
of state in numerical codes, allowing its usage for UNDEX loading. Furthermore, it accounts for
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equivalent plastic strain, strain rate, and the influence of temperature, while requiring only five
parameters that can be found by means of experimental tests, as described in Equation (23):

σ =
(

A + Bεn
e f f

)(
1 + Clnεre f

)
(1 − Tm

h ) (23)

where εe f f is the effective plastic strain, εre f is the same strain but at a reference rate ε0 = 1s−1 and
Th is the homologous temperature calculated by the quotient of the difference between the material
temperature and the room temperature by the difference between the melting temperature and the
room temperature. As for the five parameters, namely A, B, C, m, and n, the first two and the latter
are obtained from tension tests, while C and m are defined through split Hopkinson pressure bar
tests. This model was used by Kong et al. [76], which numerically reproduced a blast load detonated
inside a multi-layer protective and stiffened naval structure, demonstrating in this case that stiffened
plates are severely damaged by fragments which penetrate, causing diverse spots of crack initiation
culminating into crack propagation. On relatable UNDEX studies [18,28], stiffened plates were also
modeled, making use of the Johnson-Cook criterion.

Another relevant constitutive model used in this field, although secondary compared to
Johnson-Cook’s for being less accurate to represent UNDEX, is Gurson’s [77]. It can be calibrated by the
realization of mechanical tests [2] and describes stress flow and rupture of materials depending on void
growth. A description of the damage growth rate (

.
f ) as a function of the void volume fraction ( f ) and

the plastic strain rate (DP) in a pure shear stress case (i.e., in the kk direction) follows (Equation (24)):

.
f = (1 − f )DP

kk (24)

In this case, the limitation assumed by this model is that no damage is predicted when strain is
under zero mean stress, depending exclusively on the formation of voids. Aiming to address this issue
and include the effect of shear-induced fracture also in the absence of voids, a modification of this
model was introduced by Nahshon et al. [78], which adds the numerical constant kω to define the rate
of damage evolution in a shear-predominant stress state. The evolution of the model is thus presented
by the incorporation of a second term on Equation (24) resulting in Equation (25):

.
f = (1 − f )DP

kk + kω f ω(σ)
sijDP

ij

σe
(25)

where ω(σ) describes the relation between a third invariant of stress with effective stress [78], sij is the
stress deviator sij = σij − 1/3σkkδij, and σe stands for the effective stress. This enhanced approach was
validated by Xue et al. [79], where the calibration of the damage parameters inherent of this constitutive
model were able to reproduce tension and shear induced failures on steel coupons. Latourte et al. [2]
used it to numerically describe the behavior of high performance steel alloys to UNDEX.

As for sandwich panels, studies such as the ones from Tilbrook et al. [37,80], considering
anisotropic foam cores and elastically ideal skin sheets, provide particular constitutive models allying
the mechanics of core compression with the bending response of sandwich beams. These two impulsive
load responses can be described in four ways, depending on whether they are analyzed separately (if
the accelerations of the sheets differ) or together, and if the core densification is total or partial.

4. Discussion

Addressing the mechanics embraced by underwater explosions, the present survey underlines
essential mathematical relations from the hydrodynamics of subsea explosions, to the propagation of
high pressure waves and bubbles, to the behavior shown by materials and structures commonly used
in shipbuilding. The validity of these methods has been checked through the high correlation of purely
analytical formulations with several experimental works, although some discrepancies among authors
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have also been identified, such as the constants used for determining peak pressure as a function of
the charge load.

Likewise, the variety of computational numerical resources applied in this area have permitted
the constitution of advanced research studies that are able to mirror UNDEX, conditions considering
complex wave force transmission mechanisms and progressively accurate material responses in
parallel, thus ratifying the forefront role played by virtual simulations in related engineering problems.

Moreover, the confrontation of the late efforts in improving and perfecting the precise
reproducibility of constitutive models to real situations, with the reported advanced material
characterization and hydrodynamic studies, show that this traditional but ongoing research field
has kept its evolving pace and still presents a remarkable development potential.

Among the possible future directions for this area of study, it is hereby encouraged that a
comparative study considering different numerical simulation techniques (such as FVM, BEM, and
SPH) is carried, adopting the same boundary conditions, aiming to narrow the current subjectivity in
selecting the modelling method to a more grounded approach, crossing desired output accuracy with
computational power available. Regarding the analytical side, it would be considerably relevant if new
experimental studies could confront the response of materials for hull panels to UNDEX to those in the
sometimes-conflicting studies available in the literature. In this case, special attention should be given
to fiber reinforced composite materials for their growing importance in the nautical industry over the
past years, considering their behavior to underwater explosions has not yet been properly explored.
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Abstract: Increasing environmental demands, alongside the planned penetration of natural gas
as marine fuel, have rendered dual-fuel engines as an attractive prime mover alternative. In this
context, knowing the specific fuel consumption is essential to selecting the most efficient engine.
The specific fuel consumption can be approached by simulation models with varying levels of
complexity that are either implemented by basic programming languages or simulated by dedicated
packages. This study aims to develop a simplified model to predict the specific fuel consumption
of dual-fuel two-stroke marine engines driving fixed or controllable pitch propellers. The model
relies on clear trends approachable by polynomials that were revealed by normalizing specific fuel
consumption. This model requires only the value of specific fuel consumption at a nominal maximum
continuous rating to predict the engine consumption at any specified rating, including at partial
engine load. The outcome of the study shows that the maximum deviations regarding the two
simulated engines did not exceed −3.6%. In summary, the proposed model is a fast and effective tool
for optimizing the selection of dual-fuel, two-stroke Diesel engines regarding fuel consumption.

Keywords: fixed pitch propeller; controllable pitch propeller; low-speed Diesel engine; selection;
optimisation; modelling

1. Introduction

The maritime industry has faced new realities that have been changing marine fuel
investment choices over the last few decades. Although vessels have become cleaner, regulators,
environmentalists, and health officials have still been concerned about pollutants near major coastal
population centres [1]. Furthermore, the decision to implement a global sulphur cap of 0.5% in 2020,
revising the current 3.5% cap (outside sulphur emission control areas), was presented in the Resolution
MEPC.176(58) [2] and confirmed by the International Maritime Organisation (IMO) on October 2016 [3].
This change applies globally and will affect as many as 70,000 ships, which is a reason why experts do
not agree completely with the IMO’s study that indicates the refineries will be capable of providing
the required amount of low-sulphur marine fuel by 2020 [4].

Natural gas offers lower local pollution emissions compared to distillate fuels, and can
significantly reduce local pollutants from vessel operations. Price differences between natural gas and
low-sulphur fuel oil suggest that an economic advantage may favor the use of natural gas. In addition,
natural gas infrastructure has been growing, rendering ships fed by natural gas more plausible [1].
These have been some of the reasons why dual-fuel Diesel engines have become an attractive prime
mover alternative.
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The term “dual-fuel” describes compression ignition engines burning two different fuels
simultaneously in varying proportions. In gas mode, gaseous fuel supplies most of the energy
released through combustion, whereas liquid fuel is employed to provide the energy needed for
ignition [5]. Hence, in this operation mode, there are two specific fuel consumptions: specific gas
consumption (SGC), and specific pilot oil consumption (SPOC). In Diesel mode, these engines work as
a conventional Diesel engine, such that there is only specific fuel oil consumption (SFOC).

Knowing these parameters is essential for selecting the most efficient engine and estimating its
gaseous emission. The fuel consumption is the primary driver for operational expenditures, and
it is directly linked to carbon dioxide emission, which is one of the greenhouse gases. Thus, in an
optimization study, it is sought to select the engine of the least specific fuel consumption. Moreover,
predicting the amount of fuel to be consumed in a journey is essential to design the fuel supply
system. These are some of the reasons why the prediction of specific fuel consumption is relevant and
addressed herein.

Internal combustion engine simulation consists in reproducing mathematically the significant
processes, and predicting performance and operating details. The mathematical formulation for
this purpose may be implemented through many scientific languages, such as Fortran, MatLab,
GNU Octave, Scilab, C#, and C++. Some simulation-dedicated packages may also be applied,
such as CORAL, CSMP, ACSL, Xcos, and SIMULINK. Furthermore, dedicated software, such as
AVL BOOST, GT-POWER, and VIRTUAL ENGINE, may be applied for engine 0-D simulations,
whilst multi-dimensional simulations may be performed through CONVERGE, KIVA, FLUENT, CFX,
OpenFOAM, ANSYS Forte, and others [6].

The five main sorts of engine models in descending order of complexity are: computational
fluid dynamics (CFD) models, phenomenological multi-dimensional models, crank angle models,
mean value models, and transfer function models [7]. In CFD modelling, the volume studied is
divided into thousands of parts, and the basic conservation equations are solved for every single part.
This provides detailed information and requires powerful computers and high computational time.
On the other hand, if the cylinder is divided into tens of volumes and phenomenological equations
are included, a phenomenological multi-dimensional model is obtained. Crank angle models are also
called zero-dimensional (0-D) because they do not have a strict mathematical dependence on any
of the dimensions. It treats each of the various engine elements as a control volume and solves the
differential equations in a time-step equivalent to one degree of the crankshaft rotation. Nevertheless,
once the engine model is inserted into a larger system, such as a propulsion system, the variations
occurring at each crankshaft angle are generally not important. In such cases, overall engine operating
parameters are the focus, and they can be obtained by using a mean-value engine model (MVEM).
This model has basically the same origin as the 0-D, but as its time-step is in the order of one crankshaft
rotation, the variation of each parameter in the cylinder is replaced by a mean value. Finally, once there
is no interest at all in the internal processes, the engine can be merely represented by functions. This is
the so-called transfer function engine model (TFEM), which is the fastest method.

As the development of marine Diesel engines is a time-consuming and costly procedure,
detailed engine-modelling techniques have been used for investigating the engine’s steady-state
performance and transient response, as well as for testing the alternative designs of the engine systems.
Performance under fault conditions [8], the formation of noxious emissions [9–11], the employment of
exhaust gas recirculation to decrease it [12], and instantaneous change in the properties of exhaust
gas [13] besides the condensation of combustion products [14] may be assessed by 0-D modelling.
On the other hand, the simulation of in-cylinder flow on different piston-bowl geometries [15],
the investigation of soot formation and oxidation processes [16], as well as the investigation of
the effects of inlet pressure, exhaust-gas recirculation, and the start of injection time on gaseous
emissions [17], may be performed by CFD modelling.

In certain types of systems, a large number of components and feasible alternatives regarding
design specifications and operating conditions makes the use of simulation and optimization
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techniques rather imperative to find a technical and economical attractive solution. In this
context, dynamic simulations of the propulsion plant were explored in [18–21] whilst the synthesis,
design, and/or operation optimization was addressed in [22–26]. In the majority of the works,
the engine was modelled by means of the TFEM [18,21,23–27] and the MVEM was employed in a few
of them [19,20]. This is due to the ease and speed of those models, as well as to the usual disinterest in
in-cylinder parameters for engines inserted in larger systems. The simplest approach considered the
prime mover as a constant value of specific fuel consumption [22]. Two-stroke Diesel engines were
employed in [19,20,23] whilst a dual-fuel two-stroke Diesel engine was used in only one study [26].

In reference [26], specific fuel consumptions (SFOC, SPOC, and SGC) were modelled as functions
of the specified maximum continuous rating (SMCR) and engine load, which is a fraction of the SMCR.
The analysis was conducted by applying polynomial regression and the least square fitting method
on data identified in the Project Guide of the engine’s manufacturer [28]. However, specific fuel
consumptions for the same SMCR are different to different engines and vary with the engine load for
fixed and controllable pitch propeller drivers. Whenever an engine is driving a fixed pitch propeller,
the Project Guide considers brake power and speed linked by the propeller law [29], whilst for
controllable pitch propeller, speed is considered constant. Since these aspects were not considered,
the main contribution of the present work is the development of an engine model suitable to optimize
the selection of dual-fuel two-stroke Diesel engines considering the uniqueness of each engine and the
propeller type to be driven.

2. Methodology

The algorithms included in the proposed model were implemented in a MatLab environment.
Including engine data from various manufacturers would be ideal in this sort of study, but the required
information is not readily provided by the most engine manufacturers. Therefore, owing to the
broad data availability of a web-based application from a two-stroke Diesel engine manufacturer
[28], only Diesel engines covered by this application were studied. Standard ambient conditions
provided by the International Organization for Standardization and a sulphur content of 0.5% were
assumed. Although engine type designation refers to the number of cylinders, stroke/bore ratio,
diameter of piston, engine concept, mark number, fuel injection concept, and Tier III technology,
narrow configurations of engines were studied. All the addressed engines were not equipped with
Tier III technology, and they held the same fuel injection concept (GI) and engine concept (ME-C).
Furthermore, only default configurations of engines were taken into account.

Two-stroke marine engine selection begins with placing the SMCR point on the engine layout
diagram programme to identify engines able to supply the required power and speed. An engine
layout diagram is an envelope that defines the field where nominal maximum firing pressure is
available [30]. Every single engine holds a layout diagram depending on its number of cylinders,
such that necessary information to plot the layout diagrams for the 22 engines considered herein is
presented in Table 1. In this table, the brake power per cylinder on the four points of the envelope is
listed (PBc,L1, PBc,L2, PBc,L3 and PBc,L4), as well as speed limits (nmin and nmax) and limitations on the
number of cylinders (Zc,min and Zc,max) for every single engine. As it may be noticed, only engines
of type G (green ultra-long stroke) and S (super long stroke), with diameters from 40 to 95 cm and
various mark numbers (8.5, 9.5, 9.6...) were studied.

Since specific fuel consumption at SMCR depends on its position on the engine layout diagram,
the SMCR was placed on the points L1, L2, L3, and L4, and the specific fuel consumptions of
every engine were analyzed. However, specific fuel consumptions at part load depend also on
the driven propeller type: fixed pitch propeller (FPP) or controllable pitch propeller (CPP). Hence,
the web-based application was run four times for each of the 22 engines, considering FPP and CPP
driving, summing up 176 runs. The application provides a table with specific fuel consumption
[g/kWh] with loads from 10 to 100% of SMCR. Thus, specific fuel consumptions were normalized and
the arising trends were approximated by polynomials.
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Table 1. Available ME-GI slow-speed dual-fuel engines and their particulars to chart layout diagrams.

Engine
PBc,L1 PBc,L2 PBc,L3 PBc,L4 nmin nmax Zc,min Zc,max

kW/Cylinder rpm Cylinder

G95ME-C9.6 6870 5170 6440 4840 75 80 5 12
G95ME-C10.5 6870 5170 6010 4520 70 80 5 12
G95ME-C9.5 6870 5170 6010 4520 70 80 5 12
G90ME-C10.5 6240 4670 5350 4010 72 84 5 12
S90ME-C10.5 6100 4880 5230 4180 72 84 5 12
G80ME-C9.5 4710 3550 3800 2860 58 72 6 9
S80ME-C9.5 4510 3610 4160 3330 72 78 6 9

G70ME-C10.5 3060 2540 2620 2180 66 77 5 6
G70ME-C9.5 3640 2740 2720 2050 62 83 5 8
S70ME-C10.5 3430 2580 2750 2070 73 91 5 8
S70ME-C8.5 3270 2610 2620 2100 73 91 5 8
S65ME-C8.5 2870 2290 2330 1860 77 95 5 8
G60ME-C9.5 2680 2010 1990 1500 72 97 5 8
S60ME-C10.5 2490 1880 2000 1500 84 105 5 8
S60ME-C8.5 2380 1900 1900 1520 84 105 5 8
G50ME-C9.6 1720 1290 1360 1020 79 100 5 9
S50ME-C9.7 1780 1340 1290 970 85 117 5 9
S50ME-C9.6 1780 1420 1350 1080 89 117 5 9
S50ME-C8.5 1660 1330 1340 1070 102 127 5 9
G45ME-C9.5 1390 1045 1090 820 87 111 5 8
G40ME-C9.5 1100 825 870 655 99 125 5 8
S40ME-C9.5 1135 910 865 690 111 146 5 9

2.1. Specific Fuel Consumption at SMCR

Firstly, specific fuel consumptions at SMCR were divided by themselves at the nominal maximum
continuous rating (NMCR) to obtain the normalized specific fuel consumptions regarding NMCR:
SFOCN , SGCN and SPOCN . Equation (1) mathematically describes this procedure for each one of the
normalized specific fuel consumption (SFCN). In this equation, PB is brake power [kW]; j varies from
1 to 4, representing the SMCR position (L1, L2, L3, and L4); and k varies from 1 to 22, representing
the engines. Then, regressions were performed as a function of mean effective pressure and engine
speed, normalized with respect to NMCR (MEPN and nN), as respectively defined by Equations (2)
and (3). Mean effective pressure may also be written as in Equation (4) [29]. Therefore, knowing that
the number of cylinders (Zc), revolutions of crankshaft per complete working cycle (r), and cylinder
swept volume (VS) are engine constants, MEPN could also be written as in Equation (5). Hence, nN
and MEPN could be calculated with the support of Table 1.

SFCN,jk =
SFCSMCR,jk

SFCNMCR,k
(1)

MEPN,jk =
MEPSMCR,jk

MEPNMCR,k
(2)

nN,jk =
nSMCR,jk

nNMCR,k
(3)

MEP =
r

Zc · VS
· PB

n
(4)

MEPN,jk =
PSMCR,jk

nSMCR,jk
· nNMCR,k

PNMCR,k
(5)

The polynomial surfaces obtained for specific fuel consumptions at SMCR normalized with
respect to NMCR and their percentage errors of regression are illustrated in Figure 1. As it can be seen,
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normalized specific fuel consumptions vary almost linearly with respect to MEPN and are practically
not influenced by nN , such that they could be approached by plans. Moreover, engines of type
G and S did not present substantial differences from each other and, for this reason, they were
analyzed together. The largest deviations were 1.3%, 1.9%, and 1.4% for SFOCN , SPOCN , and
SGCN , respectively, showing that the polynomials achieved were suitable. In order to reproduce
the polynomial surfaces, Table 2 provides the coefficients (a) for each one of the normalized specific
fuel consumptions formulated as in Equation (6).

SFCN = a00 + a10 · nN + a01 · MEPN (6)

Figure 1. Polynomial surfaces of the specific fuel consumptions normalized with respect to the nominal
maximum continuous rating (NMCR) and respective percentage errors of regression.

Table 2. Coefficients of the polynomial surfaces.

Coefficients SFOCN SPOCN SGCN

a00 0.8342 2.294 0.7870
a10 −0.0009009 −0.0006027 −0.000691
a01 0.1665 −1.296 0.2136
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2.2. Specific Fuel Consumption at Part Load

The normalized specific fuel consumptions with respect to SMCR (SFOCS, SGCS, SPOCS) were
achieved by dividing their values at part load by themselves at SMCR. Equation (7) exemplifies this
procedure for a generic normalized specific fuel consumption (SFCS), where the index i varies from 1
to 19, representing engine loads from 10 to 100% with 5% step; j varies between 1 and 4 representing
the SMCR position; and k varies between 1 and 22, representing the engines.

SFCS,ijk =
SFCijk

SFCSMCR,jk
(7)

A compromise between simplicity and accuracy was pursued to develop really fast and useful
modelling. Thus, polynomials with degrees from one to nine were tested, and the one presenting the
best fitting was selected. In some cases, the data set presented discontinuities too sharp to be captured
by only one polynomial curve, even of a high order. Instead, two and three polynomials of a low order
presented better fittings and were preferred in such cases.

Figures 2 and 3 show the normalized curves and their percentage errors of regression as a function
of brake power given in a percentage of SMCR (PB[%SMCR]) for FPP and CPP driving, respectively.
The specific fuel consumptions hold distinct behaviours from one another and, consequently, they were
approximated by polynomials of different degrees. Furthermore, for a better approximation of the
SGCS trend, three polynomials were employed. The driving type is not very influential on the form
of the curves except on the SGCS, which has slightly different behaviours for FPP and CPP driving.
In general, the mismatches rise as engine load decreases, except regarding SPOCS, whose errors
are quite dispersed over the load range analyzed. Regarding FPP driving, the largest errors were
2.2%, −2.0%, and −2.5%, respectively for SFOCS, SPOCS, and SGCS (Figure 2). Similarly, the largest
errors regarding CPP driving were 2.2%, 1.8%, and −2.1%, respectively for SFOCS, SPOCS, and
SGCS (Figure 3).

Figure 2. Polynomial curves of the specific fuel consumptions normalized with respect to specified
maximum continuous rating (SMCR) and respective percentage errors of regression for fixed pitch
propeller (FPP) driving.
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All polynomial curves were obtained by using centring and scaling transformation to improve the
numerical properties of both the polynomial and fitting algorithms. Table 3 provides the coefficients
(a) for the formulation given in Equation (8), in which x is a function of load [% SMCR], mean (μ),
and standard deviation (σ) of the applicable load range, as given in Equation (9). As the SGCS was
approached by three polynomials, the letters “a”, “b”, and “c” in this table indicate the load range
where each polynomial is applicable. Thus, these letters indicate, respectively, load ranges from 10 to
70%, 70 to 80%, and 80 to 100%.

SFCS = a0 + a1 · x + a2 · x2 + a3 · x3 + ... + a7 · x7 (8)

x =
PB[%SMCR]− μ[%SMCR]

σ[%SMCR]
(9)

Figure 3. Polynomial curves of the specific fuel consumptions normalized with respect to SMCR and
respective percentage errors of regression for controllable pitch propeller (CPP) driving.
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Table 3. Coefficients of the polynomial curves.

Driving Coefficients SFOCS SPOCS
SGCS

a b c

FPP

a0 * 986.3 1484 959.6 962.4 982.0
a1 * −36.64 −486.5 −15.06 11.91 10.34
a2 * 25.25 256.4 −0.4842 0 1.730
a3 * 20.94 −134.4 12.56 0 0
a4 * −13.29 −47.19 −5.405 0 0
a5 * −8.209 36.87 −4.242 0 0
a6 * 5.533 49.79 2.848 0 0
a7 * 0 −26.58 0 0 0
μ 55.00 55.00 42.50 77.50 90.00
σ 27.39 27.39 20.16 3.536 7.079

CPP

a0 * 989 1599 945.6 957.7 977.5
a1 * −49.71 −596.8 −17.73 11.95 11.99
a2 * 50.68 221.8 16.44 0 2.789
a3 * 4.908 −62.2 9.05 0 0
a4 * −31.54 20.48 −13.56 0 0
a5 * 7.997 −22.79 −0.3384 0 0
a6 * 9.374 9.135 2.745 0 0
a7 * −3.594 0 0 0 0
μ 55.00 55.00 42.50 77.50 90.00
σ 27.39 27.39 20.16 3.536 7.079

* These coefficient’s values are multiplied by 1000.

3. Model

The model relies on computing the specific fuel consumptions for any SMCR and any part load by
means of Equation (10). Consequently, the polynomials previously given by Equations (6) and (8) and
the coefficients listed in Table 2 must be used. To use these equations, it is also necessary to consider
Table 1 to calculate MEPN and nN , respectively by Equations (3) and (5) for a certain engine and SMCR.
Additionally, the specific fuel consumptions at NMCR (SFOCNMCR, SPOCNMCR, and SGCNMCR) for
every single engine are necessary and, for this reason, they are listed in Table 4. The only difference
between FPP and CPP driving is the coefficients’ values of the polynomial SFCS.

SFC = SFCNMCR · SFCN · SFCS (10)

Table 4. Specific fuel consumptions at NMCR [g/kWh].

Engine SFOCN MCR SPOCN MCR SGCN MCR

G95ME-C9.6 165.0 4.9 135.9
G95ME-C10.5 163.0 4.9 134.2
G95ME-C9.5 166.0 5.0 136.7
G90ME-C10.5 165.0 4.9 135.9
S90ME-C10.5 166.0 5.0 136.7
G80ME-C9.5 166.0 5.0 136.7
S80ME-C9.5 166.0 5.0 136.7

G70ME-C10.5 163.0 5.5 133.7
G70ME-C9.5 167.0 5.0 137.5
S70ME-C10.5 166.0 5.0 136.7
S70ME-C8.5 169.0 5.0 139.2
S65ME-C8.5 169.0 5.0 139.2
G60ME-C9.5 167.0 5.0 137.5
S60ME-C10.5 166.0 5.0 136.7
S60ME-C8.5 169.0 5.0 139.2
G50ME-C9.6 167.0 5.0 137.5
S50ME-C9.7 165.0 4.9 135.9
S50ME-C9.6 167.0 5.0 137.5
S50ME-C8.5 170.0 5.1 140.0
G45ME-C9.5 170.0 5.1 140.0
G40ME-C9.5 174.0 5.2 143.3
S40ME-C9.5 172.0 5.1 141.7

100



J. Mar. Sci. Eng. 2019, 7, 20

4. Results and Discussion

In order to investigate the accuracy of the approach proposed in this paper, two engines of
intermediary NMCR were simulated, and the results were compared with catalogue data [28]. As the
polynomials were obtained considering SMCR on L1, L2, L3, and L4, it was necessary to investigate the
approach accuracy for intermediate points. Therefore, the SMCR was additionally placed on the center
of engine layout diagrams (LC), such that the engine 9G80ME-C9.5-GI was examined for an SMCR of
33,571 kW and 65 rpm, and the engine 5S50ME-C9.6-GI was examined for an SMCR of 7037 kW and
103 rpm.

Figure 4 illustrates the qualitative and quantitative performance of the developed approach
employed on the engine 9G80ME-C9.5-GI driving a fixed pitch propeller. It is noticeable in Figure 4a
that the polynomials are able to predict the behaviour of SFOC, SPOC, and SGC with only minor
mismatches, even when SMCR is in the center of the layout diagram (LC). Although the SMCR was not
placed on LC in the regression process, the biggest deviations did not occur for LC, except regarding
specific pilot oil consumption (SPOCe), achieving −3.6% at 95% load, as it can be seen in Figure 4b.
The percentage error for the specific fuel oil consumption (SFOCe) peaked at −2.0% when SMCR was
on L3, and the load was 15% of SMCR. Also in a low load, the percentage error for the specific gas
consumption (SGCe) peaked at −1.7% when SMCR was on L2 and the load was 10% of SMCR.

(a) (b)

Figure 4. Qualitative and quantitative performance of the developed approach for the engine
9G80ME-C9.5-GI driving a fixed pitch propeller. (a) Qualitative comparison for the SMCR in the
center of the layout diagram (LC). (b) Quantitative comparison for the SMCR in five different positions.

Qualitative and quantitative performances of the developed approach employed on the engine
5S50ME-C9.6-GI driving a controllable pitch propeller is illustrated in Figure 5. As in Figure 4a, it is
noted by Figure 5a that the polynomials are able to predict the behaviour of specific fuel consumptions
for SMCR in the center of the layout diagram (LC) also for this engine and CPP driving. Likewise,
the biggest deviations did not occur for LC, except regarding SPOCe, achieving −2.8% at 100% load,
as it can be seen in Figure 5b. The percentage error SFOCe peaked at −2.0% when SMCR was on L1
and the load was 30% of SMCR. Either for 25% or 65% of SMCR, SGCe achieved −1.6% when SMCR
was on L2.
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(a) (b)

Figure 5. Qualitative and quantitative performance of the developed approach for the engine
5S50ME-C9.6-GI driving a controllable pitch propeller. (a) Qualitative comparison for the SMCR in the
center of the layout diagram (LC). (b) Quantitative comparison for the SMCR in five different positions.

5. Conclusions

The present study has provided state-of-the-art modelling of marine engines and ship energy
systems, and also addressed programming languages and dedicated applications to be employed in
these areas. Moreover, a simple and fast model to assist in tackling optimization problems involving
the selection of dual-fuel two-stroke Diesel engines was developed. The model was implemented in a
MatLab environment and relies on normalizing specific fuel consumptions and approximating their
trends by polynomials. Since the behaviour of marine engines driving fixed and controllable pitch
propellers has been taken into account, different polynomials were derived.

Finally, the comparison between the model predictions and catalogue data for two engines of
different sizes driving different propeller types revealed that the model was capable of adequately
representing the behaviour of the specific fuel consumptions. The majority of the deviations was
negative, meaning that the model overestimated the specific fuel consumptions of those engines.
The greatest deviation did not exceed −3.6%, even when the specified maximum continuous rating
was placed in the center of the layout diagram. Having this scenario was quite acceptable, and
the model may be used successfully whenever one is interested in a fast and easy way to obtain specific
fuel consumptions of several engines, such as in optimization problems.
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Abbreviations

The following abbreviations are used in this manuscript:

0-D zero-dimensional
CFD computational fluid dynamics
CPP controllable pitch propeller
FPP fixed pitch propeller
MEP mean effective pressure
MVEM mean value engine model
NMCR nominal maximum continuous rating
SFC specific fuel consumption (generic)
SFOC specific fuel oil consumption
SGC specific gas consumption
SMCR specified maximum continuous rating
SPOC specific pilot oil consumption
TFEM transfer function engine model
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Abstract: In the present work it is performed a numerical study for simulation of turbulent air
and water flows in a nozzle based on the Coanda effect named H.O.M.E.R. (High-Speed Orienting
Momentum with Enhanced Reversibility). The main purposes of this work are the development of a
numerical model for simulation of the main operational principle of the H.O.M.E.R. nozzle, verify the
occurrence of the physical principle in a device using water as working fluid and generate theoretical
recommendations about the influence of the difference of mass flow rate in two inlets and length of
septum over the fluid dynamic behavior of water flow. The time-averaged conservation equations of
mass and momentum are solved with the Finite Volume Method (FVM) and turbulence closure is
tackled with the k-ε model. Results for air flow show a good agreement with previous predictions in
the literature. Moreover, it is also noticed that this main operational principle is promising for future
applications in maneuverability and propulsion systems in marine applications. Results obtained here
also show that water jets present higher deflection angles when compared with air jets, enhancing
the capability of impose forces to achieve better maneuverability. Moreover, results indicated that the
imposition of different mass flow rates in both inlets of the device, as well as central septum insertion
have a strong influence over deflection angle of turbulent jet flow and velocity fields, indicating that
these parameters can be important for maneuverability in marine applications.

Keywords: coanda effect; turbulence model; computational fluid dynamic; finite volume method;
H.O.M.E.R. nozzle

1. Introduction

In 1936, Henri Coanda patented the first device capable to deflect a stream without any movable
parts [1]. This phenomenon is named Coanda effect and consists on the tendency of a fluid to
adhere to a curved surface due to the local pressure drop caused by acceleration of flow around a
solid surface. Coanda surfaces are generated by asymmetric profiles configured in such as way
that the flow properties in the exit of devices are changed [2]. One illustration of the domain
subjected to Coanda effect flow can be seen in Figure 1. Thus, the Coanda effect became the target
of many studies where several mechanisms which were based on this effect were developed, such as
cooling [3–5], safety devices [6], aerospace applications [7–10] and few recent studies in marine
devices [11,12]. The Coanda effect is also important for the design of Unmanned Aerial Vehicles
(UAV). Some advantages on the use of this main operational principle for UAV as the capability to
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control the direction of the net force and improvement of lift forces acting on the device have been
reported in the literature [13–17].

 
(a) (b) 

Figure 1. Computational domain of the studied problem: (a) entire domain and boundary conditions,
(b) detailed view of the device (dimensions in mm).

Important works have been performed with the aim to improve the comprehension about the
behavior of turbulent flows over aerodynamical profiles considering the Coanda effect. For instance,
Ameri [18] conducted a theoretical and experimental study in ejectors with the aim to develop models
for prediction of device performance based in this main operational principle. According to the author,
in spite of large use of this principle in aeronautical applications, the challenge to understand the
physical phenomenon leads to difficulties for design of the devices. Afterwards, Kim et al. [19] studied
numerically the effect of some parameters, as pressure ratio between primary and secondary nozzles,
over the performance of a Coanda nozzle. Djojodihardjo et al. [20] performed a numerical study
using the Coanda effect applied to the control of wind turbines. More precisely, it is shown how the
effect of a jet over the aerodynamical profile can be used to augment the lift and decrease the drag
in the turbine blades. Gan et al. [21] simulated a two-dimensional jet flow over a logarithmic surface
seeking to evaluate the behavior of the oncoming jet over the profile. Moreover, a parametric study
about the effect of the outlet height of device over fluid dynamic behavior of jet flow was performed.
Afterwards, Trancossi et al. [9] presented a work concerned with the application of a turbine based on a
nozzle named ACHEON (Aerial Coanda High Efficiency Orienting Nozzle). The studied configuration
allowed to perform a selective adhesion of jet flows (in two streams) over two Coanda surfaces.
Moreover, some theoretical recommendations about parameters as flight autonomy was obtained,
energy consumption and forces acting in profiles evaluating the possibility of application of this main
operational principle for design of airplanes.

However, in the naval industry the study of Coanda devices is underestimated in spite of
several upgrades that can be made to improve efficiency in this field. During a journey, for example,
rudders angles of attack fluctuate between -10◦ and 10◦ [22], causing an augmentation of propulsion
power necessary to keep the ship velocity due to drag forces on the rudder. Then, the employment
of nozzles to maneuverability can be an important application to minimize this kind of problem.
The H.O.M.E.R. (High-Speed Orienting Momentum with Enhanced Reversibility) nozzle technology
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has proven to be efficient for maneuverability of air vehicles [23]. Despite this new technology being
proposed to aerospace vehicles, the main operational principle shall not be limited to air flows. In this
context, the understanding of behavior of water flow in H.O.M.E.R nozzle is essential to verify its
applicability for marine applications. A first attempt in this sense was performed in Lemos et al. [11],
where a numerical study of turbulent water flows in two hydrodynamic profiles simulating the
main operational principle of a hydro-propulsion device based on the Coanda effect was proposed.
The influence of the distance between hydrodynamic profiles over mass flow rate, velocity and pressure
fields were investigated and the results indicated a viability of this kind of main operational principle
for water flows. Regardless of several important studies performed in the literature about turbulent
flows in devices based on the Coanda effect, to the authors knowledge, only few studies considered
water as working fluid, mainly in the H.O.M.E.R device. The present work is based on a proof of
concept, i.e., if the main operational principle works for the present cases, it will have technical viability
to be used for the design in marine applications for propulsion or maneuverability.

The present work aims to analyze numerically air and water flows in a H.O.M.E.R nozzle
similar to that proposed by Trancossi and Dumas [24]. Both working fluids are considered
incompressible. Moreover, turbulent flows at the steady state in a two-dimensional domain are
simulated. The time-averaged conservation equations of mass and momentum are solved with the
Finite Volume Method (FVM) [25–27]. To solve the closure problem of turbulence, the k-ε model is
employed [28,29]. Here, the numerical study is not concerned with the development of numerical
methods for simulation of turbulent flows. However, important studies in the literature have been
devoted for this kind of analysis [30,31]. In the present work, a first investigation of air flow in a
H.O.M.E.R nozzle is simulated and results for deflection angle of jet are compared with those obtained
by Trancossi and Dumas [24]. Afterwards, new theoretical recommendations about the fluid dynamic
behavior of water flows in the device are obtained with the present numerical model. More precisely,
the influence of the ratio between the mass flow rate in two inlets (m*) over deflection angle of jet (α)
and velocity magnitudes of jet is evaluated. Moreover, the influence of m* on fluid dynamic behavior
of flow in nozzle is investigated for two different septum insertions (P = 10 mm and 48 mm).

2. Methodology

2.1. Description of the Problem

The study is performed through several numerical simulations using the FVM, more precisely
with the commercial CFD (Computational Fluid Dynamic) software package FLUENT 14.0 [25].
The computational domain is similar to that presented by Trancossi and Dumas [24]. Figure 1a
shows the whole computational domain of the problem and its respective boundary conditions,
while Figure 1b shows a detailed nozzle view with its dimensions. Once two different magnitudes of
variable P = 10 mm and 48 mm (Figure 1b) are evaluated in the present work for air and water flows,
this variable of septum insertion has no fixed magnitude in the sketch.

The H.O.M.E.R. nozzle is based on the Coanda effect. The main operational principle consists in
forcing two fluid jets against two convex surfaces separated by a central septum (Figure 1a). Here,
these two jets are imposed with velocities V1 and V2 in the upper and lower inlets, respectively.
Those jets will adhere to the curved walls (where non-slip and impermeability boundary conditions are
imposed) as a result of the differential pressure created by the viscous effects on the wall. This pressure
gradient is mainly responsible for this attachment, once the ambient pressure is higher than the
pressure near the wall. The end of the septum is characterized as a convergence zone of two imposed
jets, starting the jets mixing process. The jet with the higher momentum will drag the other along,
causing flow deflection. In the present simulations, the mixed jet flows in a region defined by a
semi-circular area (gray area in Figure 1a) with dimensions H = 2L = 1000 mm. This domain is defined
in such way that its external boundary conditions do not affect the flow near the nozzle. More precisely,
atmospheric pressure in the exit lines of computational domain (pman = 0 atm) is imposed.
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Since the present work aims to analyze the behavior of flow in the nozzle using water as working
fluid, a comparison of deflection angle of jet and velocity magnitudes in the x and y directions with
air flows is made. In order to evaluate the flow deflection (α), a total mass flow rate (

.
m) equals to

8.0 kg/s of water will be adopted. This magnitude is based on the study of Trancossi and Dumas [24]
and represents values that can be found in real applications.

The deflection is a result of the difference between mass flow rate (which leads to difference of
the momentum) of the flow in the superior and the inferior channels. This difference can be expressed
in dimensionless form (m*) by the following expression [24]:

m∗ =
.

m1 − .
m2

.
m1 +

.
m2

(1)

here
.

m1 and
.

m2 are the mass flow rate in the superior and inferior channels, respectively.
Those deflections will be measured with the software Digimizer [32], from the x axis in anticlockwise
direction to the central region of the jet. However, the sum of

.
m1 and

.
m2 will always be equal to

.
m.

In addition, the magnitude velocity (V) is measured on the nozzle outlet, located tangentially to
the two curved surfaces. Then, the x and y velocities (Vx and Vy, respectively) are calculated through
the following equations:

Vx = V ∗ cosα (2)

Vy = V ∗ sinα (3)

2.2. Mathematical and Numerical Modeling

The study deals with a turbulent, incompressible and steady state flow in a two-dimensional
domain. The standard k-ε model (previously used in the study of Dumas and Trancossi [24]) was chosen
to close the time-average equations. Considering this, the time-averaged conservation equations of
mass and momentum are described by [29,33–35]:

∂ui

∂xi
= 0 (4)

∂

∂xi
(ρuiuj) = − ∂p

∂xj
+

∂

∂xj

[
μ

(
∂ui

∂xi
+

∂uj

∂xi

)
− ρu′

iu
′
j

]
(5)

where ui is the velocity in the i–direction, with i = 1 or 2 representing, respectively, the x and y direction.
Moreover, p represents the pressure, ρ is the fluid density, μ is the fluid viscosity, the overbar is the
time average operator and ′ represents the fluctuation fields of pressure and velocity.

The Reynolds stress can be related to the time-averaged deformation rate by:

u′
iu′

j =
μT

ρ

(
∂ui

∂xj
+

∂uj

∂xi

)
− 2

3
kδij (6)

where δij is the Kronecker delta and the eddy viscosity (μT) can be described, for the k-ε model, through
the following equation [28]:

μT = ρCμ

k2

ε
(7)

where Cμ is a dimensionless constant (Table 1).
To obtain the turbulent kinetic energy (k) and its dissipation rate (ε) it is necessary to solve two

additional transport equations given by:

∂

∂xi
(ρuik) =

∂

∂xi

[
∂k
∂xi

(μ +
μt

σk

)]
+ Gk − ρε − YM + σK (8)
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∂

∂xi
(ρuiε) =

∂

∂xi

[
∂ε

∂xi
(μ +

μt

σε

)]
+ C1ε

ε

k
Gk − C2ερ

ε2

k
+ σε (9)

where Gk is the turbulent kinetic rate and YM is the contribution of the turbulence to the total dissipation
rate. The constants C1ε, C2ε, σk and σε are shown in Table 1 [28].

Concerning the closure modeling, it is worth to mention that several important studies in the
literature [35–37] have recommended the employment of the k-ω or SST k-ω models for simulation
of shear flows as those found in external flows over cylinders, bluff bodies and jets. In spite of this
recommendation, in the present work the k-ε model was used due to the fact that the results of Trancossi
and Dumas [24] were achieved with this RANS closure model. Another important aspect is that the
same cases simulated here with the k-ε model were repeated with the SST k-ω model and results were
similar (with differences lower than 0.1%). These results are not presented in the present paper.

Table 1. Constants employed in the numerical model.

Cμ C1ε C2ε σε σk

0.09 1.44 1.92 1.3 1.0

To solve the time-averaged equations and the additional transport equations presented, the FVM
is used, more precisely, the Ansys Fluent CFD code (version 14.0) [25]. The solver is pressure
based [25,38]. To treat advective terms, the Second Order Upwind advection scheme is utilized
and for the pressure-velocity coupling the SIMPLEC method is applied. Residuals of 10-6 are employed
for the conservation equations of the mass and momentum and the transport equations of k and ε.

Concerning the spatial discretization, an illustration of the independent grid employed here is
shown in Figure 2a. The independent grid is composed of 40,000 finite triangular and rectangular
volumes. It is worthy to mention that 4 different meshes with 10,000, 20,000, 40,000 and 80,000 were
simulated. For the sake of brevity, results for mesh independence test are not presented here. Moreover,
20 layers of inflation are inserted near the device walls to capture the turbulent boundary layer, as well
as to stabilize quantities (as drag coefficient) at every iteration. A detailed view is shown in Figure 2b.
Due to the lack of precision of the k-ε model to predict anisotropic gradients, the Enhanced Wall
Treatment function was applied for the present simulations.

  

(a) (b) 

Figure 2. Spatial discretization of the problem. (a) Overview of the mesh. (b) Detail of the mesh in the
high momentum zone.

List of symbols and abbreviations can found in Appendix A.
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3. Results and Discussion

3.1. Computational Model Verification

In order to evaluate the present numerical model, which is one of the purposes here, a verification
is performed adopting the model established by Trancossi and Dumas [24]. Six different flow cases for
each working fluid with different m* are simulated and the deflection angles (α) are compared with
those found by the authors. The magnitudes of m* adopted here and the mass flow rates injected in
the superior and inferior channels are presented in Table 2.

Table 2. The m* chosen and mass flow rates imposed in each channel of the device.

m*
.

m1 (kg/s)
.

m2 (kg/s)

0.00 4.0 4.0
0.10 4.4 3.6
0.20 4.8 3.2
0.25 5.0 3.0
0.50 6.0 2.0
0.75 7.0 1.0

Figure 3 shows the comparison between the jet deflected angles (α) as a function of dimensionless
difference of mass flow rate (m*) obtained with the present model and those predicted by Trancossi
and Dumas [24]. Then, it can be observed that the results obtained in the present simulations have
the same tendency predicted in the literature. For m* > 0.2 it can be observed that the present
results underestimate the deflection angle in comparison with numerical predictions of Trancossi
and Dumas [24]. One possible explanation for the differences found here can be related with
uncertainties introduced by two equations turbulence models, as has been reported in detail in
literature reviews [39–41]. According to the authors, the RANS-based models have inherent inability
to replicate fundamental turbulence processes, which leads to difficulties for the prediction of many
base flows, mainly external flows and jets. Some difficulties for numerical prediction of jets with RANS
models are properly presented in Mishra and Iaccarino [41]. In spite of some differences found for
the work of Ref. [24] and some difficulties of RANS models for simulation of jet flows, the model
employed here can be considered verified for the achievement of new theoretical recommendations for
turbulent flows in the nozzle.

Figure 3. Comparison between the deflection angle of jet (α) as a function of m* obtained in the present
work and that predicted numerically by Trancossi and Dumas [24].
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The next section is devoted to the simulation of water flows in the nozzle based on the Coanda
effect considering two different septum insertion (P). More precisely, it is obtained the effect of m* over
deflection angle (α) and velocity magnitudes in x and y directions for water flows.

3.2. Results for Water Flows in the H.O.M.E.R. Nozzle

Initially, the influence of m* over the deflection angles (α) for the two studied working fluids
(air and water) is compared. Moreover, two different septum insertions were simulated (P = 10 mm
and 48 mm) to investigate the influence of this variable on the deflection angle of air and water jets.
Figure 4a,b show the results obtained injecting air and water in the device, respectively.

(a) 

(b) 

Figure 4. Deflection angles as function of m* for different working fluids and two different septum
insertions P. (a) Air (b) Water.

Figure 4a shows that the parameter P has a strong influence on the control of the deflection angle.
For instance, an increase of nearly 2 times in magnitude of α for P = 10 mm in comparison with
P = 48 mm is noticed. This increase is generated by a decrease of the channel height when the septum
is inserted toward the convex walls. For P = 10 mm the fluid is forced to pass through a smaller space
and it is accelerated. This increase in velocity leads to a decrease in absolute pressure, which raises the
differential pressure between the flow and the ambient, and increases the space that the fluid remains
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attached to the surface. Furthermore, a similar behavior can also be observed when water is simulated
as working fluid, Figure 4b. It is also noticed that the device delivers larger deflection angles when
water is used, with a deflection angle nearly 12% higher than that reached for air as working fluid.
This can be explained in terms of inviscid irrotational flow, as stated by Bradshaw [25]. Adopting the
flow as inviscid, the differential pressure is proportional to the specific mass of the fluid. As water
has higher density than air, it will remain attached longer. Another interesting behavior is observed
when the effect of m* over α is predicted for P = 10 mm with air and water. For air flow, the increase of
α with m* is almost linear, while for water the increase is more intense for lower magnitudes of m*
and with the augmentation of m* the variation of α decreases. This difference can be associated with
difference of viscosity of the fluids, which for the present configurations affects the Reynolds number
of fluid flow in each inlet.

Since the H.O.M.E.R. nozzle is a device designed to improve maneuverability, it is important to
evaluate the effect of parameters m* and P on the outlet velocity, because the velocity has a dominant
effect on fluid dynamic forces. Thus, Figure 5; Figure 6 show the velocities in the y and x direction,
respectively, as a function of m* for two different insertions of the central septum (P).

Figure 5. Effect of m* over magnitude of velocity in y direction for two different values of P.

Figure 6. Effects of m* over magnitude of velocity in the x direction for two different values of P.
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Results indicated that the increase of m* also led to an increase of magnitude of velocity in the y
direction for both values of P, which is expected since the jet is deflecting towards the y axis. Results
also showed that the lower magnitude of P led to a strong increase of y direction velocity. Concerning
the velocity in the x direction, for P = 10 mm the opposite behavior is observed, i.e., the magnitude
of the x velocity decreases with the increase of m*. For P = 48 mm the magnitude of the x velocity is
not much affected by variation of m*. For lower magnitudes of P, results indicated that the strong
restriction of channels increases the amount of momentum toward the y direction, but suppresses the
momentum in the x direction. For the highest magnitude of P, the momentum magnitude is more
equilibrated in both directions (with a tendency of increase for y direction velocity). In general, results
indicated that this kind of main operational principle seems suitable for maneuverability of marine
applications. Moreover, the ratio between mass flow rates in two inlet channels and dimension of
central septum insertion can be used to control the deflection angle of the mixture jet and its intensity
(momentum).

For a better visualization of the flow, velocity magnitude fields can be observed in Figure 7.
In this image the variation of deflection angle of jet between the insertion P = 10 mm (Figure 7a) and
P = 48 mm (Figure 7b) is clear. Fields of Figure 7 also show the increase of jet deflection towards the y
axis with the increase of m*. For P = 10 mm it can be seen that the jet is meagered when distant from
the device as the magnitude of m* increases. For P = 48 mm, the magnitude of jet velocity is high along
a longer distance from the device, but the jet is more concentrated in the central region of domain, i.e.,
with lower deflection angles in comparison with those observed for P = 10 mm.

(a) 

(b) 

Figure 7. Velocity magnitude fields for different m*: (a) P = 10 mm, (b) P = 48 mm.

As stated before, the differential pressure has a high influence on the detachment of a fluid jet
on a curved surface. When the jet absolute pressure reaches the ambient pressure, the fluid will start
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to detach from surface. That phenomenon can be noticed in Figure 8, where the fluid start to change
direction at the same moment that the jet pressure becomes equal to the external pressure.

Figure 8. Absolute pressure field and vector velocity field for P = 10 mm and m* = 0.75.

4. Conclusions

The present work showed promising results in relation to the use of water as working fluid in
the H.O.M.E.R. nozzle. In general, the main operational principle based on the Coanda effect worked
for water as working fluid. In this sense, the employment of this kind of main operational principle
is technically feasible for the design of propulsion and/or maneuverability in marine applications.
Results showed that the influence of the parameters m* and P in the flow proved to be relevant,
affecting the deflection angles magnitudes and velocities. When the insertion of the septum was equal
to 10 mm, it shows angles 243% higher than the 48 mm insertion. However, the magnitude of velocity
in the x direction suffered a strong reduction for higher magnitudes of m*, which indicates that the jet
flow is more concentrated near the nozzle and a reduction of the driven force can occur in the device.
In other words, the two studied parameters can be used to control the jet deflection and magnitude in
the present problem.

For future works, the evaluation of other magnitudes of P is recommended, as well as the study
of forces acting in the device to obtain theoretical recommendations about the parameters that lead
to the best performance of the device. Although the results proved to be favorable, an experimental
model should be developed to validate the obtained numerical results.
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Appendix A

Appendix A.1. List of Symbols

H Height of domain (mm)
k Turbulent kinetic energy (m2 s–2)
L Length of domain (mm)
m* Dimensionless mass flow rate

.
m1 Mass flow rate on the superior channel (kg s–1)

.
m2 Mass flow rate on the inferior channel (kg s–1)
P Septum insertion distance (mm)
p Pressure (Pa)
ui Velocity in the i–direction (m s–1)
V1 Velocity at the inlet of the superior channel (m s–1)
V2 Velocity at the inlet of the inferior channel (m s–1)
xi Spatial coordinate in the i–direction (m)
′ Fluctuation fields of pressure and velocity
— Time average operator
α Deflection angle of the mixed jet (◦)
δij Kronecker delta
ε Dissipation rate (m2 s–3)
μ Dynamic viscosity (kg m–1 s–1)
μT Turbulent eddy viscosity (kg m–1 s–1)
ρ Density (kg m–3)

Appendix A.2. List of Abbreviations

ACHEON Aerial Coanda High Efficiency Orienting Nozzle
CFD Computational Fluid Dynamics
FVM Finite Volume Method
H.O.M.E.R. High-Speed Orienting Momentum with Enhanced Reversibility
SIMPLEC Semi-Implicit Method for Pressure Linked Equations-Consistent algorithm
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Abstract: Computational modeling has become a prominent tool to simulate physical processes
for research and development projects. The coastal region of southern Brazil is very susceptible
to oil spill accidents. Currently, oil is intensively transported in the region due to the presence of
the Rio Grande Harbor, the Transpetro Waterway Terminal (Petrobras) and the Riograndense S/A
Oil Refinery. Therefore, simulations under ideal navigation conditions for ships with potentially
polluting loads are important because their use can reduce oil spills and toxic compound accidents in
the environment. Therefore, the main objective of this work is to present a preliminary study of the
contribution of external forces to a ship’s behavior over a simulation period of 5 h. The methodology
is based on the development of a numerical model using LaGrangian formalism and the calculus of
variations, besides Maneuvering Modeling Group (MMG Model). The external forces considered
were the wind acting directly on the ship, waves driven by wind, the rudder, the force acting on the
hull, inertial forces, and seawater density. The results indicate that at the beginning of the simulation,
the inertial forces were of primary importance for controlling the trajectory of the ship. After 5 h
of simulations, the ship had completely changed its trajectory due to forces suffered by the ship,
classified according to MMG Model.

Keywords: numerical model; SHIPMOVE; MMG Model; external forces

1. Introduction

Shipbuilding industry challenges have intensified the development of new operational
configurations of high-speed ships for ocean-articulated convoys [1], as well as the phase approach of
side discharge arrangement for tankers and fuel-supplying techniques to military vessels. These new
operation conditions have produced additional challenges into the hydrodynamics interference on
vessel dynamics mostly caused by radiated and diffracted waves between vessels. With that in mind,
new resources aiming to better understand the vessel interaction with the ocean are constantly being
developed, and with the advances of numerical models, these are, more often than not, being used to
assess the operational limits and the effects of the hydrodynamic interference, of ship structures.

The influence of waves and hydrodynamic forces on vessel dynamics have been the subject of
many studies over the years. Froude [2] conducted the pioneer study of ship movement, considering
the effects of successive waves on ship movement. The study of Michell [3] was the first to take
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into account the disturbance imposed by a vessel in the flow, and originated the Thin Ship Theory.
This theory was further developed and improved by many other authors (e.g., [4–6]). More recently,
reference [7] presented the Band’s Method, which evaluates the influence of hydrodynamic forces
along bands of the vessel.

Then, a research group called Maneuvering Modeling Group (MMG) developed a numerical
model to study the movements performed by a vessel when maneuvering. This model is known as
MMG Model, and was reported in the Bulletin of Society of Naval Architects of Japan in 1977 [8].
However, the data used in this simulation were not detailed. Subsequently, Ogawa and Kasai [9]
and Inoue et al. [10] published studies detailing this study, including equations describing the
external forces.

Many simulations based on MMG Model were reproduced and published using different methods
to acquire data, and manipulate and interpret results, so the Japan Society of Naval Architects and
Ocean Engineers created a research committee to develop studies using a standard method for MMG
Model. Yasukawa and Yoshimura [8] made a introduction of this standard method, splitting it in
four essential elements and used a tanker to validate the study, concluding that the method used
could represent the movements realized by a vessel and would be useful to predict these movements
at full scale.

This study is about numerical simulations that use a specific model called SHIPMOVE.
This numerical model uses variational theory and LaGrangian mechanics to calculate the trajectory of
the ship and its angular movements.

SHIPMOVE does not use the theories already cited, but it incorporates in its basic equations the
MMG Model equations. The SHIPMOVE basic equations describe the ship’s position considering the
kinetic and potential energy. Also, this model considers additional mass and drag forces due to friction
and generation of waves.

Over the years, several methods have been developed to investigate the behavior of ships under
the influence of external forces in seakeeping or maneuvering. Thus, the objective of this study is to
present the first results obtained using a numerical model that was developed to study ship dynamics
under the influence of external environmental forcing.

2. Material and Methods

To perform this study, numerical simulations were performed using the hydrodynamic model
TELEMAC-3D, the wind-driven waves model TOMAWAC, both part of the open TELEMAC-MASCARET
suite1 and SHIPMOVE. The latter was developed by the Laboratório de Análise Numérica e Sistemas
Dinâmicos2. The simulations were realized through the coupling of TELEMAC-3D+TOMAWAC feeding
SHIPMOVE with hydrodynamic and wave data.

The SHIPMOVE model describes ship movement in the time domain using variational theory and
LaGrangian mechanics. A detailed description of the first version of the model that does not include
the MMG formulation, is provided in [11].

2.1. TELEMAC-3D

The open TELEMAC-MASCARET system is formed by a set of modules, operating in two or three
dimensions, which can be used for different case studies such as hydrodynamics, sediment transport,
dredging processes, waves driven by wind, pollutants, or oil spills, renewable energy, and more.

TELEMAC-3D is part of the open TELEMAC-MASCARET system, and it is responsible for the
hydrodynamics of this study. It solves the Navier-Stokes equations [12] considering hydrostatic
pressure and Boussinesq approximations [13]. Also, it solves the free surface variations in function of

1 http://www.opentelemac.org
2 www.lansd.furg.br
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time. To solve the advection and diffusion hydrodynamic equations, the model uses the finite element
techniques meanwhile for vertical discretization, TELEMAC uses sigma levels to segment the ocean
from the surface to the bottom boundaries [13].

Some of the approximations used in TELEMAC include the simplification of the vertical velocity w,
since it presents a small scale when compared with the u and v velocities. In this way, the vertical
diffusive term in addition to other vertical terms are simplified from the calculations. However, terms
that consider hydrostatic pressure variations and gravity acceleration are maintained in the vertical
equation of momentum, so the pressure at any point in the ocean depends on atmospheric pressure
above the water column weight over this point. Due to Boussinesq approximation (Δρ supposedly
small when compared to a reference), it is possible to define the influence of the seawater state
equation [14], because this equation relates specific mass of the fluid with the tracer concentration in
this water.

Substances or properties that are present in water, such as temperature, salinity, and suspended
sediments, are defined as scalar quantities, and can be active (when they interact with the
hydrodynamic), or passive (when they do not interact). The advection processes, governed by sea
current and wind, and diffusion, governed by turbulent processes from sources and sinks, control the
temporal evolution of these scalar quantities.

In this way, TELEMAC-3D is used in the system to provide information about the hydrodynamics,
mostly the current velocities, which will later feed the SHIPMOVE module.

2.2. TOMAWAC

To add the wave field into the vessel simulations, TOMAWAC (TELEMAC-Based Operational
Model Addressing Wave Action Computation) module was used to perform the calculations.
TOMAWAC is a third-generation wave model and part of the open TELEMAC-MASCARET suite.

TOMAWAC is a spectral model and generates waves through the wind, based on the wave
action density conservation equation [15]. TOMAWAC considers most physical processes involved
in wave generation, such as shoaling, whitecapping, dissipation through bottom friction, non-linear
interactions, and depth-induced refraction; however, it does not consider wave diffraction and
reflection [15].

To solve the equation cited above, TOMAWAC splits the direction wave spectra in a finite number
of propagation frequencies and directions and solve these equations for all components without
parametrization to any direction, spectral energy or wave action. Every wave spectrum component
evolves in time according the modeled system.

The function of the TOMAWAC module in this study is to feed the SHIPMOVE model with ocean
wave properties, such as the significant wave height and the peak direction of the waves.

2.2.1. Maneuvering Modeling Group (MMG Model)

MMG Model is one of the various numerical methods used to solve simulations involving
ship maneuverability, and was used in this study. This model applies to ships, characteristics,
and consequences from the involved forces at hull, propeller, and rudder, beyond the interaction
between them.

The main objective of this model is to simplify the external forces application on vessel routes
studies; however, there are some methods used on simulations that harm those studies, since one
method used in some cases may be not appropriated to another one.

In this paper, 6 DOF are considered, differentiating from [16], where only surge, sway, and yaw
movements were considered.

According to Maimun et al. [17], the ships have their movements significantly affected when
sailing in shallow water, such as canals, because the hydrodynamic interaction between the ship and
the bank located on laterals or bottom restrict the movements and develop other forces. Here, the bank
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effect will not be considered since the vessel travels to places where the relation between draft/depth
does not produce this effect .

In this way, the force equations produced by the MMG Model, for both, x and y axis follows
(Equations (1) and (2)):

XA + XW + XR + XH = Fe
x (1)

YA + YW + YR + YH = Fe
y (2)

where the subscriptions A, W, R, H represent wind, wave, rudder, and hull, respectively.

2.2.2. Wind forces

For the wind forces that act on the vessel Equation (3) are presented. These equations are used by
the SHIPMOVE module to simulate the action of the wind at the ship:

XA =
1
2

ρAV2
A ATCXA(θA) (3a)

YA =
1
2

ρAV2
A ALCYA(θA) (3b)

where ρA is the density of air, VA is the wind velocity, AT and AL are lateral projected area and
frontal projected area, respectively. CXA and CYA are coefficients based on the relative wind direction,
estimated by Andersen [18].

2.2.3. Wave Forces

For the wave effects acting on the vessel, Equation (4) are presented. The wave properties are
first calculated trough TOMAWAC and with its output, the SHIPMOVE model is then capable of
simulating the wave forces that are acting on the ship:

XW = ρgh2B2/LCXW (4a)

YW = ρgh2B2/LCYW (4b)

where ρ is the density of seawater, g is the acceleration of gravity, B represent ship’s breadth, h is the
significant wave height, CXW and CYW are coefficients calculated by the Research Initiative on
Oceangoing Ships (RIOS) [19].

2.2.4. Rudder Forces

SHIPMOVE also takes into account the forces provoked by the rudder of the vessel (Equation (5)):

XR = −(1 − tR)FNsinδ (5a)

YR = −(1 + aH)FNcosδ (5b)

where FN is the rudder normal force, δ is the rudder angle, tR and aH represent the steering thrust
deduction factor and rudder force increase factor, respectively.

The rudder normal force can be expressed as Equation (6):

FN =
1
2

ρ
6.13λ

λ + 2.25
AdU2sinαR (6)

where ρ is the density of water, λ is the rudder aspect ratio, UR was approximated to the ship’s velocity,
Ad denotes rudder area and αR is the relative inflow angle to rudder [20].
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2.2.5. Forces Acting on the Hull

The hydrodynamic forces on the ship’s hull and used in the SHIPMOVE model are given as
Equation (7):

XH =
1
2

ρL2U2X′
H(v

′, r′)− R(u) (7a)

YH =
1
2

ρL2U2Y′
H(v

′, r′) (7b)

where r′ denotes non-dimensionalized yaw rate by r(L/U), and v′ represent non-dimensionalized
lateral velocity v/U. X′

H and Y′
H are polynomial functions of v′ and r′. R(u) is the ship resistance,

which depends on residuary resistance coefficient, frictional resistance coefficient and the form
factor [20].

2.3. Numerical Experiments

To study the influence of external forces acting on the ship, five simulations were performed.
Each simulation represents a different external force described by the MMG Model: hull, rudder, wave
and wind, and the fifth simulation was a case where the ship navigated without any external forces.
These cases were performed seeking for differences between the trajectories of the ship in each case
and how the forces affect the performance of the ship.

All cases were performed with the same initial conditions and the same simulation day:
5 April 2012. The climate characteristics of this day were chosen because, from meteorological data
sets3, it was noticed that the sea conditions, currents, and waves were at a low strength, allowing the
ship to perform its movements without any extreme forces, avoiding peaks. The vessel navigated five
hours in the open sea direction, departing from the south Brazilian coast.

2.4. Initial and Boundary Conditions

The definitions of initial and boundary conditions are essential to the initialization of the
numerical model. They specify the physical characteristics of the vessel used in the simulation and the
environmental conditions surrounding the ship (water temperature, salinity, water density, significant
wave height, velocity, and acceleration of the waves).

The physic characteristics of the ship are shown in Table 1.

Table 1. Physical characteristics of the ship simulated in this study.

Mass (kg) Length (m) Width (m) Draught (m)

2.87 × 107 173 32 12

The hydrodynamic simulation required the definition of boundary and initial conditions for the
TELEMAC3D, which were obtained from the Hybrid Coordinate Ocean Model (HYCOM4). HYCOM
data provides water temperature and salinity and current intensity with horizontal resolution of 0.083◦;
such data is interpolated to the ocean boundary conditions.

At the free surface, the atmospheric boundary conditions (wind, air temperature, and pressure)
were obtained from NCEP/NCAR Reanalisys5, from NOAA, with spatial resolution of 1.875◦ and
temporal resolution of 6 h.

3 http://www.ecmwf.int/en/research/climate-reanalysis/era-interim
4 https://hycom.org
5 https://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html
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To initialize the wave model, TOMAWAC, WAVEWATCH III6 dataset was used to force the
ocean boundaries (spatial resolution of 30 min and temporal of 3 h). Wind data from NCEP/NCAR
Reanalisys7 with spatial resolution of 1.875◦ and temporal resolution of 6 hours were also used to force
the superficial conditions of the wave model.

This study was carried out using data from the period between January and December of 2012.
In order to represent the spatial domain, a mesh with 205.617 nodes (Figure 1) was used, with 1.5 km
between nodes near the coast, and 8 km, approximately, in ocean boundaries.

Figure 1. Study area located in the South-Southeastern Brazilian Shelf. The red lines represent the
oceanic liquid boundaries and the spiral represents the atmospheric surface conditions. The green
dot represents the initial position of the ship. The yellow dot represents the in situ data from buoy
PNBOIA-SC. Bathymetry is shown in the color bar.

3. Calibration and Validation

To validate the hydrodynamic and wave models a simulation comprising the year of 2013 was
performed and compared against observed buoy data.

A validation comparison was performed throughout a comparison of time series, the modeled
and observed, and applied a set of performance skills and statistical metrics to validate TOMAWAC
(Hmo and Tp) and TELEMAC-3D (intensity of current velocity) results. The comparison was done with
the time series measured by the wave buoys from PNBOIA8 (Programa Nacional de Boias) which is a
Brazilian project to collect oceanographic and meteorological data along the Brazilian coast. The data
from PNBOIA were obtained on the coast of Santa Catarina (28.8333° S, 47.6000° W, 500 m depth)
(Figure 1).

Despite the small number of observed data (5 months) available for 2013, the time series
comparison between model and buoy data (Figure 2) indicates a good representation of the model
results, when compared to the buoy data tendency. Nonetheless, visual comparison cannot be used on
its own to define the accuracy of the model.

6 ftp://polar.ncep.noaa.gov/history/waves
7 https://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html
8 http://www.goosbrasil.org/pnboia/
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Figure 2. Time series of spectral significant wave heights (m), peak period (s) peak direction (°) from
TOMAWAC (blue), and velocity intensity (m·s−1) from TELEMAC-3D (black), compared against the
observed data from the Santa Catarina PNBOIA buoy (red).

The usage of statistical metrics and well-known performance skills can quantify this comparison
for better understanding the tendencies observed [21–25]. The desirable results for these statistical
metrics are values closer to 0 (for RMSE, MAE, MSE, Bias, and SI), while others indicate better
agreement between model and buoy with values closer to 1 (IC, SS, R2).

At Table 2, Hmo shows low RMSE values (near to 0.6 m), this tendency is enforced by low
MAE values with 0.43. These values are lower than those found in the literature [23,26]. The Willmot
Concordance Index (IC) [21] represents the ability of the model to reproduce the observations, resulting
in 0.70, the accordance of the model data presents good confidence.

Table 2. Comparison between statistical metrics for wave and current data. Spectral significant wave
height (Hmo), peak period (Tp) and current intensity (Int) analyzed among the Santa Catarina PNBOIA
buoy. RMSE, MAE, Bias, modmean, obsmean, modstd, obsstd are in the same units of the parameters, SI is
in percentage. NA = Not Applied.

Hmo Tp Int

modmean 1.97 9.85 0.26
obsmean 1.75 9.10 0.18
modstd 0.70 2.53 0.14
obsstd 0.67 1.40 0.10
RMSE 0.57 NA 0.16
MAE 0.43 NA 0.13

IC 0.70 NA 0.86
MSE 0.33 NA 0.02
Bias 0.22 0.74 0.07

SI (%) 33 23 NA
SS 1.12 1.10 NA
R2 0.70 0.65 NA

Despite the differences presented (Table 2), other wave statistics (R2, Bias, SI and SS) were
also applied to the analysis [22,27,28] to better validate the accuracy of the model. Khandekar [27]
performed several model verifications with statistical methods, concluding that most models with SI
lower than 35% are considered able to predict the studied environment; for instance, all SI comparisons
(Table 2) show competence [28].
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Standard deviation and mean values are within the range of acceptance, with bias close to zero
indicating excellent agreement between predicted and observed data. A slight overestimation of
the model data over the buoy is observed since SS values are higher than 1. The Pierson correlation
coefficient (R) remains around 0.70, which is an acceptable result, according to Lalbeharry [23].

TELEMAC-3D ability to predict the buoy data was evaluated for the intensity of velocity (Table 2).
RMSE (MAE) of 0.16 m·s−1 (0.13 m·s−1) presented low values in this comparison resulting in good
agreement, in addition to an IC of 0.86. The MSE presented values closer to zero in all cases, indicating
good agreement between model and buoy.

In this section a validation has been discussed in terms of current and wave parameters,
whereas the hydrodynamic model TELEMAC-3D and wave model TOMAWAC were able to show
good reproducibility of results behalf the buoy data and also being able to maintain the patterns and
tendencies observed.

4. Results and Discussions

To study the influence of each force involved in the MMG Model methodology, five simulations
were performed with the forces applied separately. The vessel had an initial velocity of 9.72 knots on
the x axis, and −9.72 knots on the y axis, resulting in 13.7 knots approximately (the resulting vector).
This energy was dissipated over the time according to the intensity of each force of the MMG Model
and the dissipative forces.

The forces applied in the model are not necessarily dissipative forces only—they can be viscous
forces, sometimes dissipating the ship energy, sometimes “helping” the ship to perform its movements.
It depends on the relative direction between the forces and the ship.

Figure 3 shows the results of 5 h of simulation on 5 April 2012. This figure shows the routes
performed by the ship with each influence applied separately, in all cases with the same initial
conditions. Wave height is shown in the color bar. White vectors represent the wave direction while
the black vectors represent wind direction.

To compare the simulated cases and see the differences between the ship with and without
external forces, a simulation where no forces were involved and the ship had only the initial velocity
condition was performed; in this way, the vessel dissipation of the energy only occurred trough the
viscous and frictional forces acting as drag forces, as well as the dissipation trough the additional mass
of the ship.

Chen et al. [19] showed the wind influence on a vessel’s trajectory, when the vessel trajectory was
deflected to North due to the influence of South acting wind. In the present study, it was possible
to confirm that wind factor exerts a major role determining the trajectory distance and direction,
while ocean currents induce more variations on rotational angles of the ship movements.

When the wind influence was simulated by the SHIPMOVE, it was possible to notice affinity to
the results presented by [19]. On the simulation day, the wind conditions had major incidence direction
of east. In this way, it was expected that the ship should deflect to starboard, and start to change
its route direction South. From Figure 3 it is possible to notice that the ship did deflect to starboard
corroborating with the previously studies, and demonstrating the accuracy of the SHIPMOVE.

Also, in Chen et al. [19], the effects of incident waves striking the lateral of vessels were studied.
The authors conclude that waves focusing on the lateral of the ships have the strength to drive the
vessels to the wave direction. For example, if the waves come from the South and collide on the lateral
of a vessel, it will deflect the vessel trajectory a few degrees North.
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Figure 3. Routes performed by the ship in 5 hours of simulation.

Once again the present study demonstrated good agreement with the literature. For the case
study, the waves of the simulated day were traveling North, with significant wave height varying from
2.5 m to 1.5 m close to where the vessel trajectory was calculated. With these conditions, the wave
action was capable of deflecting the vessel trajectory port and deflect the trajectory that firstly started
South-east to East and tendency to go North-east.

When the rudder force is analyzed trough the SHIPMOVE model it is possible to notice the
proportionality of the force compared to the ship velocity; therefore, the force tends to reduce over
time along with velocity. In the beginning of the simulation, the force is capable of making the ship
change its direction to the North-east; however it is not strong enough to make the ship dissipate
its initial energy totally; then, the vessel obtained a large trajectory, been the forces in x and y axis
positives, in this case, first quadrant of a Cartesian grid.

The case in which the ship suffers hull force is similar to the rudder force case, but in the hull
case the force is great enough to make the ship dissipate its initial velocity, and that is the reason
the vessel trajectory is so small. In the first moment, the force is so strong that it can almost stop the
ship, but when its velocity becomes small, the forces follow the velocity decay, allowing it to move,
even with a small velocity. This is why the ship does not stand still over the 5 h of simulation.

The total distance performed by the ship in all cases can be discovered by calculating the resulting
distance; Figure 4 shows the distance in each axis of the translational movements of the vessel.

In the case of only wind force acting on the ship, it covered approximately 65 km on the x axis
and 90 km on the y axis, totalizing 112 km. With only the hull force, 21 km on x axis and 4 km on y axis
totalizing 22 km. The study case only with wave forces was when the ship had his greater trajectory
on x axis, 132 km, and 48 km on the y axis, totalizing 140 km. The ship navigated 117 km in the rudder
case (110 km on x and 40 km on y). When the ship was simulated only with initial velocity, without any
of the forces applied, it navigated 100 km, approximately (79 km on x and 61 km on y). Figure 4 also
shows the ship’s linear movements on z axis (heave movement), which has much smaller magnitude
in all cases.
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Figure 4. Translational movements performed by the ship.

The timeline of ship’s velocity in each case can be seen in Figure 5.

Figure 5. Timeline of ship’s velocity.

To better understand the movements performed by the ship, we studied the velocity timeline of
the ship over the 5 h of simulation for each case.

When the ship suffered only the wind forces, its velocity remained almost constant, reaching
10.5 knots near to the second hour of simulation, and then it raised to 12.5 knots approximately.

The ship had the greater velocity in the wave forces case, reaching 22.5 knots in the last hour
of simulation, but it had a minimum (12.5 knots) between the second and third hour of simulation.
The increase of the velocity can be attributed to the wave direction. In Figure 3, the wave starts to push
the ship North.

In the rudder case, the ship had a peak near the beginning of the simulation, reaching more than
15 knots, but it starts to decrease after the first hour of simulation, and finishes with less than 10 knots.
The hull case was the slowest case of them all. The ship began with 13.7 knots and then started to slow
down from the beginning because the velocity depends on the force. The ship, after the first half hour
of simulation, stabilized near to 2.5 knots and finished with this speed.

To finish, the case where the ship navigated only with the initial velocity dissipating its energy
due to dissipative forces, had an initial velocity of 13.7 knots and, almost linearly, decreases to 8 knots.
This is acceptable due to the fact that no external forces are involved, so the dissipative forces remain
almost the same during all 5 h of simulation, since the ship and fluid properties did not change during
the simulation.
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Also, the angular movements of the vessel were studied in for every case, as shown in Figure 6.

Figure 6. Rotational movements performed by the ship.

Looking at the roll movement, the vessel had the greater oscillation in the hull case (−0.225°),
it can be attributed to the fact that the vessel had smaller speed, so the hydrodynamic forces could act
more intensely.

On the other hand, in the wind case, the ship remained near to 0°, corroborating the study of
Chen et al. [19] that said the wind has a smaller contribution on angular movements.

When the ship navigated without any external forces, its movement was a little larger when
associated with the wind case, transcending −0.1°, but its variation from 0° to 0.125° was almost linear.

In the rudder case, the ship oscillated around −0.2°, with a peak (−0.22°) around the first hour of
simulation. After that it stabilized on −0.2°.

The roll movement on the wave case was the case where the ship had the greatest instability,
varying from 0° to almost −0.2°, and between the third and fourth hours of simulation the ship
presented a movement of −0.075°.

Almost all cases were positive in the pitch movement, with the wave case as the largest one and
the case where the ship had its greater variations, the same occurred in the roll movement, due to the
high speed. It reached 0.25 °.

Right below was the rudder case with 0.24° as a peak in the first hour. After this, it stabilized in
0.225° until the end. In the hull case the ship did not oscillate after the first hour, remaining on 0.16°. In
the case without any external forces the ship had not transcended 0.1°, been almost linearly variation.

The only case in which this movement was negative was in the wind case, remaining near to
0° during the 5 h of simulation, showing again the fact that the wind has no major influence under
angular movements.

In the yaw movement, the hull case was the case that the ship had the largest value, reaching
−0.24°, but it had no oscillations during its simulation after the first hour, showing stability. The rudder
case was the second largest value, remaining in −0.21° with a little variation between the first and the
last hour of simulation.

When the ship navigated suffering no external forces, it had the second largest instability
(0° to −0.125°), increasing almost linearly during its simulation. In the wave case, the ship had
larger oscillations, varying from 0° to −0.07°, and then returns near to −0.05°. After the fourth hour of
simulation, the ship performed yaw movements from −0.06° to −0.15° in the end. Again, the wind
case was the case with fewer values related to angular movements. In general, all cases the ship had
behaved similarly in roll and yaw movements, coincidentally.

When it is stated that there were more variations or instability, it means the ship had more
variations during the 5 h of simulation—it does not mean the difference between the initial and the
final value. It can be understood that in the cases where the hull and the rudder were studied, the ship
reaches some stability near to the first hour and in the other cases, the angular movements vary during
all simulation periods.

128



J. Mar. Sci. Eng. 2019, 7, 72

The behavior of the ship observed in all cases disagrees with the results reported by similar
studies (Cha and Wan [29], Chuang and Steen [30], Bennett et al. [31], Ozdemir and Barlas [32]).
Cha and Wan [29] had obtained regular sine-wave behaviors for the pitch movement, with linear
characteristics. Such behavior was not observed on the Figure 6; however, the present study uses real
waves and not regular waves such as in Cha and Wan [29].

The pitch movement angles presented by Ozdemir and Barlas [32] range between −3° and 3°,
which is greater when compared to the angles found in the present study. However, the vessel used by
Ozdemir and Barlas [32] was significantly larger (320 m), and the waves were 180° related to the ship’s
direction, while in the present study the waves focus with different angles.

It is crucial to acknowledge the uncertainties related to ship modeling in the ocean, due to the
stochastic nature of this environment [33]. Such uncertainties are caused by the several approximations
considered in both the hydrodynamic and ship model, the environmental data used to force the
hydrodynamic model at its boundaries, and the MMG ship characteristics. The center of mass is
a commonly used approximation in many ship models; however, it is expected that not considering the
complex geometry of the ships may be an important source of uncertainty. Moreover, accessing the ship
coefficients that are necessary to run and calibrate the MMG Model is still a difficult task, due to the
private and commercial nature of the ships. Papanikolaou et al. [34] applied a model with 4 degress of
freedom to simulate ship behavior under extreme conditions. They found that theorical and numerical
results provide good results for practical uses, yet their accuracy decays as the simulation evolves
over time.

5. Conclusions

Numerical simulations using three numerical models (SHIPMOVE, TELEMAC-3D and
TOMAWAC) have been performed seeking to understand the movements performed by a ship under
external forces classified trough the MMG Model. In this study, a few cases were simulated where each
case corresponds to a different external force applied on the ship, allowing the authors understand the
influence of each force.

In this way, some conclusions can be taken from the study:

• The ship had its trajectory deflect to starboard due to East winds, showing that wind has an
influence on the ship behavior during navigation;

• The ship had its trajectory deflect to port due to North waves; in this way the waves can influence,
significantly, the ship’s route, mostly on the longer ones;

• The wind force has no major influences in the angles of angular movements, but it can influence
the ship’s trajectory mainly in longer distances;

• The wave force can significantly deflect the vessel trajectory and it is able to affectthe angles of
angular movements performed by a ship;

• The external forces classified as MMG Model can push the vessel or make its linear movements
difficult, which depends on the relative angle between the vessel and the forces;

• The external force direction associated with high intensity of sea and wave height can deflect a
ship’s trajectory or reduce its final displacement;

• The physical characteristics of a vessel, such as mass and geometric, form can influence the
performance of a ship under severe scenarios;

• The velocity of a ship can significantly influence the external force magnitude, which depends on
the relative velocity, including the hull and rudder forces;

From the results of this study, it can be concluded that external forces can affect significantly
a ship’s trajectory, and these effects can be observed in the final trajectory, and during the trajectory
also as angular movements and the ship’s instability.
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As well as these results, the numerical modeling using the SHIPMOVE model can be an effective
and useful tool for predicting and avoid unstable zones in the ocean, including vessel movement under
various scenarios.

Moreover, the SHIPMOVE numerical model can be useful to study the influence of each external
force and how researchers can improve the performance of a ship in severe scenarios.
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The following abbreviations are used in this manuscript:

CESUP-UFRGS Supercomputing Center of the Federal University of Rio Grande do Sul
CNPq Conselho Nacional de Desenvolvimento Científico e Tecnológico
HYCOM Hybrid Coordinate Ocean Model
IC Index of Concordance
JTTC Japanese Towing Tank Conference
LANSD Laboratório de Análise Numérica e Sistemas Dinâmicos
LNCC Laboratório Nacional de Computação Científica
MAE Mean Average Error
MMG Model Maneuvering Modeling Group
modmean Mean value of the model data
modstd Standard deviation value of the model data
MSE Mean Square Error
NA Not Applied
NOAA (National Oceanic and Atmospheric Administration)
NCEP National Centers for Environmental Prediction
NCAR National Center for Atmospheric Research
obsmean Mean value of the observed data
obsstd Standard deviation value of the observed data
PNBOIA Programa Nacional de Boias
RIOS Research Initiative on Oceangoing Ships
RMSE Root Mean Square Error
R2 Pierson error coefficient
SI Scatter Index
SS Mean Square Inclination
SHIPMOVE SHIP MOVEMENT MODEL
TOMAWAC TELEMAC-Based Operational Model Addressing Wave Action Computation
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Abstract: Critical aspects of the environment can reduce the efficiency of Environmental Management
Systems (EMS) when applied to Marine Transport. Accordingly, this paper focuses on the improvement
of the traditional EMS approach through the usage of Balanced Scorecard (BSC). The BSC represents
a managing tool able to measure and increase organizational performance, taking into consideration
environmental aspects. The proposed method, based on the ISO 14001 standard, allows management of
environmental metrics through conventional BSC systems and it is applied to the biggest organization
for marine transport in Montenegro as a case study methodology. In this qualitative investigation,
particular attention was paid to creating EMS criteria able to orient the complete business operation of
the organization but also to test their potential linkage to the conventional BSC approach. Four models
of the BSC were created, each one including to a different extent the issue of environmental protection.
Finally, an expert’s evaluation of model efficiency, based on the ISO 9126, was carried out. As a result,
the best ranked model is recommended for the selection of an approach toward environmental
protection based on the use of the EMS metric in a conventional BSC system. This method—in short
ECO-BSC—was developed for the specific benefit of those organizations operating on the marine
transport market.

Keywords: marine transport; environmental management system; balanced scorecard; ISO 14001;
ISO 9126; ISO 14598; AHP method; MCDM method

1. Introduction

The ISO 14000 group of standards provides recommendations and practical tools for companies
and institutions of all types seeking to manage their environmental responsibilities. In particular,
the ISO 14001, focused on the Environmental Management System (EMS), gives basic directions for
the systematic improvement of environmental protection. Furthermore, it could be applied to all
organizations regardless of their size, sector of activity and so on. EMS helps the firms to reduce
their adverse environmental impacts while improving their economic efficiency [1]. The proof that
an organization respects the requirements of ISO 14001 standards is a special certificate. The certificate
compels an organization to pursue a way to improve their environmental management system; however,
it is not a guarantee of real ecological enhancement. In other words, the ISO 14001 certification itself
cannot ensure improvement of environmental performance.

In addition, it is noteworthy that the initial version of the ISO 14001, dated 2004, did not provide any
direct obligation referring to the improvement of ecological goals. The new issue, dated 2015, includes
conditions focused on how to improve ecological performance in management but achievements in that
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direction are still not mandatory prerequisites for obtaining the ISO 14001 certificate. As a consequence,
even if this new issue is quite clear in showing the relevance of ecology in business, there is not a clear
explanation for how an organization can measure and then improve environmental performance. This
limit in the standard is maybe related to the fact that, up to now, practical results of specific managing
situations, more than general methodologies, seem the most appropriate way to prove a positive effect
of the implementation of an EMS.

Research articles focused on improvements of environmental performance through the
implementation of the ISO 14001 standard, in fact, propose unresolved conclusions. On one side,
Franchetti [2] is determined to show the positive effect of the application of environmental standards.
In particular, the author examined the effect of the ISO 14001 certification on solid waste generation in
US industrial organizations and found that solid waste generation rates are significantly reduced with
EMS certification. On the other side, several groups of researchers propose discordant indications.
In Reference [3–5] it was argued, for instance, that the ISO 14001 standard does not improve the
environmental performance of organizations, while in References [6–8] quite the opposite evidence
was provided, suggesting the possibility of performance declination.

Therefore, the ISO 14001 implementation should be amended in its application to include
elements of performance management as the only way to ensure the continual harmonization with the
requirements set out in the standard. According to this, a possible solution could be setting the ISO
14001 objectives throughout an entire organization and for all employees, through some instrument for
performance measurement

In this sense, the Balanced Scorecard (BSC) as a strategic management system and performance
management system could turn out to be quite a good choice for organizations that consider the
environmental management system as strategically relevant.

In part 4 (four), different models of the BSC have been implemented and discussed, each integrating
the same EMS orientations but in a different way. These models have been assessed by Experts with
reference to a specific case study on marine transport. The evaluation has been performed in accordance
with the requirements for product quality of the consolidated standard ISO 9126: Software engineering-
Product quality (later replaced by the ISO 25010 with marginal changes [9]), widely adopted for the
assessment of software products and similar applications.

The fundamental scope of the ISO 9126 is to correctly define priorities and assess them in reference
to measurable values in accordance with four main directions: quality model, external metrics, internal
metrics and quality in the use metrics. This quality approach takes into consideration general criteria:

� Functionality
� Reliability
� Efficiency
� Maintenance
� Portability
� Usability

These quality criteria are detailed by sub-characteristics (as Suitability; Accuracy; Interoperability;
Security, . . . ) and further divided into attributes. The most relevant peculiarities of those attributes are
related to the fact that they have to be selected in a way that they represent a measurable and verifiable
entity of the product. At the same time, those attributes are not rigidly defined a priori through the
standard. Thus, the ISO 9126 can be reoriented for its use in the presence of different applications
(in respect to the evaluation of software products), as in the present case.

The final assessment is performed in accordance with the procedure of evaluation defined in the
standard ISO 14598 (later replaced by the ISO 25040 with minor changes in the procedure of evaluation).
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2. Materials and Methods

2.1. Strategic Management System-Balanced Scorecard (BSC)

Among different concepts and tools for achieving high performance and, therewith, an efficient
management system—such as SWOT (strengths, weaknesses, opportunities, threats) analysis [10,11],
Value Chain [12], Lean Six Sigma [13], Total Quality Management [14,15] etc.—the Balanced Scorecard
(BSC) represents a managing tool able to transform the strategy of an organization into objectives and
measures (metric) at all organizational levels. Through BSC each individual in an organization has
an opportunity to provide a personal contribution to strategy accomplishment and simultaneously has
an insight into the value of the work.

Furthermore, the BSC identifies strengths in the company, highlighting in the analysed company
the return over assets, return over equity, product quality, operative cycle time and the satisfaction of
employees [16]. The strengths and weaknesses identified have a direct relationship with the achievement
of goals, which are set according to the historical information of the company and the average values
of the industry of stony aggregates.

The graphical presentation of the BSC in Figure 1, based on Reference [17], shows the translation
path passing by the Mission, Vision and Strategy concepts into a system of activities grouped
through 4 key Perspectives [18]. All perspectives, representing the direction of strategic activities
inside an organization, are of equal importance and have to be monitored. In particular, these four
perspectives must be continuously measured, analysed and improved so as to conduct comprehensive
measurements [19]. This endless process of improvement was represented coupling a Top-Down direct
path with a Bottom-Up feedback [20–22].
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Figure 1. Managing mission, vision and strategy with the Balanced Scorecard (BSC) approach [17].

The importance of the BSC is particularly evident in the Bottom-Up path where the activities that
are directed to the accomplishment of the target values are defined with the purpose of monitoring the
degree of goal fulfilment. Such an approach continually provides management with a real picture of
the organization’s status in relation to defined strategic methods and indicates critical points where
performance improvements are both possible and desirable. In order to attain the strategy, the objectives
and measures of all defined perspectives have to be compatible and connected in a cause-and-effect
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chain so as to contribute to fulfilment of the strategy. In this way, the activity of an organization aimed
at a continual improvement through the PDCA cycle becomes permanently initiated; the environment
today is ever changing and therefore it is impossible for one defined strategy to be applied without
improvements and reconsiderations.

The Balanced Scorecard recommends 4 standard perspectives (as listed in References [18,23,24]):
learning and growth, internal processes, customers and finance; but these perspectives are not strictly
defined parts that should be followed completely. Actually, the number and structure of perspectives
depend on strategic organizational orientation, so some organizations can include in their strategy
only 3 perspectives while other organizations can have 5 or more perspectives. Even though there
is no strict form of the BSC system that could be applied to all organizations, it is possible to define
two different concepts of the BSC which present the first decision in its implementation [7,20]:

� Concept of profit organization
� Concept of non-profit organization

Profit organizations are mainly focused on financial profit, which indicates that all objectives of
the different perspectives are linked in a cause-and-effect chain, which is driven towards financial gain
of the organizations. Non-profit organizations have a budget that services objective realization of all
other perspectives, where the perspective of the customer’s satisfaction is the most important and
represents the outcome of the cause-and-effect chain of all other perspectives.

2.2. Environmental Management System and Balanced Scorecard

How can the metric of the environmental management system of a certain organization be
included in the Balanced Scorecard system and which approach is more effective?

According to References [23,25–28] environmental and social aspects can be integrated into the
BSC, in order to create a SBSC, in 3 different ways:

1. Modify the existing perspectives of the BSC model
2. Create new perspectives that include these elements
3. Create a special ecological/social scorecard

Between them, the most common approach is the first one (through 4 perspectives) but the second
approach is also quite common, with the new perspective of focusing on environmental objectives.
However, there are many supporters of the following concept: the addition of a new perspective
depends on the strategic importance of these objectives [18,25,29–34].

However, EMS managers have a justified fear that there is an insufficient number of ecological
objectives within the BSC model, meaning that these issues will be more and more neglected. It is also
important to mention that this kind of involvement of the environmental objectives into a profit
oriented BSC has to be realized in a way that also achieves the objectives of the financial perspective.

On the other side, in the BSC systems of non-profit organizations, the relations between perspectives
are defined in order to achieve satisfaction of customers or stakeholders by using the available budget.
According to this point of view, the non-profit approach of BSC could be much more efficient for the
issue of an environmental management system than the profit oriented BSC model.

The third approach which includes the environmental metrics in the BSC represents the creation
of the so-called SBSC (Sustainable Balanced Scorecard) which encompass all metrics that are in relation
to the Environmental Management System, the social and financial perspective and which is connected
with the BSC of the whole organization. The most important thing is that the SBSC is always profit
oriented in profit oriented organizations. The possible negative aspect of its usage in practice is the
establishment of a parallel system focused on EMS in relation to the conventional BSC. In accordance
with the EMS established by ISO 14001, any other management system which is not entirely included
in the BSC can also be considered a parallel system.

In line with this, there is a proposition where:
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The Balanced Scorecard system with the ECO BSC system based on the principal of non-profit
organizations and oriented toward the environmental protection management system presents an
efficient management system which mainly improves ecological performance.

This hypothesis suggests the fact that the key to accomplishing an effective and efficient
management system providing and improving environmental performance lies in a good connection
between ECO BSC and the conventional BSC system where is ECO BSC is based on a non-profit model
of connected perspectives.

2.3. The Case-Study: A Profit Organization Performing Marine Transport

In the paper “AD Barska plovidba”, a profit organization located in Montenegro—an active
marine transport organization—was studied as a case of the implementation of the EMS approach
based on the conventional BSC system. This action allowed environmental metrics to be included in
the company management for the first time with results used to evaluate and select the best model
for implementation.

Probably better known as “Montenegro Lines”, the Company was founded with the aim of
providing marine transport services, marina activities, international freight forwarding and a marine
agency. The Company carries out its basic activity (marine transport) through the transport of passengers
and cargos (Figure 2) on the lines between Montenegro and Italy (mainly Bar-Bari-Bar). It is located in
the Port of Bar which is traditionally seen as the strategic node in the pan-European corridor connecting
East Europe and the Balkans (as Budapest, Belgrade) with Central-Southern Italy (Bari, Taranto) and
other Mediterranean ports, relevant in terms of passenger and merchandise flows.

  

Figure 2. Montenegro Lines passenger ships and cargos at anchor in the Port of Bar, namely, “Sveti
Stefan”, “Sveti Stefan II” and “Bar”cargo (from left to right).

The Company conducts its core business with 2 passenger ships:

� “Sveti Stefan”, class “Bureau Veritas”, length 109 m, speed 21 knots, with the capacity of
550 passengers, 240 beds in the cabins and freight capacity of 205 vehicles,

� “Sveti Stefan II”, class “Det Norske Veritas”, length 118 m, 22 knots, with the capacity of
920 passengers, 495 beds in the cabins and freight capacity of 36 trucks (up to 12 m) or 24 (up to
18 m) or 225 cars.

Inside this organization, the conventional BSC system allowed planning for the entire business but
prior to this survey, the issue of the environmental management was covered by a rather insignificant
set of measures. At the same time, an established Safety Management System (SMS), based on the
International Safety Management (ISM) Code and mainly oriented towards environmental protection,
is prescribed by the International Maritime Organization (IMO) as a mandatory regulation for all
marine companies operating in international maritime traffic.

This combination made “Montenegro Lines” a very interesting case study for the current analysis,
also taking into account the new company strategy, which focuses on environmental protection, in due
accordance with the international standards and the legislative requirements applicable to marine
transport organizations.
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3. Development

3.1. Approaches to Integrating the EMS into the Balanced Scorecard

Popular books about Balanced Scorecard [20,23,25,32] have not elaborated in detail the issues
of implementation of the ecological aspects in BSC models; besides, they have presented strategic
maps of specific for-profit organisations with a considerable number of ecological goals within existing
BSC perspectives.

The environmental protection goals within these profitably oriented strategic maps (in the way
that they lead to the fulfilment of financial goals as the organisation’s ultimate goal) are mainly focused
on the offer of a “green” product to sensible “green” buyers and on their financial gain.

Nevertheless, there are research papers on the sustainable concept of the BSC, namely SBSC as
Sustainability BSC.

This concept primarily seeks to determine the strategically relevant environmental and social
goals of the organization that lead to the creation of economic value by the causal and consequential
relationships of the perspective so that it is oriented towards three key elements: finance, ecology
and society.

Literary sources show that adding a new perspective or creating a special scorecard actually
depends on the strategic relevance of environmental protection for the organisation [23–25,29–34].

3.2. Integration of Environmental and Social Aspects

Environmental and social aspects can be considered by the existing 4 perspectives through strategic
elements, objectives and measures. In this way, environmental and social aspects become an integral
part of the conventional BSC and are automatically integrated into a causal chain that is hierarchically
oriented towards the goals of the financial perspective in profit organizations. These aspects need to be
integrated into the market system and to tend to the ‘green’ products’ buyers.

However, the number of environment-centred objectives and measures that involve such an
approach in the BSC is fairly limited and insufficient to cover the overall issue.

However, a large number of organisations that are insufficiently focused on the issue of
environmental protection still accept these approaches explaining that this issue is still covered
by certain BSC objectives.

3.3. Creating a New Ecological/Social Perspective

With this approach, there is a large number of environmental and social aspects that cannot
be fully integrated into the market changes for the simple reason that they are not being explicitly
marketed. Creating a new perspective provides a clearer picture of the integration of environmental
and social aspects into the conventional BSC model, at the same time creating an opportunity for
expanding the metric that encompasses this issue. Elements of an ecological/social perspective must
be linked to all other perspectives, not just to the financial perspective. It is also possible to create
two perspectives that include independently social and ecological requirements.

However, in practice, the most common approach is the inclusion of sustainable development
elements in the conventional BSC model, while adding the perspectives that these goals are unifying
is less common because, for most organizations, sustainable development is not strategically
relevant. This is the reason why there are numerous advocators of the concept that the addition of
a “new perspective depends on the strategic relevance” of these elements [18,23,25,30–33,35,36].

3.4. Creating A Derived Ecological/Social Scorecard

The previous two concepts always create a justifiable concern with the managers responsible for
environmental protection, on the grounds that this problem will be even more neglected due to a scarce
number of objectives focused on the financial perspective within the BSC model.
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The third approach to integrating environmental and social aspects into the BSC involves
creation of a specific ecological/social scorecard in parallel with the conventional BSC. The derived
ecological/social scorecard is not detached from the conventional BSC and must be associated with it in
order to strengthen the ecological commitments of the organization’s development.

Actually, scientists developed an extended architecture of BSC under the name of SBSC and they
did it for two reasons [37]:

1. to allow management to define specific metrics in all the three dimensions of the company
sustainability: economic, environmental and social;

2. to let SBSC merge these three dimensions in a single integrated management system instead of
a parallel system.

The point is that this particular scorecard that would manage to cover the overall issue of
sustainable development would be profit-oriented. The reason for the rare usage of this model in
practice is the creation of a parallel system in relation to the conventional BSC [38,39].

However, in the literature, several examples of the application of SBSC exist but always dealing
with EMS in profit-oriented situations [35,36,40,41].

Furthermore, in Reference [42], the authors claim not to have great expectations for SBSC, since this
method seems not appropriate to permit radical changes in business operations when oriented at
providing a sustainable development. In these terms, it is considered, in practice, a simple managing
tool for the implementation of a strategy (as in References [42,43]). This is why the management
has to set strategic priorities for sustainable development in the first place and then use SBSC for
implementing strategic priorities [42]. The survey [26] is in compliance with the aforesaid as it says
that the sustainable development must address a strategic direction of an organization, so as to provide
the success of SBSC by continuous monitoring of metrics related to these issues and the continuous
work of all employees.

Otherwise, sustainable development becomes an activity which is not considered a factor of
competitive advantage for an organization and is therefore not dealt with in the organisation [26].

In Reference [44], an investigation implemented inside the port industry, it is shown how tools
like BSC can permit employees to effectively take part in the EMS application; this condition represents
an aspect fundamental for gaining environmental performance in real situations.

In Reference [45] it is pointed out that in all organisations where the clear compliance with
the regulations governing environmental protection is mandatory, as in the case of port industry
organisations, it is possible to combine different management tools with BSC with the aim of increasing
the environmental protection effectiveness and efficiency. In this way, the application of management
innovations would enable both employees and management to actively and efficiently find ways to
work in the field of environmental protection [45].

In Reference [46], an assessment of the effect of different environment management strategies
based on the Port of Alexandria, all environmental aspects of the port were presented in the first
place for relevance. Then, by modelling the system, it appeared that the application of SBSC system,
which provides “more environmentally, socially and economically friendly approach to port operations over the
long run”, could effectively lead to the reduction of gas emission.

In Reference [46], in particular, it is also claimed that the SBSC approach is especially suitable for
those organisations that have not implemented a BSC yet but want to integrate sustainable development
goals into employees’ everyday activities without establishing BSC for complete business practice.
It can also be appropriate for those organisations with established BSC but wishing to get strategically
oriented to and put special emphasis on the sustainable development [46].

In Reference [47], a survey is reported, done with regards to the relationship between the SBSC
and a traditional eco-efficiency analysis. The study highlights that the “eco-efficiency is an instrument for
estimating and controlling the appropriate key performance indicators for two major aspects of sustainability;
namely, environmental and economic issues”. In this terms, the eco-efficiency analysis may be considered
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as a connection between SBSC and the EMS, just because both systems rely on material and energy
flow analysis and use life-cycle assessment approaches.

Hence, experiences in the application of SBSC are quite different. However, it is typical that these
approaches, as the ones previously presented, move toward the inclusion of sustainable development
goals and measures into the BSC for profit organisations. Therefore, the environmental protection
involves goals and measures connected through BSC perspectives in such a way to be completely
in compliance with models for profit organisations. It means that they aim at fulfilment of financial
perspective goals, as clearly shown in Reference [18,20,25,29,31,47–51].

In particular, [36] points out that specific conceptual modifications inside the BSC (respect to
the original model) have enabled its evolution with the effect to increase its application in practise.
The paper creates a new ECO BSC model respecting the operating principle of non-profit organisations
but also considering the budget as a relevant issue inside all ecologically relevant measures. It means
the attention to the budget is not limited only on those aspects that increase organisation’s profit.
At the same time, such model locates financial perspective on the top, in the way that financial effects
of such financing of environmental protection can be measured. With this approach, tested in practice,
new version of BSC, conceptually oriented to the environmental protection, can be created.

4. Results

4.1. ECO BSC System Created on the Concept of a Non-Profit Organization

With the aim of analysing all the approaches adopted of the EMS by the application of the BSC
and with the aim of finding the most efficient way, the definition of ‘ECO BSC’ systems was initiated.

Objectives and measures of the ECO BSC are integrated within the framework of 5 perspectives
(budget, learning and growth, internal processes, stakeholders, finance) and mutually connected
in a cause-and-effect chain through strategic map created on the approach of BSC for non-profit
organizations, as shown in Figure 3. Therefore, the essence of this model is to link the objectives
and measures related to EMS so as to establish their mutual correlation and finally their impact on
financial results. The point of such a model where objectives and measures are defined at all levels of
the organization is that all employees at all levels of the organization are engaged in environmental
issues and that such activities can be measured.

 

Figure 3. The ECO BSC system of the organization with a review of a strategic map (by QPR software).
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Having in mind that the BSC system consists of a well-designed metrics that cascade translate
organization’s strategic objectives to all employees, for the purpose of creation of the ECO BSC
system, the communication with the employees and the EMS manager was accomplished in this work.
Thus, a list of goals and measures was identified, acting as an environmental metric at a corporate
level, that depicts the strategic activities of this organization in the area of the EMS. After defining the
entire metric, the objectives need to be translated to the lower levels in the organization in cascade-like
manner, to reach all the employees and other resources.

Figure 3, shown in line with Reference [41], shows evidence of a portion of the features
characterizing the ECO BSC system for the entire organization. This figure shows the general review of
the organization in terms of a functional composition and strategic map, as expressed by the software
suite QPR. Specifically, the layout splits the system information into three different frames portraying,
from left to right: the overall structure with its substructures, list of (several) system features under
consideration, their links and mutual influences.

In particular, left frame in Figure 3, it can be noted that the ECO BSC can be regarded as being
comprised of 3 separated and ecologically oriented sub-systems, namely:

� ECO Catering
� ECO ships, specifically, Eco ship Sveti Stefan I and Eco ship Sveti Stefan II
� ECO travel agency

It is also evident—see the central frame in Figure 3—that the system, together with its subsystems,
have been analysed taking into account traditional features such as: budget, finance, internal processes
and such. But also additional aspects, less common in this kind of investigations, as potentially
hazardous, stakeholders (complaints and satisfactions) have been included in the study.

This ECO BSC system is created on the approach of BSC for non-profit organizations as a first step;
it means that the perspective budget and other similar perspectives are directed to the satisfaction of the
stakeholders, instead of generating profit. It is not possible to act differently, since, in strictly financial
terms, environmental protection would always be a cost. Any business management tool developed in
exclusive profit logic would lead to the exclusion of the environmental protection measures, even at
the cost of leading the company to act outside the limits set by the regulations. At the same time, the
deflection of a business-oriented concept from the classic concept of non-profit organizations means
creation of the fifth—financial perspective in order to measure financial effects of this kind of ECO BSC.

The solution is the one suggested below. The financial perspective in the management system
under development does not represent the orientation of the BSC system but only depicts the financial
consequences of the EMS in this way.

The ECO BSC can exist independently and cover the overall segment of the Environmental
Management System and as such with a purpose of monitoring the entire EMS with measurements
and enhancement of environmental performance.

To avoid creating a parallel management system with divergent goals, it is necessary to include
a key metric (goals and measures) of the ECO BSC in the conventional BSC system.

This link can be realized in one of the following ways:

1. By adding one or more objectives from the ECO-BSC to the perspective of the conventional BSC;
2. By creating the fifth perspective with key objectives from the ECO-BSC;
3. By combining the two approaches above.

In this way, the ECO BSC would include entire environmental management system coordinated
by an EMS manager while the BSC system would be coordinated by top management which is focused
on the whole business with the key metric of the environmental management system.

4.2. Approaches of Making Connection between ECO BSC and Conventional BSC

As explained, the ECO BSC needs to be well connected with the conventional BSC model in order
to avoid establishing parallel management systems
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Aimed at establishing good connection between the ECO BSC and the conventional BSC model,
the ECO BSC key metrics referring to the EMS need to be introduced into the conventional BSC.
This is possible since each objective or measure in the scorecard framework (map of the cause-effect
metric of one organizational level) can present functional dependency of other objectives or measures
of the same or other scorecard.

Figure 4 shows connection between the ECO and the conventional BSC. Actually,
all the perspectives of conventional BSC involved some EMS objectives and measures which established
connections between the conventional BSC and the ECO BSC (for example: EMS process into internal
processes of scorecard Ships, as represented in Figure 4). Following this, Model 1 was obtained and
implemented. In particular, the left frame in Figure 4 shows how the system under investigation is
changed in a way that considers more articulated situation. Instead of three subsystems (displayed in
Figure 3, left frame), where only one of them—namely EcoShips—showed a further level of structure,
here the overall model is initially divided in two branches: one attributable to the company as a whole
and the other to the sustainability part of the business. Also in this case, features were presented,
as shown in the central frame but they assumed different relevance and mutual connection in reference
to the previous case.

 

Figure 4. Model 1: Connection between conventional BSC and ECO BSC by involving key environmental
objectives and measures into existed perspectives of conventional BSC model.

Another way the ECO and the conventional BSC system connection can be integrated, as listed, is
when the fifth perspective, the so-called ECO perspective, is added to the conventional BSC system.
This perspective includes key metrics of the ECO BSC, as shown in Figure ?? and allows creation
of Model 2.

In accordance with literature sources [23,25–28] apart from the two previously designed models,
additional two were created combining the previous approaches:

1. Model 3, which corresponds to the inclusion of the EMS metric in the existing BSC: this model is
similar to conventional BSC of Model 1 but without the ECO BSC;
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2. Model 4, which corresponds to the inclusion of the EMS metric in the newly created ECO
perspective: this model is similar to conventional BSC of Model 2 but without the ECO BSC.

As a result, 4 different models have been developed that are able to include, in different ways,
the aspects of environmental protection inside the conventional BSC system.

Since, for a matter of fact, it is complicated to analyse the efficiency of those alternative models in
real working conditions, especially considering the quite long period (up to a decade) that would be
necessary for the implementation of each model and for the evaluation of their quality, the choice of
the most suitable one to be used in Montenegro Lines was realized based on expert evaluation. In this
way, the risk of adopting an ineffective model has also been reduced.

 

Figure 5. Model 2: Connection between the conventional BSC and ECO BSC by a new perspective called ECO.

5. Discussion

5.1. Model Assessment

With the aim of carefully implementing this process of model assessment, available standards were
followed and, further to this, experts from the BSC and EMS area were asked to provide special support.

The standard ISO/IEC 9126-Software engineering-product quality is used for the assessment of the
BSC models. The standard consists of criteria for assessment of internal and external quality of software
products. According the standard, the assessment of the four BSC models was conducted on internal
and external quality evaluating 6 criteria (Functionality, Reliability, Efficiency, Sustainability, Portability
and Usefulness) and their 27 sub-criteria. Evaluation of the software (models) quality in use was
postponed after a certain time of application of the best ranking model.

The model evaluation process was conducted by two teams of experts. Experts have been selected
with the aim of providing the highest level of expertise in each of the specific areas covered by these
models but also to ensure the maximum objectivity during the evaluation process.

Specifically, Team 1, consisting in academic members, was created with the scope to provide
competences respect to the wide scientific and research knowledge on the topics covered by the models.
In a complementary action, Team 2, consisting in employees and top managers, was created with
the scope to provide a wide and deep practical knowledge about the key processes characterizing
the organisation; furthermore, Team 2 is also in charge of an evaluation on the application of new
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methods and technologies for the purpose of innovation and for the improvement of work processes
in organisation: exactly the aspects that the present investigation has a chance to witness.

Table 1 summarizes the fields of expertise for the external experts and roles of the internal
managers involved in the evaluation.

Table 1. Role and fields of expertise for External Experts (Academic Group) and Internal Experts
(Company Group) involved in the assessment.

External Experts (Team 1) Internal Managers (Team 2)

Quality and ISO standards Environmental Protection
Environmental Management Systems Financial & Accountability

Performance measurement Technical & Technological

Entering in further details:

(1) Team 1 experts are university professors and researchers, recognised for their references in those
areas that are crucial for performing an evaluation on the considered issues, such as:

� Environmental Management System.
� Quality and ISO Standards.
� Performance measurement.

Their task during the analysis was focused on observing the importance of the models under
investigation from the standpoint of scientific soundness and validity. The team conducted the
evaluation in order to find the best solution for establishing an efficient and effective management
system, respect to the whole organization, which can enable continuous measurement and improvement
of environmental performance.

(2) Team 2 experts are key-member inside the ‘Montenegro Lines’ organisation chart. As a result of
their technical competences and long-time employment, these employees have relevant roles
(e.g., responsible or managers) in fundamental processes. Their position and experience provide
them a deep knowledge about company and work processes, also permitting an access to all
available information. Hence, Team 2 is comprised of the following experts:

� Environmental Manager in charge to compliance with legal regulations and relevant
environmental standards in the organization;

� Financial Director in charge to manage the organisation from the aspect of finances and
accountability and fully aware of all financial aspects;

� Technical Director to charge to directly manage all processes performed inside the
organisation, especially in terms of technical and technological aspects, with full access to
the related information.

Their task during the analysis was focused on observing the importance of the models under
investigation from the standpoint of practical applicability, effectiveness and efficiency respect to the
processes performed in “Montenegro Lines.” The team also assessed which model could fulfil the
present and future company needs, especially in terms of strategic organizational management and
environmental management.

Experts from both sides provided an evaluation based on their knowledge but also based on
direct and indirect analysis on data from metrics, as well as by semi-structured interviews.

The evaluation was done in respect to the criteria reported to in Table 2, where each aspect used
in classifying the internal and external evaluation items was reported. It represents the list questions
the experts were asked to reply, able to represent the mentioned (6) criteria and (27) sub criteria for an
accurate evaluation. The (6) experts performed their assessment independently from each other.
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Experts performed their task using individual survey sheets, provided by the researchers. In this
way, the experts had not idea of others’ opinion or final results. The researchers used a commercial
software, Expert Choice, for managing and analysing data. In particular, in the case of inconsistency in
values, the researches supported the experts in the way to re-examine those aspects which caused the
data inconsistency. This procedure was in line with standards.

5.2. Approach to the Evaluation of Models (Software Solutions) Based on ISO Standards and AHP Method

Among the standards for evaluation, it is possible to list ISO/IEC 9126 and ISO/IEC 14598, used
in the case of developed or ready-made software products. The ISO/IEC 14598: Software product
evaluation represents a support for applying ISO/IEC 9126. Therefore, standard ISO/IEC 9126 defines
general purpose of quality of software solutions, quality criteria and provides examples of measures,
while ISOIEC 14598 provides directives in the process of evaluation of software products.

The recommendation of ISO/IEC 14598 standard (later replaced by the less known ISO 25040,
with minor changes in evaluation procedure) is that the software evaluation procedure shall include
all phases as presented in Figure 6.

 

Establish purpose of 
evaluation 

Identify types of products 

Specify quality model 

Establish decision criteria 
for measures 

Establish criteria for 
assessment 

Produce evaluation plan 

Take measures 

Compare with decision 

Assess results 

Establish 
evaluation 

requirements 

Specify the 
evaluation 

requirements 

Design evaluation 
requirements 

Execute the 
evaluation 

requirements 

ISO/IEC 9126 

Figure 6. Software solutions evaluation procedure in compliance with the ISO/IEC 14598 standard.

Even if this procedure is quite standardized, the related recommendations are not so simple to be
implemented: between other aspects, a clear choice of the specific methods to be used is missing.

With the aim of compliance with the evaluation procedure recommended by the ISO/IEC 14598,
the AHP method probably represents the best way: [52–58] report, in fact, that AHP can be considered
as the most common procedure in the software products evaluation, whereas evaluation criteria are
based on the recommendations under standard ISO/IEC 9126.
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In Reference [59], in particular, the application of AHP in choosing the ERP software in production
companies has been shown. In Reference [60], the authors have created their own evaluation model
in the Component Based Development (CBD) process, respecting the standards ISO 9126 and ISO
14598. Such evaluation model has been tested by applying AHP method in order to confirm the model
validity showing satisfactory results.

The general recognition regarding the AHP validity is the reason why this method has be used in
the study as a tool to provide as objective model evaluation and as much as possible in compliance
with the criteria provided by ISO/IEC 9126 and with the procedure which is fully compatible with the
evaluation approach defined under standard ISO/IEC 14598.

5.3. Analytic Hierarchy Process

In brief, it is a quite common idea that any problem that requires structuring, measurement and
synthesis of the results represents a good opportunity for applying AHP.

The AHP method has many advantages as following [54,61–65]:

� the method is based on a well-defined mathematical model;
� quantification of elements structured in a hierarchical model with the possibility of documenting;
� applicable in situations involving a number of criteria;
� allows subjective assessment;
� uses qualitative and quantitative data;
� allows to measure consistency;
� it is widely analysed and applied in scientific literature;
� it has very good software support;
� suitable for group decision making.

Furthermore, during its use, the method offered additional advantages [66]:

� AHP successfully simulates the decision-making process in all its phases: from defining the goals,
criteria and alternatives to evaluating criteria and alternatives and obtaining results.

� AHP gives to the decision maker information about the weight coefficients of the criteria relative
to the target providing useful index for monitoring the efficacy of the procedure.

� When used in group decision-making, AHP significantly improves communication between group
members [67,68], which results in better understanding and finding an easier path to consensus
and as a final result provides group members with more confidence in the chosen alternative.

1. AHP successfully identifies problems and points to the inconsistency of decision makers.

5.4. Models Ranking

Results achieved with the Team 1 evaluation (experts not employed in the company) using the
AHP method in the commercial software program Expert Choice are shown in Figure 7. They rank
Model 2 as the best one. Model 2 consists of ECO perspective in the conventional BSC and ECO
BSC focused on the Environmental management system. Results achieved by the Team 1 evaluation
(experts not employed in the company) using the AHP method in the commercial software program
Expert Choice are shown in Figure 7.

In the same way, the application of the AHP method in the commercial software program Expert
Choice helped during the assessment performed by Team 2 (managers from the company), with final
results reported in Figure 8. Also in this case, it can be seen that Model 2 shows an important advantage
over all other models. At the same time, Team 2 favoured models which imply creation of a separate
ECO BSC system (Models 1 and 2) while Model 3 and 4 are estimated with drastically lower marks.

In order to get the final hierarchy for the recommendation of models, an additional AHP approach
is used which merged the results obtained through the assessment performed by both teams (Figure 9).
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Figure 7. Results of evaluation of the BSC models obtained by Team 1 using the AHP method.

 

Figure 8. Results of evaluation of the BSC models obtained by Team 2 using the AHP method.

 

Figure 9. Final results of ranking of the models.
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5.5. Further Details on Models

Through this assessment, supported in method by the application of the AHP approach in the
evaluation procedure we can notice a certain rule of ranking the models related to the volume of their
orientation to the environmental management system. Following considerations were made:

� The best estimates were given to the models that most broadly encompass the EMS (Model 1 and 2);
� Final evaluation result has shown that Model 2, which involves ECO BSC and Eco perspective in

conventional BSC, is the best ranked one. This model was also the best evaluated one by each
team individually, what was not the case with Model 1.

� The third ranked model is Model 4 which includes eco perspective in conventional model but does
not have ECO BSC. This model has stronger orientation towards the environmental protection than
Model 3, since Eco perspective in conventional BSC offers more space for environmental metrics.

� The lowest ranked model in final evaluation result is Model 3, although it is the most frequently
applied one. The reason for this shall be sought in the fact that organisations that have
implemented BSC are mainly profit oriented organisations which are not strategically oriented to
environmental protection.

As main methodological outcome, these results confirm the risky hypothesis, which argues that
the BSC system with the specially created ECO BSC, based on the concept of a non-profit organization
and focused solely to the environmental management system, produces an efficient management
system that improves ecological performance.

Finally, Figure 10 summarizes the main results dealing with the models’ assessment. In particular,
it shows by lines the capability of each model to reach the specific goal and in histograms the alternative
options they take into account.

 

Figure 10. Details on comparing models (obj% = objective goal, in lines; al% = alternative options,
in histograms).

5.6. Comparative Analysis

Tables 3 and 4 show comparison between the 4 BSC models, both in terms of structure
and consistency.
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Table 3. Details in the comparative analysis of the 4 recommended BSC models.

Characteristics

Model
Model 1 Model 2 Model 3 Model 4

Existence of the ECO BSC Y Y N N

Existence of a Budget perspective Y Y N N

Additional ECO Perspective N Y N Y

Profit Organization N Y N Y Y Y

Base of the strategic map ECO BSC ECO BSC BSC BSC

Inclusion of the significance of goals in
the perspectives obtained with the
application of AHP

IP IP
LD

No application of
significance coefficients in

the goals

No application of
significance coefficients in

the goals
ST US ST

LD LD ECO

Inclusion of coefficients of significance of
measures in AHP targets

IP (AG) IP (CG) IP (AG) LD
No application of

coefficients of significance
of measures in the

objectives

No application of
coefficients of significance

of measures in the
objectives

ST US

LD (AG) LD (CG) ST (AG) ECO
(AG)LD (AG)

Legend: Yes (Y); No (N); Internal Processes (IP); Learning and Development (LD); Stakeholders (ST); Users (US);
All Goals (AG); Company goals (CG).

Table 4. Numbers of targets, measures and objectives in the 4 recommended BSC models.

Number of

Model Model 1 Model 2

ECO BSC ECO BSC

A B C D A B C D A B C D A B C D

Eco targets in the scorecard 10 10 10 10 3–13 3–9 3–10 3–10 10 10 10 10 5–12 5–11 5–12 5–12
Eco measures in the scorecard 33 34 21 29 7–27 8–21 5–15 8–18 33 34 21 29 4–24 5–18 2–12 5–15
Related objectives 9 6 6 6 6 6 6 6 8 8 8 8 8 8 8 8
Associated measures 9 9 8 8 6 6 8 8 6 6 5 5 3 3 5 5

Number of

Model Model 3 Model 4

BSC BSC

A B C D A B C D

Eco targets in the scorecard 3–13 3–9 3–10 3–10 5–12 5–12 5–12 5–12
Eco measures in the scorecard 10–32 11–24 6–16 11–21 19–38 20–33 10–20 17–26
Related objectives 5 5 5 5 7 7 7 7
Associated measures 12 11 7 11 21 20 11 16

Legend: Scorecard at the corporate level (A); Scorecard at Ship level (B); Scorecard at the Travel Agency level (C);
Scorecard at the Catering level (D).

In particular, Table 3 summarizes the inclusion/exclusion of determined perspectives (e.g., budget,
eco-sustainability) in the analysis in respect to each model. It can be noted, for instance, that a strategic
map based on ECO targets could be considered only for Models 1 and 2.

A clear indication of the profit/non-profit orientation is also reported, together with the applicability
of specific coefficients in AHP targeting. Amongst other potential approaches, the investigation was
focused on evaluating the effect of changes in the goals between the following options: Internal
Processes (IP); Learning and Development (LD); Stakeholders (ST) or Users (US).

Bearing in mind these options, the effects of changing the goals when choosing between a more
general attention of All Goals (AG) and the most relevant goals (CG) for the company, such as the
profit were also considered.

The following text contains a more detailed analysis of the results.
Table 4 details the values of targets, measures, objectives adopted during the analysis. In particular,

it reports the number of:

� Eco targets in the scorecard (in relation to the total number of goals)
� Eco measures in the scorecard (in relation to the total number of measures)
� Related objectives (of the conventional BSC with eco goals at the same level)
� Associated measures (of conventional BSC with eco measures)

In particular, four different approaches were considered for defining the scorecards: Scorecard at
the corporate level (A); Scorecard at Ship level (B); Scorecard at the Travel Agency level (C); Scorecard at
the Catering level (D). Also in this case, it can be seen that a deeper analysis (in terms of combinations)
has been performed for Model 1 and 2.

151



J. Mar. Sci. Eng. 2019, 7, 119

When determining the number of measures and targets (in Table 4), measures that belong to
the second hierarchy level were not included because their values were included on a higher level
of measures by simple summation. It should be also noted that Models 1 and 3 created a specific
objective, which incorporates 3 sub-objectives (controlled aspects, potential hazards and regulatory
compliance) for which there are no explicitly defined measures and these sub-targets were evaluated
as measures in the table. Analysing the Tables, it can be noted that there are considerable differences
between the models. Namely, Models 1 and 2 contain ECO BSC and therefore have a lower number of
eco targets and measures explicitly included in the conventional BSC model, while Models 3 and 4
directly include selected eco targets and measures.

In this way, the total number of objectives and measures of Models 3 and 4 increases significantly,
with their connection entirely based on models of profit organizations that would correspond to the
concept of sustainable development that is not fully justified and applicable to the operations of
the company.

Also, in the process of building the ECO BSC model, the significance of metrics was evaluated
using the group AHP method to determine the key points that can be operated in order to improve
the business results. The results of such measurements were included only in Models 1 and 2 at the
corporate level of the ECO BSC and then transferred to the level of the conventional BSC model to the
extent to which it ensured feasible connecting.

5.7. Applicability

The synthesis of the evaluation results has shown that those models which include a separately
created ECO BSC have a better ranking (in terms of all previously considered criteria) with respect to
those models only comprising of a certain number of goals and measures within the conventional BSC
model. This general result is exactly where the major contribution of this paper lies. The same model
ranking for strategically oriented to environmental protection has been obtained in consideration of a
specific real situation and involve a well-definite for-profit organisation. At the same time, it implies
that the same recommendations are almost valid in respect to those organisations having similar
dilemma with regard to the choice of management’s approach to the performance based on a BSC
approach. In details, the recommendations are:

� Organisations strategically oriented to environmental protection shall choose Model 1 or Model 2
since these models contain separate ECO BSC which completely covers the entire environmental
protection field of an organisation. These models provide a good connection between the ECO
BSC and a conventional BSC model, therefore avoiding the possibility of creating parallel systems
on one side and on the other side, providing for the conventional BSC model not to be over-loaded
with environmental protection goals and measures, what would make environmental protection
a priority over other issues.

� Organisations not strategically oriented to environmental protection or those that have less
significant impact on environment, may choose Model 3 or Model 4, depending on their
commitment to this issue. Model 4 is more oriented to the environmental protection due to
a special eco perspective, while Model 3 contains only some of the environmental protection
targets and measures within existing perspectives.

� Furthermore, organisations aiming to implement the ISO 14001 standard but not in a position to
implement BSC system on the level of the entire organisation, shall establish the network of goals
and measures following the model ECO BSC, so as to enable more efficient monitoring, measuring
and improvement of ecological performance, what has been assessed as the greatest shortcoming
in application of ISO 14001 standard. ECO BSC model has been created on the operating principle
of non-profit organisations, with the aim to grow into a profitable model in case that the amounts
of budget and profit from environmental protection management come even in justified conditions.
Such approach is also a logical one with regard to environmental protection management, much
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more logical that the one based on the operating principle of for-profit organisations which
includes provision of financial benefits form environmental protection.

An additional contribution of the paper may also be found in the manner of creating the ECO
BSC model. Explicitly, ECO BSC has been made on the operating principle of non-profit organisations
with the budget as a basic perspective. Thus, the goals set in the budget perspective shall lead to the
fulfilment of other perspectives, what is the approach which is suitable for an objective approach to the
environmental protection management in most organisations.

Although created on the operating principle of non-profit organisations, having budget as a starting
perspective and finance perspective on the top of a strategic map, ECO BSC still tends to grow into
a profitable model if the amounts of budget and profit from environmental protection management
come even in justified conditions.

6. Conclusions

This manuscript focuses on environmental sustainability issue, specifically on environmental
management systems (EMS) and its reading and application by combining the EMS and BSC approach.

This methodological study also explores the case of one marine organization in Montenegro,
used as a case study for testing this integrated application of the EMS and the BSC.

The field of investigation receives still little attention by researchers and several suggestions are
provided in terms of integrated and more effective managerial instruments and practices that can be
adopted to face the barriers that still exist in applying and following the managerial approach based
on the respect for the environmental.

In particular, in this paper, four models of the BSC have been presented which, in different ways,
include the metric of the EMS applied to the relevant case of the company operating in the marine
transport field. Models 1 and 2 include the so-called ECO BSC component, created in relation to the
concept of non-profit organizations. Models 3 and 4 do not contain this ECO BSC component, oriented
to environmental protection. In that case, this aspect is covered by the framework of already existing
perspectives and/or additionally created perspective in the conventional BSC.

Expert assessment, based on the AHP method and with respect to the criteria stipulated under the
ISO 9126 standard, largely ranked Model 2 as the best one. This method is based on the special criteria
of the ECO BSC system that covers the area of the EMS and has ECO perspective in the conventional
BSC system that is able to connect these two systems.

This kind of model considers organization strategically oriented to the environmental protection
in line with the robust requirements stipulated by international standards and laws on marine transport
organizations in the field of environmental protection.

This general result should be a recommendation for all organizations committed to the EMS which
have dilemmas when opting for the BSC approach with EMS elements.

As specific results, the advantages on applying the models 1 and 2 can be listed, in brief, as a:

1. continuous monitoring and measurement of all ecological performance, which proved to be the
biggest drawback of the implementation of the ISO 14001 standards;

2. comprehensive knowledge about the relationship between ecological performance and
strategic goals;

3. comprehensive knowledge about the relationship between ecological performance and user
perspective/user satisfaction;

4. comprehensive knowledge about the relationship between EMS and Finance in order to measure
the ecological efficiency (if this can be said);

5. database containing information to be considered for more efficient decision making in the field
of Environmental Management strategies.

Finally, beyond any specific results of the present case, this qualitative investigation also provides
information and compares different alternative methods to connect the ECO and the conventional BSC
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system avoiding the creation of parallel management systems, in a single ECO BSC system able to
measures ecological performance in a new environmental management system.

Regarding the future, this analysis could be conveniently oriented to different directions. From one
side, the current study can be validated in (at least) a couple of years. In fact, after a reasonable period of
time, a consistent database will be available that will allow discussion on assumptions and predictions.

On the other hand, it may be interesting to repeat the same analysis taking in consideration
a different maritime transport company. It would be ideal to define a new case study that would
present different conditions, while preserving correspondence in a way that simplifies the analysis. For
example, it would be extremely interesting to involve a company active in the passenger transport
between islands of Croatia or Greece. In this way, general aspects such as variations in the tourist
demand for services but also local ones, such as fuel and personnel costs, could be compared.
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17. Jovanović, J. Model of Improving Environmental Management System Using Multisoftware. Ph.D. Thesis,
Faculty of Mechanical Engineering, Podgorica, Montenegro, 2009.

18. Kaplan, R.S.; Norton, D.P. The Strategy-Focused Organization: How Balanced Scorecard Companies Thrive in the
New Business; Harvard Business School: Boston, MA, USA, 2001.

19. Karasneh, A.A.; Al-Dahir, A. Impact of IT-Balanced Scorecard on Financial Performance: An Empirical Study
on Jordanian Banks. Eur. J. Econ. Financ. Adm. Sci. 2012, 46, 54–70.

20. Niven, P.R. BSC Step by Step for Government and Non Profit Agencies; John Wiley and Sons: Hoboken, NJ,
USA, 2003.

21. Dvorski, D. Pokazatelji uspješnosti poslovanja primjenom modela uravnoteženih ciljeva (Indicators of
Business Performance by Applying the Model of Balanced Goals). Master’s Thesis, University of Zagreb,
Zagreb, Croatia, 2005.

22. Zwyalif, I.M. Using a Balanced Scorecard Approach to Measure Environmental Performance: A Proposed
Model. Int. J. Econ. Financ. 2017, 9. [CrossRef]

23. Kaplan, R.S.; Norton, D.P. Alignement Using the BSC to Create Corporate Synergies; Harvard Business School:
Harvard, UK, 2006.

24. Kaplan, R.; Norton, D. Putting the Balanced Scorecard—Translating Strategy into Action; Harvard Business
School Press: Harvard, UK, 2001.

25. Figge, F.; Hahn, T.; Schaltegger, S.; Wagner, M. The Sustainability Balanced Scorecard—Theory and Application
of a Tool for Value-Based Sustainability Management. In Proceedings of the Greening of Industry Network
Conference, Gothenburg, Corporate Social Responsibility-Governance for Sustainability, Göteborg, Sweden,
23–26 June 2002.

26. Butler, J.B.; Henderson, S.C.; Raiborn, C. Sustainability and the balanced scorecard: Integrating green
measures into business reporting. Manag. Account. Q. 2011, 12, 1–10.

27. Van der Woerd, F.; Brink, T.W.M. Feasibility of a responsive business scorecard—A pilot study. J. Bus. Ethics
2004, 55, 173–186. [CrossRef]

28. Bento, R.F.; Mertins, L.; White, L.F. Ideology and the balanced scorecard: An empirical exploration of the
tension between shareholder value maximization and corporate social responsibility. J. Bus. Ethics 2016, 142,
769–789. [CrossRef]

29. Bieker, T.; Gminder, C.U. Towards a Sustainability Balanced Scorecard. Environmental Management & Policy
and Related Aspects of Sustainability; University of St. Gallen: Gallen, Switzerland, 2001. Available
online: http://www.oikos-international.org/fileadmin/oikosinternational/international/Summer_Academies_
_old_ones_/edition_2001/Papers/Paper_Bieker_Gminder.pdf (accessed on 25 April 2019).

30. Epstein, M.J.; Wisner, P.S. Using a Balanced Scorecard to implement Sustainability. Environ. Qual. Manag.
2001, 11, 1–10. [CrossRef]

31. Bieker, T.; Waxenberger, B. Sustainability Balanced Scorecard and business ethics—Using the BSC for Integrity
Management. In Proceedings of the 10th International Conference of the Greening of Industry Network,
Göteborg, Sweden, 23–26 June 2002.

32. Olve, N.G.; Roy, J.; Wetter, M. Performance Drivers, A Practical Guide to Using the Balanced Scorecard; John Wiley
and Sons: New York, NY, USA, 2004.

33. Sidiropoulos, M.; Mouzakitis, Y.; Adamides, E.; Goutsos, S. Applying Sustainable Indicators to Corporate
Strategy: The Eco-Balanced Scorecard. Environ. Res. Eng. Manag. 2004, 1, 28–33.

34. Gminder, C.U. Environmental management with the Balanced Scorecard. A case study of the Berlin Water
Company, Germany. In The Business of Water and Sustainable Development; Greenleaf Publishing: Sheffield,
UK, 2005; pp. 51–62.

35. Bressloff, P.C.; Weir, D.J. Neural Networks. Gec J. Res. 1991, 8, 151–169.

155



J. Mar. Sci. Eng. 2019, 7, 119

36. Gao, T. Lives in the Balance: Managing with the Scorecard in Not-for-Profit Healthcare Settings; Jinan Central
Hospital: Jinan, China; University of South Australia: Adelaide, Australia, 2006.

37. Hansen, E.G.; Schaltegger, S. Pursuing Sustainability with the Balanced Scorecard: Between Shareholder Value and
Multiple Goal Optimization; Centre for Sustainability Management: Lüneburg, Germany, 2012.
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