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No man can reveal to you aught but that
which already lies half asleep in the dawning
of your knowledge.

If he (the teacher) is wise he does not bid
you to enter the house of his wisdom, but
leads you to the threshold of your own mind.

The astronomer may speak to you of his
understanding of space, but he cannot give
you his understanding.

And he who is versed in the science of
numbers can tell of the regions of weight and
measures, but he cannot conduct you hither.

For the vision of one man lends not its
wings to another man.

The reward to the educator lies in his
pride in his students’ accomplishments. The
richness of that reward is the satisfaction in
knowing the frontiers of knowledge have been
extended.

Gibran, The Prophet

D. F. Othmer
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This 4th Edition of “Combustion” was initiated at the request of the publisher,
but it was the willingness of Prof. Richard Yetter to assume the responsibil-
ity of co-author that generated the undertaking. Further, the challenge brought
to mind the oversight of an acknowledgment that should have appeared in the
earlier editions.

After teaching the combustion course I developed at Princeton for 25 years,
I received a telephone call in 1975 from Prof. Bill Reynolds, who at the time
was Chairman of the Mechanical Engineering Department at Stanford. Because
Stanford was considering developing combustion research, he invited me to
present my Princeton combustion course during Stanford’s summer semester
that year. He asked me to take in consideration that at the present time their
graduate students had little background in combustion, and, further, he wished
to have the opportunity to teleconference my presentation to Berkeley, Ames,
and Sandia Livermore. It was an interesting challenge and I accepted the invi-
tation as the Standard Oil of California Visiting Professor of Combustion.

My early lectures seemed to receive a very favorable response from those
participating in the course. Their only complaint was that there were no notes
to help follow the material presented. Prof. Reynolds approached me with the
request that a copy of lecture notes be given to all the attendees. He agreed it
was not appropriate when he saw the handwritten copies from which I pre-
sented the lectures. He then proposed that I stop all other interactions with my
Stanford colleagues during my stay and devote all my time to writing these
notes in the proper grammatical and structural form. Further, to encourage my
writing he would assign a secretary to me who would devote her time organiz-
ing and typing my newly written notes. Of course, the topic of a book became
evident in the discussion. Indeed, eight of the nine chapters of the first edition
were completed during this stay at Stanford and it took another 2 years to fin-
ish the last chapter, indexes, problems, etc., of this first edition. Thus I regret
that I never acknowledged with many thanks to Prof. Reynolds while he was
alive for being the spark that began the editions of “Combustion” that have
already been published.

“Combustion, 4th Edition” may appear very similar in format to the 3™
Edition. There are new sections and additions, and many brief insertions that
are the core of important modifications. It is interesting that the content of
these insertions emanated from an instance that occurred during my Stanford
presentation. At one lecture, an attendee who obviously had some experience

Xvii
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in the combustion field claimed that I had left out certain terms that usually
appear in one of the simple analytical developments I was discussing. Sur-
prisingly, I subconscientiously immediately responded “You don’t swing at
the baseball until you get to the baseball park!” The response, of course, drew
laughter, but everyone appeared to understand the point I was trying to make.
The reason of bringing up this incident is that it is important to develop the
understanding of a phenomenon, rather than all its detailed aspects. I have
always stressed to my students that there is a great difference between knowing
something and understanding it. The relevant point is that in various sections
there have been inserted many small, important modifications to give greater
understanding to many elements of combustion that appear in the text. This
type of material did not require extensive paragraphs in each chapter section.
Most chapters in this edition contain, where appropriate, this type of important
improvement. This new material and other major additions are self-evident in
the listings in the Table of Contents.

My particular thanks go to Prof. Yetter for joining me as co-author, for
his analyzing and making small poignant modifications of the chapters that
appeared in the earlier additions, for contributing new material not covered in
these earlier additions and for further developing all the appendixes. Thanks
also go to Dr. Chris Shaddix of Sandia Livermore who made a major contribu-
tion to Chapter 9 with respect to coal combustion considerations. Our gracious
thanks go to Mary Newby of Penn State who saw to the final typing of the
complete book and who offered a great deal of general help. We would never
have made it without her. We also wish to thank our initial editor at Elsevier,
Joel Stein, for convincing us to undertake this edition of “Combustion” and
our final Editor, Matthew Hart, for seeing this endeavor through.

The last acknowledgments go to all who are recognized in the Dedication.
I initiated what I called Princeton’s Combustion Research Laboratory when I
was first appointed to the faculty there and I am pleased that Prof. Fred Dryer
now continues the philosophy of this laboratory. It is interesting to note that
Profs. Dryer and Yetter and Dr. Shaddix were always partners of this laboratory
from the time that they entered Princeton as graduate students. I thank them
again for being excellent, thoughtful, and helpful colleagues through the years.

Speaking for Prof. Yetter as well, our hope is that “Combustion, 4th
Edition” will be a worthwhile contributing and useful endeavor.

Irvin Glassman
December 2007



When approached by the publisher Elsevier to consider writing a 4th Edition
of Combustion, we considered the challenge was to produce a book that would
extend the worthiness of the previous editions. Since the previous editions
served as a basis of understanding of the combustion field, and as a text to
be used in many class courses, we realized that, although the fundamentals
do not change, there were three factors worthy of consideration: to add and
extend all chapters so that the fundamentals could be clearly seen to provide
the background for helping solve challenging combustion problems; to enlarge
the Appendix section to provide even more convenient data tables and com-
putational programs; and to enlarge the number of typical problem sets. More
important is the attempt to have these three factors interact so that there is a
deeper understanding of the fundamentals and applications of each chapter.
Whether this concept has been successful is up to the judgment of the reader.
Some partial examples of this approach in each chapter are given by what
follows.

Thus, Chapter 1, Chemical Thermodynamics and Flame Temperatures, is
now shown to be important in understanding scramjets. Chapter 2, Chemical
Kinetics, now explains how sensitivity analyses permit easier understanding in
the analysis of complex reaction mechanisms that endeavor to explain environ-
mental problems. There are additions and changes in Chapter 3, Explosive and
General Oxidative Characteristics of Fuels, such as consideration of wet CO
combustion analysis, the development procedure of reaction sensitivity analysis
and the effect of supercritical conditions. Similarly the presentation in Chapter
4, Flame Phenomena in Premixed Combustible Gases, now considers flame
propagation of stratified fuel-air mixtures and flame spread over liquid fuel
spills. A point relevant to detonation engines has been inserted in Chapter 5.
Chapter 6, Diffusion Flames, more carefully analyzes the differences between
momentum and buoyant fuel jets. Ignition by pyrophoric materials, cata-
lysts, and hypergolic fuels is now described in Chapter 7. The soot section in
Chapter 8, Environmental Combustion Considerations, has been completely
changed and also points out that most opposed jet diffusion flame experiments
must be carefully analyzed since there is a difference between the temperature
fields in opposed jet diffusion flames and simple fuel jets. Lastly, Chapter 9,
Combustion of Nonvolatile Fuels, has a completely new approach to carbon
combustion.

Xix
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The use of the new material added to the Appendices should help students
as the various new problem sets challenge them. Indeed, this approach has
changed the character of the chapters that appeared in earlier editions regard-
less of apparent similarity in many cases. It is the hope of the authors that the
objectives of this edition have been met.

Irvin Glassman
Richard A. Yetter



Chapter 1

Chemical Thermodynamics and
Flame Temperatures

A. INTRODUCTION

The parameters essential for the evaluation of combustion systems are the
equilibrium product temperature and composition. If all the heat evolved in the
reaction is employed solely to raise the product temperature, this temperature
is called the adiabatic flame temperature. Because of the importance of the
temperature and gas composition in combustion considerations, it is appropri-
ate to review those aspects of the field of chemical thermodynamics that deal
with these subjects.

B. HEATS OF REACTION AND FORMATION

All chemical reactions are accompanied by either an absorption or evolution of
energy, which usually manifests itself as heat. It is possible to determine this
amount of heat—and hence the temperature and product composition—from
very basic principles. Spectroscopic data and statistical calculations permit
one to determine the internal energy of a substance. The internal energy of a
given substance is found to be dependent upon its temperature, pressure, and
state and is independent of the means by which the state is attained. Likewise,
the change in internal energy, AE, of a system that results from any physical
change or chemical reaction depends only on the initial and final state of the
system. Regardless of whether the energy is evolved as heat, energy, or work,
the total change in internal energy will be the same.

If a flow reaction proceeds with negligible changes in kinetic energy and
potential energy and involves no form of work beyond that required for the
flow, the heat added is equal to the increase of enthalpy of the system

0=AH

where Q is the heat added and H is the enthalpy. For a nonflow reaction
proceeding at constant pressure, the heat added is also equal to the gain in
enthalpy

0=AH
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and if heat evolved,
0 =-AH

Most thermochemical calculations are made for closed thermodynamic
systems, and the stoichiometry is most conveniently represented in terms of
the molar quantities as determined from statistical calculations. In dealing with
compressible flow problems in which it is essential to work with open ther-
modynamic systems, it is best to employ mass quantities. Throughout this text
uppercase symbols will be used for molar quantities and lowercase symbols
for mass quantities.

One of the most important thermodynamic facts to know about a given
chemical reaction is the change in energy or heat content associated with the
reaction at some specified temperature, where each of the reactants and prod-
ucts is in an appropriate standard state. This change is known either as the
energy or as the heat of reaction at the specified temperature.

The standard state means that for each state a reference state of the aggre-
gate exists. For gases, the thermodynamic standard reference state is the ideal
gaseous state at atmospheric pressure at each temperature. The ideal gaseous
state is the case of isolated molecules, which give no interactions and obey the
equation of state of a perfect gas. The standard reference state for pure liquids
and solids at a given temperature is the real state of the substance at a pressure
of 1atm. As discussed in Chapter 9, understanding this definition of the stand-
ard reference state is very important when considering the case of high-tem-
perature combustion in which the product composition contains a substantial
mole fraction of a condensed phase, such as a metal oxide.

The thermodynamic symbol that represents the property of the substance in
the standard state at a given temperature is written, for example, as H3., E7,
etc., where the “degree sign” superscript ° specifies the standard state, and the
subscript 7 the specific temperature. Statistical calculations actually permit the
determination of E; — E, which is the energy content at a given temperature
referred to the energy content at 0 K. For 1 mol in the ideal gaseous state,

PV =RT (1.1)
H° = E°+(PV)° = E°+RT (1.2)

which at 0K reduces to
H; = E, (1.3)

Thus the heat content at any temperature referred to the heat or energy content
at 0K is known and

(H°—H{) = (E°—EJ)+ RT = (E°— Ej)+ PV (14)
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The value (E°— Ej) is determined from spectroscopic information and is
actually the energy in the internal (rotational, vibrational, and electronic)
and external (translational) degrees of freedom of the molecule. Enthalpy
(H®— Hy) has meaning only when there is a group of molecules, a mole for
instance; it is thus the Ability of a group of molecules with internal energy to
do PV work. In this sense, then, a single molecule can have internal energy, but
not enthalpy. As stated, the use of the lowercase symbol will signify values on a
mass basis. Since flame temperatures are calculated for a closed thermodynamic
system and molar conservation is not required, working on a molar basis is most
convenient. In flame propagation or reacting flows through nozzles, conserva-
tion of mass is a requirement for a convenient solution; thus when these systems
are considered, the per unit mass basis of the thermochemical properties is used.

From the definition of the heat of reaction, O, will depend on the tempera-
ture T at which the reaction and product enthalpies are evaluated. The heat of
reaction at one temperature 7, can be related to that at another temperature 7;.
Consider the reaction configuration shown in Fig. 1.1. According to the First
Law of Thermodynamics, the heat changes that proceed from reactants at tem-
perature Ty to products at temperature 7, by either path A or path B must be
the same. Path A raises the reactants from temperature 7 to T, and reacts
at 7,. Path B reacts at 7, and raises the products from 7j to 7. This energy
equality, which relates the heats of reaction at the two different temperatures,
is written as

> n (H;] —H(‘;)—(H;O —Hg) 1+ AH,
Jj,react J
= AH, +{ S |(Hg - H) - (1, - HS)H (1.5)
i,prod !

where n specifies the number of moles of the ith product or jth reactant. Any
phase changes can be included in the heat content terms. Thus, by knowing the
difference in energy content at the different temperatures for the products and

' I
' I AHr, | @)
t I T,
f Path A 1
{ |
o | Path B I ©
[ aH I To
To |
Reactants Products

FIGURE 1.1 Heats of reactions at different base temperatures.
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reactants, it is possible to determine the heat of reaction at one temperature
from the heat of reaction at another.

If the heats of reaction at a given temperature are known for two separate
reactions, the heat of reaction of a third reaction at the same temperature may
be determined by simple algebraic addition. This statement is the Law of Heat
Summation. For example, reactions (1.6) and (1.7) can be carried out conve-
niently in a calorimeter at constant pressure:

Coraphite T 02(8) —555c— €O, (2), 0, = +393.52k]  (1.6)
CO(g) + 5 05(8) —555c— €O, (9), Q, = +283.0k]  (L.7)

Subtracting these two reactions, one obtains

C +10,(g) —5—CO(g). 0, = +110.52kJ  (1.8)

graphite 298K
Since some of the carbon would burn to CO, and not solely to CO, it is diffi-
cult to determine calorimetrically the heat released by reaction (1.8).

It is, of course, not necessary to have an extensive list of heats of reaction
to determine the heat absorbed or evolved in every possible chemical reaction.
A more convenient and logical procedure is to list the standard heats of forma-
tion of chemical substances. The standard heat of formation is the enthalpy of
a substance in its standard state referred to its elements in their standard states
at the same temperature. From this definition it is obvious that heats of forma-
tion of the elements in their standard states are zero.

The value of the heat of formation of a given substance from its elements
may be the result of the determination of the heat of one reaction. Thus, from
the calorimetric reaction for burning carbon to CO, [Eq. (1.6)], it is possible to
write the heat of formation of carbon dioxide at 298K as

(AH? )298,C02 = —393.52 kJ/mol

The superscript to the heat of formation symbol AH; represents the standard
state, and the subscript number represents the base or reference temperature.
From the example for the Law of Heat Summation, it is apparent that the heat
of formation of carbon monoxide from Eq. (1.8) is

(AH} )s05 co = —110.52 kJ/mol

It is evident that, by judicious choice, the number of reactions that must be
measured calorimetrically will be about the same as the number of substances
whose heats of formation are to be determined.
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The logical consequence of the preceding discussion is that, given the heats
of formation of the substances comprising any particular reaction, one can
directly determine the heat of reaction or heat evolved at the reference tem-
perature T}, most generally T,qg, as follows:

AHT() = Z ni(AHfo)To,i - Z nj(AH?)To,j = _Qp (19)

i prod Jj react

Extensive tables of standard heats of formation are available, but they are not
all at the same reference temperature. The most convenient are the compila-
tions known as the JANAF [1] and NBS Tables [2], both of which use 298 K
as the reference temperature. Table 1.1 lists some values of the heat of forma-
tion taken from the JANAF Thermochemical Tables. Actual JANAF tables are
reproduced in Appendix A. These tables, which represent only a small selec-
tion from the JANAF volume, were chosen as those commonly used in com-
bustion and to aid in solving the problem sets throughout this book. Note that,
although the developments throughout this book take the reference state as
298K, the JANAF tables also list AH; for all temperatures.

When the products are measured at a temperature 7, different from the ref-
erence temperature 7 and the reactants enter the reaction system at a tempera-
ture T, different from the reference temperature, the heat of reaction becomes

AH=Zni

i prod i
IR

{(my, = )~ (1, — 3 )} + campy |
J react J

= —Q,(evolved) (1.10)

{(H;z ~Hy)- (13, - HS)}+(AH;’)TO

The reactants in most systems are considered to enter at the standard refer-
ence temperature 298 K. Consequently, the enthalpy terms in the braces for the
reactants disappear. The JANAF tables tabulate, as a putative convenience,
(H; — Hyyg) instead of (H; — H). This type of tabulation is unfortunate
since the reactants for systems using cryogenic fuels and oxidizers, such as
those used in rockets, can enter the system at temperatures lower than the ref-
erence temperature. Indeed, the fuel and oxidizer individually could enter at
different temperatures. Thus the summation in Eq. (1.10) is handled most con-
veniently by realizing that T; may vary with the substance j.

The values of heats of formation reported in Table 1.1 are ordered so that
the largest positive values of the heats of formation per mole are the highest and
those with negative heats of formation are the lowest. In fact, this table is similar
to a potential energy chart. As species at the top react to form species at the bot-
tom, heat is released, and an exothermic system exists. Even a species that has
a negative heat of formation can react to form products of still lower negative
heats of formation species, thereby releasing heat. Since some fuels that have



TABLE 1.1 Heats of Formation at 298 K

Chemical Name State AH{ (kJ/mol)  Ah? (kJ/g mol)
C Carbon Vapor 716.67 59.72
N Nitrogen atom  Gas 472.68 33.76
[¢] Oxygen atom Gas 249.17 15.57
C,H, Acetylene Gas 227.06 8.79
H Hydrogen atom Gas 218.00 218.00
O3 Ozone Gas 142.67 297
NO Nitric oxide Gas 90.29 3.01
C¢Hg Benzene Gas 82.96 1.06
C¢Hg Benzene Liquid 49.06 0.63
C,Hy Ethene Gas 52.38 1.87
N,H, Hydrazine Liquid 50.63 1.58
OH Hydroxyl Gas 38.99 2.29
radical

0O, Oxygen Gas 0 0
N, Nitrogen Gas 0 0
H, Hydrogen Gas 0 0

C Carbon Solid 0 0
NH; Ammonia Gas —45.90 —2.70
C,H,O0 Ethylene oxide Gas —51.08 —0.86
CH, Methane Gas —74.87 —4.68
CyHg Ethane Gas —84.81 —2.83
co Carbon Gas —110.53 —3.95

monoxide

C4Hyo Butane Gas —124.90 —2.15
CH;OH Methanol Gas —201.54 —6.30
CH;0H Methanol Liquid —239.00 —17.47
H,0 Water Gas —241.83 —13.44
CgH, g Octane Liquid —250.31 —0.46
H,0 Water Liquid —285.10 —15.84
SO, Sulfur dioxide  Gas —296.84 —4.64
CipH¢ Dodecane Liquid —347.77 -2.17
CO, Carbon dioxide Gas —393.52 —8.94
SO; Sulfur trioxide  Gas —395.77 —4.95
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negative heats of formation form many moles of product species having nega-
tive heats of formation, the heat release in such cases can be large. Equation
(1.9) shows this result clearly. Indeed, the first summation in Eq. (1.9) is gener-
ally much greater than the second. Thus the characteristic of the reacting species
or the fuel that significantly determines the heat release is its chemical compo-
sition and not necessarily its molar heat of formation. As explained in Section
D2, the heats of formation listed on a per unit mass basis simplifies one’s ability
to estimate relative heat release and temperature of one fuel to another without
the detailed calculations reported later in this chapter and in Appendix I.

The radicals listed in Table 1.1 that form their respective elements have their
heat release equivalent to the radical’s heat of formation. It is then apparent that
this heat release is also the bond energy of the element formed. Non-radicals
such as acetylene, benzene, and hydrazine can decompose to their elements and/
or other species with negative heats of formation and release heat. Consequently,
these fuels can be considered rocket monopropellants. Indeed, the same would
hold for hydrogen peroxide; however, what is interesting is that ethylene oxide
has a negative heat of formation, but is an actual rocket monopropellant because
it essentially decomposes exothermically into carbon monoxide and methane [3].
Chemical reaction kinetics restricts benzene, which has a positive heat of forma-
tion from serving as a monopropellant because its energy release is not sufficient
to continuously initiate decomposition in a volumetric reaction space such as a
rocket combustion chamber. Insight into the fundamentals for understanding this
point is covered in Chapter 2, Section B1. Indeed, for acetylene type and eth-
ylene oxide monopropellants the decomposition process must be initiated with
oxygen addition and spark ignition to then cause self-sustained decomposition.
Hydrazine and hydrogen peroxide can be ignited and self-sustained with a
catalyst in a relatively small volume combustion chamber. Hydrazine is used
extensively for control systems, back pack rockets, and as a bipropellant fuel.
It should be noted that in the Gordon and McBride equilibrium thermodynamic
program [4] discussed in Appendix I, the actual results obtained might not be
realistic because of kinetic reaction conditions that take place in the short stay
times in rocket chambers. For example, in the case of hydrazine, ammonia is a
product as well as hydrogen and nitrogen [5]. The overall heat release is greater
than going strictly to its elements because ammonia is formed in the decom-
position process and is frozen in its composition before exiting the chamber.
Ammonia has a relatively large negative heat of formation.

Referring back to Eq. (1.10), when all the heat evolved is used to raise the tem-
perature of the product gases, AH and Q,, become zero. The product temperature
T, in this case is called the adiabatic flame temperature and Eq. (1.10) becomes

>
i prod
=2

J react

{(H;z ~ )~ (m - H; )} AR,

i

{<H;d _Hg)_(H;o _HS)}+(AH§)TO (1.11)
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Again, note that 7 can be different for each reactant. Since the heats of for-
mation throughout this text will always be considered as those evaluated at
the reference temperature 7, = 298K, the expression in braces becomes
{(H; —H) — (H;(J —Hy} = (H; — H;O), which is the value listed in the
JANAF tables (see Appendix A).

If the products n; of this reaction are known, Eq. (1.11) can be solved for
the flame temperature. For a reacting lean system whose product temperature
is less than 1250K, the products are the normal stable species CO,, H,O, N,,
and O,, whose molar quantities can be determined from simple mass bal-
ances. However, most combustion systems reach temperatures appreciably
greater than 1250K, and dissociation of the stable species occurs. Since the
dissociation reactions are quite endothermic, a small percentage of dissocia-
tion can lower the flame temperature substantially. The stable products from a
C—H—O0 reaction system can dissociate by any of the following reactions:

CO, = CO+10,
CO, +H, = CO +H,0
H,0 =2 H, +50,
H,0 = H + OH
H,0 = 1H, + OH
H, = 2H
0, = 20, etc.

Each of these dissociation reactions also specifies a definite equilibrium con-
centration of each product at a given temperature; consequently, the reactions
are written as equilibrium reactions. In the calculation of the heat of reaction of
low-temperature combustion experiments the products could be specified from
the chemical stoichiometry; but with dissociation, the specification of the product
concentrations becomes much more complex and the »;’s in the flame tempera-
ture equation [Eq. (1.11)] are as unknown as the flame temperature itself. In order
to solve the equation for the n;’s and 7,, it is apparent that one needs more than
mass balance equations. The necessary equations are found in the equilibrium
relationships that exist among the product composition in the equilibrium system.

C. FREE ENERGY AND THE EQUILIBRIUM CONSTANTS

The condition for equilibrium is determined from the combined form of the
first and second laws of thermodynamics; that is,

dE = TdS — PdV (1.12)
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where S is the entropy. This condition applies to any change affecting a system
of constant mass in the absence of gravitational, electrical, and surface forces.
However, the energy content of the system can be changed by introducing more
mass. Consider the contribution to the energy of the system on adding one mol-
ecule i to be y;. The introduction of a small number dn; of the same type contrib-
utes a gain in energy of the system of w,dn;. All the possible reversible increases
in the energy of the system due to each type of molecule i can be summed to give

dE =TdS — PdV + ) ydn, (1.13)

It is apparent from the definition of enthalpy H and the introduction of the con-
cept of the Gibbs free energy G

G=H-TS (1.14)
that
dH = TdS + VdP + p.dn; (1.15)
and
dG = —SdT +VdP + > pdn; (1.16)
i

Recall that P and T are intensive properties that are independent of the size of mass
of the system, whereas E, H, G, and S (as well as V and n) are extensive properties
that increase in proportion to mass or size. By writing the general relation for the
total derivative of G with respect to the variables in Eq. (1.16), one obtains

JG = [5_G] dT + a_G] P+ oG dn,  (1.17)
or P, op T.n; i\ on; P.Tony(
Thus,
0G
= . (1.18)
& T.Pn;
or, more generally, from dealing with the equations for £ and H
oG OF OH
W == =|— =[— (1.19)
ani T,P,nj 8ni S,V,nj 8ni S,P,nj




10 Combustion

where y; is called the chemical potential or the partial molar free energy. The
condition of equilibrium is that the entropy of the system have a maximum
value for all possible configurations that are consistent with constant energy
and volume. If the entropy of any system at constant volume and energy is at
its maximum value, the system is at equilibrium; therefore, in any change from
its equilibrium state dS is zero. It follows then from Eq. (1.13) that the condi-
tion for equilibrium is

> pdn; =0 (1.20)

The concept of the chemical potential is introduced here because this property
plays an important role in reacting systems. In this context, one may consider that
a reaction moves in the direction of decreasing chemical potential, reaching equi-
librium only when the potential of the reactants equals that of the products [3].

Thus, from Eq. (1.16) the criterion for equilibrium for combustion products
of a chemical system at constant 7 and P is

(dG)y p = 0 (1.21)

and it becomes possible to determine the relationship between the Gibbs free
energy and the equilibrium partial pressures of a combustion product mixture.

One deals with perfect gases so that there are no forces of interactions
between the molecules except at the instant of reaction; thus, each gas acts as
if it were in a container alone. Let G, the total free energy of a product mix-
ture, be represented by

G=> nG, i=AB,. . ,RS. (1.22)

for an equilibrium reaction among arbitrary products:

aA+bB+...2rR+sS+... (1.23)
Note that A, B, ..., R, S, ... represent substances in the products only and
a b, ..., rs, ... are the stoichiometric coefficients that govern the proportions

by which different substances appear in the arbitrary equilibrium system cho-
sen. The n;’s represent the instantaneous number of each compound. Under
the ideal gas assumption the free energies are additive, as shown above. This
assumption permits one to neglect the free energy of mixing. Thus, as stated
earlier,

GWP, T)=HT)—TS(P, T) (1.24)

Since the standard state pressure for a gas is Py = 1 atm, one may write

G°(Ry, T) = H*(T) — TS°(F,, T) (1.25)
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Subtracting the last two equations, one obtains
G—G°=(H-H°)—T(S—S5° (1.26)
Since H is not a function of pressure, H — H° must be zero, and then
G—-G°=-T(S—S5° (1.27)
Equation (1.27) relates the difference in free energy for a gas at any pressure
and temperature to the standard state condition at constant temperature. Here

dH = 0, and from Eq. (1.15) the relationship of the entropy to the pressure is
found to be

S —8°=—R In(p/py) (1.28)

Hence, one finds that
G(T, P) = G° + RT In(p/p,) (1.29)
An expression can now be written for the total free energy of a gas mixture.

In this case P is the partial pressure P; of a particular gaseous component and
obviously has the following relationship to the total pressure P:

pi = Zl” P (1.30)

where (nilzi n;) is the mole fraction of gaseous species i in the mixture.
Equation (1.29) thus becomes

GT, P)=n, {G;’ + RT ln(pi/po)} (1.31)

i

As determined earlier [Eq. (1.21)], the criterion for equilibrium is (dG)7p = 0.
Taking the derivative of G in Eq. (1.31), one obtains

> Gldn; + RTY (dn)In(p;/py) + RT>  ni(dp,/p;) =0  (1.32)

Evaluating the last term of the left-hand side of Eq. (1.32), one has

[Zini Z,-”i
P

p

dn.
S 25| 2 g

i P,

Sdp,=0 (133
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since the total pressure is constant, and thus Zi dp; = 0. Now consider the
first term in Eq. (1.32):

S°GPdn; = (dny)GS, + (dng)GS, +++—(dng )Gy, — (dng)GS ++++ (1.34)

By the definition of the stoichiometric coefficients,

dn; ~a;, dn; = ka, (1.35)

1

where k is a proportionality constant. Hence
> Gldn; = k{aGy + bGy ++-—rGy — 5Gg-+} (1.36)

Similarly, the proportionality constant k will appear as a multiplier in the sec-
ond term of Eq. (1.32). Since Eq. (1.32) must equal zero, the third term already
has been shown equal to zero, and k cannot be zero, one obtains

(Pr/Py) (Ps/pPy)’* ]
(PA/Po)* (Pg/Py)” J

(aGZ'FbGE +...—rG]§—SG: —~--)=RTln (137)

One then defines

—AG® = aG; +bGy +--—rGy — sGg —*- (1.38)
where AG®° is called the standard state free energy change and p, = 1atm.
This name is reasonable since AG® is the change of free energy for reaction
(1.23) if it takes place at standard conditions and goes to completion to the

right. Since the standard state pressure p, is 1atm, the condition for equilib-
rium becomes

—AG°® = RT In(pi pi/pi p) (1.39)

where the partial pressures are measured in atmospheres. One then defines the
equilibrium constant at constant pressure from Eq. (1.39) as

K, = pRp§ipirh
Then

~AG®° = RT In K, K,= exp(—AG°/RT) (1.40)
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where K, is not a function of the total pressure, but rather a function of temper-
ature alone. It is a little surprising that the free energy change at the standard
state pressure (1atm) determines the equilibrium condition at all other pres-
sures. Equations (1.39) and (1.40) can be modified to account for nonideality in
the product state; however, because of the high temperatures reached in com-
bustion systems, ideality can be assumed even under rocket chamber pressures.
The energy and mass conservation equations used in the determination of the
flame temperature are more conveniently written in terms of moles; thus, it is best
to write the partial pressure in K, in terms of moles and the total pressure P. This
conversion is accomplished through the relationship between partial pressure p
and total pressure P, as given by Eq. (1.30). Substituting this expression for p;
[Eq. (1.30)] in the definition of the equilibrium constant [Eq. (1.40)], one obtains

K, = (nfng/ngnf)(PIY_ n)+s—a=b (1.41)

which is sometimes written as

K, = Ky(Ply n)tsab (1.42)

where
Ky = nkn§inin} (1.43)

When
r+s—a—-b=0 (1.44)

the equilibrium reaction is said to be pressure-insensitive. Again, however, it
is worth repeating that K|, is not a function of pressure; however, Eq. (1.42)
shows that Ky can be a function of pressure.

The equilibrium constant based on concentration (in moles per cubic cen-
timeter) is sometimes used, particularly in chemical kinetic analyses (to be dis-
cussed in the next chapter). This constant is found by recalling the perfect gas
law, which states that

PV =3 nRT (1.45)
or

(P> n;)) = (RTIV) (1.46)

where V is the volume. Substituting for (P/Z n;) in Eq. (1.42) gives

r+s—a—b
RT] (1.47)

K, = [(ngng) lngn})] [7
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or

_ (g /VY (ngl V)

r+s—a—b
N TN (149

Equation (1.48) can be written as
K, = (CRCSIC4CEYRT ) *s—ab (1.49)

where C = n/V is a molar concentration. From Eq. (1.49) it is seen that the
definition of the equilibrium constant for concentration is

K. = CLC3/C4Ch (1.50)

K¢ is a function of pressure, unless » + s — a—b = 0. Given a temperature
and pressure, all the equilibrium constants (K, Ky, and K) can be determined
thermodynamically from AG® for the equilibrium reaction chosen.

How the equilibrium constant varies with temperature can be of impor-
tance. Consider first the simple derivative

d(G/T) _ T(dGldT) — G

AT T2 (1.51)
Recall that the Gibbs free energy may be written as
G=E+PV-TS (1.52)
or, at constant pressure,
Z—(T;zj—?—kP%—S—Tj—; (1.53)
At equilibrium from Eq. (1.12) for the constant pressure condition
Z_i _ Z_i + Z_‘T’ (1.54)
Combining Egs. (1.53) and (1.54) gives,
Z_;} _ g (155)
Hence Eq. (1.51) becomes
dGIT) _ -IS-G _ _H (1.56)

ar T? T?
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This expression is valid for any substance under constant pressure conditions.
Applying it to a reaction system with each substance in its standard state, one
obtains

d(AG°/T) = —(AH®/T*)dT (1.57)
where AH® is the standard state heat of reaction for any arbitrary reaction

aA + DB+ — R + S ++--

at temperature 7 (and, of course, a pressure of 1atm). Substituting the expres-
sion for AG® given by Eq. (1.40) into Eq. (1.57), one obtains

dInK,/dT = AH®/RT? (1.58)

If it is assumed that AH® is a slowly varying function of 7, one obtains

AR
R

1 1

Koy | _

K[’l

In

— 1.59
LT (1.59)

Thus for small changes in T
(sz ) > (Kp] ) when T, > T,

In the same context as the heat of formation, the JANAF tables have tabulated
most conveniently the equilibrium constants of formation for practically every
substance of concern in combustion systems. The equilibrium constant of for-
mation (K, ) is based on the equilibrium equation of formation of a species from
its elements in their normal states. Thus by algebraic manipulation it is possi-
ble to determine the equilibrium constant of any reaction. In flame temperature
calculations, by dealing only with equilibrium constants of formation, there is
no chance of choosing a redundant set of equilibrium reactions. Of course, the
equilibrium constant of formation for elements in their normal state is one.
Consider the following three equilibrium reactions of formation:

Pu,0
1 _
H, +302 = H,0, Kp,f(HZO) = —(p )(; )1/2
HZ OZ
1 _ __Pu
sHy = H K = —(p )1/2
H2
_ Po

10,+1H, 2 OH, K, ;on = H

<p02 )1/2 (sz )1/2
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The equilibrium reaction is always written for the formation of one mole of the
substances other than the elements. Now if one desires to calculate the equilib-
rium constant for reactions such as

H,0 = H+OH and H,0=1H,+OH
one finds the respective K,,’s from
12
x - Pupon _ KpswKpsom (P, ) Pon _ Kom
g Pu,0 K, 11,0 g Pu,0 K, 11,0)

Because of this type of result and the thermodynamic expression
AG®° = —-RT InK,

the JANAF tables list log K, ;. Note the base 10 logarithm.

For those compounds that contain carbon and a combustion system in
which solid carbon is found, the thermodynamic handling of the K, is some-
what more difficult. The equilibrium reaction of formation for CO, would be

Pco,
Po,Pc

C +0, = CO,, K, =

graphite p

However, since the standard state of carbon is the condensed state, carbon
graphite, the only partial pressure it exerts is its vapor pressure (p;), a known
thermodynamic property that is also a function of temperature. Thus, the pre-
ceding formation expression is written as

Pco, )
K, (T)py,c(T) = -=K,
Do,

The K,¢’s for substances containing carbon tabulated by JANAF are in
reality K;,, and the condensed phase is simply ignored in evaluating the equi-
librium expression. The number of moles of carbon (or any other condensed
phase) is not included in the Z n; since this summation is for the gas phase
components contributing to the total pressure.

D. FLAME TEMPERATURE CALCULATIONS
1. Analysis

If one examines the equation for the flame temperature [Eq. (1.11)], one can
make an interesting observation. Given the values in Table 1.1 and the realization
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that many moles of product form for each mole of the reactant fuel, one can
see that the sum of the molar heats of the products will be substantially greater
than the sum of the molar heats of the reactants; that is,

> m(AH), >> 3" n;(AHY),

i prod Jj react

Consequently, it would appear that the flame temperature is determined not by
the specific reactants, but only by the atomic ratios and the specific atoms that
are introduced. It is the atoms that determine what products will form. Only
ozone and acetylene have positive molar heats of formation high enough to
cause a noticeable variation (rise) in flame temperature. Ammonia has a nega-
tive heat of formation low enough to lower the final flame temperature. One
can normalize for the effects of total moles of products formed by considering
the heats of formation per gram (Ah;’); these values are given for some fuels
and oxidizers in Table 1.1. The variation of (Ah;) among most hydrocarbon
fuels is very small. This fact will be used later in correlating the flame tem-
peratures of hydrocarbons in air.

One can draw the further conclusion that the product concentrations are
also functions only of temperature, pressure, and the C/H/O ratio and not the
original source of atoms. Thus, for any C—H—O system, the products will
be the same; i.e., they will be CO,, H,0, and their dissociated products. The
dissociation reactions listed earlier give some of the possible “new” products.
A more complete list would be

CO,. H,0, CO, H,, 0,, OH, H, O, O,, C, CH,

For a C, H, O, N system, the following could be added:
N,, N, NO, NH;, NO*, e~

Nitric oxide has a very low ionization potential and could ionize at
flame temperatures. For a normal composite solid propellant containing
C—H—0—N—CIl—Al, many more products would have to be considered. In
fact if one lists all the possible number of products for this system, the solution
to the problem becomes more difficult, requiring the use of advanced comput-
ers and codes for exact results. However, knowledge of thermodynamic equi-
librium constants and kinetics allows one to eliminate many possible product
species. Although the computer codes listed in Appendix I essentially make it
unnecessary to eliminate any product species, the following discussion gives
one the opportunity to estimate which products can be important without run-
ning any computer code.
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Consider a C—H—O—N system. For an overoxidized case, an excess of
oxygen converts all the carbon and hydrogen present to CO, and H,O by the
following reactions:

CO, = CO+10, Q,=-2832kl

2
H,0 =2 H, +$0,, Q,=-2422kJ
H,0 = H+OH, Q,=—-2845kJ

where the Q,’s are calculated at 298 K. This heuristic postulate is based upon
the fact that at these temperatures and pressures at least 1% dissociation takes
place. The pressure enters into the calculations through Le Chatelier’s princi-
ple that the equilibrium concentrations will shift with the pressure. The equi-
librium constant, although independent of pressure, can be expressed in a form
that contains the pressure. A variation in pressure shows that the molar quanti-
ties change. Since the reactions noted above are quite endothermic, even small
concentration changes must be considered. If one initially assumes that certain
products of dissociation are absent and calculates a temperature that would
indicate 1% dissociation of the species, then one must reevaluate the flame
temperature by including in the product mixture the products of dissociation;
that is, one must indicate the presence of CO, H,, and OH as products.

Concern about emissions from power plant sources has raised the level of
interest in certain products whose concentrations are much less than 1%, even
though such concentrations do not affect the temperature even in a minute way.
The major pollutant of concern in this regard is nitric oxide (NO). To make an
estimate of the amount of NO found in a system at equilibrium, one would use
the equilibrium reaction of formation of NO

iN, +10, 2 NO

As arule of thumb, any temperature above 1700K gives sufficient NO to be of
concern. The NO formation reaction is pressure-insensitive, so there is no need
to specify the pressure.

If in the overoxidized case 7, > 2400K at P = latm and 7, > 2800K at
P = 20atm, the dissociation of O, and H, becomes important; namely,

H, = 2H, 0, =-436.6k
0, =20, Q,=—499.0kJ

Although these dissociation reactions are written to show the dissociation of
one mole of the molecule, recall that the Kp,f’s are written to show the forma-
tion of one mole of the radical. These dissociation reactions are highly endo-
thermic, and even very small percentages can affect the final temperature. The
new products are H and O atoms. Actually, the presence of O atoms could be
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attributed to the dissociation of water at this higher temperature according to
the equilibrium step

H,0 = H, +0, Q,=-4983Kk]

Since the heat absorption is about the same in each case, Le Chatelier’s prin-
ciple indicates a lack of preference in the reactions leading to O. Thus in an
overoxidized flame, water dissociation introduces the species H,, O,, OH,
H, and O.

At even higher temperatures, the nitrogen begins to take part in the reac-
tions and to affect the system thermodynamically. At 7> 3000K, NO forms
mostly from the reaction

0, =2 NO, @, =-90.5kJ

rather than
%Nz + H,0 = NO + H,, Qp = —332.7kJ

If 7, > 3500K at P = latm or 7 > 3600K at 20 atm, N, starts to dissociate by
another highly endothermic reaction:

N, = 2N, 0, =-9469KkJ

Thus the complexity in solving for the flame temperature depends on the
number of product species chosen. For a system whose approximate tem-
perature range is known, the complexity of the system can be reduced by
the approach discussed earlier. Computer programs and machines are now
available that can handle the most complex systems, but sometimes a little
thought allows one to reduce the complexity of the problem and hence the
machine time.

Equation (1.11) is now examined closely. If the n;’s (products) total a
number p, one needs (i + 1) equations to solve for the p n;’s and T,. The
energy equation is available as one equation. Furthermore, one has a mass bal-
ance equation for each atom in the system. If there are o atoms, then (¢ — )
additional equations are required to solve the problem. These (1 — «) equa-
tions come from the equilibrium equations, which are basically nonlinear. For
the C—H—O—N system one must simultaneously solve five linear equations
and (¢ — 4) nonlinear equations in which one of the unknowns, 75, is not even
present explicitly. Rather, it is present in terms of the enthalpies of the prod-
ucts. This set of equations is a difficult one to solve and can be done only with
modern computational codes.
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Consider the reaction between octane and nitric acid taking place at a pres-
sure P as an example. The stoichiometric equation is written as

nCsHlschlg + nHNO3HN03 — nCOZCO2 + ”Honzo + ”Hsz
+neoCO + ng, 0, + ny Ny + 16 OH + nyoNO
+ 150 + ncCyiq + ngH

Since the mixture ratio is not specified explicitly for this general expression,
no effort is made to eliminate products and p = 11. Thus the new mass bal-
ance equations (o = 4) are

Ny = 2}1H2 + 2”1—120 + ny

Ng = 2n02 o ZnCO2 +neg oy T Mo + N
Ny = ZnN2 + nyo

N¢ = neo, + 1o +nc

where

Ny = lgnCsHu; + Myno,
No = 3nyno,
N¢ = SrzCSH18

Ny = nyno,

The seven (i — o — 4 = 7) equilibrium equations needed would be

. Nco,
) C+0, = CO,, K, =—+
}’loz
—-112
.. g0 P
(11) H2 +%02 = HZO’ Kp,f = ﬁ
My, gy Zni
" p Y2
1 _ | "co
(iii) C+50, = CO, K,¢ = T
1o, Zni
. n,
1 1 _ OH
vy JH,+30,=20H, K, = —n1/2n1’2]
HZ 02
n
1 1 _ "o
V) 70, +;N, =@ NO, K¢ = 12,172

0, N,
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n P 1/2
(vi) 10, =0, K,; = —0[ ]
”(1)/22 dom
1/2
n P
(viiy 1H, = H, K, =|—% [—]
SR 0

In these equations Z n; includes only the gaseous products; that is, it does
not include n¢c. One determines nc from the equation for Nc.

The reaction between the reactants and products is considered irreversible,
so that only the products exist in the system being analyzed. Thus, if the reac-
tants were H, and O,, H, and O, would appear on the product side as well. In
dealing with the equilibrium reactions, one ignores the molar quantities of the
reactants H, and O,. They are given or known quantities. The amounts of H,
and O, in the product mixture would be unknowns. This point should be con-
sidered carefully, even though it is obvious. It is one of the major sources of
error in first attempts to solve flame temperature problems by hand.

There are various mathematical approaches for solving these equations
by numerical methods [4, 6, 7]. The most commonly used program is that of
Gordon and McBride [4] described in Appendix 1.

As mentioned earlier, to solve explicitly for the temperature 7, and the
product composition, one must consider o mass balance equations, (¢ — «)
nonlinear equilibrium equations, and an energy equation in which one of the
unknowns T, is not even explicitly present. Since numerical procedures are
used to solve the problem on computers, the thermodynamic functions are rep-
resented in terms of power series with respect to temperature.

In the general iterative approach, one first determines the equilibrium state
for the product composition at an initially assumed value of the temperature
and pressure, and then one checks to see whether the energy equation is sat-
isfied. Chemical equilibrium is usually described by either of two equivalent
formulations—equilibrium constants or minimization of free energy. For such
simple problems as determining the decomposition temperature of a mono-
propellant having few exhaust products or examining the variation of a spe-
cific species with temperature or pressure, it is most convenient to deal with
equilibrium constants. For complex problems the problem reduces to the same
number of interactive equations whether one uses equilibrium constants or
minimization of free energy. However, when one uses equilibrium constants,
one encounters more computational bookkeeping, more numerical difficulties
with the use of components, more difficulty in testing for the presence of some
condensed species, and more difficulty in extending the generalized methods
to conditions that require nonideal equations of state [4, 6, §].

The condition for equilibrium may be described by any of several ther-
modynamic functions, such as the minimization of the Gibbs or Helmholtz
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free energy or the maximization of entropy. If one wishes to use temperature
and pressure to characterize a thermodynamic state, one finds that the Gibbs
free energy is most easily minimized, inasmuch as temperature and pressure are
its natural variables. Similarly, the Helmholtz free energy is most easily mini-
mized if the thermodynamic state is characterized by temperature and volume
(density) [4].

As stated, the most commonly used procedure for temperature and compo-
sition calculations is the versatile computer program of Gordon and McBride
[4], who use the minimization of the Gibbs free energy technique and a descent
Newton—Raphson method to solve the equations iteratively. A similar method for
solving the equations when equilibrium constants are used is shown in Ref. [7].

2. Practical Considerations

The flame temperature calculation is essentially the solution to a chemical
equilibrium problem. Reynolds [8] has developed a more versatile approach to
the solution. This method uses theory to relate mole fractions of each species
to quantities called element potentials:

There is one element potential for each independent atom in the system, and these ele-
ment potentials, plus the number of moles in each phase, are the only variables that must
be adjusted for the solution. In large problems there is a much smaller number than the
number of species, and hence far fewer variables need to be adjusted. [8]

The program, called Stanjan [8] (see Appendix I), is readily handled
even on the most modest computers. Like the Gordon—-McBride program,
both approaches use the JANAF thermochemical database [1]. The suite of
CHEMKIN programs (see Appendix H) also provides an equilibrium code
based on Stanjan [8].

In combustion calculations, one primarily wants to know the variation of
the temperature with the ratio of oxidizer to fuel. Therefore, in solving flame
temperature problems, it is normal to take the number of moles of fuel as 1 and
the number of moles of oxidizer as that given by the oxidizer/fuel ratio. In this
manner the reactant coefficients are 1 and a number normally larger than 1.
Plots of flame temperature versus oxidizer/fuel ratio peak about the stoichio-
metric mixture ratio, generally (as will be discussed later) somewhat on the
fuel-rich side of stoichiometric. If the system is overoxidized, the excess oxy-
gen must be heated to the product temperature; thus, the product temperature
drops from the stoichiometric value. If too little oxidizer is present—that is,
the system is underoxidized—there is not enough oxygen to burn all the carbon
and hydrogen to their most oxidized state, so the energy released is less and
the temperature drops as well. More generally, the flame temperature is plotted
as a function of the equivalence ratio (Fig. 1.2), where the equivalence ratio
is defined as the fuel/oxidizer ratio divided by the stoichiometric fuel/oxidizer
ratio. The equivalence ratio is given the symbol ¢. For fuel-rich systems, there
is more than the stoichiometric amount of fuel, and ¢ > 1. For overoxidized,
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FIGURE 1.2 Variation of flame temperature with equivalence ratio ¢.

or fuel-lean systems, ¢ < 1. Obviously, at the stoichiometric amount, ¢ = 1.
Since most combustion systems use air as the oxidizer, it is desirable to be able
to conveniently determine the flame temperature of any fuel with air at any
equivalence ratio. This objective is possible given the background developed
in this chapter. As discussed earlier, Table 1.1 is similar to a potential energy
diagram in that movement from the top of the table to products at the bottom
indicates energy release. Moreover, as the size of most hydrocarbon fuel mol-
ecules increases, so does its negative heat of formation. Thus, it is possible to
have fuels whose negative heats of formation approach that of carbon dioxide.
It would appear, then, that heat release would be minimal. Heats of formation
of hydrocarbons range from 227.1kJ/mol for acetylene to —456.3kJ/mol for
n-ercosane (CyoHy,). However, the greater the number of carbon atoms in a
hydrocarbon fuel, the greater the number of moles of CO,, H,O, and, of course,
their formed dissociation products. Thus, even though a fuel may have a large
negative heat of formation, it may form many moles of combustion products
without necessarily having a low flame temperature. Then, in order to estimate
the contribution of the heat of formation of the fuel to the flame temperature,
it is more appropriate to examine the heat of formation on a unit mass basis
rather than a molar basis. With this consideration, one finds that practically
every hydrocarbon fuel has a heat of formation between —1.5 and 1.0kcal/g.
In fact, most fall in the range —2.1 to +2.1kcal/g. Acetylene and methyl acety-
lene are the only exceptions, with values of 2.90 and 4.65 kcal/g, respectively.
In considering the flame temperatures of fuels in air, it is readily apparent
that the major effect on flame temperature is the equivalence ratio. Of almost
equal importance is the H/C ratio, which determines the ratio of water vapor,
CO,, and their formed dissociation products. Since the heats of formation per
unit mass of olefins do not vary much and the H/C ratio is the same for all, it
is not surprising that flame temperature varies little among the monoolefins.
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When discussing fuel-air mixture temperatures, one must always recall the
presence of the large number of moles of nitrogen.

With these conceptual ideas it is possible to develop simple graphs that give
the adiabatic flame temperature of any hydrocarbon fuel in air at any equiva-
lence ratio [9]. Such graphs are shown in Figs 1.3, 1.4, and 1.5. These graphs
depict the flame temperatures for a range of hypothetical hydrocarbons that
have heats of formation ranging from —1.5 to 1.0kcal/g (i.e., from —6.3 to
4.2kJ/g). The hydrocarbons chosen have the formulas CH,, CH;, CH, 5, CH,,
CH, 5, and CHj; that is, they have H/C ratios of 4, 3, 2.5, 2.0, 1.5, and 1.0.
These values include every conceivable hydrocarbon, except the acetylenes.
The values listed, which were calculated from the standard Gordon—McBride
computer program, were determined for all species entering at 298K for a
pressure of 1atm. As a matter of interest, also plotted in the figures are the val-
ues of CHy, or a H/C ratio of 0. Since the only possible species with this H/C
ratio is carbon, the only meaningful points from a physical point of view are
those for a heat of formation of 0. The results in the figures plot the flame tem-
perature as a function of the chemical enthalpy content of the reacting system
in kilocalories per gram of reactant fuel. Conversion to kilojoules per gram can
be made readily. In the figures there are lines of constant H/C ratio grouped
according to the equivalence ratio ¢. For most systems the enthalpy used as
the abscissa will be the heat of formation of the fuel in kilocalories per gram,
but there is actually greater versatility in using this enthalpy. For example, in a
cooled flat flame burner, the measured heat extracted by the water can be con-
verted on a unit fuel flow basis to a reduction in the heat of formation of the
fuel. This lower enthalpy value is then used in the graphs to determine the adi-
abatic flame temperature. The same kind of adjustment can be made to deter-
mine the flame temperature when either the fuel or the air or both enter the
system at a temperature different from 298 K.

If a temperature is desired at an equivalence ratio other than that listed, it
is best obtained from a plot of T versus ¢ for the given values. The errors in
extrapolating in this manner or from the graph are trivial, less than 1%. The
reason for separate Figs 1.4 and 1.5 is that the values for ¢ = 1.0 and ¢ = 1.1
overlap to a great extent. For Fig. 1.5, ¢ = 1.1 was chosen because the flame
temperature for many fuels peaks not at the stoichiometric value, but between
¢ = 1.0 and 1.1 owing to lower mean specific heats of the richer products.
The maximum temperature for acetylene-air peaks, for example, at a value of
¢ = 1.3 (see Table 1.2).

The flame temperature values reported in Fig. 1.3 show some interesting
trends. The H/C ratio has a greater effect in rich systems. One can attribute
this trend to the fact that there is less nitrogen in the rich cases as well as to a
greater effect of the mean specific heat of the combustion products. For richer
systems the mean specific heat of the product composition is lower owing to
the preponderance of the diatomic molecules CO and H, in comparison to
the triatomic molecules CO, and H,0. The diatomic molecules have lower
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FIGURE 1.4 Equivalence ratio ¢ = 1.0 values of Fig. 1.3 on an expanded scale.

molar specific heats than the triatomic molecules. For a given enthalpy con-
tent of reactants, the lower the mean specific heat of the product mixture, the
greater the final flame temperature. At a given chemical enthalpy content of
reactants, the larger the H/C ratio, the higher the temperature. This effect also
comes about from the lower specific heat of water and its dissociation prod-
ucts compared to that of CO, together with the higher endothermicity of CO,
dissociation. As one proceeds to more energetic reactants, the dissociation of
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FIGURE 1.5 Equivalence ratio ¢ = 1.1 values of Fig. 1.3 on an expanded scale.

CO, increases and the differences diminish. At the highest reaction enthalpies,
the temperature for many fuels peaks not at the stoichiometric value, but, as
stated, between ¢ = 1.0 and 1.1 owing to lower mean specific heats of the
richer products.

At the highest temperatures and reaction enthalpies, the dissociation of the
water is so complete that the system does not benefit from the heat of formation
of the combustion product water. There is still a benefit from the heat or
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TABLE 1.2 Approximate Flame Temperatures of Various
Stoichiometric Mixtures, Initial Temperature 298 K

Fuel Oxidizer Pressure (atm) Temperature (K)
Acetylene Air 1 26002
Acetylene Oxygen 1 3410P
Carbon monoxide Air 1 2400
Carbon monoxide Oxygen 1 3220
Heptane Air 1 2290
Heptane Oxygen 1 3100
Hydrogen Air 1 2400
Hydrogen Oxygen 1 3080
Methane Air 1 2210
Methane Air 20 2270
Methane Oxygen 1 3030
Methane Oxygen 20 3460

“This maximum exists at ¢ = 1.3.

OThis maximum exists at ¢ = 1.7.

formation of CO, the major dissociation product of CO,, so that the lower the
H/C ratio, the higher the temperature. Thus for equivalence ratios around unity
and very high energy content, the lower the H/C ratio, the greater the tempera-
ture; that is, the H/C curves intersect.

As the pressure is increased in a combustion system, the amount of disso-
ciation decreases and the temperature rises, as shown in Fig. 1.6. This observa-
tion follows directly from Le Chatelier’s principle. The effect is greatest, of
course, at the stoichiometric air—fuel mixture ratio where the amount of dis-
sociation is greatest. In a system that has little dissociation, the pressure effect
on temperature is small. As one proceeds to a very lean operation, the tem-
peratures and degree of dissociation are very low compared to the stoichio-
metric values; thus the temperature rise due to an increase in pressure is also
very small. Figure 1.6 reports the calculated stoichiometric flame temperatures
for propane and hydrogen in air and in pure oxygen as a function of pressure.
Tables 1.3—1.6 list the product compositions of these fuels for three stoichi-
ometries and pressures of 1 and 10atm. As will be noted in Tables 1.3 and 1.5,
the dissociation is minimal, amounting to about 3% at 1atm and 2% at 10atm.
Thus one would not expect a large rise in temperature for this 10-fold increase
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FIGURE 1.6 Calculated stoichiometric flame temperatures of propane and hydrogen in air and
oxygen as a function of pressure.

TABLE 1.3 Equilibrium Product Composition of Propane-Air
Combustion

) 0.6 0.6 1.0 1.0 15 15

P (atm) 1 10 1 10 1 10
Species

co 0 0 0.0125 0.0077 0.14041 0.1042
Co, 0.072 0.072 0.1027 0.1080 0.0494 0.0494
H 0 0 0.0004 0.0001 0.0003 0.0001
H, 0 0 0.0034 0.0019 0.0663 0.0664
H,0 0.096 0.096 0.1483 0.1512 0.1382 0.1383
NO 0.002 0.002 0.0023 0.0019 0 0

N, 0.751 0.751 0.7208 0.7237 0.6415 0.6416
o 0 0 0.0003 0.0001 0 0

OH 0.0003 0.0003 0.0033 0.0020 0.0001 0

0, 0.079 0.079 0.0059 0.0033 0 0

T(K) 1701 1702 2267 2318 1974 1976
Dissociation (%) 3 2
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TABLE 1.4 Equilibrium Product Composition of Propane-Oxygen
Combustion

o) 0.6 0.6 1.0 1.0 1.5 1.5
P (atm) 1 10 1 10 1 10
Species

Cco 0.090 0.078 0.200 0.194 0.307 0.313
CO, 0.165 0.184 0.135 0.151 0.084 0.088
H 0.020 0.012 0.052 0.035 0.071 0.048
H, 0.023 0.016 0.063 0.056 0.154 0.155
H,0 0.265 0.283 0.311 0.338 0.307 0.334
o 0.054 0.041 0.047 0.037 0.014 0.008
OH 0.089 0.089 0.095 0.098 0.051 0.046
0, 0.294 0.299 0.097 0.091 0.012 0.008
T(K) 2970 3236 3094 3411 3049 3331
Dissociation (%) 27 23 55 51

TABLE 1.5 Equilibrium Product Composition of Hydrogen-Air
Combustion

¢ 0.6 0.6 1.0 1.0 1.5 1.5
P (atm) 1 10 1 10 1 10
Species

H 0 0 0.002 0 0.003 0.001
H, 0 0 0.015 0.009 0.147 0.148
H,O0 0.223 0.224 0.323 0.333 0.294 0.295
NO 0.003 0.003 0.003 0.002 0 0

N, 0.700 0.700 0.644 0.648 0.555 0.556
[¢) 0 0 0.001 0 0 0
OH 0.001 0 0.007 0.004 0.001 0

0O, 0.073 0.073 0.005 0.003 0 0
T(K) 1838 1840 2382 2442 2247 2252

Dissociation (%) 3 2
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TABLE 1.6 Equilibrium Product Composition of Hydrogen—Oxygen
Combustion

¢ 0.6 0.6 1.0 1.0 1.5 1.5
P (atm) 1 10 1 10 1 10
Species

H 0.033 0.020 0.076 0.054 0.087 0.060
H, 0.052 0.040 0.152 0.141 0.309 0.318
H,0 0.554 0.580 0.580 0.627 0.535 0.568
(6] 0.047 0.035 0.033 0.025 0.009 0.005
OH 0.119 0.118 0.107 0.109 0.052 0.045
0, 0.205 0.207 0.052 0.044 0.007 0.004
T(K) 2980 3244 3077 3394 3003 3275
Dissociation (%) 42 37

in pressure, as indeed Tables 1.3 and 1.5 and Fig. 1.7 reveal. This small vari-
ation is due mainly to the presence of large quantities of inert nitrogen. The
results for pure oxygen (Tables 1.4 and 1.5) show a substantial degree of dis-
sociation and about a 15% rise in temperature as the pressure increases from
1 to 10atm. The effect of nitrogen as a diluent can be noted from Table 1.2,
where the maximum flame temperatures of various fuels in air and pure oxy-
gen are compared. Comparisons for methane in particular show very interest-
ing effects. First, at 1 atm for pure oxygen the temperature rises about 37%; at
20atm, over 50%. The rise in temperature for the methane—air system as the
pressure is increased from 1 to 20atm is only 2.7%, whereas for the oxygen
system over the same pressure range the increase is about 14.2%. Again, these
variations are due to the differences in the degree of dissociation. The disso-
ciation for the equilibrium calculations is determined from the equilibrium
constants of formation; moreover, from Le Chatelier’s principle, the higher the
pressure the lower the amount of dissociation. Thus it is not surprising that a
plot of In P, versus (1/T) gives mostly straight lines, as shown in Fig. 1.7.
Recall that the equilibrium constant is equal to exp(—AG°/RT).

Many experimental systems in which nitrogen may undergo some reactions
employ artificial air systems, replacing nitrogen with argon on a mole-for-mole
basis. In this case the argon system creates much higher system temperatures
because it absorbs much less of the heat of reaction owing to its lower specific
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FIGURE 1.7 The variation of the stoichiometric flame temperature of various fuels in oxygen as
a function of pressure in the for log P versus (1/T}), where the initial system temperature is 298 K.

heat as a monotomic gas. The reverse is true, of course, when the nitrogen

is replaced with a triatomic molecule such as carbon dioxide. Appendix B
provides the adiabatic flame temperatures for stoichiometric mixtures of
hydrocarbons and air for fuel molecules as large as C,¢4 further illustrating the
discussions of this section.

E. SUB- AND SUPER SONIC COMBUSTION THERMODYNAMICS
1. Comparisons

In Chapter 4, Section G the concept of stabilizing a flame in a high-velocity
stream is discussed. This discussion is related to streams that are subsonic. In
essence what occurs is that the fuel is injected into a flowing stream and chemi-
cal reaction occurs in some type of flame zone. These types of chemically
reacting streams are most obvious in air-breathing engines, particularly ramjets.
In ramjets flying at supersonic speeds the air intake velocity must be lowered
such that the flow velocity is subsonic entering the combustion chamber where
the fuel is injected and the combustion stabilized by some flame holding tech-
nique. The inlet diffuser in this type of engine plays a very important role in
the overall efficiency of the complete thrust generating process. Shock waves

occur in the inlet when the vehicle is flying at supersonic speeds. Since there
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is a stagnation pressure loss with this diffuser process, the inlet to a ramjet
must be carefully designed. At very high supersonic speeds the inlet stagnation
pressure losses can be severe. It is the stagnation pressure at the inlet to the
engine exhaust nozzle that determines an engine’s performance. Thus the con-
cept of permitting complete supersonic flow through a properly designed con-
verging—diverging inlet to enter the combustion chamber where the fuel must
be injected, ignited, and stabilized requires a condition that the reaction heat
release takes place in a reasonable combustion chamber length. In this case a
converging—diverging section is still required to provide a thrust bearing sur-
face. Whereas it will become evident in later chapters that normally the igni-
tion time is much shorter than the time to complete combustion in a subsonic
condition, in the supersonic case the reverse could be true. Thus there are three
types of stagnation pressure losses in these subsonic and supersonic (scramjet)
engines. They are due to inlet conditions, the stabilization process, and the com-
bustion (heat release) process. As will be shown subsequently, although the inlet
losses are smaller for the scramjet, stagnation pressure losses are greater in the
supersonic combustion chamber. Stated in a general way, for a scramjet to be
viable as a competitor to a subsonic ramjet, the scramjet must fly at very high
Mach numbers where the inlet conditions for the subsonic case would cause
large stagnation pressure losses. Even though inlet aerodynamics are outside
the scope of this text, it is appropriate to establish in this chapter related to ther-
modynamics why subsonic combustion produces a lower stagnation pressure
loss compared to supersonic combustion. This approach is possible since only
the extent of heat release (enthalpy) and not the analysis of the reacting system
is required. In a supersonic combustion chamber, a stabilization technique not
causing losses and permitting rapid ignition still remain challenging endeavors.

2. Stagnation Pressure Considerations

To understand the difference in stagnation pressure losses between subsonic
and supersonic combustion one must consider sonic conditions in isoergic and
isentropic flows; that is, one must deal with, as is done in fluid mechanics, the
Fanno and Rayleigh lines. Following an early NACA report for these condi-
tions, since the mass flow rate (puA) must remain constant, then for a constant
area duct the momentum equation takes the form

dPlp = —u®(dulu) = —a*M?

where a? is the speed of sound squared. M is the Mach number. For the condi-
tion of flow with variable area duct, in essence the equation simply becomes

(1= M?) (dPlp) = M?a>(dAIA) = u*(dA/A) (1.60)
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where A is the cross-sectional area of the flow chamber. For dA = 0, which is
the condition at the throat of a nozzle, it follows from Eq. (1.60) either dP = 0
or M = 1. Consequently, a minimum or maximum is reached, except when the
sonic value is established in the throat of the nozzle. In this case the pressure
gradient can be different. It follows then

(dPldA) = [1/(1 — M*)](p/A) (1.61)

For M > 1, (dP/dA) < 0 and for M < 1, (dP/dA) > 0; that is, the pressure falls
as one expands the area in supersonic flow and rises in subsonic flow.

For adiabatic flow in a constant area duct, that is pu = constant, one has for
the Fanno line

h+ W22) = h°

where the lowercase & is the enthalpy per unit mass and the superscript o
denotes the stagnation or total enthalpy. Considering P as a function of p and s
(entropy), using Maxwell’s relations, the earlier definition of the sound speed
and, for the approach here, the entropy as noted by

Tds = dh — (dP/p)

the expression of the Fanno line takes the form
(dhids); = [M?/(M?> — D] T[1+ (6 In T/61n p),] (1.62)

Since T varies in the same direction as p in an isotropic change, the term in
brackets is positive.
Thus for the flow conditions

(dhlds), >0 forM >1
(dh/ds)f <0 forM <1
(dhlds) ;=00 for M = 1 (sonic condition)

where the subscript f denotes the Fanno condition. This derivation permits the
Fanno line to be detailed in Fig. 1.8, which also contains the Rayleigh line to
be discussed.

The Rayleigh line is defined by the condition which results from heat
exchange in a flow system and requires that the flow force remain constant, in
essence for a constant area duct the condition can be written as

dP + (pu)du = 0
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For a constant area duct note that

(dPlp) + (dulu) = 0

Again following the use of Egs. (1.61) and (1.62), the development that ensues
leads to

[T/(M? = DI{[1+ S InT/51n p),] M?> — 1} = (dh/ds), (1.63)

where the subscript r denotes the Rayleigh condition. Examining Eq. (1.63),
one will first note that at M = 1, (dh/ds), = <, but also at some value of M < 1
the term in the braces could equal 0 and thus (dh/ds) = 0. Thus between this
value and M = 1, (dh/ds), < 0. At a value of M still less than the value for
(dh/ds), = 0, the term in braces becomes negative and with the negative term
multiple of the braces, (dh/ds), becomes > 0. These conditions determine the
shape of the Rayleigh line, which is shown in Fig. 1.8 with the Fanno line.
Since the conservation equations for a normal shock are represented by the
Rayleigh and Fanno conditions, the final point must be on both lines and pass
through the initial point. Since heat addition in a constant area duct cannot raise
the velocity of the reacting fluid past the sonic speed, Fig. 1.8 represents the

S

FIGURE 1.8 An overlay of Fanno-Rayleigh conditions.



36 Combustion

entropy change for both subsonic and supersonic flow for the same initial stag-
nation enthalpy. Equation (1.28) written in mass units can be represented as

As = —RA(In P)

It is apparent the smaller change in entropy of subsonic combustion (A-B in
Fig. 1.8) compared to supersonic combustion (C—B) establishes that there is a
lower stagnation pressure loss in the subsonic case compared to the supersonic
case. To repeat, for a scramjet to be viable, the inlet losses at the very high
Mach number for subsonic combustion must be large enough to override its
advantages gained in its energy release.z

PROBLEMS
(Those with an asterisk require a numerical solution and use of an appropriate
software program—See Appendix I.)

1. Suppose that methane and air in stoichiometric proportions are brought
into a calorimeter at 500K. The product composition is brought to the
ambient temperature (298 K) by the cooling water. The pressure in the
calorimeter is assumed to remain at 1 atm, but the water formed has con-
densed. Calculate the heat of reaction.

2. Calculate the flame temperature of normal octane (liquid) burning in air at
an equivalence ratio of 0.5. For this problem assume there is no dissocia-
tion of the stable products formed. All reactants are at 298K and the sys-
tem operates at a pressure of 1atm. Compare the results with those given
by the graphs in the text. Explain any differences.

3. Carbon monoxide is oxidized to carbon dioxide in an excess of air
(latm) in an afterburner so that the final temperature is 1300K. Under
the assumption of no dissociation, determine the air—fuel ratio required.
Report the results on both a molar and mass basis. For the purposes of this
problem assume that air has the composition of 1 mol of oxygen to 4mol
of nitrogen. The carbon monoxide and air enter the system at 298 K.

4. The exhaust of a carbureted automobile engine, which is operated slightly
fuel-rich, has an efflux of unburned hydrocarbons entering the exhaust mani-
fold. Assume that all the hydrocarbons are equivalent to ethylene (C,H,) and
all the remaining gases are equivalent to inert nitrogen (N,). On a molar basis
there are 40mol of nitrogen for every mole of ethylene. The hydrocarbons
are to be burned over an oxidative catalyst and converted to carbon dioxide
and water vapor only. In order to accomplish this objective, ambient (298 K)
air must be injected into the manifold before the catalyst. If the catalyst is
to be maintained at 1000K, how many moles of air per mole of ethylene
must be added if the temperature of the manifold gases before air injection is
400K and the composition of air is 1 mol of oxygen to 4mol of nitrogen?
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5.

A combustion test was performed at 20atm in a hydrogen—oxygen sys-
tem. Analysis of the combustion products, which were considered to be in
equilibrium, revealed the following:

Compound Mole fraction
H,0 0.493

H, 0.498

0, 0

(@) 0

H 0.020

OH 0.005

What was the combustion temperature in the test?
Whenever carbon monoxide is present in a reacting system, it is possible
for it to disproportionate into carbon dioxide according to the equilibrium

2CO = C, +CO,

Assume that such an equilibrium can exist in some crevice in an auto-
motive cylinder or manifold. Determine whether raising the temperature
decreases or increases the amount of carbon present. Determine the K,
for this equilibrium system and the effect of raising the pressure on the
amount of carbon formed.

Determine the equilibrium constant K, at 1000K for the following reaction:

2CH, = 2H, + C,H,

The atmosphere of Venus is said to contain 5% carbon dioxide and 95%
nitrogen by volume. It is possible to simulate this atmosphere for Venus
reentry studies by burning gaseous cyanogen (C,N,) and oxygen and dilut-
ing with nitrogen in the stagnation chamber of a continuously operating
wind tunnel. If the stagnation pressure is 20 atm, what is the maximum stag-
nation temperature that could be reached while maintaining Venus atmos-
phere conditions? If the stagnation pressure were 1atm, what would the
maximum temperature be? Assume all gases enter the chamber at 298 K.
Take the heat of formation of cyanogen as (AH{ )5 = 374 kJ/mol.

A mixture of 1 mol of N, and 0.5mol O, is heated to 4000K at 0.5 atm,
affording an equilibrium mixture of N,, O,, and NO only. If the O, and N,
were initially at 298 K and the process is one of steady heating, how
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10.

11.

12.

13.

14.

Combustion

much heat is required to bring the final mixture to 4000K on the basis of
one initial mole at N,?

Calculate the adiabatic decomposition temperature of benzene under the
constant pressure condition of 20atm. Assume that benzene enters the
decomposition chamber in the liquid state at 298 K and decomposes into
the following products: carbon (graphite), hydrogen, and methane.
Calculate the flame temperature and product composition of liquid ethyl-
ene oxide decomposing at 20 atm by the irreversible reaction

C,H,0 (liq) — aCO + bCH, + CH, +dC,H,
The four products are as specified. The equilibrium known to exist is
2CH, = 2H, + C,H,
The heat of formation of liquid ethylene oxide is
AHY 595 = —76.7kJ/mol

It enters the decomposition chamber at 298 K.

Liquid hydrazine (N,H,) decomposes exothermically in a monopropel-
lant rocket operating at 100 atm chamber pressure. The products formed in
the chamber are N,, H,, and ammonia (NH;) according to the irreversible
reaction

N,H, (liq) — aN, + bH, + ¢NH,

Determine the adiabatic decomposition temperature and the product com-
position a, b, and c. Take the standard heat of formation of liquid hydra-
zine as 50.07kJ/mol. The hydrazine enters the system at 298 K.

Gaseous hydrogen and oxygen are burned at 1atm under the rich condi-
tions designated by the following combustion reaction:

O, +5H, — aH,0 +bH, + cH

The gases enter at 298 K. Calculate the adiabatic flame temperature and
the product composition a, b, and c.

The liquid propellant rocket combination nitrogen tetroxide (N,O,) and
UDMH (unsymmetrical dimethyl hydrazine) has optimum performance
at an oxidizer-to-fuel weight ratio of 2 at a chamber pressure of 67 atm.
Assume that the products of combustion of this mixture are N,, CO,, H,0,
CO, H,, O, H, OH, and NO. Set down the equations necessary to calculate
the adiabatic combustion temperature and the actual product composition
under these conditions. These equations should contain all the numerical
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15.

16.

data in the description of the problem and in the tables in the appendices.
The heats of formation of the reactants are

N,0,(iq),  AH; s = —2.1kJ/mol
UDMH (liq),  AH, 05 = +53.2 kJ/mol

The propellants enter the combustion chamber at 298 K.

Consider a fuel burning in inert airs and oxygen where the combustion
requirement is only 0.21 moles of oxygen. Order the following mixtures
as to their adiabatic flame temperatures with the given fuel.

a) pure O,

b) 0.21 O, + 0.79 N, (air)

¢) 0210, +0.79 Ar

d) 0.21 0, + 0.79 CO,

Propellant chemists have proposed a new high energy liquid oxidizer,
penta-oxygen Os, which is also a monopropellant. Calculate the monopro-
pellant decomposition temperature at a chamber pressure of 10 atm if it
assumed the only products are O atoms and O, molecules. The heat of
formation of the new oxidizer is estimated to be very high, +1025 kJ/mol.
Obviously, the amounts of O, and O must be calculated for one mole of
Os5 decomposing. The Os enters the system at 298 K. Hint: The answer
will lie somewhere between 4000 and 5000 K.

17.*Determine the amount of CO, and H,O dissociation in a mixture initially

consisting of 1 mol of CO,, 2mol of H,O, and 7.5mol of N, at tempera-
tures of 1000, 2000, and 3000K at atmospheric pressure and 50atm. Use
a numerical program such as the NASA Glenn Chemical Equilibrium
Analysis (CEA) program or one included with CHEMKIN (Equil for
CHEMKIN II and III, Equilibrium-Gas for CHEMKIN IV). Appendix I
provides information on several of these programs.

18.*Calculate the constant pressure adiabatic flame temperature and equilib-

rium composition of stoichiometric mixtures of methane (CH,) and gase-
ous methanol (CH;OH) with air initially at 300K and 1 atm. Perform the
calculation first with the equilibrium program included with CHEMKIN
(see Appendix I), and then compare your results to those obtained with
the CEA program (see Appendix I). Compare the mixture compositions
and flame temperatures and discuss the trends.

19.*Calculate the adiabatic flame temperature of a stoichiometric methane—air

mixture for a constant pressure process. Compare and discuss this tem-
perature to those obtained when the N, in the air has been replaced with
He, Ar, and CO,. Assume the mixture is initially at 300K and 1 atm.

20.*Consider a carbon monoxide and air mixture undergoing constant pres-

sure, adiabatic combustion. Determine the adiabatic flame temperature
and equilibrium mixture composition for mixtures with equivalence
ratios varying from 0.5 to 3 in increments of 0.5. Plot the temperature and
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concentrations of CO, CO,, O,, O, and N, as a function of equivalence
ratio. Repeat the calculations with a 33% CO/67% H, (by volume) fuel
mixture. Plot the temperature and concentrations of CO, CO,, O,, O, N,,
H,, H,O, OH, and H. Compare the two systems and discuss the trends of
temperature and species concentration.

21.*A Diesel engine with a compression ratio of 20:1 operates on liquid

decane (CgH,,) with an overall air/fuel (mass,;/massg,) mixture ratio of
18:1. Assuming isentropic compression of air initially at 298K and 1 atm
followed by fuel injection and combustion at constant pressure, determine
the equilibrium flame temperature and mixture composition. Include NO
and NO, in your equilibrium calculations. In the NASA CEA program,
equilibrium calculations for fuels, which will not exist at equilibrium
conditions, can be performed with knowledge of only the chemical for-
mula and the heat of formation. The heat of formation of liquid decane is
—301.04kJ/mol. In other programs, such as CHEMKIN, thermodynamic
data are required for the heat of formation, entropy, and specific heat as
a function of temperature. Such data are often represented as polynomi-
nals to describe the temperature dependence. In the CHEMKIN thermo-
dynamic database (adopted from the NASA Chemical Equilibrium code,
Gordon, S., and McBride, B. J., NASA Report SP-273, 1971), the specific
heat, enthalpy, and entropy are represented by the following expressions.

C,R, = ay +a,T +a;T? + a,T* + asT*
H°/R,T = a; + a,TI12 + a;T?/3 + a,T3/4 + asT*/5 + a4/T
S°/R, = a;InT + a,T + a;T?/2 + a,T3/4 + asT*/5 + a,

The coefficients a; through a; are generally provided for both high-and
low-temperature ranges. Thermodynamic data in CHEMKIN format for
liquid decane is given below.

CI10H22(L) B01/00C 10.H 22. 0. 0.L  298.150 446.830 C 142.28468 1
0.00000000E+00 0.00000000E+00 0.00000000E+00 0.00000000E+00 0.00000000E+00 2
0.00000000E+00 0.00000000E+00 3.77595368E+01 5.43284903E-04-1.44050795E-06 3
1.25634293E-09 0.00000000E+00-4.74783720E+04-1.64025285E+02-3.62064632E+04 4

In the data above, the first line provides the chemical name, a comment,
the elemental composition, the phase, and the temperature range over
which the data are reported. In lines 2 through 4, the high-temperature
coefficients ay,..., a; are presented first followed by the low temperature
coefficients. For more information, refer to Kee et al. (Kee, R. J., Rupley,
F. M., and Miller, J. A., “The Chemkin Thermodynamic Database,” Sandia
Report, SAND87-8215B, reprinted March 1991).

22.*A spark ignition engine with a 8:1 compression ratio is tested with

a reference fuel mixture consisting of 87% iso-octane (i-CgH;g) and
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13% normal-heptane (n-C;H;) by volume. Assuming combustion takes
place at constant volume with air that has been compressed isentropically,
calculate the equilibrium flame temperature and mixture composition
for a stoichiometric mixture. Include NO and NO, in your equilibrium
calculation. The heats of formation of iso-octane and n-heptane are
—250.26 and —224.35kJ/mol, respectively. If necessary, the thermody-
namic data in CHEMKIN format are provided below. See question 19 for
a description of these values.

C7H16(L) n-hept P10/75C 7.H16. 0. 0.C 182580 380.000 C 100.20194
0.00000000E+00 0.00000000E+00 0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 6.98058594E+01-6.30275879E-01 3.08862295E-03
-6.40121661E-06 5.09570496E-09-3.68238127E+04-2.61086466E+02-2.69829491E+04

A w N -

C8HI18(L) isooct L10/82C 8.H 18. 0. 0.C 165.790 380.000 C 114.22852.
0.00000000E+00 0.00000000E+00 0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 1.75199280E+01 1.57483711E-02 7.35946809E-05
-6.10398277E-10 4.70619213E-13-3.77423257E+04-6.83211023E+01-3.11696059E+04

AW -
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Chapter 2

Chemical Kinetics

A. INTRODUCTION

Flames will propagate through only those chemical mixtures that are capable
of reacting quickly enough to be considered explosive. Indeed, the expression
“explosive” essentially specifies very rapid reaction. From the standpoint of
combustion, the interest in chemical kinetic phenomena has generally focused
on the conditions under which chemical systems undergo explosive reaction.
Recently, however, great interest has developed in the rates and mechanisms
of steady (nonexplosive) chemical reactions, since most of the known complex
pollutants form in zones of steady, usually lower-temperature, reactions dur-
ing, and even after, the combustion process. These essential features of chemi-
cal kinetics, which occur frequently in combustion phenomena, are reviewed
in this chapter. For a more detailed understanding of any of these aspects and a
thorough coverage of the subject, refer to any of the books on chemical kinet-
ics, such as those listed in Refs. [1, 1a].

B. RATES OF REACTIONS AND THEIR TEMPERATURE
DEPENDENCE

All chemical reactions, whether of the hydrolysis, acid—base, or combustion
type, take place at a definite rate and depend on the conditions of the system.
The most important of these conditions are the concentration of the reactants, the
temperature, radiation effects, and the presence of a catalyst or inhibitor. The
rate of the reaction may be expressed in terms of the concentration of any of
the reacting substances or of any reaction product; that is, the rate may be
expressed as the rate of decrease of the concentration of a reactant or the rate
of increase of a reaction product.

A stoichiometric relation describing a one-step chemical reaction of arbi-
trary complexity can be represented by the equation [2.2, 2.3]

YoviM) =y viM) 2.1)
j=1 =1

"

where 1/_,’» is the stoichiometric coefficient of the reactants, 1% is the stoichiomet-
ric coefficient of the products, M is an arbitrary specification of all chemical
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species, and 7 is the total number of species involved. If a species represented
by M; does not occur as a reactant or product, its v; equals zero. Consider, as
an example, the recombination of H atoms in the presence of H atoms, that is,
the reaction

H+H+H—H, +H
n=2, M, =H M,=H,
vi=3 vi=1L1 vi=1

The reason for following this complex notation will become apparent shortly.
The law of mass action, which is confirmed experimentally, states that the rate
of disappearance of a chemical species i, defined as RR;, is proportional to the
product of the concentrations of the reacting chemical species, where each
concentration is raised to a power equal to the corresponding stoichiometric
coefficient; that is,

RR, ~ [T M),  RR = k[[M;)" (2.2)
j=1 j=1

where k is the proportionality constant called the specific reaction rate coef-

ficient. In Eq. (2.2) v} is also given the symbol n, which is called the overall
order of the reaction; v} itself would be the order of the reaction with respect to
species j. In an actual reacting system, the rate of change of the concentration
of a given species i is given by

d =[u'f — v ]RRz[u;f —u;]kﬁ(Mj)”} (2.3)
Jj=1

since v/ moles of M; are formed for every v} moles of M; consumed. For the
previous example, then, d(H)/dt = —2k(H)3. The use of this complex repre-
sentation prevents error in sign and eliminates confusion when stoichiometric
coefficients are different from 1.

In many systems M; can be formed not only from a single-step reaction such
as that represented by Eq. (2.3), but also from many different such steps, lead-
ing to a rather complex formulation of the overall rate. However, for a single-
step reaction such as Eq. (2.3), Eyjf not only represents the overall order of the
reaction, but also the molecularity, which is defined as the number of mole-
cules that interact in the reaction step. Generally the molecularity of most reac-
tions of interest will be 2 or 3. For a complex reaction scheme, the concept of
molecularity is not appropriate and the overall order can take various values
including fractional ones.
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1. The Arrhenius Rate Expression

In most chemical reactions the rates are dominated by collisions of two species
that may have the capability to react. Thus, most simple reactions are second-
order. Other reactions are dominated by a loose bond-breaking step and thus
are first-order. Most of these latter type reactions fall in the class of decom-
position processes. Isomerization reactions are also found to be first-order.
According to Lindemann’s theory [1, 4] of first-order processes, first-order
reactions occur as a result of a two-step process. This point will be discussed
in a subsequent section.
An arbitrary second-order reaction may be written as

A+B—-C+D (2.4)

where a real example would be the reaction of oxygen atoms with nitrogen
molecules

O+N, - NO+N

For the arbitrary reaction (2.4), the rate expression takes the form

—RR =

= —k(A)(B) =

d(A) dB) _ _d) _ _dD) 2.5)
dt dt di

dt

The convention used throughout this book is that parentheses around a chemi-
cal symbol signify the concentration of that species in moles or mass per cubic
centimeter. Specifying the reaction in this manner does not infer that every col-
lision of the reactants A and B would lead to products or cause the disappear-
ance of either reactant. Arrhenius [5] put forth a simple theory that accounts
for this fact and gives a temperature dependence of k. According to Arrhenius,
only molecules that possess energy greater than a certain amount, E, will react.
Molecules acquire the additional energy necessary from collisions induced by
the thermal condition that exists. These high-energy activated molecules lead
to products. Arrhenius’ postulate may be written as

RR = Z,;, exp(—EIRT) (2.6)

where Z,p is the gas kinetic collision frequency and exp(—E/RT) is the
Boltzmann factor. Kinetic theory shows that the Boltzmann factor gives the
fraction of all collisions that have an energy greater than E.

The energy term in the Boltzmann factor may be considered as the size of
the barrier along a potential energy surface for a system of reactants going to
products, as shown schematically in Fig. 2.1. The state of the reacting species
at this activated energy can be regarded as some intermediate complex that
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FIGURE 2.1 Energy as a function of a reaction coordinate for a reacting system.

leads to the products. This energy is referred to as the activation energy of the
reaction and is generally given the symbol E4. In Fig. 2.1, this energy is given
the symbol E, to distinguish it from the condition in which the product species
can revert to reactants by a backward reaction. The activation energy of this
backward reaction is represented by E, and is obviously much larger than E;
for the forward step.

Figure 2.1 shows an exothermic condition for reactants going to products.
The relationship between the activation energy and the heat of reaction has
been developed [1a]. Generally, the more exothermic a reaction is, the smaller
the activation energy. In complex systems, the energy release from one such
reaction can sustain other, endothermic reactions, such as that represented in
Fig. 2.1 for products reverting back to reactants. For example, once the reac-
tion is initiated, acetylene will decompose to the elements in a monopropellant
rocket in a sustained fashion because the energy release of the decomposition
process is greater than the activation energy of the process. In contrast, a cal-
culation of the decomposition of benzene shows the process to be exothermic,
but the activation energy of the benzene decomposition process is so large that
it will not sustain monopropellant decomposition. For this reason, acetylene is
considered an unstable species and benzene a stable one.

Considering again Eq. (2.6) and referring to £ as an activation energy,
attention is focused on the collision rate Z,g, which from simple kinetic theory
can be represented by

Zug = (A)B) g [87kgT/u]"” (2.7)
where o,p is the hard sphere collision diameter, kg the Boltzmann constant,

is the reduced mass [mamp/(m, + mg)], and m is the mass of the species. Zg
may be written in the form

Zyg = Zyp (A)(B) (2.7a)
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where Z,p = 03 [87kyT/u]"?. Thus, the Arrhenius form for the rate is

RR = Z',;, (A)(B) exp(—E/RT)

When one compares this to the reaction rate written from the law of mass
action [Eq. (2.2)], one finds that

k = Z)\g exp (—EIRT) = Z'\zT"? exp(—EIRT) (2.8)

Thus, the important conclusion is that the specific reaction rate constant & is
dependent on temperature alone and is independent of concentration. Actually,
when complex molecules are reacting, not every collision has the proper steric
orientation for the specific reaction to take place. To include the steric prob-
ability, one writes k as

k = Z\gT"?[exp(—E/RT)]p (2.9)

where g is a steric factor, which can be a very small number at times. Most gen-
erally, however, the Arrhenius form of the reaction rate constant is written as

k = const T2 exp(—E/RT) = A exp(—E/RT) (2.10)

where the constant A takes into account the steric factor and the terms in the
collision frequency other than the concentrations and is referred to as the
kinetic pre-exponential A factor. The factor A as represented in Eq. (2.10) has
a very mild 7"? temperature dependence that is generally ignored when plot-
ting data. The form of Eq. (2.10) holds well for many reactions, showing an
increase in k with T that permits convenient straight-line correlations of data
on Ink versus (1/7) plots. Data that correlate as a straight line on a Ink versus
(1/7) plot are said to follow Arrhenius kinetics, and plots of the logarithm of
rates or rate constants as a function of (1/7) are referred to as Arrhenius plots.
The slopes of lines on these plots are equal to (—E/R); thus the activation
energy may be determined readily (see Fig. 2.2). Low activation energy proc-
esses proceed faster than high activation energy processes at low temperatures
and are much less temperature-sensitive. At high temperatures, high activation
energy reactions can prevail because of this temperature sensitivity.

2. Transition State and Recombination Rate Theories

There are two classes of reactions for which Eq. (2.10) is not suitable.
Recombination reactions and low activation energy free-radical reactions in
which the temperature dependence in the pre-exponential term assumes more
importance. In this low-activation, free-radical case the approach known as
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FIGURE 2.2 Arrhenius plot of the specific reaction rate constant as a function of the reciprocal
temperature.

absolute or transition state theory of reaction rates gives a more appropriate
correlation of reaction rate data with temperature. In this theory the reactants
are assumed to be in equilibrium with an activated complex. One of the vibra-
tional modes in the complex is considered loose and permits the complex to
dissociate to products. Fig. 2.1 is again an appropriate representation, where
the reactants are in equilibrium with an activated complex, which is shown by
the curve peak along the extent of the reaction coordinate. When the equilib-
rium constant for this situation is written in terms of partition functions and if
the frequency of the loose vibration is allowed to approach zero, a rate con-
stant can be derived in the following fashion.

The concentration of the activated complex may be calculated by statisti-
cal thermodynamics in terms of the reactant concentrations and an equilibrium
constant [1, 6]. If the reaction scheme is written as

A+ BC = (ABC)* — AB+C @2.11)

the equilibrium constant with respect to the reactants may be written as

_ (ABO)

it 2.12
(A)BC) @12

#

where the symbol # refers to the activated complex. As discussed in Chapter
1, since Ky is expressed in terms of concentration, it is pressure-dependent.
Statistical thermodynamics relates equilibrium constants to partition functions;
thus for the case in question, one finds [6]

__ (o exp[_i} (2.13)
(O1)A(O1)pc RT

#
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where Qr is the total partition function of each species in the reaction. Ot can
be considered separable into vibrational, rotational, and translation partition
functions.

However, one of the terms in the vibrational partition function part of Q¥
is different in character from the rest because it corresponds to a very loose
vibration that allows the complex to dissociate into products. The complete
vibrational partition function is written as

Ou = [][1 — exp(~hv, k)] ! (2.14)

1

where £ is Planck’s constant and v; is the vibrational frequency of the ith mode.
For the loose vibration, one term of the complete vibrational partition function
can be separated and its value employed when v tends to zero,

lin}) [1 — exp(=mv/kgT)I™! = (kgT/hv) (2.15)
Thus

{(ABO*/[(A)BON} = ([(Qr—)* (kg T/ (1) p (O )pc 1}
X exp (—E/RT) (2.16)

which rearranges to

V(ABC)* = {[(A)YBOC)kgT/h)(Qr_ ) * 1/[(O1) A (O1p)pc 1}
X exp(—E/RT) 2.17)

where (Qr_,)* is the partition function of the activated complex evaluated for
all vibrational frequencies except the loose one. The term v(ABC)¥ on the left-
hand side of Eq. (2.17) is the frequency of the activated complex in the degree
of freedom corresponding to its decomposition mode and is therefore the
frequency of decomposition. Thus,

k = (kgT/M(Qr_)*/(Q1) A (Qr)pc ] exp(—E,/RT) (2.18)

is the expression for the specific reaction rate as derived from transition state
theory.

If species A is only a diatomic molecule, the reaction scheme can be repre-
sented by

A = A* — products (2.19)
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Thus (Qr—,)* goes to 1. There is only one bond in A, so
Ouib.a = [1 = exp(—hv,lkgT)] ™! (2.20)
Then
k = (kgT/h)[1 — exp(—hv, /kgT)] exp(—E/RT) (2.21)

Normally in decomposition systems, v, of the stable molecule is large, then
the term in square brackets goes to 1 and

k = (kgT/h) exp (—E/RT) (2.22)

Note that the term (kg77h) gives a general order of the pre-exponential term for
these dissociation processes.

Although the rate constant will increase monotonically with T for Arrhenius’
collision theory, examination of Egs. (2.18) and (2.22) reveals that a nonmonot-
onic trend can be found [7] for the low activation energy processes represented
by transition state theory. Thus, data that show curvature on an Arrhenius plot
probably represent a reacting system in which an intermediate complex forms
and in which the activation energy is low. As the results from Problem 1 of this
chapter reveal, the term (kg7/h) and the Arrhenius pre-exponential term given
by Eq. (2.7a) are approximately the same and/or about 10*cm*mol 's™! at
1000K. This agreement is true when there is little entropy change between
the reactants and the transition state and is nearly true for most cases. Thus
one should generally expect pre-exponential values to fall in a range near
103-10"cm®mol ~'s™!. When quantities far different from this range are
reported, one should conclude that the representative expression is an empiri-
cal fit to some experimental data over a limited temperature range. The earliest
representation of an important combustion reaction that showed curvature on
an Arrhenius plot was for the CO + OH reaction as given in Ref. [7], which,
by application of transition state theory, correlated a wide temperature range of
experimental data. Since then, consideration of transition state theory has been
given to many other reactions important to combustion [8].

The use of transition state theory as a convenient expression of rate data is
obviously complex owing to the presence of the temperature-dependent partition
functions. Most researchers working in the area of chemical kinetic modeling
have found it necessary to adopt a uniform means of expressing the temperature
variation of rate data and consequently have adopted a modified Arrhenius form

k = AT" exp(—E/RT) (2.23)

where the power of T accounts for all the pre-exponential temperature-
dependent terms in Egs. (2.10), (2.18), and (2.22). Since most elementary
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binary reactions exhibit Arrhenius behavior over modest ranges of temperature,
the temperature dependence can usually be incorporated with sufficient accu-
racy into the exponential alone; thus, for most data n = 0 is adequate, as will
be noted for the extensive listing in the appendixes. However, for the large
temperature ranges found in combustion, “non-Arrhenius” behavior of rate
constants tends to be the rule rather than the exception, particularly for proc-
esses that have a small energy barrier. It should be noted that for these proc-
esses the pre-exponential factor that contains the ratio of partition functions
(which are weak functions of temperature compared to an exponential) cor-
responds roughly to a 7" dependence with n in the = 1-2 range [9]. Indeed the
values of n for the rate data expressions reported in the appendixes fall within
this range. Generally the values of n listed apply only over a limited range of
temperatures and they may be evaluated by the techniques of thermochemical
kinetics [10].

The units for the reaction rate constant kK when the reaction is of order n
(different from the n power of T) will be [(conc)"~! (time)]~". Thus, for a first-
order reaction the units of k are in reciprocal seconds (s™1), and for a second-
order reaction process the units are in cubic centimeter per mol per second
(cm® mol™! s™!). Thus, as shown in Appendix C, the most commonly used
units for kinetic rates are cm> molkJ, where kilojoules are used for the activa-
tion energy.

Radical recombination is another class of reactions in which the Arrhenius
expression will not hold. When simple radicals recombine to form a product,
the energy liberated in the process is sufficiently great to cause the product to
decompose into the original radicals. Ordinarily, a third body is necessary to
remove this energy to complete the recombination. If the molecule formed in
a recombination process has a large number of internal (generally vibrational)
degrees of freedom, it can redistribute the energy of formation among these
degrees, so a third body is not necessary. In some cases the recombination
process can be stabilized if the formed molecule dissipates some energy radia-
tively (chemiluminescence) or collides with a surface and dissipates energy in
this manner.

If one follows the approach of Landau and Teller [11], who in dealing
with vibrational relaxation developed an expression by averaging a transition
probability based on the relative molecular velocity over the Maxwellian dis-
tribution, one can obtain the following expression for the recombination rate
constant [6]:

k ~ exp(C/T)"3 (2.24)

where C is a positive constant that depends on the physical properties of the spe-
cies of concern [6]. Thus, for radical recombination, the reaction rate constant
decreases mildly with the temperature, as one would intuitively expect. In deal-
ing with the recombination of radicals in nozzle flow, one should keep this mild
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temperature dependence in mind. Recall the example of H atom recombination
given earlier. If one writes M as any (or all) third body in the system, the equa-
tion takes the form

H+H+M—H, +M (2.25)
The rate of formation of H, is third-order and given by
d(H,)/dt = k(H)*(M) (2.25a)

Thus, in expanding dissociated gases through a nozzle, the velocity increases
and the temperature and pressure decrease. The rate constant for this process
thus increases, but only slightly. The pressure affects the concentrations and
since the reaction is third-order, it enters the rate as a cubed term. In all, then,
the rate of recombination in the high-velocity expanding region decreases
owing to the pressure term. The point to be made is that third-body recombina-
tion reactions are mostly pressure-sensitive, generally favored at higher pres-
sure, and rarely occur at very low pressures.

C. SIMULTANEOUS INTERDEPENDENT REACTIONS

In complex reacting systems, such as those in combustion processes, a simple
one-step rate expression will not suffice. Generally, one finds simultaneous,
interdependent reactions or chain reactions.

The most frequently occurring simultaneous, interdependent reaction mecha-
nism is the case in which the product, as its concentration is increased, begins
to dissociate into the reactants. The classical example is the hydrogen—iodine
reaction:

H, +1, :<:>f 2HI (2.26)
b

The rate of formation of HI is then affected by two rate constants, k; and &,
and is written as

d(HI)/dt = 2k;(H,) (1) — 2k, (HI)? (2.27)

in which the numerical value 2 should be noted. At equilibrium, the rate of for-
mation of HI is zero, and one finds that

2k (Hy)eq (I )eq — 2y (HDZ, = 0 (2.28)
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where the subscript eq designates the equilibrium concentrations. Thus,

A _ Dy =K (2.29)
Ky (Hy)eq(y)eq ¢

that is, the forward and backward rate constants are related to the equilibrium
constant K based on concentrations (K_.). The equilibrium constants are cal-
culated from basic thermodynamic principles as discussed in Section 1C, and
the relationship (k¢/k,) = K. holds for any reacting system. The calculation of
the equilibrium constant is much more accurate than experimental measure-
ments of specific reaction rate constants. Thus, given a measurement of a spe-
cific reaction rate constant, the reverse rate constant is determined from the
relationship K. = (k;/ky,). For the particular reaction in Eq. (2.29), K, is not
pressure-dependent as there is a concentration squared in both the numerator
and denominator. Indeed, K. equals (k¢/kp) = K, only when the concentration
powers cancel.

With this equilibrium consideration the rate expression for the formation of
HI becomes

d (HI k
% = 2k (H,)(1,) — 2 K—f (HI)? (2.30)

C

which shows there is only one independent rate constant in the problem.

D. CHAIN REACTIONS

In most instances, two reacting molecules do not react directly as H, and I, do;
rather one molecule dissociates first to form radicals. These radicals then initi-
ate a chain of steps. Interestingly, this procedure occurs in the reaction of H,
with another halogen, Br,. Experimentally, Bodenstein [12] found that the rate
of formation of HBr obeys the expression

d(HBr) _  kup(Hy)(Br)? (2.31)
dt 1+ ki, [(HB/(Br,)]

exp

This expression shows that HBr is inhibiting to its own formation.



54 Combustion

Bodenstein explained this result by suggesting that the H,—Br, reaction was
chain in character and initiated by a radical (Brs) formed by the thermal disso-
ciation of Br,. He proposed the following steps:

DM +Br, —% 5 2Bre+ M} Chain initiating step
2

(2) Bre+H, —*— HBr + He
(3) He + Br, —% L HBr+ Bre! Chain carrying or propagating steps
(4) He+ HBr —*  H, + Bre

GM+ 2Bro—fs Br, + M} Chain terminating step

The Br, bond energy is approximately 189kJ/mol and the H, bond energy
is approximately 427kJ/mol. Consequently, except for the very highest
temperature, Br, dissociation will be the initiating step. These dissocia-
tion steps follow Arrhenius kinetics and form a plot similar to that shown in
Fig. 2.2. In Fig. 2.3 two Arrhenius plots are shown, one for a high activation
energy step and another for a low activation energy step. One can readily
observe that for low temperature, the smaller E, step prevails.

Perhaps the most important of the various chain types is the chain step that
is necessary to achieve nonthermal explosions. This chain step, called chain
branching, is one in which two radicals are created for each radical consumed.
Two typical chain branching steps that occur in the H,—O, reaction system are

He + O, — «OH + +O-
<0+ + H, — «OH + He

where the dot next to or over a species is the convention for designating a
radical. Such branching will usually occur when the monoradical (such as
H.) formed by breaking a single bond reacts with a species containing a dou-
ble bond type structure (such as that in O,) or when a biradical (such as ¢Oe)
formed by breaking a double bond reacts with a saturated molecule (such as
H, or RH where R is any organic radical). For an extensive discussion of chain
reactions, refer to the monograph by Dainton [13].

As shown in the H,—Br, example, radicals are produced by dissociation of
a reactant in the initiation process. These types of dissociation reactions are
highly endothermic and therefore quite slow. The activation energy of these
processes would be in the range of 160-460kJ/mol. Propagation reactions
similar to reactions (2.2)—(2.4) in the H,—Br, example are important because
they determine the rate at which the chain continues. For most propaga-
tion reactions of importance in combustion, activation energies normally lie
between 0 and 40 kJ/mol. Obviously, branching chain steps are a special case of
propagating steps and, as mentioned, these are the steps that lead to explosion.
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In k

1/T

FIGURE 2.3 Plot of Ink versus 1/7. Region I denotes a high activation energy process and
Region II a low activation energy process. Numerals designate conditions to be discussed in
Chapter 3.

Branching steps need not necessarily occur rapidly because of the multiplica-
tion effect; thus, their activation energies may be higher than those of the lin-
ear propagation reactions with which they compete [14].

Termination occurs when two radicals recombine; they need not be similar
to those shown in the H,—Br, case. Termination can also occur when a radical
reacts with a molecule to give either a molecular species or a radical of lower
activity that cannot propagate a chain. Since recombination processes are exo-
thermic, the energy developed must be removed by another source, as dis-
cussed previously. The source can be another gaseous molecule M, as shown
in the example, or a wall. For the gaseous case, a termolecular or third-order
reaction is required; consequently, these reactions are slower than other types
except at high pressures.

In writing chain mechanisms note that backward reactions are often writ-
ten as an individual step; that is, reaction (2.4) of the H,—Br, scheme is the
backward step of reaction (2.2). The inverse of reaction (2.3) proceeds very
slowly; it is therefore not important in the system and is usually omitted for
the H,—Br, example.

From the five chain steps written for the H,—Br, reaction, one can write an
expression for the HBr formation rate:

d(HBr)

n k,(Br)(H,) + k3 (H)(Br,) — k, (H)(HBr) (2.32)

In experimental systems, it is usually very difficult to measure the concen-
tration of the radicals that are important intermediates. However, one would
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like to be able to relate the radical concentrations to other known or measur-
able quantities. It is possible to achieve this objective by the so-called steady-
state approximation for the reaction’s radical intermediates. The assumption is
that the radicals form and react very rapidly so that the radical concentration
changes only very slightly with time, thereby approximating a steady-state
concentration. Thus, one writes the equations for the rate of change of the rad-
ical concentration, then sets them equal to zero. For the Hy—Br, system, then,
one has for (H) and (Br)

% = Iy (Br)(H,) — ky(H)(Br,) — ky,(H)(HBr) = 0 (2.33)

% = 2k, (Br,)(M) — k, (Br)(H,) + k3 (H)(Br,)
+ k, (H)(HBr) — 2ks(Br)>(M) = 0 (2.34)

Writing these two equations equal to zero does not imply that equilibrium condi-
tions exist, as was the case for Eq. (2.28). It is also important to realize that the
steady-state approximation does not imply that the rate of change of the radical
concentration is necessarily zero, but rather that the rate terms for the expres-
sions of radical formation and disappearance are much greater than the radical
concentration rate term. That is, the sum of the positive terms and the sum of the
negative terms on the right-hand side of the equality in Eqgs. (2.33) and (2.34)
are, in absolute magnitude, very much greater than the term on the left of these
equalities [3].

Thus in the Hy—Br, experiment it is assumed that steady-state concentrations
of radicals are approached and the concentrations for H and Br are found to be

(Br) = (k/ks)""? (Br,)!/? (2.35)

_ ky (ky/ks)!? (H, )(Br, )12
ky(Br,) + k,(HBr)

(2.36)

(H)

By substituting these values in the rate expression for the formation of HBr
[Eq. (2.32)], one obtains

d(HBr) _ 2k, (k/ks)"* (H,)(Bry )"
dr 1+ [k, (HBr)/ky(Br,)]

(2.37)

which is the exact form found experimentally [Eq. (2.31)]. Thus,

kL= 2ky (ki Ik V2, K = kg Tk

exp exp
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Consequently, it is seen, from the measurement of the overall reaction rate and
the steady-state approximation, that values of the rate constants of the interme-
diate radical reactions can be determined without any measurement of radical
concentrations. Values k¢, and k¢, evolve from the experimental measure-
ments and the form of Eq. (2.31). Since (k;/ks) is the inverse of the equilibrium
constant for Br, dissociation and this value is known from thermodynamics,
k, can be found from k. The value of k4 is found from k, and the equilib-
rium constant that represents reactions (2.2) and (2.4), as written in the H,—Br,
reaction scheme. From the experimental value of k¢, and the calculated value
of k4, the value k5 can be determined.

The steady-state approximation, found to be successful in application to this
straight-chain process, can be applied to many other straight-chain processes,
chain reactions with low degrees of branching, and other types of non-chain sys-
tems. Because the rates of the propagating steps greatly exceed those of the ini-
tiation and termination steps in most, if not practically all, of the straight-chain
systems, the approximation always works well. However, the use of the approxi-
mation in the initiation or termination phase of a chain system, during which the
radical concentrations are rapidly increasing or decreasing, can lead to substan-
tial errors.

E. PSEUDO-FIRST-ORDER REACTIONS AND
THE “FALL-OFF” RANGE

As mentioned earlier, practically all reactions are initiated by bimolecular
collisions; however, certain bimolecular reactions exhibit first-order kinetics.
Whether a reaction is first- or second-order is particularly important in com-
bustion because of the presence of large radicals that decompose into a stable
species and a smaller radical (primarily the hydrogen atom). A prominent com-
bustion example is the decay of a paraffinic radical to an olefin and an H atom.
The order of such reactions, and hence the appropriate rate constant expres-
sion, can change with the pressure. Thus, the rate expression developed from
one pressure and temperature range may not be applicable to another range.
This question of order was first addressed by Lindemann [4], who proposed
that first-order processes occur as a result of a two-step reaction sequence in
which the reacting molecule is activated by collisional processes, after which
the activated species decomposes to products. Similarly, the activated mole-
cule could be deactivated by another collision before it decomposes. If A is
considered the reactant molecule and M its nonreacting collision partner, the
Lindemann scheme can be represented as follows:

A+M$A* +M (2.38)

b

A products (2.39)
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The rate of decay of species A is given by

% = —k;(A)M) + k, (A")(M) (2.40)

and the rate of change of the activated species A” is given by

d(A")
dt

= ke (A)M) — k, (A"HM) — K, (A") = 0 (2.41)

Applying the steady-state assumption to the activated species equation gives

k. (A)(M
(A*) = & (2.42)
ky, (M) + kp
Substituting this value of (A" into Eq. (2.40), one obtains
kek (M
_Ldw _ KGOD (2.43)

— Mdiss
(A) dt ky (M) + k, $

where ky; 1S a function of the rate constants and the collision partner concen-
tration—that is, a direct function of the total pressure if the effectiveness of all
collision partners is considered the same. Owing to size, complexity, and the
possibility of resonance energy exchange, the effectiveness of a collision part-
ner (third body) can vary. Normally, collision effectiveness is not a concern,
but for some reactions specific molecules may play an important role [15].

At high pressures, k(M) >> k, and

k.k
Kgiss oo = —]fc P — Kk, (2.44)
b

where kg .. becomes the high-pressure-limit rate constant and K is the equi-
librium constant (k;/ky). Thus at high pressures the decomposition process
becomes overall first-order. At low pressure, k,(M) <<k, as the concentra-
tions drop and

kgisso = ke (M) (2.45)

where kg5 o 18 the low-pressure-limit rate constant. The process is then second-
order by Eq. (2.43), simplifying to —d(A)/dt = k{(M)(A). Note the presence of
the concentration (A) in the manner in which Eq. (2.43) is written.

Many systems fall in a region of pressures (and temperatures) between the
high- and low-pressure limits. This region is called the “fall-off range,” and



Chemical Kinetics 59

its importance to combustion problems has been very adequately discussed
by Troe [16]. The question, then, is how to treat rate processes in the fall-off
range. Troe proposed that the fall-off range between the two limiting rate con-
stants be represented using a dimensionless pressure scale

(Kgiss 07 Kgiss. o) = Ky (M) ke (2.46)

in which one must realize that the units of k, and k, are different so that
the right-hand side of Eq. (2.46) is dimensionless. Substituting Eq. (2.44) into
Eq. (2.43), one obtains

ki _ kD kMK, 047
kgisoo kM) +k, [k M)k, 1+1

or, from Eq. (2.46)

Kgiss _ Kaiss 0/Kaiss,0 (2.48)
kdiss,oo 1+ (kdiss,O/kdiss,oo)

For a pressure (or concentration) in the center of the fall-off range, (ks o/
kdiss,OO) =1 and

kdiss = O'Skdiss,oo (249)

Since it is possible to write the products designated in Eq. (2.39) as two spe-
cies that could recombine, it is apparent that recombination reactions can
exhibit pressure sensitivity; so an expression for the recombination rate con-
stant similar to Eq. (2.48) can be developed [16].

The preceding discussion stresses the importance of properly handling rate
expressions for thermal decomposition of polyatomic molecules, a condition that
prevails in many hydrocarbon oxidation processes. For a detailed discussion on
evaluation of low- and high-pressure rate constants, again refer to Ref. [16].

Another example in which a pseudo-first-order condition can arise in evaluat-
ing experimental data is the case in which one of the reactants (generally the oxi-
dizer in a combustion system) is in large excess. Consider the arbitrary process

A+B—D (2.50)

where (B) >> (A). The rate expression is

—— =——"=—k(A)B) (2.51)
dt
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Since (B) >=> (A), the concentration of B does not change appreciably and k(B)
would appear as a constant. Then Eq. (2.51) becomes

dA) __dD) _ _ipy (2.52)
dt

where k' = k(B). Equation (2.52) could represent experimental data because
there is little dependence on variations in the concentration of the excess com-
ponent B. The reaction, of course, appears overall first-order. One should keep
in mind, however, that k' contains a concentration and is pressure-dependent.
This pseudo-first-order concept arises in many practical combustion systems
that are very fuel-lean; that is, O, is present in large excess.

F. THE PARTIAL EQUILIBRIUM ASSUMPTION

As will be discussed in the following chapter, most combustion systems entail
oxidation mechanisms with numerous individual reaction steps. Under certain cir-
cumstances a group of reactions will proceed rapidly and reach a quasi-equilibrium
state. Concurrently, one or more reactions may proceed slowly. If the rate or
rate constant of this slow reaction is to be determined and if the reaction con-
tains a species difficult to measure, it is possible through a partial equilibrium
assumption to express the unknown concentrations in terms of other measurable
quantities. Thus, the partial equilibrium assumption is very much like the steady-
state approximation discussed earlier. The difference is that in the steady-state
approximation one is concerned with a particular species and in the partial equi-
librium assumption one is concerned with particular reactions. Essentially then,
partial equilibrium comes about when forward and backward rates are very large
and the contribution that a particular species makes to a given slow reaction of
concern can be compensated for by very small differences in the forward and
backward rates of those reactions in partial equilibrium.

A specific example can illustrate the use of the partial equilibrium assump-
tion. Consider, for instance, a complex reacting hydrocarbon in an oxidizing
medium. By the measurement of the CO and CO, concentrations, one wants to
obtain an estimate of the rate constant of the reaction

CO+OH — CO, +H (2.53)

The rate expression is

d(CO,) __ d(stO) = k(CO)(OH) (2.54)

dt

Then the question is how to estimate the rate constant k without a measure-
ment of the OH concentration. If one assumes that equilibrium exists between
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the H,—O, chain species, one can develop the following equilibrium reactions
of formation from the complete reaction scheme:

1H,+40, 20H, H,+10,=H,0

_ (oHR, (H,0)q,

CEOH T (H))o(0y)eg - M0 (Hy)e (0,12

(2.55)

Solving the two latter expressions for (OH)4 and eliminating (H,),q, one obtains
(OH)q = (H,0)"*(0)*[KE on/Kc tm,01"? (2.56)
and the rate expression becomes

d(CO,) __ d(CO)
dt dt

= k[K(zj’fyOH/KC,f’HZO ]1/2 (CO)(Hzo)l/z (02 )1/4 (2.57)

Thus, one observes that the rate expression can be written in terms of read-
ily measurable stable species. One must, however, exercise care in applying this
assumption. Equilibria do not always exist among the H,—O, reactions in a hydro-
carbon combustion system—indeed, there is a question if equilibrium exists during
CO oxidation in a hydrocarbon system. Nevertheless, it is interesting to note the
availability of experimental evidence that shows the rate of formation of CO, to
be (1/4)-order with respect to O,, (1/2)-order with respect to water, and first-order
with respect to CO [17, 18]. The partial equilibrium assumption is more appropri-
ately applied to NO formation in flames, as will be discussed in Chapter 8.

G. PRESSURE EFFECT IN FRACTIONAL CONVERSION

In combustion problems, one is interested in the rate of energy conversion or
utilization. Thus it is more convenient to deal with the fractional change of a
particular substance rather than the absolute concentration. If (M) is used to
denote the concentrations in a chemical reacting system of arbitrary order n,
the rate expression is

dM)
= = —k(M)"
ol k(M) (2.58)

Since (M) is a concentration, it may be written in terms of the total density p
and the mole or mass fraction ¢; that is,

M) = pe (2.59)
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It follows that at constant temperature
p(deldt) = —k(pe)" (2.60)

(deldt) = —ke"p"~! (2.61)
For a constant-temperature system, p ~ P and

(deldt) ~ P! (2.62)

That is, the fractional change is proportional to the pressure raised to the
reaction order —1.

H. CHEMICAL KINETICS OF LARGE REACTION MECHANISMS

For systems with large numbers of species and reactions, the dynamics of the
reaction and the interactions between species can become quite complex. In
order to analyze the reaction progress of species, various diagnostics tech-
niques have been developed. Two of these techniques are reaction rate-of-
production analysis and sensitivity analysis. A sensitivity analysis identifies the
rate limiting or controlling reaction steps, while a rate-of-production analysis
identifies the dominant reaction paths (i.e., those most responsible for forming
or consuming a particular species).

First, as mentioned previously, for a system of reactions, Eq. (2.1) can be
rewritten as

ZV},i(Mj) = Zy,},i(Mj)’ i=1...,m (2.63)
=1 =

where the index i refers to reactions 1 through m of the mechanism. Following
Eqg. (2.3), the net reaction rate for the ith reaction can then be expressed as

4; =k [T M )%=k T M) (2.64)
j=1 j=1

From Eq. (2.3), the rate of change of concentration of a given species j resulting
from both the forward and backward reactions of the ith reaction is given by

W, = [V’j,»l- -

i bl = Vg (2.65)
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Given m reactions in the mechanism, the rate of change of concentration of the
Jjth species resulting from all m reactions is given by

o= 3 v, (2.66)
i=1

For a temporally reacting system at constant temperature, the coupled species
equations are then

dM
( f)=w j=1...n (2.67)
dt J

These equations are a set of nonlinear first-order ordinary differential equa-
tions that describe the evolution of the n species as a function of time starting
from a set of initial conditions

M;),—p = (M;)g j=1Ll...n (2.68)

Because the rates of reactions can be vastly different, the timescales of
change of different species concentrations can vary significantly. As a con-
sequence, the equations are said to be stiff and require specialized numerical
integration routines for their solution [19]. Solution methods that decouple
the timescales of the different species (e.g., to eliminate the fast processes if
only the slow rate limiting processes are of concern) have also been developed
[20, 21].

1. Sensitivity Analysis

The sensitivity analysis of a system of chemical reactions consist of the prob-
lem of determining the effect of uncertainties in parameters and initial con-
ditions on the solution of a set of ordinary differential equations [22, 23].
Sensitivity analysis procedures may be classified as deterministic or stochastic
in nature. The interpretation of system sensitivities in terms of first-order ele-
mentary sensitivity coefficients is called a local sensitivity analysis and typifies
the deterministic approach to sensitivity analysis. Here, the first-order elemen-
tary sensitivity coefficient is defined as the gradient

O(M )/da,

where (M) is the concentration of the jth species at time ¢ and «; is the ith
input parameter (e.g., rate constant) and the gradient is evaluated at a set of
nominal parameter values «. Although, the linear sensitivity coefficients
O(M))/0c; provide direct information on the effect of a small perturbation in
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each parameter about its nominal value on each concentration j they do not
necessarily indicate the effect of simultaneous, large variations in all parame-
ters on each species concentration. An analysis that accounts for simultaneous
parameter variations of arbitrary magnitude can be termed a global sensitivity
analysis. This type of analysis produces coefficients that have a measure of
sensitivity over the entire admissible range of parameter variation. Examples
include the “brute force” method where a single parameter value is changed
and the time history of species profiles with and without the modification are
compared. Other methods are the FAST method [24], Monte Carlo methods
[25], and Pattern methods [26].

The set of equations described by Eq. (2.67) can be rewritten to show the
functional dependence of the right-hand side of the equation as

dM;) _ .
df] :fj[(Mj)a], j=1l..,n (2.69)

where f; is the usual nonlinear first-order, second-order, or third-order func-
tion of species concentrations. The parameter vector o includes all physically
definable input parameters of interest (e.g., rate constants, equilibrium con-
stants, initial concentrations, etc.), all of which are treated as constant.

For a local sensitivity analysis, Eq. (2.69) may be differentiated with
respect to the parameters « to yield a set of linear coupled equations in terms
of the elementary sensitivity coefficients, d(M;)/0c;.

9
ot

of;  oM,)
o Z@(MS) da,

s=1

i=l..m  (270)

oMy | _ o &
Oa.

1

Since the quantities 0f/0(M,) are generally required during the solution of
Eq. (2.69), the sensitivity equations are conveniently solved simultaneously
with the species concentration equations. The initial conditions for Eq. (2.70)
result from mathematical consideration versus physical consideration as with
Eq. (2.69). Here, the initial condition [§(M j)/8ai]t:0 is the zero vector,
unless «; is the initial concentration of the jth species, in which case the initial
condition is a vector whose components are all zero except the jth component,
which has a value of unity. Various techniques have been developed to solve
Eq. (2.70) [22, 23].

It is often convenient, for comparative analysis, to compute normalized
sensitivity coefficients

o, OM;) _ 9 In(M;)
M;) Oq; 0Inq;

(2.71)
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oMy OM)

al
Oo 0 1nq;

2.72)

and thus remove any artificial variations to the magnitudes of (M;) or ;. Thus,
the interpretation of the first-order elementary sensitivities of Eq. (2.71) is
simply the percentage change in a species concentration due to a percentage
change in the parameter o; at a given time ¢. Since it is common for species
concentrations to vary over many orders of magnitude during the course of a
reaction, much of the variation in the normalized coefficients of Eq. (2.71) may
result from the change in the species concentration. The response of a species
concentration in absolute units due to a percentage change in ¢; as given in
Eq. (2.72) is an alternative normalization procedure. For a reversible reaction
the forward and backward rate constants are related to the equilibrium constant.
Thus, a summation of elementary sensitivity coefficients for the forward and
backward rate constants of the same reaction is an indication of the importance
of the net reaction in the mechanism, whereas the difference in the two sensi-
tivity coefficients is an indicator of the importance of the equilibrium constant.

In addition to the linear sensitivity coefficients described above, various
other types of sensitivity coefficients have been studied to probe underlying
relationships between input and output parameters of chemical kinetic models.
These include higher-order coefficients, Green’s function coefficients, derived
coefficients, feature coefficients, and principal components. Their descriptions
and applications can be found in the literature [22, 23, 27, 28].

2. Rate of Production Analysis

A rate-of-production analysis considers the percentage of the contributions of
different reactions to the formation or consumption of a particular chemical
species.

The normalized production contributions of a given reaction to a particular
species is given by

max(v; ;,0)g;
CP = M (2.73)

JU m
> max(v; ;,0)g;

i=1
The normalized destruction contribution is given by

min(v; ;, 0)g;

cd = (2.74)

> min(v;;,0)g

i=1
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The function max (x, y) implies the use of the maximum value between
the two arguments x and y in the calculation. A similar definition applies to min
(x, ¥). A local reaction flow analysis considers the formation and consumption
of species locally; that is, at specific times in time-dependent problems or at
specific locations in steady spatially dependent problems [29-31]. An integrated
reaction flow analysis considers the overall formation or consumption during the
combustion process [29, 30]. Here, the results for homogeneous time-dependent
systems are integrated over the whole time, while results from steady spatially
dependent systems are integrated over the reaction zone. From such results the
construction of reaction flow diagrams may be developed to understand which
reactions are most responsible for producing or consuming species during the
reaction, that is, which are the fastest reactions among the mechanism.

3. Coupled Thermal and Chemical Reacting Systems

Since combustion processes generate significant sensible energy during reac-
tion, the species conservation equations of Eq. (2.67) become coupled to the
energy conservation equation through the first law of thermodynamics.

If the reaction system is treated as a closed system of fixed mass, only the
species and energy equations need to be considered. Consider a system with
total mass

m = ij 2.75)

where m; is the mass of the jth species. Overall mass conservation yields
dm/dt = 0, and therefore the individual species are produced or consumed as

given by

dm; )

where V is the volume of the system and MW; is the molecular weight of the
Jjth species.

Since the total mass is constant, Eq. (2.76) can be written in terms of the
mass fractions

m m;
Yy, =-"L= L (2.77)

J m n
> m
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Note that XY; = 1. The mole fraction is defined as

N; i
g N,
s=1

with XX; = 1. Mass fractions can be related to mole fractions

X MW,
Yy, =—_71 (2.79)
! MW
where
MW = X MW, = !
=1 Z (Y,/MW) (2.80)
J J
j=1
Introducing the mass fraction into Eq. (2.76) yields
dy; 0. MW,
il R A (2.81)
dt )

where p = m/V. For a multi-component gas, the mean mass density is defined by

n
p =2 (M)MW,
j=1
For an adiabatic constant pressure system the first law reduces to

dh =0

since h = e + Pv, dh = de + vdP + Pdv and de = —Pdv where v is the spe-
cific volume (V/m). For a mixture, the total enthalpy may be written as

h = Z thj (2.82)
=1
and therefore

(2.83)
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Assuming a perfect gas mixture,

dh; = c, ;dT (2.84)

and therefore

dh —-}: (e }% ; (2.85)
=

Defining the mass weighted specific heat of the mixture as
z ¢, Y = cp (2.86)

and substituting Eq. (2.81) into Eq. (2.85) yields the system energy equation
written in terms of the temperature

Zthw

ar _ =007 (2.87)
dt pe,

Equations (2.81) and (2.87) form a coupled set of equations, which
describe the evolution of species and mixture temperature during the course of
a chemical reaction.

The solution procedure to this equation is the same as described for the
temporal isothermal species equations described above. In addition, the asso-
ciated temperature sensitivity equation can be simply obtained by taking
the derivative of Eq. (2.87) with respect to each of the input parameters to
the model. The governing equations for similar types of homogeneous reac-
tion systems can be developed for constant volume systems, and stirred and
plug flow reactors as described in Chapters 3 and 4 and elsewhere [31-37].
The solution to homogeneous systems described by Eq. (2.81) and Eq. (2.87)
are often used to study reaction mechanisms in the absence of mass diffusion.
These equations (or very similar ones) can approximate the chemical kinet-
ics in flow reactor and shock tube experiments, which are frequently used for
developing hydrocarbon combustion reaction mechanisms.

4. Mechanism Simplification

As noted in the previous sections, the solution of a chemical kinetics problem
in which a large detailed mechanism is used to describe the reaction requires
the solution of one species conservation equation for each species of the
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mechanism. For realistic fuels, the number of species could be large (several
hundred or more), and consequently, the use of such mechanisms in analyzing
problems with one or more spatial dimensions can be quite costly in terms of
computational time. Thus, methods to simplify detailed reaction mechanisms
retaining only the essential features have been understudy. Simplified mecha-
nisms can also provide additional insight into the understanding of the chemis-
try by decreasing the complexities of a large detailed mechanism. Steady-state
and partial equilibrium assumptions have been used to generate reduced mech-
anisms [38, 39] and sensitivity analysis techniques have been used to generate
skeletal mechanisms [23]. An eigenvalue analysis of the Jacobian associated
with the differential equations of the system reveals information about the
timescales of the chemical reaction and about species in steady-state or reac-
tions in partial equilibrium [24]. The eigenvalues can be used to separate the
species with fast and slow timescales, and thus, the system may be simplified,
for example, by eliminating the fast species by representing them as functions
of the slow ones. Examples of such approaches to mechanism simplification
are readily available and the reader is referred to the literature for more details
[40-45].

PROBLEMS
(Those with an asterisk require a numerical solution and use of an appropriate
software program—see Appendix I.)

1. For a temperature of 1000K, calculate the pre-exponential factor in the spe-
cific reaction rate constant for (a) any simple bimolecular reaction and (b) any
simple unimolecular decomposition reaction following transition state theory.

2. The decomposition of acetaldehyde is found to be overall first-order with
respect to the acetaldehyde and to have an overall activation energy of 60
kcal/mol. Assume the following hypothetical sequence to be the chain
decomposition mechanism of acetaldehyde:

(1) CH;CHO —*— 0.5CH,CO + 0.5CH, + 0.5CO + 0.5H,
(2) CH,CO—%— CH, + CO
(3) CH, + CH,CHO —%— CH, + CH,CO
4) éH2 + CHqéO —H%_ minor products
For these conditions,
(a) List the type of chain reaction and the molecularity of each of the four
reactions.

(b) Show that these reaction steps would predict an overall reaction order
of 1 with respect to the acetaldehyde.
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(c) Estimate the activation energy of reaction (2), if £, = 80, E3 = 10, and
E4 = 5 kcal/mol.
Hint: E; is much larger than E,, E5, and E,.
Assume that the steady state of (Br) is formally equivalent to partial equi-
librium for the bromine radical chain-initiating step and recalculate the
form of Eq. (2.37) on this basis.
Many early investigators interested in determining the rate of decomposi-
tion of ozone performed their experiments in mixtures of ozone and oxy-
gen. Their observations led them to write the following rate expression:

d(03)/dt = ke, [(O5 )2/(0,)]
The overall thermodynamic equation for ozone conversion to oxygen is
20, — 30,

The inhibiting effect of the oxygen led many to expect that the decompo-
sition followed the chain mechanism

M+0,—%—0,+0+M
M+0+0, —%—~0,+M
0+0, —5 20,

(a) If the chain mechanisms postulated were correct and if k, and k3 were
nearly equal, would the initial mixture concentration of oxygen have
been much less than or much greater than that of ozone?

(b) What is the effective overall order of the experimental result under
these conditions?

(¢) Given that k., was determined as a function of temperature, which of
the three elementary rate constants is determined? Why?

(d) What type of additional experiment should be performed in order to
determine all the elementary rate constants?

. A strong normal shock wave is generated in a shock tube filled with dry

air at standard temperature and pressure (STP). The oxygen and nitrogen
behind the shock wave tend to react to form nitric oxide.

Calculate the mole fraction of nitric oxide that ultimately will form, assum-
ing that the elevated temperature and pressure created by the shock are sus-
tained indefinitely. Calculate the time in milliseconds after the passage of
the shock for the attainment of 50% of the ultimate amount; this time may
be termed the “chemical relaxation time” for the shock process. Calculate
the corresponding “relaxation distance,” that is, the distance from the
shock wave where 50% of the ultimate chemical change has occurred.
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Use such reasonable approximations as: (1) Air consists solely of nitrogen
and oxygen in exactly 4:1 volume ratio; (2) other chemical “surface” reac-
tions can be neglected because of the short times; (4) ideal shock wave
relations for pure air with constant specific heats may be used despite the
formation of nitric oxide and the occurrence of high temperature.
Do the problem for two shock strengths, M = 6 and M = 7. The following
data may be used:

i. At temperatures above 1250K, the decomposition of pure nitric oxide

is a homogeneous second order reaction:

mol |’

k = 2.2X10"“exp(—78,200/RT) [—3
cm

See: Wise, H. and Frech, M. Fr, Journal of Chemical Physics, 20, 22
and 1724 (1952).

ii. The equilibrium constant for nitric oxide in equilibrium with nitrogen
and oxygen is tabulated as follows:

T K,
1500 0.00323
1750 0.00912
2000 0.0198
2250 0.0364
2500 0.0590
2750 0.0876

See: Gaydon, A. G. and Wolthard, H. G., “Flames: Their Structure,
Radiation and Temperature,” Chapman and Hall, 1970, page 274.

6. Gaseous hydrazine decomposes in a flowing system releasing energy. The
decomposition process follows first order kinetics. The rate of change
of the energy release is of concern. Will this rate increase, decrease, or
remain the same with an increase in pressure?

7. Consider the hypothetical reaction

A+B—-C+D

The reaction as shown is exothermic. Which has the larger activation
energy, the exothermic forward reaction or its backward analog? Explain.
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10.

11.
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The activation energy for dissociation of gaseous HI to H, and I, (gas) is
185.5kJ/mol. If the AH;ZJQS for HI is —5.65kJ/mol, what is the E, for the
reaction H, + I, (gas) — HI (gas).

From the data in Appendix C, determine the rate constant at 1000K for
the reaction.

H, + OH— H,0+H

Then, determine the rate constant of the reverse reaction.

Consider the chemical reaction of Problem 9. It is desired to find an
expression for the rate of formation of the water vapor when all the radi-
cals can be considered to be in partial equilibrium.

Consider the first order decomposition of a substance A to products. At
constant temperature, what is the half-life of the substance?

12.*%A proposed mechanism for the reaction between H, and Cl, to form HCI

is given below.

Cl,+M = Cl+Cl+M
H,+M = H+H+M
H+Cl, = HCl+Cl
Cl+H, = HCI+H
H+Cl+M = HCI+M

Calculate and plot the time-dependent species profiles for an initial mixture of
50% H, and 50% Cl, reacting at a constant temperature and pressure of 800K
and 1 atm, respectively. Consider a reaction time of 200ms. Perform a sensitiv-
ity analysis and plot the sensitivity coefficients of the HCI concentration with
respect to each of the rate constants. Rank-order the importance of each reac-
tion on the HCI concentration. Is the H atom concentration in steady-state?

13.#High temperature NO formation in air results from a thermal mechanism

(see Chapter 8) described by the two reactions.

N, +O= NO+N
N+0, = NO+0

Add to this mechanism the reaction for O, dissociation
0, +M=0+0+M

and calculate the time history of NO formation at a constant temperature
and pressure of 2500K and 1 atm, respectively. Develop a mechanism that
has separate reactions for the forward and backward directions. Obtain one
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of the rate constants for each reaction from Appendix C and evaluate
the other using the thermodynamic data of Appendix A. Plot the species
profiles of NO and O as a function of time, as well as the sensitivity coef-
ficients of NO with respect to each of the mechanism rate constants. What
is the approximate time required to achieve the NO equilibrium concen-
tration? How does this time compare to residence times in flames or in
combustion chambers?
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Chapter 3

Explosive and General Oxidative
Characteristics of Fuels

A. INTRODUCTION

In the previous chapters, the fundamental areas of thermodynamics and chemi-
cal kinetics were reviewed. These areas provide the background for the study
of very fast reacting systems, termed explosions. In order for flames (deflagra-
tions) or detonations to propagate, the reaction kinetics must be fast—that is,

the mixture must be explosive.

B. CHAIN BRANCHING REACTIONS AND CRITERIA FOR

EXPLOSION

Consider a mixture of hydrogen and oxygen stored in a vessel in stoichiomet-
ric proportions and at a total pressure of 1atm. The vessel is immersed in a
thermal bath kept at 500°C (773 K), as shown in Fig. 3.1.

If the vessel shown in Fig. 3.1 is evacuated to a few millimeters of mercury
(torr) pressure, an explosion will occur. Similarly, if the system is pressurized
to 2 atm, there is also an explosion. These facts suggest explosive limits.

If H, and O, react explosively, it is possible that such processes could occur
in a flame, which indeed they do. A fundamental question then is: What governs
the conditions that give explosive mixtures? In order to answer this question,

Supply [6=)

X Pump

H,, O,
1atm

500°C

%

2

FIGURE 3.1 Experimental configuration for the determination of Hy—O, explosion limits.

75
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it is useful to reconsider the chain reaction as it occurs in the H, and Br,
reaction:

H, + Br, — 2HBr (the overall reaction)
M+ Br, — 2Br+ M (chain initiating step)

Br+H, — HBr+H
H + Br, — HBr + Br (chain propagating steps)
H+ HBr — H, + Br

M +2Br — Br, + M (chain terminating step)

There are two means by which the reaction can be initiated—thermally or
photochemically. If the H,—Br, mixture is at room temperature, a photochemi-
cal experiment can be performed by using light of short wavelength; that is,
high enough hv to rupture the Br—Br bond through a transition to a higher
electronic state. In an actual experiment, one makes the light source as weak
as possible and measures the actual energy. Then one can estimate the number
of bonds broken and measure the number of HBr molecules formed. The ratio
of HBr molecules formed per Br atom created is called the photoyield. In the
room-temperature experiment one finds that

(HBr)/(Br) ~ 0.01 << 1

and, of course, no explosive characteristic is observed. No explosive charac-
teristic is found in the photolysis experiment at room temperature because the
reaction

Br+H, — HBr +H

is quite endothermic and therefore slow. Since the reaction is slow, the chain
effect is overtaken by the recombination reaction

M+ 2Br — Br, + M

Thus, one sees that competitive reactions appear to determine the overall
character of this reacting system and that a chain reaction can occur without an
explosion.

For the H,—Cl, system, the photoyield is of the order 10* to 107. In this
case the chain step is much faster because the reaction

Cl+H, — HCI+H



Explosive and General Oxidative Characteristics of Fuels 77

has an activation energy of only 25 kJ/mol compared to 75 kJ/mol for the corre-
sponding bromine reaction. The fact that in the iodine reaction the correspond-
ing step has an activation energy of 135kJ/mol gives credence to the notion
that the iodine reaction does not proceed through a chain mechanism, whether
it is initiated thermally or photolytically.

It is obvious, then, that only the H,—Cl, reaction can be exploded photo-
chemically, that is, at low temperatures. The H,—Br, and H,—I, systems can
support only thermal (high-temperature) explosions. A thermal explosion occurs
when a chemical system undergoes an exothermic reaction during which insuffi-
cient heat is removed from the system so that the reaction process becomes self-
heating. Since the rate of reaction, and hence the rate of heat release, increases
exponentially with temperature, the reaction rapidly runs away; that is, the sys-
tem explodes. This phenomenon is the same as that involved in ignition proc-
esses and is treated in detail in the chapter on thermal ignition (Chapter 7).

Recall that in the discussion of kinetic processes it was emphasized that
the H,—O, reaction contains an important, characteristic chain branching step,
namely,

H+0, > OH+O0

which leads to a further chain branching system

O+H, - OH+H
OH+H, - H,O+H

The first two of these three steps are branching, in that two radicals are
formed for each one consumed. Since all three steps are necessary in the chain
system, the multiplication factor, usually designated a, is seen to be greater than
1 but less than 2. The first of these three reactions is strongly endothermic; thus it
will not proceed rapidly at low temperatures. So, at low temperatures an H atom
can survive many collisions and can find its way to a surface to be destroyed.
This result explains why there is steady reaction in some H,—O, systems where
H radicals are introduced. Explosions occur only at the higher temperatures,
where the first step proceeds more rapidly.

It is interesting to consider the effect of the multiplication as it may apply
in a practical problem such as that associated with automotive knock. However
extensive the reacting mechanism in a system, most of the reactions will be
bimolecular. The pre-exponential term in the rate constant for such reactions
has been found to depend on the molecular radii and temperature, and will
generally be between 4 X 10'3 and 4 X 10*cm®mol 's™!. This appropriate
assumption provides a ready means for calculating a collision frequency. If the
state quantities in the knock regime lie in the vicinity of 1200K and 20 atm and
if nitrogen is assumed to be the major component in the gas mixture, the density
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of this mixture is of the order of 6kg/m> or approximately 200mol/m?>. Taking the
rate constant pre-exponential as 10™cm®mol 's™! or 108m>mol~!s™!, an esti-
mate of the collision frequency between molecules in the mixture is

(10 m3mol~1s71)(200 mol/m?) = 2 X 109 collisions/s

For arithmetic convenience, 10'” will be assumed to be the collision frequency
in a chemical reacting system such as the knock mixture loosely defined.

Now consider that a particular straight-chain propagating reaction ensues,
that the initial chain particle concentration is simply 1, and that 1mol or 10"
molecules/cm? exist in the system. Thus all the molecules will be consumed in
a straight-chain propagation mechanism in a time given by

10" molecules/cm? 1 —10%s
1 molecule/cm? 109 collisions/s

or approximately 30 years, a preposterous result.

Specifying « as the chain branching factor, then, the previous example
was for the condition o = 1. If, however, pure chain branching occurs under
exactly the same conditions, then o« = 2 and every radical initiating the chain
system creates two, which create four, and so on. Then 10'° molecules/cm? are
consumed in the following number of generations (N):

2V =10
or
N =63

Thus the time to consume all the particles is

Bl —gxi0m0s
110

or roughly 6ns.

If the system is one of both chain branching and propagating steps, «
could equal 1.01, which would indicate that one out of a hundred reactions
in the system is chain branching. Moreover, hidden in this assumption is the
effect of the ordinary activation energy in that not all collisions cause reac-
tion. Nevertheless, this point does not invalidate the effect of a small amount
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of chain branching. Then, if o = 1.01, the number of generations N to con-
sume the mole of reactants is

1.01V =101
N ~ 4400

Thus the time for consumption is 44 X 10~ %s or approximately half a micro-
second. For a = 1.001, or one chain branching step in a thousand, N = 43,770
and the time for consumption is approximately 4 ms.

From this analysis one concludes that if one radical is formed at a tempera-
ture in a prevailing system that could undergo branching and if this branching
system includes at least one chain branching step and if no chain terminating
steps prevent run away, then the system is prone to run away; that is, the sys-
tem is likely to be explosive.

To illustrate the conditions under which a system that includes chain prop-
agating, chain branching, and chain terminating steps can generate an explo-
sion, one chooses a simplified generalized kinetic model. The assumption is
made that for the state condition just prior to explosion, the kinetic steady-state
assumption with respect to the radical concentration is satisfactory. The gener-
alized mechanism is written as follows:

M—bf_ R (3.1)
R+M—% 4R+ M (3.2)
R+M—5 LpP+R (3.3)
R+M—F 1 (3.4)
R+0, +M—%5 RO, +M (3.5)
R—Ff .1 (3.6)

Reaction (3.1) is the initiation step, where M is a reactant molecule forming a
radical R. Reaction (3.2) is a particular representation of a collection of propa-
gation steps and chain branching to the extent that the overall chain branching
ratio can be represented as o. M’ is another reactant molecule and « has any
value greater than 1. Reaction (3.3) is a particular chain propagating step form-
ing a product P. It will be shown in later discussions of the hydrocarbon-air
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reacting system that this step is similar, for example, to the following impor-
tant exothermic steps in hydrocarbon oxidation:

+ +

H, +OH — H,0+H (3.32)
CO+OH — CO, +H

Since a radical is consumed and formed in reaction (3.3) and since R repre-
sents any radical chain carrier, it is written on both sides of this reaction step.
Reaction (3.4) is a gas-phase termination step forming an intermediate stable
molecule I, which can react further, much as M does. Reaction (3.5), which is
not considered particularly important, is essentially a chain terminating step
at high pressures. In step (5), R is generally an H radical and RO, is HO,,
a radical much less effective in reacting with stable (reactant) molecules.
Thus reaction (3.5) is considered to be a third-order chain termination step.
Reaction (3.6) is a surface termination step that forms minor intermediates
(I') not crucial to the system. For example, tetracthyllead forms lead oxide
particles during automotive combustion; if these particles act as a surface sink
for radicals, reaction (3.6) would represent the effect of tetraethyllead. The auto-
motive cylinder wall would produce an effect similar to that of tetraethyllead.

The question to be considered is what value of « is necessary for the sys-
tem to be explosive. This explosive condition is determined by the rate of for-
mation of a major product, and P (products) from reaction (3.3) is the obvious
selection for purposes here. Thus

ap) _
= kR (3.3b)

The steady-state assumption discussed in the consideration of the H,—Br, chain
system is applied for determination of the chain carrier concentration (R):

R
% = k(M) + ky(@ — DRIM) — ks (R)(M)
— ks(0,) (R)(M) — k4(R) = 0 (3.7

Thus, the steady-state concentration of (R) is found to be

k(M)
(R) = ' 3.8
k, M) + ks (O, )(M) + kg — ky(a — D(M) (3-8)
Substituting Eq. (3.8) into Eq. (3.3b), one obtains
aiP) _ kyky (M)? 3.9)

di k,(M) + ks(0,)(M) + ks — ky (o — 1)(M)
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The rate of formation of the product P can be considered to be infinite—that is, the
system explodes—when the denominator of Eq. (3.9) equals zero. It is as if
the radical concentration is at a point where it can race to infinity. Note that
ky, the reaction rate constant for the initiation step, determines the rate of
formation of P, but does not affect the condition of explosion. The condi-
tion under which the denominator would become negative implies that the
steady-state approximation is not valid. The rate constant k3, although regulat-
ing the major product-forming and energy-producing step, affects neither the
explosion-producing step nor the explosion criterion. Solving for a when the
denominator of Eq. (3.9) is zero gives the critical value for explosion; namely,

o =14 D)+ ks(O)M) + kg

crit (3 1 O)
ky (M)

Assuming there are no particles or surfaces to cause heterogeneous termina-
tion steps, then

«

i = 1+ 2D EEOIM K EO) g

k, (M) k,
Thus for a temperature and pressure condition where o, = Q> the system
becomes explosive; for the reverse situation, the termination steps dominate
and the products form by slow reaction.

Whether or not either Eq. (3.10) or Eq. (3.11) is applicable to the automo-
tive knock problem may be open to question, but the results appear to predict
qualitatively some trends observed with respect to automotive knock. oy, can
be regarded as the actual chain branching factor for a system under considera-
tion, and it may also be the appropriate branching factor for the temperature and
pressure in the end gas in an automotive system operating near the knock condi-
tion. Under the concept just developed, the radical pool in the reacting combus-
tion gases increases rapidly when oy, = Qr» SO the steady-state assumption no
longer holds and Eq. (3.9) has no physical significance. Nevertheless, the steady-
state results of Eq. (3.10) or Eq. (3.11) essentially define the critical temperature
and pressure condition for which the presence of radicals will drive a chain react-
ing system with one or more chain branching steps to explosion, provided there
are not sufficient chain termination steps. Note, however, that the steps in the
denominator of Eq. (3.9) have various temperature and pressure dependences.
It is worth pointing out that the generalized reaction scheme put forth cannot
achieve an explosive condition, even if there is chain branching, if the reacting
radical for the chain branching step is not regenerated in the propagating steps
and this radical’s only source is the initiation step.

Even though k, is a hypothetical rate constant for many reaction chain sys-
tems within the overall network of reactions in the reacting media and hence
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cannot be evaluated to obtain a result from Eq. (3.10), it is still possible to
extract some qualitative trends, perhaps even with respect to automotive knock.
Most importantly, Eq. (3.9) establishes that a chemical explosion is possible
only when there is chain branching. Earlier developments show that with small
amounts of chain branching, reaction times are extremely small. What deter-
mines whether the system will explode or not is whether chain termination is
faster or slower than chain branching.

The value of ay;, in Eq. (3.11) is somewhat pressure-dependent through
the oxygen concentration. Thus it seems that as the pressure rises, o would
increase and the system would be less prone to explode (knock). However, as
the pressure increases, the temperature also rises. Moreover, ky4, the rate con-
stant for a bond forming step, and ks, a rate constant for a three-body recombi-
nation step, can be expected to decrease slightly with increasing temperature.
The overall rate constant k,, which includes branching and propagating steps,
to a first approximation, increases exponentially with temperature. Thus, as the
cylinder pressure in an automotive engine rises, the temperature rises, resulting
in an a;, that makes the system more prone to explode (knock).

The o from Eq. (3.10) could apply to a system that has a large surface
area. Tetraethyllead forms small lead oxide particles with a very large surface
area, so the rate constant ks would be very large. A large k¢ leads to a large
value of a;, and hence a system unlikely to explode. This analysis supports
the argument that tetraethylleads suppress knock by providing a heterogeneous
chain terminating vehicle.

It is also interesting to note that, if the general mechanism [Eqgs. (3.1)—(3.6)]
were a propagating system with a = 1, the rate of change in product concen-
tration (P) would be

[d(P)/dt] = [kjky(M)*V/[ky (M) + ks(O,)(M) + kg
Thus, the condition for fast reaction is
{kiks (M)2/[ky (M) + ks(O)(M) + kg1} > 1

and an explosion is obtained at high pressure and/or high temperature
(where the rates of propagation reactions exceed the rates of termination reac-
tions). In the photochemical experiments described earlier, the explosive con-
dition would not depend on k;, but on the initial perturbed concentration of
radicals.

Most systems of interest in combustion include numerous chain steps. Thus
it is important to introduce the concept of a chain length, which is defined as
the average number of product molecules formed in a chain cycle or the prod-
uct reaction rate divided by the system initiation rate [1]. For the previous
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scheme, then, the chain length (cl) is equal to Eq. (3.9) divided by the rate
expression k; for reaction (3.1); that is,

cl = kM) (3.12)
k,M) + ks (O,)(M) + kg — ky (o — D(M)
and if there is no heterogeneous termination step,
ks (3.12a)

cl = :
ky +ks(Oy) — ky(a — 1)

If the system contains only propagating steps, a = 1, so the chain length is

_ k(M)
cl = (3.13)
ky(M) + k5 (0,)(M) + kg
and again, if there is no heterogeneous termination,
ks
(3.13a)

Cl — .
ky + k5(0,)

Considering that for a steady system, the termination and initiation steps must
be in balance, the definition of chain length could also be defined as the rate
of product formation divided by the rate of termination. Such a chain length
expression would not necessarily hold for the arbitrary system of reactions
(3.1)—(3.6), but would hold for such systems as that written for the H,—Br,
reaction. When chains are long, the types of products formed are determined
by the propagating reactions alone, and one can ignore the initiation and termi-
nation steps.

C. EXPLOSION LIMITS AND OXIDATION CHARACTERISTICS
OF HYDROGEN

Many of the early contributions to the understanding of hydrogen—oxygen
oxidation mechanisms developed from the study of explosion limits. Many
extensive treatises were written on the subject of the hydrogen—oxygen reac-
tion and, in particular, much attention was given to the effect of walls on radi-
cal destruction (a chain termination step) [2]. Such effects are not important in
the combustion processes of most interest here; however, Appendix C details a
complex modern mechanism based on earlier thorough reviews [3, 4].
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Flames of hydrogen in air or oxygen exhibit little or no visible radiation,
what radiation one normally observes being due to trace impurities. Considerable
amounts of OH can be detected, however, in the ultraviolet region of the spec-
trum. In stoichiometric flames, the maximum temperature reached in air is about
2400K and in oxygen about 3100K. The burned gas composition in air shows
about 95-97% conversion to water, the radicals H, O, and OH comprising about
one-quarter of the remainder [5]. In static systems practically no reactions occur
below 675K, and above 850K explosion occurs spontaneously in the moder-
ate pressure ranges. At very high pressures the explosion condition is moder-
ated owing to a third-order chain terminating reaction, reaction (3.5), as will be
explained in the following paragraphs.

It is now important to stress the following points in order to eliminate pos-
sible confusion with previously held concepts and certain subjects to be dis-
cussed later. The explosive limits are not flammability limits. Explosion limits
are the pressure—temperature boundaries for a specific fuel-oxidizer mixture
ratio that separate the regions of slow and fast reaction. For a given tempera-
ture and pressure, flammability limits specify the lean and rich fuel-oxidizer
mixture ratio beyond which no flame will propagate. Next, recall that one
must have fast reactions for a flame to propagate. A stoichiometric mixture of
H, and O, at standard conditions will support a flame because an ignition
source initially brings a local mixture into the explosive regime, whereupon
the established flame by diffusion heats fresh mixture to temperatures high
enough to be explosive. Thus, in the early stages of any flame, the fuel-air
mixture may follow a low-temperature steady reaction system and in the later
stages, an explosive reaction system. This point is significant, especially in
hydrocarbon combustion, because it is in the low-temperature regime that
particular pollutant-causing compounds are formed.

Figure 3.2 depicts the explosion limits of a stoichiometric mixture of hydro-
gen and oxygen. Explosion limits can be found for many different mixture
ratios. The point X on Fig. 3.2 marks the conditions (773 K; 1 atm) described
at the very beginning of this chapter in Fig. 3.1. It now becomes obvious that
either increasing or decreasing the pressure at constant temperature can cause
an explosion.

Certain general characteristics of this curve can be stated. First, the third
limit portion of the curve is as one would expect from simple density consid-
erations. Next, the first, or lower, limit reflects the wall effect and its role in
chain destruction. For example, HO, radicals combine on surfaces to form
H,0 and O,. Note the expression developed for o, [Eq. (3.9)] applies to the
lower limit only when the wall effect is considered as a first-order reaction of
chain destruction, since R# destruction was written. Although the
features of the movement of the boundaries are not explained fully, the gen-
eral shape of the three limits can be explained by reasonable hypotheses of
mechanisms. The manner in which the reaction is initiated to give the bound-
ary designated by the curve in Fig. 3.2 suggests, as was implied earlier, that the
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FIGURE 3.2 Explosion limits of a stoichoimetric H,—O, mixture (after Ref. [2]).

explosion is in itself a branched chain phenomenon. Thus, one must consider
possible branched chain mechanisms to explain the limits.

Basically, only thermal, not photolytic, mechanisms are considered. The
dissociation energy of hydrogen is less than that of oxygen, so the initiation can
be related to hydrogen dissociation. Only a few radicals are required to initiate
the explosion in the region of temperature of interest, that is, about 675 K. If
hydrogen dissociation is the chain’s initiating step, it proceeds by the reaction

H, +M — 2H+M (3.14)

which requires about 435 kJ/mol.
The early modeling literature suggested the initiation step

M+H, +0, > H,0, + M
1 (3.15)
20H

because this reaction requires only 210kJ/mol, but this trimolecular reaction
has been evaluated to have only a very slow rate [6]. Because in modeling it
accurately reproduces experimental ignition delay measurements under shock
tube and detonation conditions [7], the most probable initiation step, except at
the very highest temperature at which reaction (3.14) would prevail, could be

H, + 0, — HO, + H (3.16)
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where HO, is the relatively stable hydroperoxy radical that has been identified
by mass spectroscopic analysis. There are new data that support this initiation
reaction in the temperature range 1662-2097K [7a].

The essential feature of the initiation step is to provide a radical for the
chain system and, as discussed in the previous section, the actual initiation step
is not important in determining the explosive condition, nor is it important in
determining the products formed. Either reaction (3.14) or (3.16) provides an
H radical that develops a radical pool of OH, O, and H by the chain reactions

H+0, — O+OH (3.17)
O+H, — H+OH (3.18)
H, + OH — H,0 + H (3.19)
O+ H,0 — OH + OH (3.20)

Reaction (3.17) is chain branching and 66kJ/mol endothermic. Reaction (3.18) is
also chain branching and 8kJ/mol exothermic. Note that the H radical is regener-
ated in the chain system and there is no chemical mechanism barrier to prevent
the system from becoming explosive. Since radicals react rapidly, their concentra-
tion levels in many systems are very small; consequently, the reverse of reactions
(3.17), (3.18), and (3.20) can be neglected. Normally, reactions between radi-
cals are not considered, except in termination steps late in the reaction when the
concentrations are high and only stable product species exist. Thus, the reverse
reactions (3.17), (3.18), and (3.20) are not important for the determination of the
second limit [i.e., (M) = 2k7/ky]; nor are they important for the steady-slow
H,—0, and CO—H,0—O0, reactions. However, they are generally important in all
explosive H,—0O, and CO—H,0—0O, reactions. The importance of these radical—
radical reactions in these cases is verified by the existence of superequilibrium
radical concentrations and the validity of the partial equilibrium assumption.

The sequence [Eqgs. (17)—(20)] is of great importance in the oxidation reac-
tion mechanisms of any hydrocarbon in that it provides the essential chain
branching and propagating steps as well as the radical pool for fast reaction.

The important chain termination steps in the static explosion experiments
(Fig. 3.1) are

H — wall destruction
OH — wall destruction

Either or both of these steps explain the lower limit of explosion, since it is
apparent that wall collisions become much more predominant at lower pressure
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than molecular collisions. The fact that the limit is found experimentally to be
a function of the containing vessel diameter is further evidence of this type of
wall destruction step.

The second explosion limit must be explained by gas-phase production and
destruction of radicals. This limit is found to be independent of vessel diam-
eter. For it to exist, the most effective chain branching reaction (3.17) must
be overridden by another reaction step. When a system at a fixed temperature
moves from a lower to higher pressure, the system goes from an explosive to a
steady reaction condition, so the reaction step that overrides the chain branch-
ing step must be more pressure-sensitive. This reasoning leads one to propose
a third-order reaction in which the species involved are in large concentration
[2]. The accepted reaction that satisfies these prerequisites is

H+0,+M — HO, + M (3.21)

where M is the usual third body that takes away the energy necessary to stabi-
lize the combination of H and O,. At higher pressures it is certainly possible to
obtain proportionally more of this trimolecular reaction than the binary system
represented by reaction (3.17). The hydroperoxy radical HO, is considered to
be relatively unreactive so that it is able to diffuse to the wall and thus become
a means for effectively destroying H radicals.

The upper (third) explosion limit is due to a reaction that overtakes the sta-
bility of the HO, and is possibly the sequence

HO, +H, — H,0, + H
S (3.22)

20H

The reactivity of HO, is much lower than that of OH, H, or O; therefore, some-
what higher temperatures are necessary for sequence [Eq. (3.22)] to become
effective [6a]. Water vapor tends to inhibit explosion due to the effect of reac-
tion (3.21) in that H,O has a high third-body efficiency, which is most prob-
ably due to some resonance energy exchange with the HO, formed.

Since reaction (3.21) is a recombination step requiring a third body, its
rate decreases with increasing temperature, whereas the rate of reaction (3.17)
increases with temperature. One then can generally conclude that reaction (3.17)
will dominate at higher temperatures and lower pressures, while reaction
(3.21) will be more effective at higher pressures and lower temperatures. Thus,
in order to explain the limits in Fig. 3.2 it becomes apparent that at tempera-
tures above 875K, reaction (3.17) always prevails and the mixture is explosive
for the complete pressure range covered.
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In this higher temperature regime and in atmospheric-pressure flames, the
eventual fate of the radicals formed is dictated by recombination. The principal
gas-phase termination steps are

H+H+M—H, +M (3.23)
0+0+M—0,+M (3.24)
H+O+M — OH+M (3.25)
H+OH+M — H,0+M (3.26)

In combustion systems other than those whose lower-temperature explosion
characteristics are represented in Fig. 3.2, there are usually ranges of tempera-
ture and pressure in which the rates of reactions (3.17) and (3.21) are compa-
rable. This condition can be specified by the simple ratio

k17 =1
ky (M)

Indeed, in developing complete mechanisms for the oxidation of CO and
hydrocarbons applicable to practical systems over a wide range of tempera-
tures and high pressures, it is important to examine the effect of the HO, reac-
tions when the ratio is as high as 10 or as low as 0.1. Considering that for air
combustion the total concentration (M) can be that of nitrogen, the boundaries
of this ratio are depicted in Fig. 3.3, as derived from the data in Appendix C.
These modern rate data indicate that the second explosion limit, as determined
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FIGURE 3.4 The extended second explosion limit of H,—O, (after Ref. [6a]).

by glass vessel experiments and many other experimental configurations, as
shown in Fig. 3.2, has been extended (Fig. 3.4) and verified experimentally
[6a]. Thus, to be complete for the H,—O, system and other oxidation sys-
tems containing hydrogen species, one must also consider reactions of HO,.
Sometimes HO, is called a metastable species because it is relatively unreac-
tive as a radical. Its concentrations can build up in a reacting system. Thus,
HO, may be consumed in the H,—O, system by various radicals according to
the following reactions [4]:

HO, + H — H, + 0, (3.27)
HO, +H — OH + OH (3.28)
HO, +H — H,0+0 (3.29)
HO, + 0 — O, + OH (3.30)

HO, + OH — H,0 + 0, (3.30)

The recombination of HO, radicals by
HO, + HO, — H,0, + 0O, (3.31)

yields hydrogen peroxide (H,0,), which is consumed by reactions with radi-
cals and by thermal decomposition according to the following sequence:

H,0, + OH — H,0 + HO, (3.32)
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H,0, + H — H,0 + OH (3.33)
H,0, +H — HO, +H, (3.34)
H,0, + M — 20H + M (3.35)

From the sequence of reactions (3.32)—(3.35) one finds that although reaction
(3.21) terminates the chain under some conditions, under other conditions it is
part of a chain propagating path consisting essentially of reactions (3.21) and
(3.28) or reactions (3.21), (3.31), and (3.35). It is also interesting to note that,
as are most HO, reactions, these two sequences of reactions are very exother-
mic; that is,

H+0,+M — HO, + M
HO, + H — 20H

2H + O, — 20H — 350 kJ/mol

and

H+0,+M — HO, +M
HO, + HO, — H,0, + 0,
H,0, + M — 20H + M

H + HO, — 20H — 156 kJ/mol

Hence they can significantly affect the temperature of an (adiabatic) system
and thereby move the system into an explosive regime. The point to be empha-
sized is that slow competing reactions can become important if they are very
exothermic.

It is apparent that the fate of the H atom (radical) is crucial in determining the
rate of the H,—O, reaction or, for that matter, the rate of any hydrocarbon oxida-
tion mechanism. From the data in Appendix C one observes that at temperatures
encountered in flames the rates of reaction between H atoms and many hydro-
carbon species are considerably larger than the rate of the chain branching reac-
tion (3.17). Note the comparisons in Table 3.1. Thus, these reactions compete
very effectively with reaction (3.17) for H atoms and reduce the chain branch-
ing rate. For this reason, hydrocarbons act as inhibitors for the H,—O, system
[4]. As implied, at highly elevated pressures (P = 20atm) and relatively low
temperatures (7 = 1000K), reaction (3.21) will dominate over reaction (3.17);
and as shown, the sequence of reactions (3.21), (3.31), and (3.35) provides the
chain propagation. Also, at higher temperatures, when H + O, — OH + O
is microscopically balanced, reaction (3.21) H+ O, + M — HO, + M)
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TABLE 3.1 Rate Constants of Specific Radical Reactions
Rate constant 1000 K 2000 K

k (CsHg + OH) 5.0 X 10'? 1.6 X 10"
k (H, + OH) 1.6 X 10" 6.0 X 10'?
k (CO + OH) 1.7 x 10" 3.5 x 10!
k (H + C3Hg) — iC3H, 7.1 X 10" 9.9 X 10'?
kR(H+ O,) 4.7 X 10'° 3.2 X 10"2

can compete favorably with reaction (3.17) for H atoms since the net removal
of H atoms from the system by reaction (3.17) may be small due to its equili-
bration. In contrast, when reaction (3.21) is followed by the reaction of the fuel
with HO, to form a radical and hydrogen peroxide and then by reaction (3.35),
the result is chain branching. Therefore, under these conditions increased fuel
will accelerate the overall rate of reaction and will act as an inhibitor at lower
pressures due to competition with reaction (3.17) [4].

The detailed rate constants for all the reactions discussed in this section
are given in Appendix C. The complete mechanism for CO or any hydrocar-
bon or hydrogen-containing species should contain the appropriate reactions
of the H,—O, steps listed in Appendix C; one can ignore the reactions contain-
ing Ar as a collision partner in real systems. It is important to understand that,
depending on the temperature and pressure of concern, one need not neces-
sarily include all the H)—O, reactions. It should be realized as well that each
of these reactions is a set comprising a forward and a backward reaction; but,
as the reactions are written, many of the backward reactions can be ignored.
Recall that the backward rate constant can be determined from the forward rate
constant and the equilibrium constant for the reaction system.

D. EXPLOSION LIMITS AND OXIDATION CHARACTERISTICS OF
CARBON MONOXIDE

Early experimental work on the oxidation of carbon monoxide was confused
by the presence of any hydrogen-containing impurity. The rate of CO oxida-
tion in the presence of species such as water is substantially faster than the
“bone-dry” condition. It is very important to realize that very small quantities
of hydrogen, even of the order of 20ppm, will increase the rate of CO oxi-
dation substantially [8]. Generally, the mechanism with hydrogen-containing
compounds present is referred to as the “wet” carbon monoxide condition.
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FIGURE 3.5 Explosion limits of a CO—O, mixture (after Ref. [2]).

Obviously, CO oxidation will proceed through this so-called wet route in most
practical systems.

It is informative, however, to consider the possible mechanisms for dry CO oxi-
dation. Again the approach is to consider the explosion limits of a stoichiometric,
dry CO—O, mixture. However, neither the explosion limits nor the reproducibility
of these limits is well defined, principally because the extent of dryness in the vari-
ous experiments determining the limits may not be the same. Thus, typical results
for explosion limits for dry CO would be as depicted in Fig. 3.5.

Figure 3.5 reveals that the low-pressure ignition of CO—QO, is characterized
by an explosion peninsula very much like that in the case of H,—O,. Outside this
peninsula one often observes a pale-blue glow, whose limits can be determined as
well. A third limit has not been defined; and, if it exists, it lies well above 1 atm.

As in the case of H,—O, limits, certain general characteristics of the defining
curve in Fig. 3.5 may be stated. The lower limit meets all the requirements of
wall destruction of a chain propagating species. The effects of vessel diameter,
surface character, and condition have been well established by experiment [2].

Under dry conditions the chain initiating step is

CO+0, — CO, +0 (3.36)

which is mildly exothermic, but slow at combustion temperatures. The suc-
ceeding steps in this oxidation process involve O atoms, but the exact nature
of these steps is not fully established. Lewis and von Elbe [2] suggested that
chain branching would come about from the step

0+0,+M— 0, +M (3.37)

This reaction is slow, but could build up in supply. Ozone (O3) is the metast-
able species in the process (like HO, in H,—O, explosions) and could initiate
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chain branching, thus explaining the explosion limits. The branching arises
from the reaction

0, +CO — CO, + 20 (3.38)

Ozone destruction at the wall to form oxygen molecules would explain the lower
limit. Lewis and von Elbe explain the upper limit by the third-order reaction

0, +CO+M — CO, + 0, + M (3.39)

However, O; does not appear to react with CO below 523 K. Since CO is
apparently oxidized by the oxygen atoms formed by the decomposition of
ozone [the reverse of reaction (3.37)], the reaction must have a high activation
energy (>120kJ/mol). This oxidation of CO by O atoms was thought to be
rapid in the high-temperature range, but one must recall that it is a three-body
recombination reaction.

Analysis of the glow and emission spectra of the CO—O, reaction suggests
that excited carbon dioxide molecules could be present. If it is argued that
O atoms cannot react with oxygen (to form ozone), then they must react with
the CO. A suggestion of Semenov was developed further by Gordon and Knipe
[9], who gave the following alternative scheme for chain branching:

CO+0 — CO} (3.40)
CO} + 0, — CO, +20 (3.41)

where COj is the excited molecule from which the glow appears. This proc-
ess is exothermic and might be expected to occur. Gordon and Knipe counter
the objection that CO} is short-lived by arguing that through system crossing
in excited states its lifetime may be sufficient to sustain the process. In this
scheme the competitive three-body reaction to explain the upper limit is the
aforementioned one:

CO+0+M — CO, +M (3.42)

Because these mechanisms did not explain shock tube rate data, Brokaw [8] pro-
posed that the mechanism consists of reaction (3.36) as the initiation step with
subsequent large energy release through the three-body reaction (3.42) and

0+0+M—0,+M (3.43)

The rates of reactions (3.36), (3.42), and (3.43) are very small at
combustion temperatures, so that the oxidation of CO in the absence of any
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hydrogen-containing material is very slow. Indeed it is extremely difficult to
ignite and have a flame propagate through a bone-dry, impurity-free CO—O,
mixture.

Very early, from the analysis of ignition, flame speed, and detonation
velocity data, investigators realized that small concentrations of hydrogen-
containing materials would appreciably catalyze the kinetics of CO—O,. The
H,O-catalyzed reaction essentially proceeds in the following manner:

CO+0, > CO, +0 (3.36)
O +H,0 — 20H (3.20)
CO+OH — CO, +H (3.44)
H+0, > OH+O (3.17)

If H, is the catalyst, the steps

O+H, > OH+H (3.18)
OH+H, —» H,0+H (3.19)

should be included. It is evident then that all of the steps of the H,—O, reac-
tion scheme should be included in the so-called wet mechanism of CO oxida-
tion. As discussed in the previous section, the reaction

H+0,+M — HO, +M (3.21)
enters and provides another route for the conversion of CO to CO, by
CO +HO, — CO, + OH (3.45)

At high pressures or in the initial stages of hydrocarbon oxidation, high con-
centrations of HO, can make reaction (3.45) competitive to reaction (3.44),
so reaction (3.45) is rarely as important as reaction (3.44) in most combus-
tion situations [4]. Nevertheless, any complete mechanism for wet CO oxida-
tion must contain all the H,—O, reaction steps. Again, a complete mechanism
means both the forward and backward reactions of the appropriate reactions
in Appendix C. In developing an understanding of hydrocarbon oxidation, it
is important to realize that any high-temperature hydrocarbon mechanism
involves H, and CO oxidation kinetics, and that most, if not all, of the CO,
that is formed results from reaction (3.44).
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FIGURE 3.6 Reaction rate constant of the CO + OH reaction as a function of the reciprocal
temperature based on transition state (—) and Arrhenius (--) theories compared with experimental
data (after Ref. [10]).

The very important reaction (3.44) actually proceeds through a four-atom
activated complex [10, 11] and is not a simple reaction step like reaction
(3.17). As shown in Fig. 3.6, the Arrhenius plot exhibits curvature [10]. And
because the reaction proceeds through an activated complex, the reaction rate
exhibits some pressure dependence [12].

Just as the fate of H radicals is crucial in determining the rate of the H,—O,
reaction sequence in any hydrogen-containing combustion system, the con-
centration of hydroxyl radicals is also important in the rate of CO oxidation.
Again, as in the H)—O, reaction, the rate data reveal that reaction (3.44) is
slower than the reaction between hydroxyl radicals and typical hydrocarbon
species; thus one can conclude—correctly—that hydrocarbons inhibit the oxi-
dation of CO (see Table 3.1).

It is apparent that in any hydrocarbon oxidation process CO is the primary
product and forms in substantial amounts. However, substantial experimental
evidence indicates that the oxidation of CO to CO, comes late in the reaction
scheme [13]. The conversion to CO, is retarded until all the original fuel and
intermediate hydrocarbon fragments have been consumed [4, 13]. When these
species have disappeared, the hydroxyl concentration rises to high levels and
converts CO to CO,. Further examination of Fig. 3.6 reveals that the rate of
reaction (3.44) does not begin to rise appreciably until the reaction reaches
temperatures above 1100K. Thus, in practical hydrocarbon combustion sys-
tems whose temperatures are of the order of 1100K and below, the complete
conversion of CO to CO, may not take place.

As an illustration of the kinetics of wet CO oxidation, Fig. 3.7 shows the spe-
cies profiles for a small amount of CO reacting in a bath of O, and H,O at constant
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FIGURE 3.7 Species mass fraction profiles for a constant temperature reaction of moist CO
oxidation. Initial conditions: temperature = 1100K, pressure = latm, Xco = 0.002, Xy o = 0.01,
Xo,= 0.028, and the balance N, where X; are the initial mole fractions.

temperature and constant pressure. The governing equations were described
previously in Chapter 2. The induction period, during which the radical pool
is formed and reaches superequilibrium concentrations lasts for approximately
5ms. Shortly after the CO starts to react, the radicals obtain their maximum con-
centrations and are then consumed with CO until thermodynamic equilibrium
is reached approximately 30s later. However, 90% of the CO is consumed in
about 80ms. As one might expect, for these fuel lean conditions and a temper-
ature of 1100K, the OH and O intermediates are the most abundant radicals.
Also note that for CO oxidation, as well as H, oxidation, the induction times
and ignition times are the same. Whereas the induction time describes the
early radical pool growth and the beginning of fuel consumption, the ignition
time describes the time for onset of significant heat release. It will be shown
later in this chapter that for hydrocarbon oxidation the two times are generally
different.

Solution of the associated sensitivity analysis equations (Fig. 3.8) gives the
normalized linear sensitivity coefficients for the CO mass fraction with respect
to various rate constants. A rank ordering of the most important reactions in
decreasing order is

CO +OH — CO, +H (3.44f)



Explosive and General Oxidative Characteristics of Fuels 97

dlIn Yco/a In k]
|
n
T

|
N
I

78 R
0.0001 0.001

wul L
0.01
Time (s)

0.1 1 10 100

FIGURE 3.8 Normalized first-order elementary sensitivity coefficients of the CO mass fraction
with respect to various reaction rate constants. The arrows connect the subscript j with the corre-
sponding profile of the sensitivity coefficient.

H+0,+M — HO, +M (3.21f)
H+0, > OH+O0 (3.17f)
O+OH — H+0, (3.17b)

O +H,0 — OH + OH (3.20f)
OH + OH — O + H,0 (3.20b)

The reverse of reaction (3.44) has no effect until the system has equilibrated,
at which point the two coefficients 0 In Yco/0 In kyys and O In Yo/ In kyy, are
equal in magnitude and opposite in sense. At equilibrium, these reactions are
microscopically balanced, and therefore the net effect of perturbing both rate
constants simultaneously and equally is zero. However, a perturbation of the
ratio (kyse'ksa, = Ku4) has the largest effect of any parameter on the CO equi-
librium concentration. A similar analysis shows reactions (3.17) and (3.20) to
become balanced shortly after the induction period. A reaction flux (rate-of-
production) analysis would reveal the same trends.
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E. EXPLOSION LIMITS AND OXIDATION CHARACTERISTICS
OF HYDROCARBONS

To establish the importance of the high-temperature chain mechanism through
the H,—O, sequence, the oxidation of H, was discussed in detail. Also, because
CO conversion to CO, is the highly exothermic portion of any hydrocarbon oxi-
dation system, CO oxidation was then detailed. Since it will be shown that all
carbon atoms in alkyl hydrocarbons and most in aromatics are converted to CO
through the radical of formaldehyde (H,CO) called formyl (HCO), the oxidation
of aldehydes will be the next species to be considered. Then the sequence of oxi-
dation reactions of the C; to Cs alkyl hydrocarbons is considered. These systems
provide the backdrop for consideration of the oxidation of the hydrocarbon oxy-
genates—alcohols, ether, ketenes, etc. Finally, the oxidation of the highly stabi-
lized aromatics will be analyzed. This hierarchical approach should facilitate the
understanding of the oxidation of most hydrocarbon fuels.

The approach is to start with analysis of the smallest of the hydrocarbon
molecules, methane. It is interesting that the combustion mechanism of meth-
ane was for a long period of time the least understood. In recent years, how-
ever, there have been many studies of methane, so that to a large degree its
specific oxidation mechanisms are known over various ranges of temperatures.
Now among the best understood, these mechanisms will be detailed later in
this chapter.

The higher-order hydrocarbons, particularly propane and above, oxidize
much more slowly than hydrogen and are known to form metastable molecules
that are important in explaining the explosion limits of hydrogen and carbon
monoxide. The existence of these metastable molecules makes it possible to
explain qualitatively the unique explosion limits of the complex hydrocarbons
and to gain some insights into what the oxidation mechanisms are likely to be.

Mixtures of hydrocarbons and oxygen react very slowly at temperatures
below 200°C; as the temperature increases, a variety of oxygen-containing com-
pounds can begin to form. As the temperature is increased further, CO and H,O
begin to predominate in the products and H,0, (hydrogen peroxide), CH,O (for-
maldehyde), CO,, and other compounds begin to appear. At 300—400°C, a faint
light often appears, and this light may be followed by one or more blue flames
that successively traverse the reaction vessel. These light emissions are called
cool flames and can be followed by an explosion. Generally, the presence of
aldehydes is revealed.

In discussing the mechanisms of hydrocarbon oxidation and, later, in review-
ing the chemical reactions in photochemical smog, it becomes necessary to iden-
tify compounds whose structure and nomenclature may seem complicated to
those not familiar with organic chemistry. One need not have a background in
organic chemistry to follow the combustion mechanisms; one should, however,
study the following section to obtain an elementary knowledge of organic
nomenclature and structure.
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1. Organic Nomenclature

No attempt is made to cover all the complex organic compounds that exist. The
classes of organic compounds reviewed are those that occur most frequently in
combustion processes and photochemical smog.

a. Alkyl Compounds

Paraffins
(alkanes: single bonds)

CHy, CoHe, C3Hg, C4Hygr.. CyHopso

Methane, ethane, propane, butane,...,
straight-chain; isobutane, branched chain

All are saturated (i.e., no more hydrogen can
be added to any of the compounds)

(alkenes: contain double bonds)

.

c—=C

/N

—C—C—— Radicals deficient in one H atom take the
| | names methyl, ethyl, propyl, etc.
Olefins CHy CoHg CaHg, .. CyHay

Ethene, propene, butane (ethylene, propylene,
butylene)

Diolefins contain two double bonds

The compounds are unsaturated since C,H,,
can be saturated to C,Hy,+»

Cycloparaffins
(cycloalkanes: single bonds)

L

/C\_/C\

N

C,H,,- no double bonds

Cyclopropane, cyclobutane, cyclopentane
Compounds are unsaturated since ring can
be broken C,H,, + H, — C,Hy,4»

Acetylenes
(alkynes: contain triple bonds)

CcC=—=C

C2H2v C3H4v C4H6v ey CnH2n*2

Ethyne, propyne, butyne (acetylene, methyl
acetylene, ethyl acetylene)

Unsaturated compounds

b. Aromatic Compounds

The building block for the aromatics is the ring-structured benzene Cg¢Hg,
which has many resonance structures and is therefore very stable:

H H H H H
C C C C
T 71970 ST
H CH HC CH C HC CH HC CH
C\g/ \ﬁ/ \ﬁ/ xa/ \ﬁ/
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The ring structure of benzene is written in shorthand as either

or gH

where ¢ is the phenyl radical: C¢Hs. Thus

Ha H THS

Toluene Phenol Xylene
or ¢CHg (benzol)
or pOH

xylene being ortho, meta, or para according to whether methyl groups are
separated by one, two, or three carbon atoms, respectively.

Polyaromatic hydrocarbons (PAH) are those which exists as combined aro-
matic ring structures represented by naphthalene (C;,Hg);

a-methylnaphthalene has a methyl radical attachment at one of the peak car-
bon atoms. If 3 is used then the methyl radical is attached to one of the other
non-associated carbon atoms.

¢. Alcohols

Those organic compounds that contain a hydroxyl group (-OH) are called alco-
hols and follow the simple naming procedure.

CH;OH C,HsOH
Methanol (methyl alcohol) Ethanol (ethyl alcohol)
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The bonding arrangement is always

——C—OH

d. Aldehydes

The aldehydes contain the characteristic formyl radical group

and can be written as

0
/

R—C

H

where R can be a hydrogen atom or an organic radical. Thus

o} 0 0
H—C// HSC—C// HsCs c//

\

H H H
Formaldehyde Acetaldehyde Proprionaldehyde

e. Ketones
The ketones contain the characteristic group

ﬁ
—C—

and can be written more generally as

R——C——R'

101  —
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where R and R’ are always organic radicals. Thus

o}
H502 C - CHS
is methyl ethyl ketone.
f. Organic Acids
Organic acids contain the group
//O
—0C
OH

and are generally written as

where R can be a hydrogen atom or an organic radical. Thus

H———o/o HyC 649

\ \

OH OH

Formic acid Acetic acid
g. Organic Salts

Vi Vi

R—C HqC c

OONO, OONO,

Peroxyacyl nitrate Peroxyacetyl nitrate
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h. Others

Ethers take the form R—O—R’, where R and R’ are organic radicals. The per-
oxides take the form R—O—0O—R’ or R—O—0O—H, in which case the term
hydroperoxide is used.

2. Explosion Limits

At temperatures around 300—400°C and slightly higher, explosive reactions in
hydrocarbon—air mixtures can take place. Thus, explosion limits exist in hydro-
carbon oxidation. A general representation of the explosion limits of hydrocar-
bons is shown in Fig. 3.9.

The shift of curves, as shown in Fig. 3.9, is unsurprising since the larger
fuel molecules and their intermediates tend to break down more readily to
form radicals that initiate fast reactions. The shape of the propane curve sug-
gests that branched chain mechanisms are possible for hydrocarbons. One can
conclude that the character of the propane mechanism is different from that of
the H,—O, reaction when one compares this explosion curve with the H,—O,
pressure peninsula. The island in the propane—air curve drops and goes slightly
to the left for higher-order paraffins; for example, for hexane it occurs at 1 atm.
For the reaction of propane with pure oxygen, the curve drops to about 0.5 atm.

Hydrocarbons exhibit certain experimental combustion characteristics that
are consistent both with the explosion limit curves and with practical consid-
erations; these characteristics are worth reviewing:

e Hydrocarbons exhibit induction intervals that are followed by a very rapid
reaction rate. Below 400°C, these rates are of the order of 1s or a fraction
thereof, and below 300°C they are of the order of 60s.

e Their rate of reaction is inhibited strongly by adding surface (therefore, an
important part of the reaction mechanism must be of the free-radical type).

€ Explosion
s
g
3
3 4r
o Methane
o Ethane

2 -

Steady reaction Propane

I I
300 400

Temperature (°C)

FIGURE 3.9 General explosion limit characteristics of stoichiometric hydrocarbon—air mixture.
The dashed box denotes cool flame region.
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e They form aldehyde groups, which appear to have an influence (formal-
dehyde is the strongest). These groups accelerate and shorten the ignition
lags.

e They exhibit cool flames, except in the cases of methane and ethane.

e They exhibit negative temperature coefficients of reaction rate.

e They exhibit two-stage ignition, which may be related to the cool flame
phenomenon.

e Their reactions are explosive without appreciable self-heating (branched
chain explosion without steady temperature rise). Explosion usually occurs
when passing from region 1 to region 2 in Fig. 3.9. Explosions may occur
in other regions as well, but the reactions are so fast that we cannot tell
whether they are self-heating or not.

a. The Negative Coefficient of Reaction Rate

Semenov [14] explained the long induction period by hypothesizing unstable,
but long-lived species that form as intermediates and then undergo different
reactions according to the temperature. This concept can be represented in the
form of the following competing fuel (A) reaction routes after the formation of
the unstable intermediate M*:

I (non-chain branching step)
e

Il (chain branching step)

Route I is controlled by an activation energy process larger than that of II.

Figure 3.10 shows the variation of the reaction rate of each step as a function
of temperature. The numbers in Fig. 3.10 correspond to the temperature position
designation in Fig. 3.9. At point 1 in Fig. 3.10 one has a chain branching system
since the temperature is low and o is large; thus, o < a; and the system is
nonexplosive. As the temperature is increased (point 2), the rate constants of the
chain steps in the system increase and «. drops; so o > o, and the system
explodes. At a still higher temperature (point 3), the non-chain branching route
I becomes faster. Although this step is faster, « is always less than a.; thus the
system cannot explode. Raising temperatures along route I still further leads to a
reaction so fast that it becomes self-heating and hence explosive again (point 4).

The temperature domination explains the peninsula in the P-T diagram
(Fig. 3.9), and the negative coefficient of reaction rate is due to the shift from
point 2 to 3.

b. Cool Flames

The cool-flame phenomenon [15] is generally a result of the type of experi-
ment performed to determine the explosion limits and the negative temperature
coefficient feature of the explosion limits. The chemical mechanisms used to
explain these phenomena are now usually referred to as cool-flame chemistry.
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FIGURE 3.10 Arrhenius plot of the Semenov steps in hydrocarbon oxidation. Points 1-4 cor-
respond to the same points as in Fig. 3.9.

Most explosion limit experiments are performed in vessels immersed in
isothermal liquid baths (see Fig. 3.1). Such systems are considered to be iso-
thermal within the vessel itself. However, the cool gases that must enter will
become hotter at the walls than in the center. The reaction starts at the walls
and then propagates to the center of the vessel. The initial reaction volume,
which is the hypothetical outermost shell of gases in the vessel, reaches an
explosive condition (point 2). However, owing to the exothermicity of the
reaction, the shell’s temperature rises and moves the reacting system to the
steady condition point 3; and because the reaction is slow at this condition, not
all the reactants are consumed. Each successive inner (shell) zone is initiated
by the previous zone and progresses through the steady reaction phase in the
same manner. Since some chemiluminescence occurs during the initial reac-
tion stages, it appears as if a flame propagates through the mixture. Indeed, the
events that occur meet all the requirements of an ordinary flame, except that
the reacting mixture loses its explosive characteristic. Thus there is no chance
for the mixture to react completely and reach its adiabatic flame temperature.
The reactions in the system are exothermic and the temperatures are known to
rise about 200°C—hence the name “cool flames.”

After the complete vessel moves into the slightly higher temperature zone,
it begins to be cooled by the liquid bath. The mixture temperature drops, the
system at the wall can move into the explosive regime again, and the phe-
nomenon can repeat itself since all the reactants have not been consumed.
Depending on the specific experimental conditions and mixtures under study,
as many as five cool flames have been known to propagate through a given sin-
gle mixture. Cool flames have been observed in flow systems, as well [16].
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3. “Low-Temperature” Hydrocarbon Oxidation Mechanisms

It is essential to establish the specific mechanisms that explain the cool flame
phenomenon, as well as the hydrocarbon combustion characteristics mentioned
earlier. Semenov [14] was the first to propose the general mechanism that
formed the basis of later research, which clarified the processes taking place.
This mechanism is written as follows:

RH+0, — R+HO, (initiation) (3.46)
R+ 0, — olefin + HO2 ) (3.47)
R+0, - RO, G48)

RO2 +RH — ROOH +R } (chain propagating) (3.49)

RO, — R'CHO +R"O (3.50)
HO, + RH — H,0, + R} (3.51)
ROOH — RO + OH (degenerate branching) (3.52)
R'CHO + O, — R'CO + HO, (3.53)

R02 — destruction  (chain terminating) (3.54)

where the dot above a particular atom designates the radical position. This scheme
is sufficient for all hydrocarbons with a few carbon atoms, but for multicarbon
(>5) species, other intermediate steps must be added, as will be shown later.

Since the system requires the buildup of ROOH and R'CHO before chain
branching occurs to a sufficient degree to dominate the system, Semenov
termed these steps degenerate branching. This buildup time, indeed, appears to
account for the experimental induction times noted in hydrocarbon combustion
systems. It is important to emphasize that this mechanism is a low-temperature
scheme and consequently does not include the high-temperature H,—O, chain
branching steps.

At first, the question of the relative importance of ROOH versus aldehydes
as intermediates was much debated; however, recent work indicates that the
hydroperoxide step dominates. Aldehydes are quite important as fuels in the
cool-flame region, but they do not lead to the important degenerate chain
branching step as readily. The RO compounds form ROH species, which play
no role with respect to the branching of concern.
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Owing to its high endothermicity, the chain initiating reaction is not an
important route to formation of the radical R once the reaction system has cre-
ated other radicals. Obviously, the important generation step is a radical attack
on the fuel, and the fastest rate of attack is by the hydroxyl radicals since this
reaction step is highly exothermic owing to the creation of water as a product.
So the system for obtaining R comes from the reactions

RH+ X — R+ XH (3.55)
RH + OH — R + HOH (3.56)

where X represents any radical. It is the fate of the hydrocarbon radical that
determines the existence of the negative temperature coefficient and cool
flames. The alkyl peroxy radical RC')2 forms via reaction (3.48). The structure
of this radical can be quite important. The H abstracted from RH to form the
radical R comes from a preferential position. The weakest C—H bonding is on
a tertiary carbon; and, if such C atoms exist, the O, will preferentially attack
this position. If no tertiary carbon atoms exist, the preferential attack occurs
on the next weakest C—H bonds, which are those on the second carbon atoms
from the ends of the chain (refer to Appendix D for all bond strengths). Then,
as the hydroxyl radical pool builds, OH becomes the predominant attacker of
the fuel. Because of the energetics of the hydroxyl step (56), for all intents and
purposes, it is relatively nonselective in hydrogen abstraction.

It is known that when O, attaches to the radical, it forms a near 90° angle
with the carbon atoms (the realization of this stearic condition will facilitate
understanding of certain reactions to be depicted later). The peroxy radical
abstracts a H from any fuel molecule or other hydrogen donor to form the
hydroperoxide (ROOH) [reaction (3.49)]. Tracing the steps, one realizes that
the amount of hydroperoxy radical that will form depends on the competition
of reaction (3.48) with reaction (3.47), which forms the stable olefin together
with HOZ. The HO, that forms from reaction (3.47) then forms the peroxide
H,0, through reaction (3.51). At high temperatures H,O, dissociates into two
hydroxyl radicals; however, at the temperatures of concern here, this disso-
ciation does not occur and the fate of the H,O, (usually heterogeneous) is to
form water and oxygen. Thus, reaction (3.47) essentially leads only to steady
reaction. In brief, then, under low-temperature conditions it is the competition
between reactions (3.47) and (3.48) that determines whether the fuel-air mixture
will become explosive or not. Its capacity to explode depends on whether the
chain system formed is sufficiently branching to have an « greater than o.;,.

a. Competition between Chain Branching and Steady Reaction Steps

Whether the sequence given as reactions (3.46)—(3.54) becomes chain branch-
ing or not depends on the competition between the reactions

R + O, — olefin + HO, (3.47)
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and
R+ 0, — RO, (3.48)

Some evidence [17, 17a] suggests that both sets of products develop from a
complex via a process that can be written as

R + 0, = RO, — R_,;0,H" — olefin + HO,
1 M]
RO, (3.57)

At low temperatures and modest pressures, a significant fraction of the com-
plex dissociates back to reactants. A small fraction of the complex at low pres-
sures then undergoes the isomerization

RO, — R_,O,H (3.58)

and subsequent dissociation to the olefin and HO,. Another small fraction is
stabilized to form RO,:

RO; —M RO, (3.59)

With increasing pressure, the fraction of the activated complex that is stabilized
will approach unity [17]. As the temperature increases, the route to the olefin
becomes favored. The direct abstraction leading to the olefin reaction (3.47)
must therefore become important at some temperature higher than 1000K [17a].

b. Importance of Isomerization in Large Hydrocarbon Radicals

With large hydrocarbon molecules an important isomerization reaction will
occur. Benson [17b] has noted that with six or more carbon atoms, this reac-
tion becomes a dominant feature in the chain mechanism. Since most practical
fuels contain large paraffinic molecules, one can generalize the new competi-
tive mechanisms as

Isomerization

X . +02 /

RH—=>R——25RO0, o

Decomposition
(reverse of b)

. +0, . )
ROOH W)branchmg chain

Olefin—free radical straight chain
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Note that the isomerization step is
RO, — ROOH (3.61)

while the general sequence of step (d) is

ROOH —% , OOR!—RTO0OH —®"__, HOOR!—R!MOOH + R

— R™CO + RVCHO + 20H (3.62)
—— —— .
ketone aldehyde

where the Roman numeral superscripts represent different hydrocarbon radi-
cals R of smaller chain length than RH. It is this isomerization concept that
requires one to add reactions to the Semenov mechanism to make this mecha-
nism most general.

The oxidation reactions of 2-methylpentane provide a good example of
how the hydroperoxy states are formed and why molecular structure is impor-
tant in establishing a mechanism. The C—C bond angles in hydrocarbons are
about 108°. The reaction scheme is then

0—o- OOH
H H H /
HBC\C/ N (3.61) 30\0 H\C
N 3 (-361) ° RN 8
H H H H
(3.63) | +0,
O--OH | OOH
H.C 'l i HaC / H 00
2 \\C/ \ \C/O i OH <+_RH 3 \C \C/
EIN AT N @6 o SNg e
H3C ‘—/C\ . CHs 3 N CHs
H H H H
o)

o}
| /
CHz—C——CH,—CH, + CH3—C\ + 20H

(3.65)
H

Here one notices that the structure of the 90° (COO) bonding determines the
intermediate ketone, aldehyde, and hydroxyl radicals that form.
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Although reaction (3.61) is endothermic and its reverse step reaction
(-3.61) is faster, the competing step reaction (3.63) can be faster still; thus
the isomerization [reaction (3.61)] step controls the overall rate of formation
of ROO and subsequent chain branching. This sequence essentially negates
the extent of reaction (-3.48). Thus the competition between ROO and olefin
production becomes more severe and it is more likely that ROO would form
at the higher temperatures.

It has been suggested [18] that the greater tendency for long-chain hydro-
carbons to knock as compared to smaller and branched chain molecules may
be a result of this internal, isomerization branching mechanism.

F. THE OXIDATION OF ALDEHYDES

The low-temperature hydrocarbon oxidation mechanism discussed in the
previous section is incomplete because the reactions leading to CO were not
included. Water formation is primarily by reaction (3.56). The CO forms by
the conversion of aldehydes and their acetyl (and formyl) radicals, RCO. The
same type of conversion takes place at high temperatures; thus, it is appropri-
ate, prior to considering high-temperature hydrocarbon oxidation schemes, to
develop an understanding of the aldehyde conversion process.
As shown in Section E1, aldehydes have the structure

where R is either an organic radical or a hydrogen atom and HCO is the
formyl radical. The initiation step for the high-temperature oxidation of alde-
hydes is the thermolysis reaction

RCHO+M — RCO+H+M (3.66)

The CH bond in the formyl group is the weakest of all CH bonds in the mole-
cule (see Appendix D) and is the one predominantly broken. The R—C bond is
substantially stronger than this CH bond, so cleavage of this bond as an initia-
tion step need not be considered. As before, at lower temperatures, high pres-
sures, and under lean conditions, the abstraction initiation step

RCHO + O, — RCO + HO, (3.53)
must be considered. Hydrogen-labeling studies have shown conclusively

that the formyl H is the one abstracted—a finding consistent with the bond
energies.
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The H atom introduced by reaction (3.66) and the OH, which arises from
the HO,, initiate the H radical pool that comes about from reactions (3.17)—
(3.20). The subsequent decay of the aldehyde is then given by

RCHO + X — RCO + XH (3.67)

where X represents the dominant radicals OH, O, H, and CH;. The methyl rad-
ical CHj is included not only because of its slow reactions with O,, but also
because many methyl radicals are formed during the oxidation of practically
all aliphatic hydrocarbons. The general effectiveness of each radical is in the
order OH > O > H > CH;, where the hydroxyl radical reacts the fastest with
the aldehyde. In a general hydrocarbon oxidation system these radicals arise
from steps other than reaction (3.66) for combustion processes, so the alde-
hyde oxidation process begins with reaction (3.67).

An organic group R is physically much larger than an H atom, so the radi-
cal RCO is much more unstable than HCO, which would arise if R were a
hydrogen atom. Thus one needs to consider only the decomposition of RCO in
combustion systems; that is,

RCO+M — R+CO+M (3.68)
Similarly, HCO decomposes via

HCO+M - H+CO+M (3.69)

but under the usual conditions, the following abstraction reaction must play some
small part in the process:

HCO + 0, — CO + HO, (3.70)

At high pressures the presence of the HO, radical also contributes via
HCO + HO, — H,0, + CO, but HO, is the least effective of OH, O, and H,
as the rate constants in Appendix C will confirm. The formyl radical reacts
very rapidly with the OH, O, and H radicals. However, radical concentra-
tions are much lower than those of stable reactants and intermediates, and thus
formyl reactions with these radicals are considered insignificant relative to
the other formyl reactions. As will be seen when the oxidation of large hydro-
carbon molecules is discussed (Section H), R is most likely a methyl radical,
and the highest-order aldehydes to arise in high-temperature combustion are
acetaldehyde and propionaldehyde. The acetaldehyde is the dominant form.
Essentially, then, the sequence above was developed with the consideration
that R was a methyl group.
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G. THE OXIDATION OF METHANE
1. Low-Temperature Mechanism

Methane exhibits certain oxidation characteristics that are different from those
of all other hydrocarbons. Tables of bond energy show that the first broken C—H
bond in methane takes about 40kJ more than the others, and certainly more
than the C—H bonds in longer-chain hydrocarbons. Thus, it is not surprising
to find various kinds of experimental evidence indicating that ignition is more
difficult with methane/air (oxygen) mixtures than it is with other hydrocarbons.
At low temperatures, even oxygen atom attack is slow. Indeed, in discussing
exhaust emissions with respect to pollutants, the terms fotal hydrocarbons and
reactive hydrocarbons are used. The difference between the two terms is sim-
ply methane, which reacts so slowly with oxygen atoms at atmospheric tem-
peratures that it is considered unreactive.

The simplest scheme that will explain the lower-temperature results of
methane oxidation is the following:

CH, +0, — CH, + HO, | (chain initiating)  (3.71)
CH, + 0, — CH,0 + OH (3.72)
OH + CH, — H,0 + CH, (chain propagating) ~ (3.73)

OH + CH,0 — H,0 + HCO (3.74)
CH,O + 0, — HO, + HCO} (chain branching) (3.75)
HCO + 0, — CO + HO, ) (3.76)

HO, + CH, — H,0, +CH, {  (chain propagating)  (3.77)

HO, + CH,0 — H,0, + HCO ) (3.78)

. N
OH — wall (3.79)

CH,0 — wall } (chain terminating) (3.80)

HO, — wall ) (3.81)
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There is no H,0, dissociation to OH radicals at low temperatures. H,O, disso-
ciation does not become effective until temperature reaches about 900 K.

As before, reaction (3.71) is slow. Reactions (3.72) and (3.73) are faster since
they involve a radical and one of the initial reactants. The same is true for reac-
tions (3.75)—(3.77). Reaction (3.75) represents the necessary chain branching
step. Reactions (3.74) and (3.78) introduce the formyl radical known to exist in
the low-temperature combustion scheme. Carbon monoxide is formed by reac-
tion (3.76), and water by reaction (3.73) and the subsequent decay of the perox-
ides formed. A conversion step of CO to CO, is not considered because the rate
of conversion by reaction (3.44) is too slow at the temperatures of concern here.

It is important to examine more closely reaction (3.72), which proceeds
[18, 19] through a metastable intermediate complex—the methyl peroxy
radical—in the following manner:

H O

CHg+ 0, ==——== H—C—0 —* H—C——0 +HO (3.82)

At lower temperatures the equilibrium step is shifted strongly toward the com-
plex, allowing the formaldehyde and hydroxyl radical formation. The structure
of the complex represented in reaction (3.82) is well established. Recall that
when O, adds to the carbon atom in a hydrocarbon radical, it forms about a
90° bond angle. Perhaps more important, however, is the suggestion [18] that
at temperatures of the order of 1000K and above the equilibrium step in reac-
tion (3.82) shifts strongly toward the reactants so that the overall reaction to
form formaldehyde and hydroxyl cannot proceed. This condition would there-
fore pose a restriction on the rapid oxidation of methane at high temperatures.
This possibility should come as no surprise as one knows that a particular
reaction mechanism can change substantially as the temperature and pressure
changes. There now appears to be evidence that another route to the aldehydes
and OH formation by reaction (3.72) may be possible at high temperatures
[6a, 19]; this route is discussed in the next section.

2. High-Temperature Mechanism

Many extensive models of the high-temperature oxidation process of methane
have been published [20, 20a, 20b, 21]. Such models are quite complex and
include hundreds of reactions. The availability of sophisticated computers and
computer programs such as those described in Appendix I permits the devel-
opment of these models, which can be used to predict flow-reactor results,
flame speeds, emissions, etc., and to compare these predictions with appropri-
ate experimental data. Differences between model and experiment are used
to modify the mechanisms and rate constants that are not firmly established.
The purpose here is to point out the dominant reaction steps in these complex
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models of methane oxidation from a chemical point of view, just as modern
sensitivity analysis [20, 20a, 20b] as shown earlier can be used to designate
similar steps according to the particular application of the mechanism. The
next section will deal with other, higher-order hydrocarbons.

In contrast to reaction (3.71), at high temperatures the thermal decomposi-
tion of the methane provides the chain initiation step, namely

CH, +M — CH; +H+M (3.83)

With the presence of H atoms at high temperature, the endothermic initiated
H,—O, branching and propagating scheme proceeds, and a pool of OH, O, and
H radicals develops. These radicals, together with HO, [which would form
if the temperature range were to permit reaction (3.71) as an initiating step],
abstract hydrogen from CH, according to

CH, + X — CH; + XH (3.84)

where again X represents any of the radicals. The abstraction rates by the radi-
cals OH, O, and H are all fast, with OH abstraction generally being the fast-
est. However, these reactions are known to exhibit substantial non-Arrhenius
temperature behavior over the temperature range of interest in combustion.
The rate of abstraction by O compared to H is usually somewhat faster, but
the order could change according to the prevailing stoichiometry; that is, under
fuel-rich conditions the H rate will be faster than the O rate owing to the much
larger hydrogen atom concentrations under these conditions.

The fact that reaction (3.82) may not proceed as written at high tempera-
tures may explain why methane oxidation is slow relative to that of other
hydrocarbon fuels and why substantial concentrations of ethane are found [4]
during the methane oxidation process. The processes consuming methyl radi-
cals are apparently slow, so the methyl concentration builds up and ethane
forms through simple recombination:

CH, + CH; — C,H, (3.85)

Thus methyl radicals are consumed by other methyl radicals to form ethane,
which must then be oxidized. The characteristics of the oxidation of ethane
and the higher-order aliphatics are substantially different from those of meth-
ane (see Section H1). For this reason, methane should not be used to typify
hydrocarbon oxidation processes in combustion experiments. Generally, a third
body is not written for reaction (3.85) since the ethane molecule’s numerous
internal degrees of freedom can redistribute the energy created by the forma-
tion of the new bond.
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Brabbs and Brokaw [22] were among the first who suggested the main oxi-
dation destruction path of methyl radicals to be

CH,; + 0, — CH,0+0 (3.86)

where CH3O is the methoxy radical. Reaction (3.86) is very endothermic and
has a relatively large activation energy (~120kJ/mol [4]); thus it is quite slow
for a chain step. There has been some question [23] as to whether reaction
(3.72) could prevail even at high temperature, but reaction (3.86) is generally
accepted as the major path of destruction of methyl radicals. Reaction (3.72)
can be only a minor contribution at high temperatures. Other methyl radical
reactions are [4]

CH, +0 — H,CO+H (3.87)
CH, + OH — H,CO +H, (3.88)
CH, + OH — CH,0 + H (3.89)

CH, + H,CO — CH, + HCO (3.90)
CH, +HCO — CH, + CO (3.91)

CH, + HO, — CH,O0 + OH (3.92)

These are radical-radical reactions or reactions of methyl radicals with a prod-
uct of a radical-radical reaction (owing to concentration effects) and are con-
sidered less important than reactions (3.72) and (3.86). However, reactions
(3.72) and (3.86) are slow, and reaction (3.92) can become competitive to form
the important methoxy radical, particularly at high pressures and in the lower-
temperature region of flames (see Chapter 4).

The methoxy radical formed by reaction (3.86) decomposes primarily and
rapidly via

CH,0 +M — H,CO +H+M (3.93)

Although reactions with radicals to give formaldehyde and another product
could be included, they would have only a very minor role. They have large rate
constants, but concentration factors in reacting systems keep these rates slow.
Reaction (3.86) is relatively slow for a chain branching step; nevertheless, it
is followed by the very rapid decay reaction for the methoxy [reaction (3.93)],
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and the products of this two-step process are formaldehyde and two very reac-
tive radicals, O and H. Similarly, reaction (3.92) may be equally important and
can contribute a reactive OH radical. These radicals provide more chain branch-
ing than the low-temperature step represented by reaction (3.72), which produces
formaldehyde and a single hydroxyl radical. The added chain branching from the
reaction path [reactions (3.86) and (3.93)] may be what produces a reasonable
overall oxidation rate for methane at high temperatures. In summary, the major
reaction paths for the high-temperature oxidation of methane are

CH,+M — CH, +H+M (3.83)
CH, + X — CH; + XH (3.84)
CH; +0, — CH;0+ O (3.86)

CH, + 0, — H,CO + OH (3.72)

CH,0+M — H,CO+H+M (3.93)
H,CO + X — HCO + XH (3.67)
HCO+M — H+CO+M (3.69)

CH, + CH; — C,H; (3.85)
CO+OH — CO, +H (3.44)

Of course, all the appropriate higher-temperature reaction paths for H, and CO
discussed in the previous sections must be included. Again, note that when X is
an H atom or OH radical, molecular hydrogen (H,) or water forms from reaction
(3.84). As previously stated, the system is not complete because sufficient ethane
forms so that its oxidation path must be a consideration. For example, in atmos-
pheric-pressure methane—air flames, Warnatz [24, 25] has estimated that for lean
stoichiometric systems about 30% of methyl radicals recombine to form ethane,
and for fuel-rich systems the percentage can rise as high as 80%. Essentially,
then, there are two parallel oxidation paths in the methane system: one via the
oxidation of methyl radicals and the other via the oxidation of ethane. Again, it is
worthy of note that reaction (3.84) with hydroxyl is faster than reaction (3.44), so
that early in the methane system CO accumulates; later, when the CO concentra-
tion rises, it effectively competes with methane for hydroxyl radicals and the fuel
consumption rate is slowed.
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The mechanisms of CH, oxidation covered in this section appear to be
most appropriate, but are not necessarily definitive. Rate constants for various
individual reactions could vary as the individual steps in the mechanism are
studied further.

H. THE OXIDATION OF HIGHER-ORDER HYDROCARBONS
1. Aliphatic Hydrocarbons

The high-temperature oxidation of paraffins larger than methane is a fairly
complicated subject owing to the greater instability of the higher-order alkyl
radicals and the great variety of minor species that can form (see Table 3.2).
But, as is the case with methane [20, 20a, 20b, 21], there now exist detailed
models of ethane [26], propane [27], and many other higher-order aliphatic
hydrocarbons (see Cathonnet [28]). Despite these complications, it is possible
to develop a general framework of important steps that elucidate this complex
subject.

a. Overall View

It is interesting to review a general pattern for oxidation of hydrocarbons in
flames, as suggested very early by Fristrom and Westenberg [29]. They sug-
gested two essential thermal zones: the primary zone, in which the initial
hydrocarbons are attacked and reduced to products (CO, H,, H,O) and radicals
(H, O, OH), and the secondary zone, in which CO and H, are completely oxi-
dized. The intermediates are said to form in the primary zone. Initially, then,

TABLE 3.2 Relative Importance of Intermediates in Hydrocarbon
Combustion

Fuel Relative hydrocarbon intermediate concentrations

Ethane ethene = methane

Propane ethene > propene = methane > ethane

Butane ethene > propene = methane > ethane

Hexane ethene > propene > butene > methane = pentene >
ethane

2-Methylpentane propene > ethene > butene > methane = pentene >

ethane




mmmm 118 Combustion

hydrocarbons of lower order than the initial fuel appear to form in oxygen-
rich, saturated hydrocarbon flames according to

{OH +C,Hyppy — H,0+ [CnH2n+1} — C,_Hy,, + CH;]

Because hydrocarbon radicals of higher order than ethyl are unstable, the initial
radical C,H,, usually splits off CH; and forms the next lower-order olefinic
compound, as shown. With hydrocarbons of higher order than C;Hjg, there is
fission into an olefinic compound and a lower-order radical. Alternatively, the
radical splits off CH;. The formaldehyde that forms in the oxidation of the fuel
and of the radicals is rapidly attacked in flames by O, H, and OH, so that for-
maldehyde is usually found only as a trace in flames.

Fristrom and Westenberg claimed that the situation is more complex in
fuel-rich saturated hydrocarbon flames, although the initial reaction is simply
the H abstraction analogous to the preceding OH reaction; for example,

H+CH,,,, - H, +CH,,

Under these conditions the concentrations of H and other radicals are large
enough that their recombination becomes important, and hydrocarbons of
order higher than the original fuel are formed as intermediates.

The general features suggested by Fristrom and Westenberg were confirmed
at Princeton [12, 30] by high-temperature flow-reactor studies. However, this
work permits more detailed understanding of the high-temperature oxidation
mechanism and shows that under oxygen-rich conditions the initial attack by
O atoms must be considered as well as the primary OH attack. More importantly,
however, it has been established that the paraffin reactants produce intermedi-
ate products that are primarily olefinic, and the fuel is consumed, to a major
extent, before significant energy release occurs. The higher the initial tempera-
ture, the greater the energy release, as the fuel is being converted. This obser-
vation leads one to conclude that the olefin oxidation rate simply increases
more appreciably with temperature; that is, the olefins are being oxidized
while they are being formed from the fuel. Typical flow-reactor data for the
oxidation of ethane and propane are shown in Figs. 3.11 and 3.12.

The evidence in Figs. 3.11 and 3.12 [12, 30] indicates three distinct, but
coupled zones in hydrocarbon combustion:

1. Following ignition, the primary fuel disappears with little or no energy
release and produces unsaturated hydrocarbons and hydrogen. A little of
the hydrogen is concurrently oxidized to water.

2. Subsequently, the unsaturated compounds are further oxidized to carbon
monoxide and hydrogen. Simultaneously, the hydrogen present and formed
is oxidized to water.
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3. Finally, the large amounts of carbon monoxide formed are oxidized to
carbon dioxide and most of the heat released from the overall reaction is
obtained. Recall that the CO is not oxidized to CO, until most of the fuel is
consumed owing to the rapidity with which OH reacts with the fuel com-

pared to

its reaction to CO (see Table 3.1).
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b. Paraffin Oxidation

In the high-temperature oxidation of large paraffin molecules, the chain initia-
tion step is one in which a CC bond is broken to form hydrocarbon radicals;
namely,

RH(+M) — R’ +R" (+M) (3.94)

This step will undoubtedly dominate, since the CC bond is substantially weaker
than any of the CH bonds in the molecule. As mentioned in the previous sec-
tion, the radicals R’ and R” (fragments of the original hydrocarbon molecule
RH) decay into olefins and H atoms. At any reasonable combustion temperature,
some CH bonds are broken and H atoms appear owing to the initiation step

RH (+M) — R + H (+M) (3.95)

For completeness, one could include a lower-temperature abstraction initia-
tion step

RH + 0, — R + HO, (3.96)

The essential point is that the initiation steps provide H atoms that react with
the oxygen in the system to begin the chain branching propagating sequence
that nourishes the radical reservoir of OH, O, and H; that is, the reaction
sequences for the complete H,—O, system must be included in any high-
temperature hydrocarbon mechanism. Similarly, when CO forms, its reaction
mechanism must be included as well.

Once the radical pool forms, the disappearance of the fuel is controlled by
the reactions

RH + OH — R + H,0 (3.97)

RH+ X — R + XH (3.98)

where, again, X is any radical. For the high-temperature condition, X is pri-
marily OH, O, H, and CH3;. Since the RH under consideration is a multicarbon
compound, the character of the radical R formed depends on which hydrogen
in the molecule is abstracted. Furthermore, it is important to consider how the
rate of reaction (3.98) varies as X varies, since the formation rates of the alkyl
isomeric radicals may vary.

Data for the specific rate coefficients for abstraction from CH bonds have
been derived from experiments with hydrocarbons with different distributions of
primary, secondary, and tertiary CH bonds. A primary CH bond is one on a car-
bon that is only connected to one other carbon, that is, the end carbon in a chain
or a branch of a chain of carbon atoms. A secondary CH bond is one on a carbon
atom connected to two others, and a tertiary CH bond is on a carbon atom that is
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connected to three others. In a chain the CH bond strength on the carbons second
from the ends is a few kilojoules less than other secondary atoms. The tertiary
CH bond strength is still less, and the primary is the greatest. Assuming additiv-
ity of these rates, one can derive specific reaction rate constants for abstraction
from the higher-order hydrocarbons by H, O, OH, and HO, [31].

From the rates given in Ref. [31], the relative magnitudes of rate constants
for abstraction of H by H, O, OH, and HO, species from single tertiary, sec-
ondary, and primary CH bonds at 1080K have been determined [32]. These
relative magnitudes, which should not vary substantially over modest ranges of
temperatures, were found to be as listed here:

Tertiary : Secondary : Primary
H 13 : 4 : 1
o 10 5 1
OH 4 3 1
HO, 10 3 1

Note that the OH abstraction reaction, which is more exothermic than the oth-
ers, is the least selective of H atom position in its attack on large hydrocarbon
molecules. There is also great selectivity by H, O, and HO, between tertiary and
primary CH bonds. Furthermore, estimates of rate constants at 1080K [31] and
radical concentrations for a reacting hydrocarbon system [33] reveal that the
k values for H, O, and OH are practically the same and that during early reaction
stages, when concentrations of fuel are large, the radical species concentrations
are of the same order of magnitude. Only the HO, rate constant departs from this
pattern, being lower than the other three. Consequently, if one knows the struc-
ture of a paraffin hydrocarbon, one can make estimates of the proportions of var-
ious radicals that would form from a given fuel molecule [from the abstraction
reaction (3.98)]. The radicals then decay further according to

R(+M) — olefin + R'(+M) (3.99)

where R’ is a H atom or another hydrocarbon radical. The ethyl radical will thus
become ethene and a H atom. Propane leads to an n-propyl and isopropyl radical:

H H

T R
T T
H H H H H

(Isopropyl) (n-Propyl)
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These radicals decompose according to the (-scission rule, which implies that
the bond that will break is one position removed from the radical site, so that
an olefin can form without a hydrogen shift. Thus the isopropyl radical gives
propene and a H atom, while the n-propyl radical gives ethene and a methyl
radical. The (-scission rule states that when there is a choice between a CC
single bond and a CH bond, the CC bond is normally the one that breaks
because it is weaker than the CH bond. Even though there are six primary CH
bonds in propane and these are somewhat more tightly bound than the two sec-
ondary ones, one finds substantially more ethene than propene as an intermedi-
ate in the oxidation process. The experimental results [12] shown in Fig. 3.12
verify this conclusion. The same experimental effort found the olefin trends
shown in Table 3.2. Note that it is possible to estimate the order reported from
the principles just described.

If the initial intermediate or the original fuel is a large monoolefin, the radi-
cals will abstract H from those carbon atoms that are singly bonded because
the CH bond strengths of doubly bonded carbons are large (see Appendix D).
Thus, the evidence [12, 32] is building that, during oxidation, all nonaromatic
hydrocarbons primarily form ethene and propene (and some butene and iso-
butene) and that the oxidative attack that eventually leads to CO is almost
solely from these small intermediates. Thus the study of ethene oxidation is
crucially important for all alkyl hydrocarbons.

It is also necessary to explain why there are parentheses around the col-
lision partner M in reactions (3.94), (3.95), and (3.99). When RH in reac-
tions (3.94) and (3.95) is ethane and R in reaction (3.99) is the ethyl radical,
the reaction order depends on the temperature and pressure range. Reactions
(3.94), (3.95), and (3.99) for the ethane system are in the fall-off regime for
most typical combustion conditions. Reactions (3.94) and (3.95) for pro-
pane may lie in the fall-off regime for some combustion conditions; however,
around 1atm, butane and larger molecules pyrolyze near their high-pressure
limits [34] and essentially follow first-order kinetics. Furthermore, for the for-
mation of the olefin, an ethyl radical in reaction (3.99) must compete with the
abstraction reaction.

C,H, + 0, — C,H, + HO, (3.100)

Owing to the great instability of the radicals formed from propane and larger
molecules, reaction (3.99) is fast and effectively first-order; thus, competitive
reactions similar to (3.100) need not be considered. Thus, in reactions (3.94)
and (3.95) the M has to be included only for ethane and, to a small degree,
propane; and in reaction (3.99) M is required only for ethane. Consequently,
ethane is unique among all paraffin hydrocarbons in its combustion character-
istics. For experimental purposes, then, ethane (like methane) should not be
chosen as a typical hydrocarbon fuel.
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¢. Olefin and Acetylene Oxidation

Following the discussion from the preceding section, consideration will be
given to the oxidation of ethene and propene (when a radical pool already
exists) and, since acetylene is a product of this oxidation process, to acetylene
as well. These small olefins and acetylene form in the oxidation of a paraffin or
any large olefin. Thus, the detailed oxidation mechanisms for ethane, propane,
and other paraffins necessarily include the oxidation steps for the olefins [28].

The primary attack on ethene is by addition of the biradical O, although
abstraction by H and OH can play some small role. In adding to ethene,
O forms an adduct [35] that fragments according to the scheme

H H T

/ .
/C—C +O0——> H—T—T—H —» CHj + HCO
H

CH, + H,CO

The primary products are methyl and formyl radicals [36, 37] because poten-
tial energy surface crossing leads to a H shift at combustion temperatures [35].
It is rather interesting that the decomposition of cyclic ethylene oxide proceeds
through a route in which it isomerizes to acetaldehyde and readily dissociates
into CH3 and HCO. Thus two primary addition reactions that can be written are

C,H, + 0 — CH, + HCO (3.101)
C,H, + 0 — CH, +H,CO (3.102)

Another reaction—the formation of an adduct with OH—has also been sug-
gested [38]:

C,H, + OH — CH, + H,CO (3.103)

However, this reaction has been questioned [4] because it is highly endothermic.
OH abstraction via

C,H, + OH — C,H, + H,0 (3.104)
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could have a rate comparable to the preceding three addition reactions, and
H abstraction

C,H, +H — C,H, +H, (3.105)

could also play a minor role. Addition reactions generally have smaller activa-
tion energies than abstraction reactions; so at low temperatures the abstraction
reaction is negligibly slow, but at high temperatures the abstraction reaction
can dominate. Hence the temperature dependence of the net rate of disappear-
ance of reactants can be quite complex.

The vinyl radical (C,H;) decays to acetylene primarily by

C,H,+M —-CH, +tH+M (3.106)
but, again, under particular conditions the abstraction reaction
C,H; + 0, — C,H, + HO, (3.107)

must be included. Other minor steps are given in Appendix C.

Since the oxidation mechanisms of CH3, H,CO (formaldehyde), and CO
have been discussed, only the fate of C,H, and CH, (methylene) remains to be
determined.

The most important means of consuming acetylene for lean, stoichiomet-
ric, and even slightly rich conditions is again by reaction with the biradical O
[37, 39, 39a] to form a methylene radical and CO,

C,H, + O — CH, + CO (3.108)

through an adduct arrangement as described for ethene oxidation. The rate con-
stant for reaction (3.108) would not be considered large in comparison with that
for reaction of O with either an olefin or a paraffin. Mechanistically, reaction
(3.108) is of significance. Since the C,H, reaction with H atoms is slower than
H + O,, the oxidation of acetylene does not significantly inhibit the radical
pool formation. Also, since its rate with OH is comparable to that of CO with
OH, C,H,—unlike the other fuels discussed—will not inhibit CO oxidation.
Therefore substantial amounts of C,H, can be found in the high-temperature
regimes of flames. Reaction (3.108) states that acetylene consumption depends
on events that control the O atom concentration. As discussed in Chapter 8,
this fact has implications for acetylene as the soot-growth species in premixed
flames. Acetylene—air flame speeds and detonation velocities are fast primarily
because high temperatures evolve, not necessarily because acetylene reaction
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mechanisms contain steps with favorable rate constants. The primary candi-
date to oxidize the methylene formed is O, via

CH, + 0, — H,CO+0 (3.109)

however, some uncertainty attaches to the products as specified.

Numerous other possible reactions can be included in a very complete
mechanism of any of the oxidation schemes of any of the hydrocarbons dis-
cussed. Indeed, the very fact that hydrocarbon radicals form is evidence that
higher-order hydrocarbon species can develop during an oxidation process. All
these reactions play a very minor, albeit occasionally interesting, role; how-
ever, their inclusion here would detract from the major steps and important
insights necessary for understanding the process.

With respect to propene, it has been suggested [35] that O atom addition is the
dominant decay route through an intermediate complex in the following manner:

H H\ /o
AN
C——CH, + O —> C—CH, —— CQH570/
SN/
CHj CHs3 (6] H
+M +X
[
C,Hg + HCO H5C,CO + XH

For the large activated propionaldehyde molecule, the pyrolysis step appears to be
favored and the equilibrium with the propylene oxide shifts in its direction. The
products given for this scheme appear to be consistent with experimental results
[38]. The further reaction history of the products has already been discussed.
Essentially, the oxidation chemistry of the aliphatics higher than C, has
already been discussed since the initiation step is mainly CC bond cleavage with
some CH bond cleavage. But the initiation steps for pure ethene or acetylene oxi-
dation are somewhat different. For ethene the major initiation steps are [4, 39a]

C,H, +M — C,H, +H, + M (3.110)
C,H, +M — C,H, +H+M (.111)

Reaction (3.110) is the fastest, but reaction (3.111) would start the chain.
Similarly, the acetylene initiation steps [4] are

CH, +M - C,H+H+M (3.112)

C,H, + C,H, —» C,H, +H+ M (3.113)
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Reaction (3.112) dominates under dilute conditions and reaction (3.113) is
more important at high fuel concentrations [4].

The subsequent history of C,H and C4Hj is not important for the oxidation
scheme once the chain system develops. Nevertheless, the oxidation of C,H
could lead to chemiluminescent reactions that form CH and C,, the species
responsible for the blue-green appearance of hydrocarbon flames. These spe-
cies may be formed by the following steps [40, 40a, 40b]:

C,H + O — CH*+CO
C,H +0, — CH* + CO,
CH+H — C+H,
C+CH— C;+H
CH+CH — C; +H,

where the asterisk (*) represents electronically excited species.
Taking all these considerations into account, it is possible to postulate a
general mechanism for the oxidation of aliphatic hydrocarbons; namely,

M R! + RI(+M)
RH+{M { — {RT + HH+M)
0, R! + HO,

where the H creates the radical pool (X = H, O, and OH) and the following
occurrences:

RH+X — R+ XH

HO, (R = ethyl only)

. [0, , .

R+ {M } — Olefin + {H + M (R = ethyl and propyl only)
R (+M)

!
Olefin  (except for R = CH,)

ethene 0 '
Olefin and |+{H | - RIV+

propene OH

formyl or acetyl radical,
formaldehyde, acetylene, or CO

C,H, + 0 — CH, +CO
CO+OH — CO, +H
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As a matter of interest, the oxidation of the diolefin butadiene appears to
occur through O atom addition to a double bond as well as through abstraction
reactions involving OH and H. Oxygen addition leads to 3-butenal and finally
alkyl radicals and CO. The alkyl radical is oxidized by O atoms through acro-
lein to form CO, acetylene, and ethene. The abstraction reactions lead to
a butadienyl radical and then vinyl acetylene. The butadienyl radical is now
thought to be important in aromatic ring formation processes in soot genera-
tion [41-43]. Details of butadiene oxidation are presented in Ref. [44].

2. Alcohols

Consideration of the oxidation of alcohol fuels follows almost directly from
Refs. [45, 46].

The presence of the OH group in alcohols makes alcohol combustion
chemistry an interesting variation of the analogous paraffin hydrocarbon. Two
fundamental pathways can exist in the initial attack on alcohols. In one, the
OH group can be displaced while an alkyl radical also remains as a product. In
the other, the alcohol is attacked at a different site and forms an intermediate
oxygenated species, typically an aldehyde. The dominant pathway depends on
the bond strengths in the particular alcohol molecule and on the overall stoi-
chiometry that determines the relative abundance of the reactive radicals.

For methanol, the alternative initiating mechanisms are well established
[47-50]. The dominant initiation step is the high-activation process

CH,OH +M — CH, + OH + M (3.114)

which contributes little to the products in the intermediate (~ 1000 K) tempera-
ture range [49]. By means of deuterium labeling, Aders [51] has demonstrated
the occurrence of OH displacement by H atoms:

CH,OH + H — CH, + H,0 (3.115)

This reaction may account for as much as 20% of the methanol disappearance
under fuel-rich conditions [49]. The chain branching system originates from
the reactions

CH,OH+M — CH,0OH+H and CH,OH+H — CH,OH + H,

which together are sufficient, with reaction (3.117) below, to provide the chain.
As in many hydrocarbon processes, the major oxidation route is by radical
abstraction. In the case of methanol, this yields the hydroxymethyl radical and,
ultimately, formaldehyde via

CH;0H + X — CH,0OH + XH (3.116)
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(3.117)

CH,OH + {g’[ } . H,CO + {H N M}
2

HO,

where as before X represents the radicals in the system. Radical attack on
CH,OH is slow because the concentrations of both radicals are small owing to
the rapid rate of reaction (3.116). Reactions of OH and H with CH;0H to form
CH;0 (vs. CH,0OH) and H,O and H,, respectively, have also been found to
contribute to the consumption of methanol [49a]. These radical steps are given
in Appendix C.

The mechanism of ethanol oxidation is less well established, but it appar-
ently involves two mechanistic pathways of approximately equal importance
that lead to acetaldehyde and ethene as major intermediate species. Although
in flow-reactor studies [45] acetaldehyde appears earlier in the reaction than
does ethene, both species are assumed to form directly from ethanol. Studies
of acetaldehyde oxidation [52] do not indicate any direct mechanism for the
formation of ethene from acetaldehyde.

Because C—C bonds are weaker than the C—OH bond, ethanol, unlike
methanol, does not lose the OH group in an initiation step. The dominant ini-
tial step is

C,H,OH + M — CH, + CH,0H + M (3.118)

As in all long-chain fuel processes, this initiation step does not appear to con-
tribute significantly to the product distribution and, indeed, no formaldehyde is
observed experimentally as a reaction intermediate.

It appears that the reaction sequence leading to acetaldehyde would be

C,H;OH + X — CH,CHOH + XH (3.119)
CH,CHOH + {M } . CH,CHO + {H + M} (3.120)
0, — HO,

By analogy with methanol, the major source of ethene may be the displace-
ment reaction

C,H,OH + H — C,H, + H,0 (3.121)

with the ethyl radical decaying into ethene.

Because the initial oxygen concentration determines the relative abundance
of specific abstracting radicals, ethanol oxidation, like methanol oxidation,
shows a variation in the relative concentration of intermediate species accord-
ing to the overall stoichiometry. The ratio of acetaldehyde to ethene increases
for lean mixtures.
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As the chain length of the primary alcohols increases, thermal decomposi-
tion through fracture of C—C bonds becomes more prevalent. In the pyroly-
sis of n-butanol, following the rupture of the C;H,—CH,OH bond, the species
found are primarily formaldehyde and small hydrocarbons. However, because
of the relative weakness of the C—OH bond at a tertiary site, #-butyl alcohol
loses its OH group quite readily. In fact, the reaction

t---C,H,0H — i---C,Hq + H,0 (3.122)

serves as a classic example of unimolecular thermal decomposition.
In the oxidation of #-butanol, acetone and isobutene appear [46] as interme-
diate species. Acetone can arise from two possible sequences. In one,

(CH;);COH — (CH;),COH + CH, (3.123)
(CH;),COH + X — CH,COCH, + XH (3.124)

and in the other, H abstraction leads to (-scission and a H shift as
C,H,OH + X — C,H4OH + XH (3.125)

C,H,OH — CH,COCH, + CH, (3.126)

Reaction (3.123) may be fast enough at temperatures above 1000K to be com-
petitive with reaction (3.122) [53].

3. Aromatic Hydrocarbons

As discussed by Brezinsky [54], the oxidation of benzene and alkylated aro-
matics poses a problem different from the oxidation of aliphatic fuels. The aro-
matic ring provides a site for electrophilic addition reactions that effectively
compete with the abstraction of H from the ring itself or from the side chain.
When the abstraction reactions involve the side chain, the aromatic ring can
strongly influence the degree of selectivity of attack on the side chain hydro-
gens. At high enough temperatures the aromatic ring thermally decomposes
and thereby changes the whole nature of the set of hydrocarbon species to be
oxidized. As will be discussed in Chapter 4, in flames the attack on the fuel
begins at temperatures below those where pyrolysis of the ring would be sig-
nificant. As the following sections will show, the oxidation of benzene can fol-
low a significantly different path than that of toluene and other higher alkylated
aromatics. In the case of toluene, its oxidation bears a resemblance to that of
methane; thus it, too, is different from benzene and other alkylated aromatics.
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In order to establish certain terms used in defining aromatic reactions, con-
sider the following, where the structure of benzene is represented by the symbol

Abstraction reaction:

H HH H HHH
@—(L—(L—J)—J)—H+X — @—é—'c—c';—c':—H+XH
ok ok
Displacement reaction:
H HH H H HHH
O-btdbnei )+ bbbl
N ok

Homolysis reaction:

Addition reaction:

O+—0—0

a. Benzene Oxidation

Based on the early work of Norris and Taylor [55] and Bernard and Ibberson
[56], who confirmed the theory of multiple hydroxylation, a general low-tem-
perature oxidation scheme was proposed [57, 58]; namely,

C¢Hg + 0, — C4H; + HO, (3.127)

C¢Hs + 0, 22 C¢H;00 (3.128)
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C4H;00 + C¢Hg — C4H;O0H + C H,

! (3.129)

C,H,0 + OH
C¢HsO + C4H — C¢H;OH + C4H, (3.130)
CoHsOH + 0, — %, ¢y (OH), (3.131)

There are two dihydroxy benzenes that can result from reaction (3.131)—
hydroquinone and pyrocatechol. It has been suggested that they react with oxy-
gen in the following manner [55]:

OH
OH OH Zo
/
HC
0, == — + CH, (3.132)
HC,
\C=O
OH OH
OH
Hydroquinone Triplet Maleic acid
OH OH O=—C—OH
+ 0 =—= — 2CH, +
OH OH O=—=C—0CH
Pyrocatechol Triplet Oxalic acid

(3.133)

Thus maleic acid forms from the hydroquinone and oxalic acid forms from
pyrocatechol. However, the intermediate compounds are triplets, so the inter-
mediate steps are “spin-resistant” and may not proceed in the manner indi-
cated. The intermediate maleic acid and oxalic acid are experimentally
detected in this low-temperature oxidation process. Although many of the
intermediates were detected in low-temperature oxidation studies, Benson
[59] determined that the ceiling temperature for bridging peroxide molecules
formed from aromatics was of the order of 300°C; that is, the reverse of reac-
tion (3.128) was favored at higher temperatures.

It is interesting to note that maleic acid dissociates to two carboxyl radicals
and acetylene

Maleic acid — 2(HO—C=0) + C,H, (3.134)
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while oxalic acid dissociates into two carboxyl radicals
Oxalic acid — 2(HO—C=0) (3.135)

Under this low-temperature condition the carboxylic radical undergoes attack

. M H+M
HO—C=0+{0, — CO, +1{ HO, (3.136)
X XH

to produce CO, directly rather than through the route of CO oxidation by OH
characteristic of the high-temperature oxidation of hydrocarbons.

High-temperature flow-reactor studies [60, 61] on benzene oxidation revealed
a sequence of intermediates that followed the order: phenol, cyclopentadiene,
vinyl acetylene, butadiene, ethene, and acetylene. Since the sampling techniques
used in these experiments could not distinguish unstable species, the intermedi-
ates could have been radicals that reacted to form a stable compound, most likely
by hydrogen addition in the sampling probe. The relative time order of the maxi-
mum concentrations, while not the only criterion for establishing a mechanism,
has been helpful in the modeling of many oxidation systems [4, 13].

As stated earlier, the benzene molecule is stabilized by strong resonance;
consequently, removal of a H from the ring by pyrolysis or O, abstraction is dif-
ficult and hence slow. It is not surprising, then, that the induction period for ben-
zene oxidation is longer than that for alkylated aromatics. The high-temperature
initiation step is similar to that of all the cases described before, that is,

M H+ M
+ o f — + ng (3.137)

Phenyl

but it probably plays a small role once the radical pool builds from the H obtained.
Subsequent formation of the phenyl radical arises from the propagating step
(0] OH
+ <OHp —» + H,0 (3.138)
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The O atom could venture through a displacement and possibly an addition
[60] reaction to form a phenoxyl radical and phenol according to the steps

o

Phenoxy (3.139)
OH
Phenol

Phenyl radical reactions with O,, O, or HO, seem to be the most likely can-
didates for the first steps in the aromatic ring-breaking sequence [54, 61]. A
surprising metathesis reaction that is driven by the resonance stability of the
phenoxy product has been suggested from flow-reactor studies [54] as a key
step in the oxidation of the phenyl radical:

oy ‘o (3.140)

In comparison, the analogous reaction written for the methyl radical is highly
endothermic.

This chain branching step was found [61, 62] to be exothermic to the extent
of approximately 46 kJ/mol, to have a low activation energy, and to be relatively
fast. Correspondingly, the main chain branching step [reaction (3.17)] in the
H,—O, system is endothermic to about 65kJ/mol. This rapid reaction (3.138)
would appear to explain the large amount of phenol found in flow-reactor
studies. In studies [63] of near-sooting benzene flames, the low mole fraction
of phenyl found could have required an unreasonably high rate of reaction
(3.138). The difference could be due to the higher temperatures, and hence the
large O atom concentrations, in the flame studies.
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The cyclopentadienyl radical could form from the phenoxy radical by

0 o)
@ — @ ——» CO + @ (3.141)

Cyclopentyl dienyl

The expulsion of CO from ketocyclohexadienyl radical is also reasonable, not
only in view of the data of flow-reactor results, but also in view of other pyroly-
sis studies [64]. The expulsion indicates the early formation of CO in aromatic
oxidation, whereas in aliphatic oxidation CO does not form until later in the
reaction after the small olefins form (see Figs. 3.11 and 3.12). Since resonance
makes the cyclopentadienyl radical very stable, its reaction with an O, molecule
has a large endothermicity. One feasible step is reaction with O atoms; namely,

° H 0
(3.142)
H .
@ — CO + HZC:C—CH):CH
)

The butadienyl radical found in reaction (3.142) then decays along various
paths [44], but most likely follows path (c) of reaction (3.143):

— H,C—CH—C=——=CH +H (a)

Vinyl acetylene

. +RH
H,C——CH—CH=—=CH » H,C—CH—CH—CH, + R (b)
Butadiene
> H,C=—=CH + HC==CH (©)

+R’I/ \
H,C—CH,+ R HC==CH +H

) (o)
(3.143)
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Although no reported work is available on vinyl acetylene oxidation, oxidation
by O would probably lead primarily to the formation of CO, H,, and acetylene
(via an intermediate methyl acetylene) [37]. The oxidation of vinyl acetylene, or
the cyclopentadienyl radical shown earlier, requires the formation of an adduct
[as shown in reaction (3.142)]. When OH forms the adduct, the reaction is so
exothermic that it drives the system back to the initial reacting species. Thus,
O atoms become the primary oxidizing species in the reaction steps. This factor
may explain why the fuel decay and intermediate species formed in rich and lean
oxidation experiments follow the same trend, although rich experiments show
much slower rates [65] because the concentrations of oxygen atoms are lower.
Figure 3.13 is a summary of the reaction steps that form the general mechanism
of benzene and the phenyl radical oxidation based on a modified version of a
model proposed by Emdee et al. [61, 66]. Other models of benzene oxidation
[67, 68, which are based on Ref. [61], place emphasis on different reactions.

b. Oxidation of Alkylated Aromatics

The initiation step in the high-temperature oxidation of toluene is the pyrolytic
cleavage of a hydrogen atom from the methyl side chain, and at lower tem-
peratures it is O, abstraction of an H from the side chain, namely

CH, CH,

M H+ M
t 1o, — + 1 Ho, (3.144)

Toluene Benzyl

The H,—O, radical pool that then develops begins the reactions that cause the
fuel concentration to decay. The most effective attackers of the methyl side chain
of toluene are OH and H. OH does not add to the ring, but rather abstracts a
H from the methyl side chain. This side-chain H is called a benzylic H. The attack-
ing H has been found not only to abstract the benzylic H, but also to displace the
methyl group to form benzene and a methyl radical [69]. The reactions are then

CHg CH,
5. 4.

CHa (3.145)
O — )
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+OH +02 :C2H3+
+
CeHs [+H | CaHs CeHsO | o(H)+ CeHsOH
+O ! +H
H+ g
+0,
+OH
CeHg HH ol cgHs —=CH | c.H,0H
5''6 +CZH3 - 515 514
o+ | x |
T
o T
N
y
CoHs CHy 1«9 cho CsHiO
CoH,
Y
co
2C,H,

FIGURE 3.13 Molar rates of progress for benzene oxidation in an atmospheric turbulent flow
reactor. The thickness of the lines represents the relative magnitudes of certain species as they pass
through each reaction pathway.

The early appearance of noticeable dibenzyl quantities in flow-reactor studies
certainly indicates that significant paths to benzyl exist and that benzyl is a sta-
ble radical intermediate.

The primary product of benzyl radical decay appears to be benzaldehyde
[33,61]:

H

o) H

. \

CH, O0—C—H \c/
Benzaldehyde

The reaction of benzyl radicals with O, through an intermediate adduct may
not be possible, as was found for reaction of methyl radical and O, (indeed,
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one may think of benzyl as a methyl radical with one H replaced by a phenyl
group). However, it is to be noted that the reaction

| NG
CH, 0—C—H N

H
\
C
‘O — e H+ @ (3.147)

Benzaldehyde

has been shown [33] to be orders of magnitude faster than reaction (3.146). The
fate of benzaldehyde is the same as that of any aldehyde in an oxidizing
system, as shown by the following reactions that lead to phenyl radicals
and CO:

O\C/H

Pyrolysis .
- > + H——C——0 (3.148)

|—>H+CO

O
XC/H é//

@ + X —— + XH (3.149)
|—> + CO

Reaction (3.149) is considered as the major channel.
Reaction (3.147) is the dominant means of oxidizing benzyl radicals. It is
a slow step, so the oxidation of toluene is overall slower than that of benzene,

O
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even though the induction period for toluene is shorter. The oxidation of the
phenyl radical has been discussed, so one can complete the mechanism of the
oxidation of toluene by referring to that section. Figure 3.14 from Ref. [66] is
an appropriate summary of the reactions.

The first step of other high-order alkylated aromatics proceeds through
pyrolytic cleavage of a CC bond. The radicals formed soon decay to give
H atoms that initiate the H,—O, radical pool. The decay of the initial fuel
is dominated by radical attack by OH and H, or possibly O and HO,, which
abstract an H from the side chain. The benzylic H atoms (those attached to the
carbon next to the ring) are somewhat easier to remove because of their lower

+0,
o eron, o oo 12
CeHsCHy ———= CeHsCHz |, 5  |CeHsCHO |4 CgHsCO
x 5
CO—
+
Y _+OH Y'Y .o, 4_9_2'_*5_;_

CgH CgH CgHs0 | CgHsOH
66 [+H__ ol 875 615 OH+| &'
+0 | +H

H+ 8
+0,
/ +OH
CoHe HH ol CoHs —OH | ciH,0H
5 +C,H, ~ 55 54
O+ | x |
z T
S
y
C,H CO—
CzHZ C,Hs CsHsO CsH,0
\
CcOo
2C,H,
Benzene submechanism

FIGURE 3.14 Molar rates of progress for toluene oxidation in an atmospheric turbulent flow
reactor (cf. to Fig 3.13). The benzene submechanism is outlined for toluene oxidation. Dashed
arrows represent paths that are important to benzene oxidation, but not significant for toluene
(from Ref. [66]).



Explosive and General Oxidative Characteristics of Fuels 139

bond strength. To some degree, the benzylic H atoms resemble tertiary or even
aldehydic H atoms. As in the case of abstraction from these two latter sites, the
case of abstraction of a single benzylic H can be quickly overwhelmed by the
cumulative effect of a greater number of primary and secondary H atoms.
The abstraction of a benzylic H creates a radical such as

H H

O—
QTR

H

which by the (-scission rule decays to styrene and a radical [65]

H H H
C—C—R—> <<:>>—CC/H + R (3.150)
| N

H

where R can, of course, be H if the initial aromatic is ethyl benzene. It is inter-
esting that in the case of ethyl benzene, abstraction of a primary H could also
lead to styrene. Apparently, two approximately equally important processes
occur during the oxidation of styrene. One is oxidative attack on the double-
bonded side chain, most probably through O atom attacks in much the same
manner that ethylene is oxidized. This direct oxidation of the vinyl side chain
of styrene leads to a benzyl radical and probably a formyl radical. The other is
the side chain displacement by H to form benzene and a vinyl radical. Indeed
the displacement of the ethyl side chain by the same process has been found to
be a major decomposition route for the parent fuel molecule.

If the side chain is in an “iso” form, a more complex aromatic olefin forms.
Isopropyl benzene leads to a methyl styrene and styrene [70]. The long-chain
alkylate aromatics decay to styrene, phenyl, benzyl, benzene, and alkyl frag-
ments. The oxidation processes of the xylenes follow somewhat similar mech-
anisms [71, 72].

4. Supercritical Effects

The subject of chemical reactions under supercritical conditions is well outside
the scope of matters of major concern to combustion related considerations.
However, a trend to increase the compression ratio of some turbojet engines
has raised concerns that the fuel injection line to the combustion chamber
could place the fuel in a supercritical state; that is; the pyrolysis of the fuel in
the line could increase the possibility of carbon formations such as soot. The
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question then arises as to whether the pyrolysis of the fuel in the line could
lead to the formation of PAH (polynuclear aromatic hydrocarbons) which gen-
erally arise in the chemistry of soot formation (see Chapter 8; Section E6).
Since the general conditions in devises of concern are not near the critical
point, then what is important in something like a hydrocarbon decomposition
process is whether the high density of the fuel constituents affects the decom-
position kinetic process so that species would appear other than those that
would occur in a subcritical atmosphere.

What follows is an attempt to give some insight into a problem that could
arise in some cases related to combustion kinetics, but not necessarily related
to the complete field of supercritical use as described in pure chemistry texts
and papers. It is apparent that the high pressure in the supercritical regime not
only affects the density (concentration) of the reactions, but also the diffusivity
of the species that form during pyrolysis of important intermediates that occur
in fuel pyrolysis. Indeed, as well, in considering the supercritical regime one
must also be concerned that the normal state equation may not hold.

In some early work on the pyrolysis of the endothermic fuel methylcyclohex-
ane (MCH) it was found that in the subcritical state MCH pyrolysis is 3 scission
dominated (see Chapter 3, Section H1) and little, if any, PAH are found [73, 74].
Also it was found that while [ scission processes are still important under super-
critical conditions, they are significantly slower [75]. These studies suggest that
the pyrolysis reaction of MCH proceeds to form the methylhexedienly radical
(MHL) under both sub- and supercritical conditions [73, 74]. However, under
the supercritical condition it was found that dimethylcyclopentane subsequently
forms. The process by which the initial 6-member ring is converted to a 5-mem-
ber ring is most apparently due to the phenomenon of caging, a phenomenon
frequently discussed in the supercritical chemical process literature [75]. The for-
mation of a cyclic intermediate is more likely to produce PAH. Thus, once MHL
forms it can follow two possible routes; /3 scission leading to ordinary pyrolysis or
a cyclization due to the phenomenon called caging. The extent of either depends
on the physical parameters of the experiment, essentially the density (or pressure).

In order to estimate the effect of caging with respect to a chemical reaction
process, the general approach has been to apply transition state theory [75].
What has been considered in general transition state theory (see Chapter 2,
Section B2) is the rate of formation of a product through an intermediate (com-
plex) in competition with the intermediate reforming the initial reactant. Thus
0 scission is considered in competition with caging. However, in essence, the
preceding paragraph extends the transition state concept in that the intermedi-
ate does not proceed back to the reactant, but has two possible routes to form
different products. One route is a 3 scission route to produce a general hydro-
carbon pyrolysis product and the other is a caging process possibly leading to
a product that can cause fuel line fouling.

Following the general chemical approach [75] to evaluate the extent of
a given route it is possible to conclude that under supercritical conditions the
extent of fuel fouling (PAH formation) could be determined by the ratio of the
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collision rate of formation of the new cyclohydrocarbon due to caging to the dif-
fusion rate of the [ scission products “to get out of the cage”. This ratio can be
represented by the expression [vd? exp(—E/RT)/D] or [v exp(—E/RT)/(D/a’z)],
where v is the collision frequency (s '), d” the collision cross-section, E the acti-
vation energy, and D the mass diffusivity (cm?/s) [75]. The second ratio expres-
sion is formulated so that a ratio of characteristic times is presented. This time
ratio will be recognized as a Damkohler number [75]. For the pyrolysis process
referred to, the caging institutes a bond formation process and thus activation
energy does not exist. Then the relevant Damkohler number is [W(DId?))].

Typical small molecule diffusivities have been reported to be from
10~ 'cm?/s for gases to 1073 cm?/s for liquids [76]. One would estimate that
under supercritical conditions that the supercritical fluid would be somewhere
between the two values. It has been proposed that although supercritical fluids
have in many instances greater similarity to liquids than gases, their diffusivi-
ties are more like gases than liquids. Thus, the caging product should increase
with pressure, as has been found in MCH pyrolysis [74] and, perhaps, in other
similar cases related to combustion problems.

PROBLEMS
(Those with an asterisk require a numerical solution and use of an appropriate
software program—See Appendix I.)

1. In hydrocarbon oxidation a negative reaction rate coefficient is possible.
(a) What does this statement mean and when does the negative rate occur?
(b) What is the dominant chain branching step in the high-temperature
oxidation of hydrocarbons? (c) What are the four dominant overall steps
in the oxidative conversion of aliphatic hydrocarbons to fuel products?

2. Explain in a concise manner what the essential differences in the oxidative

mechanisms of hydrocarbons are under the following conditions:

a. The temperature is such that the reaction is taking place at a slow
(measurable) rate—for example, a steady reaction.

b. The temperature is such that the mixture has just entered the explosive
regime.

c. The temperature is very high, like that obtained in the latter part of a
flame or in a shock tube.

Assume that the pressure is the same in all three cases.

Draw the chemical structure of heptane, 3-octene, and isopropyl benzene.

4. What are the first two species to form during the thermal dissociation of
each of the following radicals?

od

1T L
CHs Hsc—g—T—T—CH3 HacCCCi)CHs
HyC——C——CH, H H IL IL H
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5. Toluene is easier to ignite than benzene, yet its overall burning rate is
slower. Explain why.

6. Determine the generalized expression for the o criteria when the only ter-
mination step is radical-radical recombination.

7. In examining Equation 3.8, what is the significance of the condition?

ky (o — 1)(M) >> k(M) + ks(O, )(M)

8. Tetra ethyl lead (TEL) was used as an anti-knock agent in automotive gaso-
line. Small amounts were normally added. During the compression stroke
TEL reacts with the air to form very small lead oxide particles. Give an
explanation why you believe TEL would be an effective anti-knock agent.

9.*The reaction rate of a dilute mixture of stoichiometric hydrogen and oxygen
in N, is to be examined at 950K and 10atm and compared to the rate at 950K
and 0.5 atm. The mixture consists of 1% (by volume) H,. Perform an adiabatic
constant pressure calculation of the reaction kinetics at the two different con-
ditions for a reaction time that allows you to observe the complete reaction.
Use a chemical kinetics program such as SENKIN (CHEMKIN II and III)
or the CLOSED HOMOGENEOUS_TRANSIENT code (CHEMKIN IV) to
perform the calculation. Plot the temperature and major species profiles as a
function of time. Discuss and explain the differences in the reaction rates. Use
a sensitivity analysis or rate-of-progress analysis to assist your discussion. The
reaction mechanism can be obtained from Appendix C or may be downloaded
from the internet (for example, from the database of F. L. Dryer at http://
www.princeton.edu/~combust/database/other.html, the database from LLNL
at http://www-cmls.llnl.gov/?url = science_and_technology-chemistry-com-
bustion, or the database from Leeds University, http://www.chem.leeds.ac.uk/
Combustion/Combustion.html).

10.*Investigate the effect of moisture on the carbon monoxide—oxygen reac-
tion by performing a numerical analysis of the time-dependent kinetics,
for example, by using SENKIN (CHEMKIN II and III) or the CLOSED
HOMOGENEOUS_TRANSIENT code (CHEMKIN IV). Assume a con-
stant pressure reaction at atmospheric pressure, an initial temperature
of 1150K, and a reaction time of approximately 1s. Choose a mixture
consisting initially of 1% CO and 1% O, with the balance N, (by vol-
ume). Add to this mixture, various amounts of H,O starting from O0ppm,
100 ppm, 1000 ppm, and 1% by volume. Plot the CO and temperature pro-
files for the different water concentrations and explain the trends. From
the initial reaction rate, what is the overall reaction order with respect to
water concentration. Use a mechanism from Appendix C or download one
from the internet.

11.*Calculate the reaction kinetics of a methane oxygen mixture diluted with
N, at a constant pressure of latm and initial temperature of 1100K.
Assume an adiabatic reaction with an initial concentration of CH, of
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1% by volume, an equivalence ratio of 0.2, and the balance of the mix-
ture nitrogen. Use the GRI-Mech 3.0 chemical mechanism for meth-
ane oxidation (which may be obtained from G. P. Smith, D. M. Golden,
M. Frenklach, N. W. Moriarty, B. Eiteneer, M. Goldenberg, C. T. Bowman,
R. K. Hanson, S. Song, W. C. Gardiner, Jr., V. V. Lissianski, and Z. Qin,
http://www.me.berkeley.edu/gri_mech/). Plot the major species profiles and
temperature as a function of time. Determine the induction and ignition
delay times of the mixture. Also, analyze the reaction pathways of methyl
radicals with sensitivity and rate-of-progress analyses.

12.#*Compare the effects of pressure on the reaction rate and mechanism

of methane (see Problem 8) and methanol oxidation. Calculate the
time-dependent kinetics for each fuel at pressures of 1 and 20 atm and an
initial temperature of 1100 K. Assume the reaction occurs at constant pres-
sure and the mixture consists of 1% by volume fuel, 10% by volume O,,
and the balance of the mixture is nitrogen. A methanol mechanism may
be obtained from the database of F. L. Dryer at http://www.princeton.edu/
~combust/database/other.html.

13.*Natural gas is primarily composed of methane, with about 2—-5% by vol-

ume ethane, and smaller concentrations of larger hydrocarbons. Determine
the effect of small amounts of ethane on the methane kinetics of Problem 8
by adding to the fuel various amounts of ethane up to 5% by volume
maintaining the same total volume fraction of fuel in the mixture. In par-
ticular, discuss and explain the effects of ethane on the induction and igni-
tion delay periods.
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Chapter 4

Flame Phenomena in Premixed
Combustible Gases

A. INTRODUCTION

In the previous chapter, the conditions under which a fuel and oxidizer would
undergo explosive reaction were discussed. Such conditions are strongly
dependent on the pressure and temperature. Given a premixed fuel-oxidizer
system at room temperature and ambient pressure, the mixture is essentially
unreactive. However, if an ignition source applied locally raises the tempera-
ture substantially, or causes a high concentration of radicals to form, a region
of explosive reaction can propagate through the gaseous mixture, provided that
the composition of the mixture is within certain limits. These limits, called
flammability limits, will be discussed in this chapter. Ignition phenomena will
be covered in a later chapter.

When a premixed gaseous fuel-oxidizer mixture within the flammability
limits is contained in a long tube, a combustion wave will propagate down the
tube if an ignition source is applied at one end. When the tube is opened at both
ends, the velocity of the combustion wave falls in the range of 20-200cm/s. For
example, the combustion wave for most hydrocarbon—air mixtures has a veloc-
ity of about 40cm/s. The velocity of this wave is controlled by transport proc-
esses, mainly simultaneous heat conduction and diffusion of radicals; thus it is
not surprising to find that the velocities observed are much less than the speed of
sound in the unburned gaseous mixture. In this propagating combustion wave,
subsequent reaction, after the ignition source is removed, is induced in the layer
of gas ahead of the flame front by two mechanisms that are closely analogous to
the thermal and chain branching mechanisms discussed in the preceding chapter
for static systems [1]. This combustion wave is normally referred to as a flame;
and since it can be treated as a flow entity, it may also be called a deflagration.

When the tube is closed at one end and ignited there, the propagating
wave undergoes a transition from subsonic to supersonic speeds. The super-
sonic wave is called a detonation. In a detonation heat conduction and radi-
cal diffusion do not control the velocity; rather, the shock wave structure of
the developed supersonic wave raises the temperature and pressure substan-
tially to cause explosive reaction and the energy release that sustains the wave
propagation.
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FIGURE 4.1 Combustion wave fixed in the laboratory frame.

The fact that subsonic and supersonic waves can be obtained under almost
the same conditions suggests that more can be learned by regarding the phe-
nomena as overall fluid-mechanical in nature. Consider that the wave propa-
gating in the tube is opposed by the unburned gases flowing at a velocity
exactly equal to the wave propagation velocity. The wave then becomes fixed
with respect to the containing tube (Fig. 4.1). This description of wave phe-
nomena is readily treated analytically by the following integrated conserva-
tion equations, where the subscript 1 specifies the unburned gas conditions and
subscript 2 the burned gas conditions:

Py = pu,  continuity “.n

P, + pu} = P, + p,u}  momentum (4.2)

¢, Ty + %uf tqg=c,I, + %u% energy (4.3)
P, = pRT, state 4.4)

P, = p,RT, state 4.5

Equation (4.4), which connects the known variables, unburned gas pressure,
temperature, and density, is not an independent equation. In the coordinate
system chosen, u; is the velocity fed into the wave and u, is the velocity com-
ing out of the wave. In the laboratory coordinate system, the velocity ahead
of the wave is zero, the wave velocity is u;, and (u; — u,) is the velocity of
the burned gases with respect to the tube. The unknowns in the system are
u, Uy, Py, T, and p,. The chemical energy release is g, and the stagnation adi-
abatic combustion temperature is 7, for u, = 0. The symbols follow the nor-
mal convention.

Notice that there are five unknowns and only four independent equations.
Nevertheless, one can proceed by analyzing the equations at hand. Simple
algebraic manipulations (detailed in Chapter 5) result in two new equations:

1

1 1
— P, —P
2(2 )

— 4+
o P

N

~N—1
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FIGURE 4.2 Reacting system (¢ > 0) Hugoniot plot divided into five regimes A-E.

and

1— (1/py)

4.7
(1/py)

where ~y is the ratio of specific heats and M is the wave velocity divided by
(yRT,)"?, the Mach number of the wave. For simplicity, the specific heats
are assumed constant (i.€., ¢, = ¢,,); however, « is a much milder function
of composition and temperature and the assumption that v does not change
between burned and unburned gases is an improvement.

Equation (4.6) is referred to as the Hugoniot relationship, which states that
for given initial conditions (P;, 1/p;, g) a whole family of solutions (P,, 1/p,) is
possible. The family of solutions lies on a curve on a plot of P, versus 1/p,, as
shown in Fig. 4.2. Plotted on the graph in Fig. 4.2 is the initial point (P, 1/p;)
and the two tangents through this point of the curve representing the family of
solutions. One obtains a different curve for each fractional value of ¢. Indeed,
a curve is obtained for ¢ = 0, that is, no energy release. This curve traverses
the point, representing the initial condition and, since it gives the solution for
simple shock waves, is referred to as the shock Hugoniot.

Horizontal and vertical lines are drawn through the initial condition point,
as well. These lines, of course, represent the conditions of constant pressure
and constant specific volume (1/p), respectively. They further break the curve
into three sections. Sections I and II are further divided into sections by the
tangent points (J and K) and the other letters defining particular points.

Examination of Eq. (4.7) reveals the character of M, for regions I and II. In
region I, P, is much greater than P, so that the difference is a number much
larger than 1. Furthermore, in this region (1/p,) is a little less than (1/p;),
and thus the ratio is a number close to, but a little less than 1. Therefore, the
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denominator is very small, much less than 1. Consequently, the right-hand side
of Eq. (4.7) is positive and very much larger than 1, certainly greater than 1.4.
If one assumes conservatively that v = 1.4, then M} and M, are both greater
than 1. Thus, region I defines supersonic waves and is called the detonation
region. Consequently, a detonation can be defined as a supersonic wave sup-
ported by energy release (combustion).

One can proceed similarly in region II. Since P, is a little less than P, the
numerator of Eq. (4.7) is a small negative fraction. (1/p,) is much greater than
(1/p1), and so the denominator is a negative number whose absolute value is
greater than —1. The right-hand side of Eq. (4.7) for region II is less than 1;
consequently, M, is less than 1. Thus region II defines subsonic waves and
is called the deflagration region. Thus deflagration waves in this context are
defined as subsonic waves supported by combustion.

In region III, P, > P; and 1/p, > 1/p;, the numerator of Eq. (4.7) is posi-
tive, and the denominator is negative. Thus M, is imaginary in region III and
therefore does not represent a physically real solution.

It will be shown in Chapter 5 that for points on the Hugoniot curve higher
than J, the velocity of sound in the burned gases is greater than the velocity
of the detonation wave relative to the burned gases. Consequently, in any real
physical situation in a tube, wall effects cause a rarefaction. This rarefaction
wave will catch up to the detonation front, reduce the pressure, and cause the
final values of P, and 1/p, to drop to point J, the so-called Chapman—Jouguet
point. Points between J and B are eliminated by considerations of the structure
of the detonation wave or by entropy. Thus, the only steady-state solution in
region I is given by point J. This unique solution has been found strictly by
fluid-dynamic and thermodynamic considerations.

Furthermore, the velocity of the burned gases at J and K can be shown to
equal the velocity of sound there; thus M, = 1 is a condition at both J and K.
An expression similar to Eq. (4.7) for M, reveals that M, is greater than 1 as
values past K are assumed. Such a condition cannot be real, for it would mean
that the velocity of the burned gases would increase by heat addition, which
is impossible. It is well known that heat addition cannot increase the flow of
gases in a constant area duct past the sonic velocity. Thus region KD is ruled
out. Unfortunately, there are no means by which to reduce the range of solu-
tions that is given by region CK. In order to find a unique deflagration velocity
for a given set of initial conditions, another equation must be obtained. This
equation, which comes about from the examination of the structure of the
deflagration wave, deals with the rate of chemical reaction or, more specifi-
cally, the rate of energy release.

The Hugoniot curve shows that in the deflagration region the pressure
change is very small. Indeed, approaches seeking the unique deflagration veloc-
ity assume the pressure to be constant and eliminate the momentum equation.

The gases that flow in a Bunsen tube are laminar. Since the wave created in
the horizontal tube experiment is so very similar to the Bunsen flame, it too is
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laminar. The deflagration velocity under these conditions is called the laminar
flame velocity. The subject of laminar flame propagation is treated in the
remainder of this section.

For those who have not studied fluid mechanics, the definition of a defla-
gration as a subsonic wave supported by combustion may sound over sophis-
ticated; nevertheless, it is the only precise definition. Others describe flames
in a more relative context. A flame can be considered a rapid, self-sustaining
chemical reaction occurring in a discrete reaction zone. Reactants may be
introduced into this reaction zone, or the reaction zone may move into the
reactants, depending on whether the unburned gas velocity is greater than or
less than the flame (deflagration) velocity.

B. LAMINAR FLAME STRUCTURE

Much can be learned by analyzing the structure of a flame in more detail.
Consider, for example, a flame anchored on top of a single Bunsen burner as
shown in Fig. 4.3. Recall that the fuel gas entering the burner induces air into
the tube from its surroundings. As the fuel and air flow up the tube, they mix
and, before the top of the tube is reached, the mixture is completely homoge-
neous. The flow velocity in the tube is considered to be laminar and the veloc-
ity across the tube is parabolic in nature. Thus the flow velocity near the tube
wall is very low. This low flow velocity is a major factor, together with heat
losses to the burner rim, in stabilizing the flame at the top.

The dark zone designated in Fig. 4.3 is simply the unburned premixed
gases before they enter the area of the luminous zone where reaction and heat
release take place. The luminous zone is less than 1 mm thick. More specifi-
cally, the luminous zone is that portion of the reacting zone in which the tem-
perature is the highest; indeed, much of the reaction and heat release take place
in this zone. The color of the luminous zone changes with fuel—air ratio. For
hydrocarbon—air mixtures that are fuel-lean, a deep violet radiation due to
excited CH radicals appears. When the mixture is fuel-rich, the green radiation
found is due to excited C, molecules. The high-temperature burned gases usu-
ally show a reddish glow, which arises from CO, and water vapor radiation.
When the mixture is adjusted to be very rich, an intense yellow radiation can
appear. This radiation is continuous and attributable to the presence of the solid
carbon particles. Although Planck’s black-body curve peaks in the infrared
for the temperatures that normally occur in these flames, the response of the
human eye favors the yellow part of the electromagnetic spectrum. However,
non-carbon-containing hydrogen—air flames are nearly invisible.

Building on the foundation of the hydrocarbon oxidation mechanisms
developed earlier, it is possible to characterize the flame as consisting of three
zones [1]: a preheat zone, a reaction zone, and a recombination zone. The gen-
eral structure of the reaction zone is made up of early pyrolysis reactions and a
zone in which the intermediates, CO and H,, are consumed. For a very stable
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FIGURE 4.3 General description of laminar Bunsen burner flame.

molecule like methane, little or no pyrolysis can occur during the short resi-
dence time within the flame. But with the majority of the other saturated hydro-
carbons, considerable degradation occurs, and the fuel fragments that leave this
part of the reaction zone are mainly olefins, hydrogen, and the lower hydrocar-
bons. Since the flame temperature of the saturated hydrocarbons would also be
very nearly the same (for reasons discussed in Chapter 1), it is not surprising
that their burning velocities, which are very dependent on reaction rate, would
all be of the same order (~45 cm/s for a stoichiometric mixture in air).

The actual characteristics of the reaction zone and the composition changes
throughout the flame are determined by the convective flow of unburned gases
toward the flame zone and the diffusion of radicals from the high-temperature
reaction zone against the convective flow into the preheat region. This diffu-
sion is dominated by H atoms; consequently, significant amounts of HO, form
in the lower-temperature preheat region. Because of the lower temperatures in
the preheat zone, reaction (3.21) proceeds readily to form the HO, radicals. At
these temperatures the chain branching step (H + O, — OH + O) does not
occur. The HO, subsequently forms hydrogen peroxide. Since the peroxide
does not dissociate at the temperatures in the preheat zone, it is convected into
the reaction zone where it forms OH radicals at the higher temperatures that
prevail there [2].
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Owing to this large concentration of OH relative to O and H in the early
part of the reaction zone, OH attack on the fuel is the primary reason for the
fuel decay. Since the OH rate constant for abstraction from the fuel is of the
same order as those for H and O, its abstraction reaction must dominate.
The latter part of the reaction zone forms the region where the intermediate
fuel molecules are consumed and where the CO is converted to CO,. As dis-
cussed in Chapter 3, the CO conversion results in the major heat release in the
system and is the reason the rate of heat release curve peaks near the
maximum temperature. This curve falls off quickly because of the rapid disap-
pearance of CO and the remaining fuel intermediates. The temperature follows
a smoother, exponential-like rise because of the diffusion of heat back to the
cooler gases.

The recombination zone falls into the burned gas or post-flame zone.
Although recombination reactions are very exothermic, the radicals recombin-
ing have such low concentrations that the temperature profile does not reflect
this phase of the overall flame system. Specific descriptions of hydrocarbon—
air flames are shown later in this chapter.

C. THE LAMINAR FLAME SPEED

The flame velocity—also called the burning velocity, normal combustion
velocity, or laminar flame speed—is more precisely defined as the velocity at
which unburned gases move through the combustion wave in the direction nor-
mal to the wave surface.

The initial theoretical analyses for the determination of the laminar flame
speed fell into three categories: thermal theories, diffusion theories, and com-
prehensive theories. The historical development followed approximately the
same order.

The thermal theories date back to Mallard and Le Chatelier [3], who pro-
posed that it is propagation of heat back through layers of gas that is the con-
trolling mechanism in flame propagation. As one would expect, a form of the
energy equation is the basis for the development of the thermal theory. Mallard
and Le Chatelier postulated (as shown in Fig. 4.4) that a flame consists of two
zones separated at the point where the next layer ignites. Unfortunately, this
thermal theory requires the concept of an ignition temperature. But adequate
means do not exist for the determination of ignition temperatures; moreover,
an actual ignition temperature does not exist in a flame.

Later, there were improvements in the thermal theories. Probably the most
significant of these is the theory proposed by Zeldovich and Frank-Kamenetskii.
Because their derivation was presented in detail by Semenov [4], it is com-
monly called the Semenov theory. These authors included the diffusion of
molecules as well as heat, but did not include the diffusion of free radicals
or atoms. As a result, their approach emphasized a thermal mechanism and
was widely used in correlations of experimental flame velocities. As in the
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FIGURE 4.4 Mallard-Le Chatelier description of the temperature in a laminar flame wave.

Mallard-Le Chatelier theory, Semenov assumed an ignition temperature, but
by approximations eliminated it from the final equation to make the final result
more useful. This approach is similar to what is now termed activation energy
asymptotics.

The theory was advanced further when it was postulated that the reaction
mechanism can be controlled not only by heat, but also by the diffusion of
certain active species such as radicals. As described in the preceding section,
low-atomic- and molecular-weight particles can readily diffuse back and initi-
ate further reactions.

The theory of particle diffusion was first advanced in 1934 by Lewis and
von Elbe [5] in dealing with the ozone reaction. Tanford and Pease [6] car-
ried this concept further by postulating that it is the diffusion of radicals that is
all important, not the temperature gradient as required by the thermal theories.
They proposed a diffusion theory that was quite different in physical concept
from the thermal theory. However, one should recall that the equations that
govern mass diffusion are the same as those that govern thermal diffusion.

These theories fostered a great deal of experimental research to determine
the effect of temperature and pressure on the flame velocity and thus to verify
which of the theories were correct. In the thermal theory, the higher the ambi-
ent temperature, the higher is the final temperature and therefore the faster
is the reaction rate and flame velocity. Similarly, in the diffusion theory, the
higher the temperature, the greater is the dissociation, the greater is the con-
centration of radicals to diffuse back, and therefore the faster is the velocity.
Consequently, data obtained from temperature and pressure effects did not give
conclusive results.

Some evidence appeared to support the diffusion concept, since it seemed to
best explain the effect of H,O on the experimental flame velocities of CO—O,.
As described in the previous chapter, it is known that at high temperatures water
provides the source of hydroxyl radicals to facilitate rapid reaction of CO and O,.
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Hirschfelder et al. [7] reasoned that no dissociation occurs in the cyanogen—
oxygen flame. In this reaction the products are solely CO and N,, no intermediate
species form, and the C=0 and N=N bonds are difficult to break. It is appar-
ent that the concentration of radicals is not important for flame propagation in
this system, so one must conclude that thermal effects predominate. Hirschfelder
et al. [7] essentially concluded that one should follow the thermal theory concept
while including the diffusion of all particles, both into and out of the flame zone.

In developing the equations governing the thermal and diffusional proc-
esses, Hirschfelder obtained a set of complicated nonlinear equations that
could be solved only by numerical methods. In order to solve the set of equa-
tions, Hirschfelder had to postulate some heat sink for a boundary condition on
the cold side. The need for this sink was dictated by the use of the Arrhenius
expressions for the reaction rate. The complexity is that the Arrhenius expres-
sion requires a finite reaction rate even at x = —, where the temperature is
that of the unburned gas.

In order to simplify the Hirschfelder solution, Friedman and Burke [8]
modified the Arrhenius reaction rate equation so the rate was zero at T = T,
but their simplification also required numerical calculations.

Then it became apparent that certain physical principles could be used to
simplify the complete equations so they could be solved relatively easily. Such
a simplification was first carried out by von Karman and Penner [9]. Their
approach was considered one of the more significant advances in laminar flame
propagation, but it could not have been developed and verified if it were not
for the extensive work of Hirschfelder and his collaborators. The major simpli-
fication that von Karman and Penner introduced is the fact that the eigenvalue
solution of the equations is the same for all ignition temperatures, whether it
be near T or not. More recently, asymptotic analyses have been developed that
provide formulas with greater accuracy and further clarification of the wave
structure. These developments are described in detail in three books [10-12].

It is easily recognized that any exact solution of laminar flame propagation
must make use of the basic equations of fluid dynamics modified to account
for the liberation and conduction of heat and for changes of chemical species
within the reaction zones. By use of certain physical assumptions and mathe-
matical techniques, the equations have been simplified. Such assumptions have
led to many formulations (see Refs. [10—12]), but the theories that will be con-
sidered here are an extended development of the simple Mallard—Le Chatelier
approach and the Semenov approach. The Mallard—Le Chatelier development
is given because of its historical significance and because this very simple ther-
mal analysis readily permits the establishment of the important parameters in
laminar flame propagation that are more difficult to interpret in the complex
analyses. The Zeldovich—-Frank-Kamenetskii—-Semenov theory is reviewed
because certain approximations related to the ignition temperature that are
employed are useful in other problems in the combustion field and permit an
introductory understanding to activation energy asymptotics.
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1. The Theory of Mallard and Le Chatelier

Conceptually, Mallard and Le Chatelier stated that the heat conducted from
zone II in Fig. 4.4 is equal to that necessary to raise the unburned gases to the
ignition temperature (the boundary between zones I and II). If it is assumed
that the slope of the temperature curve is linear, the slope can be approximated
by the expression [(T; — T;)/6], where T; is the final or flame temperature, T;
is the ignition temperature, and ¢ is the thickness of the reaction zone. The
enthalpy balance then becomes

T —T)

e, (T, = Ty) = A=

A (4.8)
where )\ is the thermal conductivity, m is the mass rate of the unburned gas
mixture into the combustion wave, T}, is the temperature of the unburned gases,
and A is the cross-sectional area taken as unity. Since the problem as described
is fundamentally one-dimensional,

m = pAu = pS A (4.9)
where p is the density, u is the velocity of the unburned gases, and S is the

symbol for the laminar flame velocity. Because the unburned gases enter
normal to the wave, by definition

S, =u (4.10)
Equation (4.8) then becomes
pSe, (T, = Ty) = NT; = T,)/6 @.11)
or
S = AL ZT) L (4.12)
pe, (T, —Ty) 6

Equation (4.12) is the expression for the flame speed obtained by Mallard and
Le Chatelier. Unfortunately, in this expression ¢ is not known; therefore, a bet-
ter representation is required.

Since ¢ is the reaction zone thickness, it is possible to relate ¢ to Sy. The
total rate of mass per unit area entering the reaction zone must be the mass rate
of consumption in that zone for the steady flow problem being considered. Thus

WIA = pu = pS, = s (4.13)
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where () specifies the reaction rate in terms of concentration (in grams per
cubic centimeter) per unit time. Equation (4.12) for the flame velocity then
becomes

172
A G-Ho

S, =
pe, (I =Tpy) p

A2
o ﬂ] (4.14)
p

where it is important to understand that p is the unburned gas density and « is
the thermal diffusivity. More fundamentally the mass of reacting fuel mixture
consumed by the laminar flame is represented by

1/2
pS, ~ [iw] (4.15)

Combining Egs. (4.13) and (4.15), one finds that the reaction thickness in the
complete flame wave is

5 ~ als, (4.16)

This adaptation of the simple Mallard—Le Chatelier approach is most sig-
nificant in that the result

12
w
Sy~ a—]

p

is very useful in estimating the laminar flame phenomena as various physical
and chemical parameters are changed.

Linan and Williams [13] review the description of the flame wave offered
by Mikhelson [14], who equated the heat release in the reaction zone to the
conduction of energy from the hot products to the cool reactants. Since the
overall conservation of energy shows that the energy per unit mass (%) added
to the mixture by conduction is

h= CP(Tf -T) 4.17)
then
hwody, = XT; — Ty)/o, (4.18)

In this description ¢; represents not only the reaction zone thickness ¢ in the
Mallard—Le Chatelier consideration, but also the total of zones I and II in
Fig. 4.4. Substituting Eq. (4.17) into Eq. (4.18) gives

¢, (Ty = Ty)isd, = NT; — Ty)/éy
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or

The conditions of Eq. (4.13) must hold, so that in this case

pS. = Wo
and Eq. (4.18) becomes
\ o 172 o 172
S, =|—— =la— 4.19)
pcy P P

Whereas the proportionality of Eq. (4.14) is the same as the equality in
Eq. (4.19), the difference in the two equations is the temperature ratio

1/2
T, — T,

1

T, — T,

1

In the next section, the flame speed development of Zeldovich, Frank-
Kamenetskii, and Semenov will be discussed. They essentially evaluate this
term to eliminate the unknown ignition temperature 7; by following what is
now the standard procedure of narrow reaction zone asymptotics, which
assumes that the reaction rate decreases very rapidly with a decrease in tem-
perature. Thus, in the course of the integration of the rate term « in the
reaction zone, they extend the limits over the entire flame temperature range
T, to T;. This approach is, of course, especially valid for large activation energy
chemical processes, which are usually the norm in flame studies. Anticipating
this development, one sees that the temperature term essentially becomes

RT?
E(T; — Ty)

This term specifies the ratio 6;/6 and has been determined explicitly by Linan
and Williams [13] by the procedure they call activation energy asymptot-
ics. Essentially, this is the technique used by Zeldovich, Frank-Kamenetskii,
and Semenov [see Eq. (4.59)]. The analytical development of the asymptotic
approach is not given here. For a discussion of the use of asymptotics, one
should refer to the excellent books by Williams [12], Linan and Williams
[13], and Zeldovich et al. [10]. Linan and Williams have called the term
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RT?/E(T; — T,) the Zeldovich number and give this number the symbol [ in
their book. Thus

8= (5L/5)

It follows, then, that Eq. (4.14) may be rewritten as

12
aw
S =|—— (4.20)
- {/6’ p]
and, from the form of Eq. (4.13), that
5, = p6 = of “.21)
St

The general range of hydrocarbon—air premixed flame speeds falls around
40cm/s. Using a value of thermal diffusivity evaluated at a mean temperature
of 1300K, one can estimate ¢;, to be close to 0.1 cm. Thus, hydrocarbon—air
flames have a characteristic length of the order of 1 mm. The characteristic
time is (a/S?), and for these flames this value is estimated to be of the order
of a few milliseconds. If one assumes that the overall activation energy of the
hydrocarbon-air process is of the order 160kJ/mol and that the flame tempera-
ture is 2100K, then (3 is about 10, and probably somewhat less in actuality.
Thus, it is estimated from this simple physical approach that the reaction zone
thickness, §, would be a small fraction of a millimeter.

The simple physical approaches proposed by Mallard and Le Chatelier [3]
and Mikhelson [14] offer significant insight into the laminar flame speed and
factors affecting it. Modern computational approaches now permit not only
the calculation of the flame speed, but also a determination of the temperature
profile and composition changes throughout the wave. These computational
approaches are only as good as the thermochemical and kinetic rate values
that form their database. Since these approaches include simultaneous chemi-
cal rate processes and species diffusion, they are referred to as comprehensive
theories, which is the topic of Section C3.

Equation (4.20) permits one to establish various trends of the flame speed
as various physical parameters change. Consider, for example, how the flame
speed should change with a variation of pressure. If the rate term « follows
second-order kinetics, as one might expect from a hydrocarbon-air system,
then the concentration terms in « would be proportional to P?. However, the
density term in a(=Mpc,) and the other density term in Eq. (4.20) also give
a P? dependence. Thus for a second-order reaction system the flame speed
appears independent of pressure. A more general statement of the pressure
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dependence in the rate term is that & ~ P”", where n is the overall order of the
reaction. Thus it is found that

Sy~ (Pnm2)l2 (4.22)

For a first-order dependence such as that observed for a hydrazine decomposi-
tion flame, S; ~ P~ 2. As will be shown in Section C35, although hydrocarbon—
air oxidation kinetics are approximately second-order, many hydrocarbon-air
flame speeds decrease as the pressure rises. This trend is due to the increas-
ing role of the third-order reaction H + O, + M — HO, + M in effecting the
chain branching and slowing the rate of energy release. Although it is now
realized that S7 in these hydrocarbon systems may decrease with pressure, it is
important to recognize that the mass burning rate pS; increases with pressure.
Essentially, then, one should note that

iy = pS, ~ P"? (4.23)

where 1, is the mass flow rate per unit area of the unburned gases.
Considering (3 a constant, the flame thickness d;, decreases as the pressure rises
since

5 o) A A
L ~ — Y ~Y R
Sp ¢S, c,my

4.24)

Since (Mc,) does not vary with pressure and #1, increases with pressure as
specified by Eq. (4.23), then Eq. (4.24) verifies that the flame thickness must
decrease with pressure. It follows from Eq. (4.24) as well that

b, ~ % (4.25)

or that 1,6 is essentially equal to a constant, and that for most hydrocarbon—
air flames in which nitrogen is the major species and the reaction product
molar compositions do not vary greatly, 7,6 is the same. How these conclu-
sions compare with the results of comprehensive theory calculations will be
examined in Section C5.

The temperature dependence in the flame speed expression is dominated by
the exponential in the rate expression w; thus, it is possible to assume that

Sy~ [exp(—E/RT)]l/2

(4.26)

The physical reasoning used indicates that most of the reaction and heat
release must occur close to the highest temperature if high activation energy
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Arrhenius kinetics controls the process. Thus the temperature to be used in the
above expression is 7; and one rewrites Eq. (4.26) as

" (4.27)

Sy~ [exp(—E/RTf )

Thus, the effect of varying the initial temperature is found in the degree to which
it alters the flame temperature. Recall that, due to chemical energy release, a
100° rise in initial temperature results in a rise of flame temperature that is much
smaller. These trends due to temperature have been verified experimentally.

2. The Theory of Zeldovich, Frank-Kamenetskii, and Semenov

As implied in the previous section, the Russian investigators Zeldovich,
Frank-Kamenetskii, and Semenov derived an expression for the laminar flame
speed by an important extension of the very simplified Mallard—Le Chatelier
approach. Their basic equation included diffusion of species as well as heat.
Since their initial insight was that flame propagation was fundamentally a ther-
mal mechanism, they were not concerned with the diffusion of radicals and its
effect on the reaction rate. They were concerned with the energy transported
by the diffusion of species.

As in the Mallard-Le Chatelier approach, an ignition temperature arises
in this development, but it is used only as a mathematical convenience for
computation. Because the chemical reaction rate is an exponential function
of temperature according to the Arrhenius equation, Semenov assumed that
the ignition temperature, above which nearly all reaction occurs, is very near
the flame temperature. With this assumption, the ignition temperature can be
eliminated in the mathematical development. Since the energy equation is the
one to be solved in this approach, the assumption is physically correct. As
described in the previous section for hydrocarbon flames, most of the energy
release is due to CO oxidation, which takes place very late in the flame where
many hydroxyl radicals are available.

For the initial development, although these restrictions are partially
removed in further developments, two other important assumptions are made.
The assumptions are that the c, and A are constant and that

()\/cp) = Dp
where D is the mass diffusivity. This assumption is essentially that

a=D

Simple kinetic theory of gases predicts

a=D=v
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where v is kinematic viscosity (momentum diffusivity). The ratios of these three
diffusivities give some of the familiar dimensionless similarity parameters,

Pr=v/a, Sc=v/D, Le=alD

where Pr, Sc, and Le are the Prandtl, Schmidt, and Lewis numbers, respec-
tively. The Prandtl number is the ratio of momentum to thermal diffusion, the
Schmidt number is momentum to mass diffusion, and the Lewis number is
thermal to mass diffusion. Elementary kinetic theory of gases then predicts as
a first approximation

Pr=Sc=Le=1
With this approximation, one finds

(Mc,) = Dp = f(P)

that is, neither (Mc,) nor Dp is a function of pressure.

Consider the thermal wave given in Fig. 4.4. If a differential control volume
is taken within this one-dimensional wave and the variations as given in the fig-
ure are in the x direction, then the thermal and mass balances are as shown in
Fig. 4.5. In Fig. 4.5, a is the mass of reactant per cubic centimeter, () is the rate
of reaction, Q is the heat of reaction per unit mass, and p is the total density.
Note that a/p is the mass fraction of reactant a. Since the problem is a steady
one, there is no accumulation of species or heat with respect to time, and the
balance of the energy terms and the species terms must each be equal to zero.

aT
T = = T+aAX
. . aT
mCp T —» +me(T+an)
da7 ) d dT
(EL) - l— —) — g7
z(dx) AT+
d(alp)
(alp) —» F»- (alp) + ox Ax
. . d(al,
m(alp) —» > m[(a/p) + (dxp) Ax]
d(alp) ] d(@p)
e I GO~ Ax]
AX

FIGURE 4.5 Balances across a differential element in a thermal wave describing a laminar
flame.
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The amount of mass convected into the volume AAx (where A is the area
usually taken as unity) is

a n d(alp)
dx

Ax

Aﬂ4ﬁA=mﬂW%Mx (4.28)
P dx

For this one-dimensional configuration m = p,S;. The amount of mass diffus-
ing into the volume is

d
X

dOW)AA

ﬁ+ﬂ%2A4 —(Dp)

0 dx

A_[_Dpdw¢>
pdx

(4.29)

The amount of mass reacting (disappearing) in the volume is

wA Ax

and it is to be noted that w is a negative quantity. Thus the continuity equation

for the reactant is

d?(al . d(al
wm ;i dalp)

dx
(dlffusmn term) (convective term) (generation term) (4.30)

—(Dp) ——— + w=20

The energy equation is determined similarly and is
A—+n d w@ =0 (4.31)
- mc, — — = .
d d

Because w is negative and the overall term must be positive since
there is heat release, the third term has a negative sign. The state equation is
written as

(plpy) = (Ty/T)

New variables are defined as

¢, (T = Ty)

0
a = (ay/py) — (alp)

~h
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where the subscript 0 designates initial conditions. Substituting the new vari-
ables in Egs. (4.30) and (4.31), one obtains two new equations:

. i
p A a2 (4.32)
dx dx
2

idT_md_TﬂJ_o (4.33)
dx dx

The boundary conditions for these equations are

¢, (T; = TVQ (4.34)

where T is the final or flame temperature. For the condition Dp = (Mc)), Egs.
(4.32) and (4. 33) are identical in form. If the equations and boundary condi-
tions for & and T coincide; that is, if @ = T over the entire interval, then

¢, Ty +(ayQ/py) = ¢, Iy = c¢,T + (aQlp) (4.35)
The meaning of Eq. (4.35) is that the sum of the thermal and chemical ener-
gies per unit mass of the mixture is constant in the combustion zone; that is,
the relation between the temperature and the composition of the gas mixture is
the same as that for the adiabatic behavior of the reaction at constant pressure.

Thus, the variable defined in Eq. (4.35) can be used to develop a new equa-
tion in the same manner as Eq. (4.30), and the problem reduces to the solu-
tion of only one differential equation. Indeed, either Eq. (4.30) or (4.31) can be
solved; however, Semenov chose to work with the energy equation.

In the first approach it is assumed, as well, that the reaction proceeds by
zero-order. Since the rate term w is not a function of concentration, the conti-
nuity equation is not required so we can deal with the more convenient energy
equation. Semenov, like Mallard and Le Chatelier, examined the thermal wave
as if it were made up of two parts. The unburned gas part is a zone of no chem-
ical reaction, and the reaction part is the zone in which the reaction and diffu-
sion terms dominate and the convective term can be ignored. Thus, in the first
zone (I), the energy equation reduces to

d’T nc,, dr _

(4.36)
> A dx

with the boundary conditions

x=—oo, T =T, x=0, T=T 4.37)
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It is apparent from the latter boundary condition that the coordinate system
is so chosen that the T; is at the origin. The reaction zone extends a small dis-
tance 0, so that in the reaction zone (II) the energy equation is written as

d*T = &0
—+—==0 4.38
dx? A (4-38)
with the boundary conditions
x=0, T=T; x=6, T=T

The added condition, which permits the determination of the solution
(eigenvalue), is the requirement of the continuity of heat flow at the interface
of the two zones:

L
dx

A d—T] 4.39)
dx )_on

x=0,I

The solution to the problem is obtained by initially considering Eq. (4.38).
First, recall that

2
d dT dar \d’T T (4.40)
dx dx
Now, Eq. (4.38) is multiplied by 2 (d7/dx) to obtain
2 .
) dar |\ d°T _ _zﬂ ar (4.41)
dx? A | dx
d(dr] __,ue(dr (4.42)
dx | dx A ldx
Integrating Eq. (4.42), one obtains
2 T;
—[d—T] = —2wa dT (4.43)
dx )._ A

since (dT/dx)?, evaluated at x =6 or T =T}, is equal to zero. But from
Eq. (4.36), one has

dTldx = (rc,/\)T + const (4.44)
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Since atx = —oo, T = T and (dT/dx) = 0,
const = —(mcp//\)T0 (4.45)
and
dT/dx = [mc,(T — Ty)I/A (4.46)
Evaluating the expression at x = 0 where T = T;, one obtains
(dTldx),—o = ritc,(T; = Ty)IA (4.47)

The continuity of heat flux permits this expression to be combined with
Eq. (4.43) to obtain

1/2
me (T, — 1T
p(;\ 0) 2>\Qf'lT

Since Arrhenius kinetics dominate, it is apparent that T; is very close to T,
so the last expression is rewritten as

1/2

e, (T; — T, g
e, T~ 1) _ |20 [war (4.48)
X Xy

For m = §; gy and (ag/py)Q taken equal to c¢,(Ty — Tp) [from Eq. (4.35)], one

obtains
1/2
S, = i ! (4.49)
pc, | (Ty —Tp)
where
Tf
-1 f & dT (4.50)
ap

and w is a function of 7 and not of concentration for a zero-order reaction.
Thus it may be expressed as

W= Z e ERT 4.51)
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where Z' is the pre-exponential term in the Arrhenius expression.

For sufficiently large energy of activation such as that for hydrocarbon—
oxygen mixtures where E is of the order of 160kJ/mol, (E/RT) > 1. Thus most
of the energy release will be near the flame temperature, 7; will be very near
the flame temperature, and zone II will be a very narrow region. Consequently,
it is possible to define a new variable o such that

oc=(T; —T) (4.52)
The values of ¢ will vary from
o, =(T; — T)) (4.53)
to zero. Since
o <T;

then

(E/RT) = EIR(T; — 0)| = [EIRT;(1 - 0/T;)|
= (EIRT;)[1 + (o/T})] = (EIRT;) + (Ec/RT?)

Thus the integral I becomes

1 ~EIRT, T _ 7t —ERT, O
=2 [ e EoE ar = e [ ERE do (454
ay T ag "
Defining still another variable ( as
B8 = Ec/RT? (4.55)
the integral becomes
B,
7' o ERT; | 7 RT2
I=="——||elds|——
. [ { 9= (4.56)
With sufficient accuracy one may write
B,
— -0 = — _/3i ~
j {e d=(0—-e") =1 (4.57)
since (E/RTy) > 1 and (0/Ty) = 0.25. Thus,
_|Z'|[RTE | e,
===z (4.58)
0
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and

1/2

SL = (Z’ e—E/RTf)

_ 4.59
E(Tf - To) ( )

RT? ]

21 A
ay | Poc)

In the preceding development, it was assumed that the number of moles did
not vary during reaction. This restriction can be removed to allow the number to
change in the ratio (n,/n,), which is the number of moles of reactant to product.
Furthermore, the Lewis number equal to one restriction can be removed to allow

(Mc,)Dp = AlB

where A and B are constants. With these restrictions removed, the result for a
first-order reaction becomes

1/2

g |2 Z (T ) ) A [Rsz ]2 e FT (4.60a)
=|—+r" 2| Z||— .60a
- me2 T )n, \B)UE ) (1 -1,
and for a second-order reaction
2Xc2.Z'a 2 2 2 _ERT 2
s = |22 Ty |in | A [RTf] e (4.60b)
L n@,? |7 ) (n, || B E ) (T, - T, '

where ¢, is the specific heat evaluated at Tt and ¢, is the average specific heat
between T and T.
Notice that a, and p, are both proportional to pressure and Sy is independ-

ent of pressure. Furthermore, this complex development shows that
172

A e
m(c, )’ A,

1/2
S, ~ aOZ'eE/RTf] .S~ ~ (aRR)?  (4.61)

as was obtained from the simple Mallard-Le Chatelier approach.

3. Comprehensive Theory and Laminar Flame Structure Analysis

To determine the laminar flame speed and flame structure, it is now possible to
solve by computational techniques the steady-state comprehensive mass, spe-
cies, and energy conservation equations with a complete reaction mechanism
for the fuel-oxidizer system which specifies the heat release. The numerical
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code for this simulation of a freely propagating, one-dimensional, adiabatic
premixed flame is based on the scheme of Kee er al. [15]. The code uses a
hybrid time—integration/Newton-iteration technique to solve the equations.
The mass burning rate of the flame is calculated as an eigenvalue of the prob-
lem and, since the unburned gas mixture density is known, the flame speed S;,
is determined (m = pSp). In addition, the code permits one to examine the
complete flame structure and the sensitivities of all reaction rates on the tem-
perature and species profiles as well as on the mass burning rate. Generally,
two preprocessors are used in conjunction with the freely propagating flame
code. The first, CHEMKIN, is used to evaluate the thermodynamic properties
of the reacting mixture and to process an established chemical reaction mecha-
nism of the particular fuel-oxidizer system [16]. The second is a molecular
property package that provides the transport properties of the mixture [17]. See
Appendix I.

In order to evaluate the flame structure of characteristic fuels, this proce-
dure was applied to propane, methane, and hydrogen—air flames at the stoichi-
ometric equivalence ratio and unburned gas conditions of 298 K and 1 atm. The
fuels were chosen because of their different kinetic characteristics. Propane is
characteristic of most of the higher-order hydrocarbons. As discussed in the
previous chapter, methane is unique with respect to hydrocarbons, and hydro-
gen is a non-hydrocarbon that exhibits the largest mass diffusivity trait. Table
4.1 reports the calculated values of the mass burning rate and laminar flame
speed, and Figs. 4.6—4.12 report the species, temperature, and heat release rate
distributions. These figures and Table 4.1 reveal much about the flame struc-
ture and confirm much of what was described in this and preceding chapters.
The 6y reported in Table 4.1 was estimated by considering the spatial distance
of the first perceptible rise of the temperature or reactant decay in the figures
and the extrapolation of the ¢ curve decay branch to the axis. This procedure
eliminates the gradual curvature of the decay branch near the point where all
fuel elements are consumed and which is due to radical recombination. Since

TABLE 4.1 Flame Properties at ¢ = 12

Fuel— SL rho = PSL 6L ]/ho 6[_

Air (cm/s)  (g/cm?s) [cm (est.)] (g/cms) (1,01 (NMey)o
H, 219.7 0.187 0.050 (Fig. 4.11) 0.0093 0.73
CH, 36.2 0.041 0.085 (Fig. 4.9) 0.0035 1.59
C3Hg 46.3 0.055 0.057 (Fig. 4.6) 0.0031 1.41

Ty = 298K, P = latm.
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FIGURE 4.6 Composition, temperature, and heat release rate profiles for a stoichiometric
C3Hg—air laminar flame at 1atm and 7, = 298 K.
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for hydrocarbons one would expect (Mc,) to be approximately the same, the
values of 1,6, for CH, and C;Hg in Table 4.1 should be quite close, as indeed
they are. Since the thermal conductivity of H, is much larger than that of gas-
eous hydrocarbons, it is not surprising that its value of 1,6, is larger than
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FIGURE 4.9 Composition, temperature, and heat release rate profiles for a stoichiometric
CHy—air laminar flame at 1 atm and 7, = 298 K.

those for CH, and C5Hg. What the approximation ry6;, ~ (Ac,,) truly states
is that 716 /(Ac,) is of order 1. This order simply arises from the fact that
if the thermal equation in the flame speed development is nondimensionalized
with 6 and Sy as the critical dimension and velocity, then 71,6, /(A/c),) is the
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Peclet number (Pe) before the convection term in this equation. This point can
be readily seen from

1gby _ AdLSL _ SLo
(/\/cp) ()\/cp) o

= Pe

Since n1y = poSy, the term (Mc,) above and in Table 4.1 is evaluated at the
unburned gas condition. Considering that &; has been estimated from graphs,
the value for all fuels in the last column of Table 4.1 can certainly be consid-
ered of order 1.

Figures 4.6—4.8 are the results for the stoichiometric propane—air flame.
Figure 4.6 reports the variance of the major species, temperature, and heat
release; Figure 4.7 reports the major stable propane fragment distribution due
to the proceeding reactions; and Figure 4.8 shows the radical and formalde-
hyde distributions—all as a function of a spatial distance through the flame
wave. As stated, the total wave thickness is chosen from the point at which one
of the reactant mole fractions begins to decay to the point at which the heat
release rate begins to taper off sharply. Since the point of initial reactant decay
corresponds closely to the initial perceptive rise in temperature, the initial ther-
moneutral period is quite short. The heat release rate curve would ordinarily
drop to zero sharply except that the recombination of the radicals in the burned
gas zone contribute some energy. The choice of the position that separates the
preheat zone and the reaction zone has been made to account for the slight
exothermicity of the fuel attack reactions by radicals which have diffused into
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the preheat zone, and the reaction of the resulting species to form water. Note
that water and hydrogen exist in the preheat zone. This choice of operation
is then made at the point where the heat release rate curve begins to rise
sharply. At this point, as well, there is noticeable CO. This certainly establishes
the lack of a sharp separation between the preheat and reaction zones discussed
earlier in this chapter and indicates that in the case of propane—air flames
the zones overlap. On the basis just described, the thickness of the complete
propane—air flame wave is about 0.6 mm and the preheat and reaction zones
are about 0.3 mm each. Thus, although maximum heat release rate occurs near
the maximum flame temperature (if it were not for the radicals recombining),
the ignition temperature in the sense of Mallard—Le Chatelier and Zeldovich—
Frank-Kamenetskii—-Semenov is not very close to the flame temperature.

Consistent with the general conditions that occur in flames, the HO, formed
by H atom diffusion upstream maximizes just before the reaction zone. H,O,
would begin to form and decompose to OH radicals. This point is in the 900—
1000K range known to be the thermal condition for H,O, decomposition. As
would be expected, this point corresponds to the rapid decline of the fuel mole
fraction and the onset of radical chain branching. Thus the rapid rise of the
radical mole fractions and the formation of the olefins and methane intermedi-
ates occur at this point as well (see Figs. 4.7-4.8). The peak of the intermedi-
ates is followed by those of formaldehyde, CO, and CO, in the order described
from flow reactor results.

Propane disappears well before the end of the reaction zone to form as major
intermediates ethene, propene, and methane in magnitudes that the (§-scission
rule and the type and number of C—H bonds would have predicted. Likewise,
owing to the greater availability of OH radicals after the fuel disappearance, the
CO, concentration begins to rise sharply as the fuel concentration decays.

It is not surprising that the depth of the methane—air flame wave is thicker
than that of propane-air (Fig. 4.9). Establishing the same criteria for estimat-
ing this thickness, the methane—air wave thickness appears to be about 0.9 mm.
The thermal thickness is estimated to be 0.5 mm, and the reaction thickness is
about 0.4 mm. Much of what was described for the propane—air flame holds for
methane—air except as established from the knowledge of methane—air oxida-
tion kinetics; the methane persists through the whole reaction zone and there
is a greater overlap of the preheat and reaction zones. Figure 4.10 reveals that
at the chosen boundary between the two zones, the methyl radical mole frac-
tion begins to rise sharply. The formaldehyde curve reveals the relatively rapid
early conversion of these forms of methyl radicals; that is, as the peroxy route
produces ample OH, the methane is more rapidly converted to methyl radical
while simultaneously the methyl is converted to formaldehyde. Again, initially,
the large mole fraction increases of OH, H, and O is due to H,—O, chain
branching at the temperature corresponding to this boundary point. In essence,
this point is where explosive reaction occurs and the radical pool is more than
sufficient to convert the stable reactants and intermediates to products.
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If the same criteria are applied to the analysis of the H,—air results in Figs.
4.11-4.12, some initially surprising conclusions are reached. At best, it can be
concluded that the flame thickness is approximately 0.5mm. At most, if any
preheat zone exists, it is only 0.1 mm. In essence, then, because of the formation
of large H atom concentrations, there is extensive upstream H atom diffusion
that causes the sharp rise in HO,. This HO, reacts with the H, fuel to form H
atoms and H,0,, which immediately dissociates into OH radicals. Furthermore,
even at these low temperatures, the OH reacts with the H, to form water and an
abundance of H atoms. This reaction is about 50kJ exothermic. What appears
as arise in the O, is indeed only a rise in mole fraction and not in mass.

Figure 4.13 reports the results of varying the pressure from 0.5 to 8atm
on the structure of stoichiometric methane—air flames, and Table 4.2 gives the
corresponding flame speeds and mass burning rates. Note from Table 4.2 that,
as the pressure increases, the flame speed decreases and the mass burning rate
increases for the reasons discussed in Section C1. The fact that the tempera-
ture profiles in Fig. 4.13 steepen as the pressure rises and that the flame speed
results in Table 4.2 decline with pressure would at first appear counterintuitive
in light of the simple thermal theories. However, the thermal diffusivity is also
pressure dependent and is inversely proportional to the pressure. Thus the ther-
mal diffusivity effect overrides the effect of pressure on the reaction rate and the
energy release rate, which affects the temperature distribution. The mass burn-
ing rate does increase with pressure although for a very few particular react-
ing systems either the flame speed or the mass burning rate might not follow

2500 —————1——+—1— 17— 100,000
r|—-—-P=0.25atm L .
2000 - —— P =1atm 80,000
o
i 2
€ 3
o 1500 |- 60,000 2
S o
© ]
o B =
g 5
o (0]
£ 1000 40,000 —~
m ~
= w
B (o)
3
N
500 20,000
0 =1 R 2 " 0
-0.5 0 0.5 1 1.5 2 2.5

Flame coordinate (mm)

FIGURE 4.13 Heat release rate and temperature profiles for a stoichiometric CHy—air laminar
flame at various pressures and 7, = 298 K.
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TABLE 4.2 Flame Properties as a Function of Pressure?

p s, iy =pS. 6 ting b1

(atm) (cm/s)  (g/cms) [cm (est)]®  (g/cm s) (7115 6L/ (Ney)o
0.25 54.51 0.015 0.250 0.0038 1.73
1.00 36.21 0.041 0.085 0.0035 1.59
8.00 18.15 0.163 0.022 0.0036 1.64

CH,—air, » = 1, Ty = 298K.
bFig. 4.13.

the trends shown. However, for most hydrocarbon—air systems the trends
described would hold.

As discussed for Table 4.1 and considering that (\/c,) # f(P), it is not sur-
prising that 256, and (1i2y0;,)/(M/c,), in Table 4.2 essentially do not vary with
pressure and remain of order 1.

4. The Laminar Flame and the Energy Equation

An important point about laminar flame propagation—one that has not previ-
ously been discussed—is worth stressing. It has become common to accept
that reaction rate phenomena dominate in premixed homogeneous combusti-
ble gaseous mixtures and diffusion phenomena dominate in initially unmixed
fuel-oxidizer systems. (The subject of diffusion flames will be discussed in
Chapter 6.) In the case of laminar flames, and indeed in most aspects of turbu-
lent flame propagation, it should be emphasized that it is the diffusion of heat
(and mass) that causes the flame to propagate; that is, flame propagation is a
diffusional mechanism. The reaction rate determines the thickness of the reac-
tion zone and, thus, the temperature gradient. The temperature effect is indeed
a strong one, but flame propagation is still attributable to the diffusion of heat
and mass. The expression S; ~ (aRR)"? says it well—the propagation rate is
proportional to the square root of the diffusivity and the reaction rate.

5. Flame Speed Measurements

For a long time there was no interest in flame speed measurements. Sufficient
data and understanding were thought to be at hand. But as lean burn conditions
became popular in spark ignition engines, the flame speed of lean limits became
important. Thus, interest has been rekindled in measurement techniques.

Flame velocity has been defined as the velocity at which the unburned gases
move through the combustion wave in a direction normal to the wave surface.
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FIGURE 4.14 Velocity and temperature variations through non-one-dimensional flame systems.

If, in an infinite plane flame, the flame is regarded as stationary and a particular
flow tube of gas is considered, the area of the flame enclosed by the tube does
not depend on how the term “flame surface or wave surface” in which the area
is measured is defined. The areas of all parallel surfaces are the same, whatever
property (particularly temperature) is chosen to define the surface; and these
areas are all equal to each other and to that of the inner surface of the lumi-
nous part of the flame. The definition is more difficult in any other geometric
system. Consider, for example, an experiment in which gas is supplied at the
center of a sphere and flows radially outward in a laminar manner to a station-
ary spherical flame. The inward movement of the flame is balanced by the out-
ward flow of gas. The experiment takes place in an infinite volume at constant
pressure. The area of the surface of the wave will depend on where the surface
is located. The area of the sphere for which T = 500°C will be less than that of
one for which 7' = 1500°C. So if the burning velocity is defined as the volume
of unburned gas consumed per second divided by the surface area of the flame,
the result obtained will depend on the particular surface selected. The only
quantity that does remain constant in this system is the product u,p,A,, where
u, is the velocity of flow at the radius r, where the surface area is A,, and the
gas density is p,. This product equals 71,, the mass flowing through the layer at
r per unit time, and must be constant for all values of r. Thus, u, varies with r
the distance from the center in the manner shown in Fig. 4.14.

It is apparent from Fig. 4.14 that it is difficult to select a particular linear
flow rate of unburned gas up to the flame and regard this velocity as the burn-
ing velocity.

If an attempt is made to define burning velocity strictly for such a system,
it is found that no definition free from all possible objections can be formu-
lated. Moreover, it is impossible to construct a definition that will, of necessity,



. 178 Combustion

determine the same value as that found in an experiment using a plane flame.
The essential difficulties are as follow: (1) over no range of r values does
the linear velocity of the gas have even an approximately constant value and
(2) in this ideal system, the temperature varies continuously from the center
of the sphere outward and approaches the flame surface asymptotically as r
approaches infinity. So no spherical surface can be considered to have a sig-
nificance greater than any other.

In Fig. 4.14, u,, the velocity of gas flow at x for a plane flame, is plotted on
the same scale against x, the space coordinate measured normal to the flame
front. It is assumed that over the main part of the rapid temperature rise, u,
and u, coincide. This correspondence is likely to be true if the curvature of
the flame is large compared with the flame thickness. The burning velocity is
then, strictly speaking, the value to which u, approaches asymptotically as x
approaches —o. However, because the temperature of the unburned gas varies
exponentially with x, the value of u, becomes effectively constant only a very
short distance from the flame. The value of u, on the low-temperature side of
the spherical flame will not at any point be as small as the limiting value of u,.
In fact, the difference, although not zero, will probably not be negligible for
such flames. This value of u, could be determined using the formula

u, = mipA,

Since the layer of interest is immediately on the unburned side of the flame,
p, will be close to p,, the density of the unburned gas, and r/p will be close
to the volume flow rate of unburned gas.

So, to obtain, in practice, a value for burning velocity close to that for
the plane flame, it is necessary to locate and measure an area as far on the
unburned side of the flame as possible.

Systems such as Bunsen flames are in many ways more complicated than
either the plane case or the spherical case. Before proceeding, consider the
methods of observation. The following methods have been most widely used
to observe the flame:

(a) The luminous part of the flame is observed, and the side of this zone, which
is toward the unburned gas, is used for measurement (direct photograph).

(b) A shadowgraph picture is taken.

(c) A Schlieren picture is taken.

(d) Interferometry (a less frequently used method).

Which surface in the flame does each method give? Again consider the
temperature distribution through the flame as given in Fig. 4.15. The luminous
zone comes late in the flame and thus is generally not satisfactory.

A shadowgraph picture measures the derivative of the density gradient
(0plOx) or (—1/T?)(OT/0Ox); that is, it evaluates {O[(— 1/T?)(OT/0x)]/0x} = (2/T?)
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FIGURE 4.16 Optical fronts in a Bunsen burner flame.

(0T/0x)*> — (1/T*)(0°T/Ox?). Shadowgraphs, therefore measure the earliest vari-
ational front and do not precisely specify a surface. Actually, it is possible to
define two shadowgraph surfaces—one at the unburned side and one on the
burned side. The inner cone is much brighter than the outer cone, since the abso-
lute value for the expression above is greater when evaluated at T, than at 7.

Schlieren photography gives simply the density gradient (9p/0x) or (—1/T%)
(0T/0x), which has the greatest value about the inflection point of the tem-
perature curve; it also corresponds more closely to the ignition temperature.
This surface lies quite early in the flame, is more readily definable than most
images, and is recommended and preferred by many workers. Interferometry,
which measures density or temperature directly, is much too sensitive and
can be used only on two-dimensional flames. In an exaggerated picture of a
Bunsen tube flame, the surfaces would lie as shown in Fig. 4.16.

The various experimental configurations used for flame speeds may be
classified under the following headings:

(a) Conical stationary flames on cylindrical tubes and nozzles
(b) Flames in tubes
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(c) Soap bubble method
(d) Constant volume explosion in spherical vessel
(e) Flat flame methods.

The methods are listed in order of decreasing complexity of flame surface
and correspond to an increasing complexity of experimental arrangement.
Each has certain advantages that attend its usage.

a. Burner Method

In this method premixed gases flow up a jacketed cylindrical tube long enough
to ensure streamline flow at the mouth. The gas burns at the mouth of the tube,
and the shape of the Bunsen cone is recorded and measured by various means
and in various ways. When shaped nozzles are used instead of long tubes, the
flow is uniform instead of parabolic and the cone has straight edges. Because
of the complicated flame surface, the different procedures used for measuring
the flame cone have led to different results.

The burning velocity is not constant over the cone. The velocity near the
tube wall is lower because of cooling by the walls. Thus, there are lower tem-
peratures, which lead to lower reaction rates and, consequently, lower flame
speeds. The top of the cone is crowded owing to the large energy release;
therefore, reaction rates are too high.

It has been found that 30% of the internal portion of the cone gives a con-
stant flame speed when related to the proper velocity vector, thereby giving
results comparable with other methods. Actually, if one measures S at each
point, one will see that it varies along every point for each velocity vector, so it
is not really constant. This variation is the major disadvantage of this method.

The earliest procedure of calculating flame speed was to divide the volume
flow rate (cm®s™!) by the area (cm?) of flame cone:

It is apparent, then, that the choice of cone surface area will give widely
different results. Experiments in which fine magnesium oxide particles are dis-
persed in the gas stream have shown that the flow streamlines remain relatively
unaffected until the Schlieren cone, then diverge from the burner axis before
reaching the visible cone. These experiments have led many investigators to
use the Schlieren cone as the most suitable one for flame speed evaluation.

The shadow cone is used by many experimenters because it is much sim-
pler than the Schlieren techniques. Moreover, because the shadow is on the
cooler side, it certainly gives more correct results than the visible cone. However,
the flame cone can act as a lens in shadow measurements, causing uncertain-
ties to arise with respect to the proper cone size.
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FIGURE 4.17 Velocity vectors in a Bunsen core flame.

Some investigators have concentrated on the central portion of the cone
only, focusing on the volume flow through tube radii corresponding to this por-
tion. The proper choice of cone is of concern here also.

The angle the cone slant makes with the burner axis can also be used to
determine Sy (see Fig. 4.17). This angle should be measured only at the central
portion of the cone. Thus S; = u, sin a.

Two of the disadvantages of the burner methods are

1. Wall effects can never be completely eliminated.
2. A steady source of gas supply is necessary, which is hard to come by for
rare or pure gases.

The next three methods to be discussed make use of small amounts of gas.

b. Cylindrical Tube Method

In this method, a gas mixture is placed in a horizontal tube opened at one end;
then the mixture is ignited at the open end of the tube. The rate of progress
of the flame into the unburned gas is the flame speed. The difficulty with this
method is that, owing to buoyancy effects, the flame front is curved. Then the
question arises as to which flame area to use. The flame area is no longer a
geometric image of the tube; if it is hemispherical, S;A; = u,7R%. Closer
observation also reveals quenching at the wall. Therefore, the unaffected center
mixes with an affected peripheral area.

Because a pressure wave is established by the burning (recall that heating
causes pressure change), the statement that the gas ahead of the flame is not
affected by the flame is incorrect. This pressure wave causes a velocity in the
unburned gases, so one must account for this movement. Therefore, since the
flame is in a moving gas, this velocity must be subtracted from the measured
value. Moreover, friction effects downstream generate a greater pressure wave;
therefore, length can have an effect. One can deal with this by capping the end
of the tube, drilling a small hole in the cap, and measuring the efflux with a
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soap solution [18]. The rate of growth of the resultant soap bubble is used to
obtain the velocity exiting the tube, and hence the velocity of unburned gas.
A restriction at the open end minimizes effects due to the back flow of the
expanding burned gases.

These adjustments permit relatively good values to be obtained, but still
there are errors due to wall effects and distortion due to buoyancy. This buoy-
ancy effect can be remedied by turning the tube vertically.

¢. Soap Bubble Method

In an effort to eliminate wall effects, two spherical methods were developed.
In the one discussed here, the gas mixture is contained in a soap bubble and
ignited at the center by a spark so that a spherical flame spreads radially
through the mixture. Because the gas is enclosed in a soap film, the pressure
remains constant. The growth of the flame front along a radius is followed by
some photographic means. Because, at any stage of the explosion, the burned
gas behind the flame occupies a larger volume than it did as unburned gas, the
fresh gas into which the flame is burning moves outward. Then

S.Ap = u,Ap
Amount of material
that must go into

flame to increase
volume

Sy = u.(n/py)

= velocity observed

The great disadvantage is the large uncertainty in the temperature ratio
To/T; necessary to obtain pg/pg. Other disadvantages are the facts that (1) the
method can only be used for fast flames to avoid the convective effect of hot
gases and (2) the method cannot work with dry mixtures.

d. Closed Spherical Bomb Method

The bomb method is quite similar to the bubble method except that the
constant volume condition causes a variation in pressure. One must, therefore,
follow the pressure simultaneously with the flame front.

As in the soap bubble method, only fast flames can be used because the
adiabatic compression of the unburned gases must be measured in order to cal-
culate the flame speed. Also, the gas into which the flame is moving is always
changing; consequently, both the burning velocity and flame speed vary
throughout the explosion. These features make the treatment complicated and,
to a considerable extent, uncertain.

The following expression has been derived for the flame speed [19]:

dr
dt

R® — 13 dp
s =ph-f-r

3Py, r? dr
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where R is the sphere radius and r is the radius of spherical flames at any
moment. The fact that the second term in the brackets is close to 1 makes it
difficult to attain high accuracy.

e. Flat Flame Burner Method

The flame burner method is usually attributed to Powling [20]. Because it
offers the simplest flame front—one in which the area of shadow, Schlieren,
and visible fronts are all the same—it is probably the most accurate.

By placing either a porous metal disk or a series of small tubes (1 mm or
less in diameter) at the exit of the larger flow tube, one can create suitable
conditions for flat flames. The flame is usually ignited with a high flow rate,
then the flow or composition is adjusted until the flame is flat. Next, the diam-
eter of the flame is measured, and the area is divided into the volume flow
rate of unburned gas. If the velocity emerging is greater than the flame speed,
one obtains a cone due to the larger flame required. If velocity is too slow,
the flame tends to flash back and is quenched. In order to accurately define
the edges of the flame, an inert gas is usually flowed around the burners. By
controlling the rate of efflux of burned gases with a grid, a more stable flame is
obtained. This experimental apparatus is illustrated in Fig. 4.18.

As originally developed by Powling, this method was applicable only to
mixtures having low burning velocities of the order of 15cm/s and less. At
higher burning velocities, the flame front positions itself too far from the
burner and takes a multiconical form.

Later, however, Spalding and Botha [21] extended the flat flame burner
method to higher flame speeds by cooling the plug. The cooling draws the flame
front closer to the plug and stabilizes it. Operationally, the procedure is as fol-
lows. A flow rate giving a velocity greater than the flame speed is set, and the
cooling is controlled until a flat flame is obtained. For a given mixture ratio many
cooling rates are used. A plot of flame speed versus cooling rate is made and
extrapolated to zero-cooling rate (Fig. 4.19). At this point the adiabatic flame
speed Sy is obtained. This procedure can be used for all mixture ratios within the
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FIGURE 4.18 Flat flame burner apparatus.
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FIGURE 4.19 Cooling effect in flat flame burner apparatus.

flammability limits. This procedure is superior to the other methods because the
heat that is generated leaks to the porous plug, not to the unburned gases as in
the other model. Thus, quenching occurs all along the plug, not just at the walls.

The temperature at which the flame speed is measured is calculated as fol-
lows. For the approach gas temperature, one calculates what the initial temper-
ature would have been if there were no heat extraction. Then the velocity of the
mixture, which would give the measured mass flow rate at this temperature, is
determined. This velocity is S at the calculated temperature. Detailed descrip-
tions of various burned systems and techniques are to be found in Ref. [22].

A similar flat flame technique—one that does not require a heat loss
correction—is the so-called opposed-jet system. This approach to measur-
ing flame speeds was introduced to determine the effect of flame stretch on
the measured laminar flame velocity. The concept of stretch was introduced
in attempts to understand the effects of turbulence on the mass burning rate
of premixed systems. (This subject is considered in more detail in Section E.)
The technique uses two opposing jets of the same air—fuel ratio to create an
almost planar stagnation plane with two flat flames on both sides of the plane.
For the same mixture ratio, stable flames are created for different jet velocities.
In each case, the opposing jets have the same exit velocity. The velocity leav-
ing a jet decreases from the jet exit toward the stagnation plane. This velocity
gradient is related to the stretch affecting the flames: the larger the gradient,
the greater the stretch. Measurements are made for different gradients for a
fixed mixture. A plot is then made of the flame velocity as a function of the
calculated stress function (velocity gradient), and the values are extrapolated
to zero velocity gradient. The extrapolated value is considered to be the flame
velocity free from any stretch effects—a value that can be compared to theo-
retical calculations that do not account for the stretch factor. The same tech-
nique is used to evaluate diffusion flames in which one jet contains the fuel
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and the other the oxidizer. Figures depicting opposed-jet systems are shown in
Chapter 6. The effect of stretch on laminar premixed flame speeds is generally
slight for most fuels in air.

6. Experimental Results: Physical and Chemical Effects

The Mallard—Le Chatelier development for the laminar flame speed permits
one to determine the general trends with pressure and temperature. When an
overall rate expression is used to approximate real hydrocarbon oxidation
kinetics experimental results, the activation energy of the overall process is
found to be quite high—of the order of 160kJ/mol. Thus, the exponential in
the flame speed equation is quite sensitive to variations in the flame tempera-
ture. This sensitivity is the dominant temperature effect on flame speed. There
is also, of course, an effect of temperature on the diffusivity; generally, the dif-
fusivity is considered to vary with the temperature to the 1.75 power.

The pressure dependence of flame speed as developed from the thermal
approaches was given by the expression

S, ~ [PD2 4.22)

where n was the overall order of reaction. Thus, for second-order reactions
the flame speed appears independent of pressure. In observing experimental
measurements of flame speed as a function of pressure, one must determine
whether the temperature was kept constant with inert dilution. As the pressure
is increased, dissociation decreases and the temperature rises. This effect must
be considered in the experiment. For hydrocarbon—air systems, however, the
temperature varies little from atmospheric pressure and above due to a mini-
mal amount of dissociation. There is a more pronounced temperature effect at
subatmospheric pressures.

To a first approximation one could perhaps assume that hydrocarbon-air
reactions are second-order. Although it is impossible to develop a single over-
all rate expression for the complete experimental range of temperatures and
pressures used by various investigators, values have been reported and hold for
the limited experimental ranges of temperature and pressure from which the
expression was derived. The overall reaction orders reported range from 1.5
to 2.0, and most results are around 1.75 [2, 23]. Thus, it is not surprising that
experimental results show a decline in flame speed with increasing pressure [2].

As briefly mentioned earlier, with the background developed in the detailed
studies of hydrocarbon oxidation, it is possible to explain this pressure trend
more thoroughly. Recall that the key chain branching reaction in any hydrogen-
containing system is the following reaction (3.15):

H+0, — O+OH 4.62)
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Any process that reduces the H atom concentration and any reaction that
competes with reaction (4.62) for H atoms will tend to reduce the overall oxi-
dation rate; that is, it will inhibit combustion. As discussed in reaction (3.21),
reaction (4.63)

H+0, +M — HO, + M (4.63)

competes directly with reaction (4.62). Reaction (4.63) is third-order and
therefore much more pressure dependent than reaction (4.62). Consequently,
as pressure is increased, reaction (4.63) essentially inhibits the overall reaction
and reduces the flame speed. Figure 4.20 reports the results of some analyti-
cal calculations of flame speeds in which detailed kinetics were included; the
results obtained are quite consistent with recent measurements [2]. For pres-
sures below atmospheric, there is only a very small decrease in flame speed
as the pressure is increased; and at higher pressure (1-5atm), the decline in
Sp. with increasing pressure becomes more pronounced. The reason for this
change of behavior is twofold. Below atmospheric pressure, reaction (4.63)
does not compete effectively with reaction (4.62) and any decrease due to
reaction (4.63) is compensated by a rise in temperature. Above 1 atm reaction
(4.63) competes very effectively with reaction (4.62); temperature variation
with pressure in this range is slight, and thus a steeper decline in S; with pres-
sure is found. Since the kinetic and temperature trends with pressure exist for
all hydrocarbons, the same pressure effect on S; will exist for all such fuels.
Even though S; decreases with increasing pressure for the conditions
described, 1, increases with increasing pressure because of the effect of pres-
sure on py. And for higher O, concentrations, the temperature rises substantially,
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FIGURE 4.20 Variation in laminar flame speeds with pressure for some stoichiometric fuel-air
mixtures (after Westbrook and Dryer [2]).
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about 30% for pure O,; thus the point where reaction (4.63) can affect the chain
branching step reaction (4.62) goes to much higher pressure. Consequently, in
oxygen-rich systems S; almost always increases with pressure.

The variation of flame speed with equivalence ratio follows the variation
with temperature. Since flame temperatures for hydrocarbon—air systems peak
slightly on the fuel-rich side of stoichiometric (as discussed in Chapter 1), so
do the flame speeds. In the case of hydrogen—air systems, the maximum Sy falls
well on the fuel-rich side of stoichiometric, since excess hydrogen increases
the thermal diffusivity substantially. Hydrogen gas with a maximum value of
325 cm/s has the highest flame speed in air of any other fuel.

Reported flame speed results for most fuels vary somewhat with the meas-
urement technique used. Most results, however, are internally consistent.
Plotted in Fig. 4.21 are some typical flame speed results as a function of the
stoichiometric mixture ratio. Detailed data, which were given in recent com-
bustion symposia, are available in the extensive tabulations of Refs. [24-26].
The flame speeds for many fuels in air have been summarized from these ref-
erences and are listed in Appendix F. Since most paraffins, except methane,
have approximately the same flame temperature in air, it is not surprising that
their flame speeds are about the same (~45cm/s). Methane has a somewhat
lower speed (<40 cm/s). Attempts [24] have been made to correlate flame
speed with hydrocarbon fuel structure and chain length, but these correlations
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FIGURE 4.21 General variation in laminar flame speeds with equivalence ratio ¢ for various
fuel-air systems at P = 1atm and 7, = 298 K.
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appear to follow the general trends of temperature. Olefins, having the same
C/H ratio, have the same flame temperature (except for ethene, which is
slightly higher) and have flame speeds of approximately 50cm/s. In this con-
text ethene has a flame speed of approximately 75cm/s. Owing to its high
flame temperature, acetylene has a maximum flame speed of about 160cm/s.
Molecular hydrogen peaks far into the fuel-rich region because of the benefit of
the fuel diffusivity. Carbon monoxide favors the rich side because the termina-
tion reaction H + CO + M — HCO + M is a much slower step than the termi-
nation step H + O, + M — HO, + M, which would prevail in the lean region.

The variation of flame speed with oxygen concentration poses further ques-
tions about the factors that govern the flame speed. Shown in Fig. 4.22 is the
flame speed of a fuel in various oxygen—nitrogen mixtures relative to its value
in air. Note the 10-fold increase for methane between pure oxygen and air, the
7.5-fold increase for propane, the 3.4-fold increase for hydrogen, and the
2.4-fold increase for carbon monoxide. From the effect of temperature on the over-
all rates and diffusivities, one would expect about a fivefold increase for all these
fuels. Since the CO results contain a fixed amount of hydrogen additives [24],
the fact that the important OH radical concentration does not increase as much as
expected must play a role in the lower rise. Perhaps for general considerations the
hydrogen values are near enough to a general estimate. Indeed, there is probably
a sufficient radical pool at all oxygen concentrations. For the hydrocarbons, the
radical pool concentration undoubtedly increases substantially as one goes to pure
oxygen for two reasons—increased temperature and no nitrogen dilution. Thus,
applying the same general rate expression for air and oxygen just does not suffice.
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FIGURE 4.22 Relative effect of oxygen concentrations on flame speed for various fuel-air
systems at P = 1 atm and T, = 298K (after Zebatakis [25]).



Flame Phenomena in Premixed Combustible Gases 189 mmm

The effect of the initial temperature of a premixed fuel-air mixture on the
flame propagation rate again appears to be reflected through the final flame
temperature. Since the chemical energy release is always so much greater than
the sensible energy of the reactants, small changes of initial temperature gener-
ally have little effect on the flame temperature. Nevertheless, the flame propa-
gation expression contains the flame temperature in an exponential term; thus,
as discussed many times previously, small changes in flame temperature can
give noticeable changes in flame propagation rates. If the initial temperatures
are substantially higher than normal ambient, the rate of reaction (4.63) can
be reduced in the preheat zone. Since reaction (4.63) is one of recombination,
its rate decreases with increasing temperature, and so the flame speed will be
attenuated even further.

Perhaps the most interesting set of experiments to elucidate the dominant
factors in flame propagation was performed by Clingman et al. [27]. Their
results clearly show the effect of the thermal diffusivity and reaction rate terms.
These investigators measured the flame propagation rate of methane in various
oxygen—inert gas mixtures. The mixtures of oxygen to inert gas were 0.21/0.79
on a volumetric basis, the same as that which exists for air. The inerts chosen
were nitrogen (N,), helium (He), and argon (Ar). The results of these experi-
ments are shown in Fig. 4.23.

The trends of the results in Fig. 4.23 can be readily explained. Argon and
nitrogen have thermal diffusivities that are approximately equal. However,
Ar is a monatomic gas whose specific heat is lower than that of N,. Since the
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FIGURE 4.23 Methane laminar flame velocities in various inert gas—oxygen mixtures (after
Clingman et al. [27]).
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heat release in all systems is the same, the final (or flame) temperature will be
higher in the Ar mixture than in the N, mixture. Thus, S; will be higher for Ar
than for N,. Argon and helium are both monatomic, so their final temperatures
are equal. However, the thermal diffusivity of He is much greater than that of
Ar. Helium has a higher thermal conductivity and a much lower density than
argon. Consequently, Sy for He is much greater than that for Ar.

The effect of chemical additives on the flame speed has also been explored
extensively. Leason [28] has reported the effects on flame velocity of small con-
centrations of additive (<3%) and other fuels. He studied the propane—air flame.
Among the compounds considered were acetone, acetaldehyde, benzaldehyde,
diethyl ether, benzene, and carbon disulfide. In addition, many others were cho-
sen from those classes of compounds that were shown to be oxidation interme-
diates in low-temperature studies; these compounds were expected to decrease
the induction period and, thus, increase the flame velocity. Despite differences
in apparent oxidation properties, all the compounds studied changed the flame
velocity in exactly the same way that dilution with excess fuel would on the
basis of oxygen requirement. These results support the contention that the lami-
nar flame speed is controlled by the high-temperature reaction region. The high
temperatures generate more than ample radicals via chain branching, so it is
unlikely that any additive could contribute any reaction rate accelerating feature.

There is, of course, a chemical effect in carbon monoxide flames. This
point was mentioned in the discussion of carbon monoxide explosion limits.
Studies have shown that CO flame velocities increase appreciably when small
amounts of hydrogen, hydrogen-containing fuels, or water are added. For 45%
CO in air, the flame velocity passes through a maximum after approximately
5% by volume of water has been added. At this point, the flame velocity is
2.1 times the value with 0.7% H,O added. After the 5% maximum is attained
a dilution effect begins to cause a decrease in flame speed. The effect and the
maximum arise because a sufficient steady-state concentration of OH radicals
must be established for the most effective explosive condition.

Although it may be expected that the common antiknock compounds would
decrease the flame speed, no effects of antiknocks have been found in constant
pressure combustion. The effect of the inhibition of the preignition reaction
on flame speed is of negligible consequence. There is no universal agreement
on the mechanism of antiknocks, but it has been suggested that they serve to
decrease the radical concentrations by absorption on particle surfaces (see
Chapter 2). The reduction of the radical concentration in the preignition reac-
tions or near the flammability limits can severely affect the ability to initiate
combustion. In these cases the radical concentrations are such that the chain
branching factor is very close to the critical value for explosion. Any reduction
could prevent the explosive condition from being reached. Around the stoichi-
ometric mixture ratio, the radical concentrations are normally so great that it is
most difficult to add any small amounts of additives that would capture enough
radicals to alter the reaction rate and the flame speed.
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Certain halogen compounds, such as the Freons, are known to alter the
flammability limits of hydrocarbon—air mixtures. The accepted mechanism is
that the halogen atoms trap hydrogen radicals necessary for the chain branch-
ing step. Near the flammability limits, conditions exist in which the radical
concentrations are such that the chain branching factor « is just above « .
Any reduction in radicals and the chain branching effects these radicals engen-
der could eliminate the explosive (fast reaction rate and larger energy release
rate) regime. However, small amounts of halogen compounds do not seem
to affect the flame speed in a large region around the stoichiometric mixture
ratio. The reason is, again, that in this region the temperatures are so high
and radicals so abundant that elimination of some radicals does not affect the
reaction rate.

It has been found that some of the larger halons (the generic name for the
halogenated compounds sold under commercial names such as Freon) are
effective flame suppressants. Also, some investigators have found that inert
powders are effective in fire fighting. Fundamental experiments to evaluate
the effectiveness of the halons and powders have been performed with various
types of apparatus that measure the laminar flame speed. Results have indi-
cated that the halons and the powders reduce flame speeds even around the
stoichiometric air—fuel ratio. The investigators performing these experiments
have argued that those agents are effective because they reduce the radical con-
centrations. However, this explanation could be questioned. The quantities of
these added agents are great enough that they could absorb sufficient amounts
of heat to reduce the temperature and hence the flame speed. Both halons and
powders have large total heat capacities.

D. STABILITY LIMITS OF LAMINAR FLAMES

There are two types of stability criteria associated with laminar flames. The
first is concerned with the ability of the combustible fuel-oxidizer mixture to
support flame propagation and is strongly related to the chemical rates in the
system. In this case a point can be reached for a given limit mixture ratio in
which the rate of reaction and its subsequent heat release are not sufficient to
sustain reaction and, thus, propagation. This type of stability limit includes
(1) flammability limits in which gas-phase losses of heat from limit mixtures
reduce the temperature, rate of heat release, and the heat feedback, so that the
flame is not permitted to propagate and (2) quenching distances in which the
loss of heat to a wall and radical quenching at the wall reduce the reaction
rate so that it cannot sustain a flame in a confined situation such as propagation
in a tube.

The other type of stability limit is associated with the mixture flow and its
relationship to the laminar flame itself. This stability limit, which includes the
phenomena of flashback, blowoff, and the onset of turbulence, describes the
limitations of stabilizing a laminar flame in a real experimental situation.
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1. Flammability Limits

The explosion limit curves presented earlier and most of those that appear in
the open literature are for a definite fuel-oxidizer mixture ratio, usually stoi-
chiometric. For the stoichiometric case, if an ignition source is introduced
into the mixture even at a very low temperature and at reasonable pressures
(e.g., ~1atm), the gases about the ignition source reach a sufficient temperature
so that the local mixture moves into the explosive region and a flame propagates.
This flame, of course, continues to propagate even after the ignition source is
removed. There are mixture ratios, however, that will not self-support the flame
after the ignition source is removed. These mixture ratios fall at the lean and
rich end of the concentration spectrum. The leanest and richest concentrations
that will just self-support a flame are called the lean and rich flammability lim-
its, respectively. The primary factor that determines the flammability limit is the
competition between the rate of heat generation, which is controlled by the rate
of reaction and the heat of reaction for the limit mixture, and the external rate of
heat loss by the flame. The literature reports flammability limits in both air and
oxygen. The lean limit rarely differs for air or oxygen, as the excess oxygen in
the lean condition has the same thermophysical properties as nitrogen.

Some attempts to standardize the determination of flammability limits have
been made. Coward and Jones [29] recommended that a 2-in. glass tube about
41t long be employed; such a tube should be ignited by a spark a few mil-
limeters long or by a small naked flame. The high-energy starting conditions
are such that weak mixtures will be sure to ignite. The large tube diameter is
selected because it gives the most consistent results. Quenching effects may
interfere in tubes of small diameter. Large diameters create some disadvan-
tages since the quantity of gas is a hazard and the possibility of cool flames
exists. The 4-foot length is chosen in order to allow an observer to truly judge
whether the flame will propagate indefinitely or not.

It is important to specify the direction of flame propagation. Since it may
be assumed as an approximation that a flame cannot propagate downward in a
mixture contained within a vertical tube if the convection current it produces is
faster than the speed of the flame, the limits for upward propagation are usu-
ally slightly wider than those for downward propagation or those for which the
containing tube is in a horizontal position.

Table 4.3 lists some upper and lower flammability limits (in air) taken from
Refs. [24] and [25] for some typical combustible compounds. Data for other
fuels are given in Appendix F.

In view of the accelerating effect of temperature on chemical reactions, it
is reasonable to expect that limits of flammability should be broadened if the
temperature is increased. This trend is confirmed experimentally. The increase
is slight and it appears to give a linear variation for hydrocarbons.

As noted from the data in Appendix E, the upper limit for many fuels is
about 3 times stoichiometric and the lower limit is about 50% of stoichiometric.



Flame Phenomena in Premixed Combustible Gases 193 ==

TABLE 4.3 Flammability Limits of Some Fuels in Air?

Lower (lean) Upper (rich) Stoichiometric
Methane 5 15 9.47
Heptane 1 6.7 1.87
Hydrogen 4 75 29.2
Carbon monoxide 12.5 74.2 29.5
Acetaldehyde 4.0 60 7.7
Acetylene 2.5 100 7.7
Carbon disulfide 1.3 50 7.7
Ethylene oxide 3.6 100 7.7

olume percent.

TABLE 4.4 Comparison of Oxygen and Air Flammability Limits?

Lean Rich

Air (o)) Air O,
H, 4 4 75 94
co 12 16 74 94
NH; 15 15 28 79
CH, 5 5 15 61
C,Hg 2 2 10 55

“Fuel volume percent.

Generally, the upper limit is higher than that for detonation. The lower (lean)
limit of a gas is the same in oxygen as in air owing to the fact that the excess
oxygen has the same heat capacity as nitrogen. The higher (rich) limit of all
flammable gases is much greater in oxygen than in air, due to higher tempera-
ture, which comes about from the absence of any nitrogen. Hence, the range of
flammability is always greater in oxygen. Table 4.4 shows this effect.

As increasing amounts of an incombustible gas or vapor are added to
the atmosphere, the flammability limits of a gaseous fuel in the atmosphere
approach one another and finally meet. Inert diluents such as CO,, N,, or Ar
merely replace part of the O, in the mixture, but these inert gases do not have
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the same extinction power. It is found that the order of efficiency is the same
as that of the heat capacities of these three gases:

CO, > N, > Ar (or He)

For example, the minimum percentage of oxygen that will permit flame propa-
gation in mixtures of CHy, O,, and CO, is 14.6%; if N, is the diluent, the min-
imum percentage of oxygen is less and equals 12.1%. In the case of Ar, the
value is 9.8%. As discussed, when a gas of higher specific heat is present in suf-
ficient quantities, it will reduce the final temperature, thereby reducing the rate
of energy release that must sustain the rate of propagation over other losses.

It is interesting to examine in more detail the effect of additives as shown in
Fig. 4.24 [25]. As discussed, the general effect of the nonhalogenated additives
follows the variation in the molar specific heat; that is, the greater the specific
heat of an inert additive, the greater the effectiveness. Again, this effect is strictly
one of lowering the temperature to a greater extent; this was verified as well by
flammability measurements in air where the nitrogen was replaced by carbon
dioxide and argon. Figure 4.24, however, represents the condition in which addi-
tional species were added to the air in the fuel-air mixture. As noted in Fig. 4.24,
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FIGURE 4.24 Limits of flammability of various methane—inert gas—air mixtures at P = 1 and
Ty = 298K (after Zebatakis [25]).
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rich limits are more sensitive to inert diluents than lean limits; however, species
such as halogenated compounds affect both limits and this effect is greater than
that expected from heat capacity alone. Helium addition extends the lean limit
somewhat because it increases the thermal diffusivity and, thus, the flame speed.

That additives affect the rich limit more than the lean limit can be explained
by the important competing steps for possible chain branching. When the sys-
tem is rich [reaction (3.23)],

H+H+M-—-H, +M (4.64)
competes with [reaction (3.15)]

H+0, > OH+O 4.62)

The recombination [reaction (4.64)] increases with decreasing tempera-
ture and increasing concentration of the third body M. Thus, the more diluent
added, the faster this reaction is compared to the chain branching step [reac-
tion (4.62)]. This aspect is also reflected in the overall activation energy found
for rich systems compared to lean systems. Rich systems have a much higher
overall activation energy and therefore a greater temperature sensitivity.

The effect of all halogen compounds on flammability limits is substantial.
The addition of only a few percent can make some systems nonflammable.
These observed results support the premise that the effect of halogen additions
is not one of dilution alone, but rather one in which the halogens act as cata-
lysts in reducing the H atom concentration necessary for the chain branching
reaction sequence. Any halogen added—whether in elemental form, as hydro-
gen halide, or bound in an organic compound—will act in the same manner.
Halogenated hydrocarbons have weak carbon-halogen bonds that are readily
broken in flames of any respectable temperature, thereby placing a halogen
atom in the reacting system. This halogen atom rapidly abstracts a hydrogen
from the hydrocarbon fuel to form the hydrogen halide; then the following reac-
tion system, in which X represents any of the halogens F, Cl, Br, or I, occurs:

HX + H— H, +X (4.65)
X+X+M— X, +M (4.66)
X, + H— HX+X (4.67)

Reactions (4.65)—(4.67) total overall to
H+H — H,

and thus it is seen that X is a homogeneous catalyst for recombination of the
important H atoms. What is significant in the present context is that the halide
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reactions above are fast compared to the other important H atom reactions such
as

H+0, - O+ 0OH (4.62)
or
H+RH —- R+H, (4.68)
This competition for H atoms reduces the rate of chain branching in the
important H + O, reaction. The real key to this type of inhibition is the regen-
eration of X,, which permits the entire cycle to be catalytic.

Because sulfur dioxide (SO,) essentially removes O atoms catalytically by
the mechanism

SO, +0+M — SO, + M (4.69)
SO, +0 — SO, + 0, (4.70)

and also by H radical removal by the system

SO, +H+M — HSO, + M 4.71)
HSO, + OH — SO, + H,0 4.72)
and by
SO, +O0+M — SO; +M (4.73)
SO, +H+M — HSO; + M 4.74)
HSO; +H — SO, + H,0 (4.75)

SO, is similarly a known inhibitor that affects flammability limits. These cata-
Iytic cycles [reactions (4.69)—(4.70), reactions (4.71)—(4.72), and reactions
(4.73)—(4.75)] are equivalent to
O0+0—-0,
H+ OH— H,0
H+H+ O — H,0

The behavior of flammability limits at elevated pressures can be explained
somewhat satisfactorily. For simple hydrocarbons (ethane, propane,..., pentane),
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it appears that the rich limits extend almost linearly with increasing pressure
at a rate of about 0.13 vol%/atm; the lean limits, on the other hand, are at first
extended slightly and thereafter narrowed as pressure is increased to 6 atm. In all,
the lean limit appears not to be affected appreciably by the pressure. Figure 4.25
for natural gas in air shows the pressure effect for conditions above atmospheric.

Most early studies of flammability limits at reduced pressures indicated that
the rich and lean limits converge as the pressure is reduced until a pressure is
reached below which no flame will propagate. However, this behavior appears to
be due to wall quenching by the tube in which the experiments were performed.
As shown in Fig. 4.26, the limits are actually as wide at low pressure as at 1 atm,
provided the tube is sufficiently wide and an ignition source can be found to
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ignite the mixtures. Consequently, the limits obtained at reduced pressures are
not generally true limits of flammability, since they are influenced by the tube
diameter. Therefore, these limits are not physicochemical constants of a given
fuel. Rather, they are limits of flame propagation in a tube of specified diameter.

In examining the effect of high pressures on flammability limits, it has been
assumed that the limit is determined by a critical value of the rate of heat loss
to the rate of heat development. Consider, for example, a flame anchored on a
Bunsen tube. The loss to the anchoring position is small, and thus the radiation
loss must be assumed to be the major heat loss condition. This radiative loss
is in the infrared, due primarily to the band radiation systems of CO,, H,O,
and CO. The amount of product composition changes owing to dissociation
at the flammability limits is indeed small, so there is essentially no increase
in temperature with pressure. Even so, with temperatures near the limits and
wavelengths of the gaseous radiation, the radiation bands lie near or at the
maximum of the energy density radiation distribution given by Planck’s law.
If X is the wavelength, then A, 7 equals a constant, by Wien’s law. Thus
the radiant loss varies as T°. But for most hydrocarbon systems the activa-
tion energy of the reaction media and temperature are such that the variation
of exp(—E/RT) as a function of temperature is very much like a 7> variation
[30]. Thus, any effect of pressure on temperature shows a balance of these loss
and gain terms, except that the actual radiation contains an emissivity term.
Due to band system broadening and emitting gas concentration, this emissivity
is approximately proportional to the total pressure for gaseous systems. Then,
as the pressure increases, the emissivity and heat loss increase monotonically.
On the fuel-rich side the reaction rate is second-order and the energy release
increases with P> as compared to the heat loss that increases with P. Thus the
richness of the system can be increased as the pressure increases before extinc-
tion occurs [30]. For the methane flammability results reported in Fig. 4.25, the
rich limit clearly broadens extensively and then begins to level off as the pres-
sure is increased over a range of about 150 atm. The leveling-off happens when
soot formation occurs. The soot increases the radiative loss. The lean limit
appears not to change with pressure, but indeed broadens by about 25% over
the same pressure range. Note that over a span of 28 atm, the rich limit broad-
ens about 300% and the lean limit only about 1%. There is no definitive expla-
nation of this difference; but, considering the size, it could possibly be related
to the temperature because of its exponential effect on the energy release rate
and the emissive power of the product gases. The rule of thumb quoted earlier
that the rich limit is about 3 times the stoichiometric value and the lean limit
half the stoichiometric value can be rationalized from the temperature effect.
Burning near the rich limit generates mostly diatomic products—CO and
H,—and some H,0. Burning near the lean limit produces CO, and H,O exclu-
sively. Thus for the same percentage composition change, regardless of the
energy effect, the fuel-rich side temperature will be higher than the lean side
temperature. As was emphasized in Chapter 1, for hydrocarbons the maximum
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flame temperature occurs on the fuel-rich side of stoichiometric owing to the
presence of diatomics, particularly H,. Considering percentage changes due to
temperature, the fuel side flammability limit can broaden more extensively as
one increases the pressure to account for the reaction rate compensation nec-
essary to create the new limit. Furthermore the radiative power of the fuel-
rich side products is substantially less than that of the lean side because the
rich side contains only one diatomic radiator and a little water, whereas
the lean side contains exclusively triatomic radiators.

The fact that flammability limits have been found [29] to be different
for upward and downward propagation of a flame in a cylindrical tube if the
tube is large enough could be an indication that heat losses [30, 31] are not
the dominant extinction mechanism specifying the limit. Directly following a
discourse by Ronney [32], it is well first to emphasize that buoyancy effects
are an important factor in the flammability limits measured in large cylindri-
cal tubes. Extinction of upward-propagating flames for a given fuel-oxidizer
mixture ratio is thought to be due to flame stretch at the tip of the rising hemi-
spherical flame [33, 34]. For downward propagation, extinction is thought to
be caused by a cooling, sinking layer of burned gases near the tube wall that
overtakes the weakly propagating flame front whose dilution leads to extinc-
tion [35, 36]. For small tubes, heat loss to walls can be the primary cause for
extinction; indeed, such wall effects can quench the flames regardless of mix-
ture ratio. Thus, as a generalization, flammability limits in tubes are probably
caused by the combined influences of heat losses to the tube wall, buoyancy-
induced curvature and strain, and even Lewis number effects. Because of the
difference in these mechanisms, it has been found that the downward propaga-
tion limits can sometimes be wider than the upward limits, depending upon the
degree of buoyancy and Lewis number.

It is interesting that experiments under microgravity conditions [37, 38]
reveal that the flammability limits are different from those measured for either
upward or downward propagation in tubes at normal gravity. Upon comparing
theoretical predictions [30] to such experimental measurements as the propaga-
tion rate at the limit and the rate of thermal decay in the burned gases, Ronney
[39] suggested that radiant heat loss is probably the dominant process leading
to flame extinction at microgravity.

Ronney [39] concludes that, while surprising, the completely different proc-
esses dominating flammability limits at normal gravity and microgravity are
readily understandable in light of the time scales of the processes involved.
He showed that the characteristic loss rate time scale for upward-propagating
flames in tubes (7,), downward-propagating flames (7,4), radiative losses (7,),
and conductive heat losses to the wall (7,) scale as (d/g)"%, a/g?, pc,T/E, and
d*/v, respectively. The symbols not previously defined are d, the tube diam-
eter; g, the gravitational acceleration; «, the thermal diffusivity; and E, the
radiative heat loss per unit volume. Comparison of these time scales indicates
that for any practical gas mixture, pressure, and tube diameter, it is difficult
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to obtain 7, < 7, or 7, < 74 at normal gravity; thus, radiative losses are not as
important as buoyancy-induced effects under this condition. At microgravity,
T, and 74 are very large, but still 7, must be less than 7., so radiant effects are
dominant. In this situation, large tube diameters are required.

2. Quenching Distance

Wall quenching affects not only flammability limits, but also ignition phenomena
(see Chapter 7). The quenching diameter, dr, which is the parameter given the
greatest consideration, is generally determined experimentally in the following
manner. A premixed flame is established on a burner port and the gas flow is sud-
denly stopped. If the flame propagates down the tube into the gas supply source,
a smaller tube is substituted. The tube diameter is progressively decreased until
the flame cannot propagate back to the source. Thus the quenching distance, or
diameter dr, is the diameter of the tube that just prevents flashback.

A flame is quenched in a tube when the two mechanisms that permit flame
propagation—diffusion of species and of heat—are affected. Tube walls
extract heat: the smaller the tube, the greater is the surface area to volume ratio
within the tube and hence the greater is the volumetric heat loss. Similarly, the
smaller the tube, the greater the number of collisions of the active radical spe-
cies that are destroyed. Since the condition and the material composition of the
tube wall affect the rate of destruction of the active species [5], a specific ana-
Iytical determination of the quenching distance is not feasible.

Intuition would suggest that an inverse correlation would be obtained
between flame speed and quenching diameter. Since flame speed S;_ varies with
equivalence ratio ¢, so should d; vary with ¢; however, the curve of dy would
be inverted compared to that of Sy, as shown in Fig. 4.27.

One would also expect, and it is found experimentally, that increasing the
temperature would decrease the quenching distance. This trend arises because
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FIGURE 4.27 Variation of quenching diameter dr as a function of equivalence ratio ¢ and trend
with initial temperature.
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the heat losses are reduced with respect to heat release and species are not as
readily deactivated. However, sufficient data are not available to develop any
specific correlation.

It has been concretely established and derived theoretically [30] that
quenching distance increases as pressure decreases; in fact, the correlation is
almost exactly

dy ~1/P

for many compounds. For various fuels, P sometimes has an exponent some-
what less than 1. An exponent close to 1 in the dy ~ 1/P relationship can
be explained as follows. The mean free path of gases increases as pressure
decreases; thus there are more collisions with the walls and more species are
deactivated. Pressure results are generally represented in the form given in Fig.
4.28, which also shows that when measuring flammability limits as a function
of subatmospheric pressures, one must choose a tube diameter that is greater
than the dt given for the pressure. The horizontal dot-dash line in Fig. 4.28
specifies the various flammability limits that would be obtained at a given sub-
atmospheric pressure in tubes of different diameters.

3. Flame Stabilization (Low Velocity)

In the introduction to this chapter a combustion wave was considered to be
propagating in a tube. When the cold premixed gases flow in a direction oppo-
site to the wave propagation and travel at a velocity equal to the propagation
velocity (i.e., the laminar flame speed), the wave (flame) becomes stationary
with respect to the containing tube. Such a flame would possess only neutral
stability, and its actual position would drift [1]. If the velocity of the unburned
mixture is increased, the flame will leave the tube and, in most cases, fix itself
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FIGURE 4.28 Effect of pressure on quenching diameter.



202 Combustion

’
:

|
|
|
I
FIGURE 4.29 Gas mixture streamlines through a Bunsen cone flame.

in some form at the tube exit. If the tube is in a vertical position, then a simple
burner configuration, as shown in Fig. 4.29, is obtained. In essence, such burn-
ers stabilize the flame. As described earlier, these burners are so configured
that the fuel and air become a homogeneous mixture before they exit the tube.
The length of the tube and physical characteristics of the system are such that
the gas flow is laminar in nature. In the context to be discussed here, a most
important aspect of the burner is that it acts as a heat and radical sink, which
stabilizes the flame at its exit under many conditions. In fact, it is the burner
rim and the area close to the tube that provide the stabilization position.

When the flow velocity is increased to a value greater than the flame speed,
the flame becomes conical in shape. The greater the flow velocity, the smaller
is the cone angle of the flame. This angle decreases so that the velocity com-
ponent of the flow normal to the flame is equal to the flame speed. However,
near the burner rim the flow velocity is lower than that in the center of the
tube; at some point in this area the flame speed and flow velocity equalize and
the flame is anchored by this point. The flame is quite close to the burner rim
and its actual speed is controlled by heat and radical loss to the wall. As the
flow velocity is increased, the flame edge moves further from the burner, losses
to the rim decrease and the flame speed increases so that another stabilization
point is reached. When the flow is such that the flame edge moves far from the
rim, outside air is entrained, a lean mixture is diluted, the flame speed drops,
and the flame reaches its blowoff limit.

If, however, the flow velocity is gradually reduced, this configuration
reaches a condition in which the flame speed is greater than the flow veloc-
ity at some point across the burner. The flame will then propagate down into
the burner, so that the flashback limit is reached. Slightly before the flashback
limit is reached, tilted flames may occur. This situation occurs because the
back pressure of the flame causes a disturbance in the flow so that the flame
can enter the burner only in the region where the flow velocity is reduced.



Flame Phenomena in Premixed Combustible Gases 203 =

Limit of
luminous zone

Flame front

FIGURE 4.30 Formation of a tilted flame (after Bradley [1]).

Because of the constraint provided by the burner tube, the flow there is less
prone to distortion; so further propagation is prevented and a tilted flame such
as that shown in Fig. 4.30 is established [1].

Thus it is seen that the laminar flame is stabilized on burners only within
certain flow velocity limits. The following subsections treat the physical pic-
ture just given in more detail.

a. Flashback and Blowoff

Assume Poiseuille flow in the burner tube. The gas velocity is zero at the
stream boundary (wall) and increases to a maximum in the center of the stream.
The linear dimensions of the wall region of interest are usually very small;
in slow burning mixtures such as methane and air, they are of the order of
I mm. Since the burner tube diameter is usually large in comparison, as shown
in Fig. 4.31, the gas velocity near the wall can be represented by an approxi-
mately linear vector profile. Figure 4.31 represents the conditions in the area
where the flame is anchored by the burner rim. Further assume that the flow
lines of the fuel jet are parallel to the tube axis, that a combustion wave is
formed in the stream, and that the fringe of the wave approaches the burner rim
closely. Along the flame wave profile, the burning velocity attains its maximum
value S{ . Toward the fringe, the burning velocity decreases as heat and chain
carriers are lost to the rim. If the wave fringe is very close to the rim (position
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FIGURE 4.31 Stabilization positions of a Bunsen burner flame (after Lewis and von Elbe [5]).
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FIGURE 4.32 General burning velocity and gas velocity profiles inside a Bunsen burner tube
(from Lewis and von Elbe [5]).

1 in Fig. 4.31), the burning velocity in any flow streamline is smaller than the
gas velocity and the wave is driven farther away by gas flow. As the distance
from the rim increases, the loss of heat and chain carriers decreases and the
burning velocity becomes larger. Eventually, a position is reached (position 2
in Fig. 4.31) in which the burning velocity is equal to the gas velocity at some
point of the wave profile. The wave is now in equilibrium with respect to the
solid rim. If the wave is displaced to a larger distance (position 3 in Fig. 4.31),
the burning velocity at the indicated point becomes larger than the gas velocity
and the wave moves back to the equilibrium position.

Consider Fig. 4.32, a graph of flame velocity S; as a function of dis-
tance, for a wave inside a tube. In this case, the flame has entered the tube.
The distance from the burner wall is called the penetration distance d,, (half
the quenching diameter dr). If %, is the mean velocity of the gas flow in the
tube and the line labeled #, is the graph of the velocity profile near the tube
wall, the local flame velocity is not greater than the local gas velocity at any
point; therefore, any flame that finds itself inside the tube will then blow out
of the tube. At a lower velocity u,, which is just tangent to the Sy curve, a sta-
ble point is reached. Then u, is the minimum mean velocity before flashback
occurs. The line for the mean velocity u; indicates a region where the flame
speed is greater than the velocity in the tube represented by i;; in this case,
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FIGURE 4.33 Burning velocity and gas velocity profiles above a Bunsen burner tube rim (from
Lewis and von Elbe [5]).

the flame does flash back. The gradient for flashback, gg, is Si/d,. Analytical
developments [30] show that

d, ~ (Me,p)(1/Sy) ~ (alS)

Similar reasoning can apply to blowoff, but the arguments are somewhat
different and less exact because nothing similar to a boundary layer exists.
However, a free boundary does exist.

When the gas flow in the tube is increased, the equilibrium position shifts
away from the rim. With increasing distance from the rim, a lean gas mixture
becomes progressively diluted by interdiffusion with the surrounding atmos-
phere, and the burning velocity in the outermost streamlines decreases corre-
spondingly. This effect is indicated by the increasing retraction of the wave
fringe for flame positions 1-3 in Fig. 4.33. But, as the wave moves farther
from the rim, it loses less heat and fewer radicals to the rim, so it can extend
closer to the hypothetical edge. However, an ultimate equilibrium position of
the wave exists beyond which the effect of dilution overbalances the effect of
increased distance from the burner rim everywhere on the burning velocity.
If the boundary layer velocity gradient is so large that the combustion wave
is driven beyond this position, the gas velocity exceeds the burning velocity
along every streamline and the combustion wave blows off.

These trends are represented diagrammatically in Fig. 4.33. The diagram
follows the postulated trends in which S? is the flame velocity after the gas
has been diluted because the flame front has moved slightly past ¥;. Thus,
there is blowoff and u; is the blowoff velocity.

b. Analysis and Results

The topic of concern here is the stability of laminar flames fixed to burner
tubes. The flow profile of the premixed gases flowing up the tube in such a
system must be parabolic; that is, Poiseuille flow exists. The gas velocity along
any streamline is given by

u=nR:—r?
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where R is the tube radius. Since the volumetric flow rate, Q (cm?®/s) is
given by

R
0= f27rrudr
0

then n must equal

n = 20/7R*

The gradient for blowoff or flashback is defined as
grp = —lim (du/dr)
' r—R

then

— 4Q — 4uav uav

kB = TR3 R d

where d is the diameter of the tube.

Most experimental data on flashback are plotted as a function of the aver-
age flashback velocity, u,,, as shown in Fig. 4.34. It is possible to estimate
penetration distance (quenching thickness) from the burner wall in graphs such
as Fig. 4.34 by observing the cut-off radius for each mixture.

The development for the gradients of flashback and blowoff suggests
a more appropriate plot of ggg versus ¢, as shown in Figs. 4.35 and 4.36.
Examination of these figures reveals that the blowoff curve is much steeper
than that for flashback. For rich mixtures the blowoff curves continue to rise
instead of decreasing after the stoichiometric value is reached. The reason for
this trend is that experiments are performed in air, and the diffusion of air into
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FIGURE 4.34 Ccritical flow for flashback as a function of equivalence ratio ¢-



Flame Phenomena in Premixed Combustible Gases 207

the mixture as the flame lifts off the burner wall increases the local flame speed
of the initially fuel-rich mixture. Experiments in which the surrounding atmos-
phere was not air, but nitrogen, verify this explanation and show that the gg
would peak at stoichiometric.

The characteristics of the lifted flame are worthy of note as well. Indeed,
there are limits similar to those of the seated flame [1]. When a flame is in the
lifted position, a dropback takes place when the gas velocity is reduced, and
the flame takes up its normal position on the burner rim. When the gas velocity
is increased instead, the flame will blow out. The instability requirements of
both the seated and lifted flames are shown in Fig. 4.37.

4. Stability Limits and Design

The practicality of understanding stability limits is uniquely obvious when one

considers the design of Bunsen tubes and cooking stoves using gaseous fuels.
In the design of a Bunsen burner, it is desirable to have the maximum range

of volumetric flow without encountering stability problems. What, then, is the
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FIGURE 4.35 Typical curve of the gradient of flashback as a function of equivalence ratio ¢.
The value of ¢ = 1 is for natural gas.
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FIGURE 4.36 Typical curves of the gradient of blowoff as a function of equivalence ratio ¢.
The value at ¢ = 1 is for natural gas.
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FIGURE 4.37 Seated and lifted flame regimes for Bunsen-type burners.

optimum size tube for maximum flexibility? First, the diameter of the tube
must be at least twice the penetration distance, that is, greater than the quench-
ing distance. Second, the average velocity must be at least twice Sy ; otherwise,
a precise Bunsen cone would not form. Experimental evidence shows further
that if the average velocity is 5 times Sp, the fuel penetrates the Bunsen cone
tip. If the Reynolds number of the combustible gases in the tube exceeds 2000,
the flow can become turbulent, destroying the laminar characteristics of the
flame. Of course, there are the limitations of the gradients of flashback and
blowoff. If one graphs u,, versus d for these various limitations, one obtains
a plot similar to that shown in Fig. 4.38. In this figure the dotted area repre-
sents the region that has the greatest flow variability without some stabilization
problem. Note that this region d maximizes at about 1cm; consequently, the
tube diameter of Bunsen burners is always about 1 cm.

The burners on cooking stoves are very much like Bunsen tubes. The fuel
induces air and the two gases premix prior to reaching the burner ring with its
flame holes. It is possible to idealize this situation as an ejector. For an ejector,
the total gas mixture flow rate can be related to the rate of fuel admitted to the
system through continuity of momentum

MyUy = Melg

Un (pm Amum = (pfAfuf )uf
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FIGURE 4.38 Stability and operation limits of a Bunsen burner.
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FIGURE 4.39 Fuel jet ejector system for premixed fuel-air burners.

where the subscript m represents the conditions for the mixture (A, is the
total area) and the subscript f represents conditions for the fuel. The ejector is
depicted in Fig. 4.39. The momentum expression can be written as

2 — 2
PnlUm = APgUg

where a is the area ratio.

If one examines the gr and gg on the graph shown in Fig. 4.40, one can
make some interesting observations. The burner port diameter is fixed such
that a rich mixture ratio is obtained at a value represented by the dashed
line on Fig. 4.40. When the mixture ratio is set at this value, the flame can
never flash back into the stove and burn without the operator’s noticing the
situation. If the fuel is changed, difficulties may arise. Such difficulties
arose many decades ago when the gas industry switched from manufacturer’s
gas to natural gas, and could arise again if the industry is ever compelled to
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FIGURE 4.40 Flame stability diagram for an operating fuel gas—air mixture burner system.

switch to synthetic gas or to use synthetic or petroleum gas as an additive to
natural gas.
The volumetric fuel—air ratio in the ejector is given by

(FIA) = (up Ap)/(u Ay )

It is assumed here that the fuel-air (F/A) mixture is essentially air; that is, the
density of the mixture does not change as the amount of fuel changes. From
the momentum equation, this fuel-air mixture ratio becomes

(F/A) — (pm/pf)llz al’?

The stoichiometric molar (volumetric) fuel—air ratio is strictly proportional
to the molecular weight of the fuel for two common hydrocarbon fuels; that is,

(FIA) oy ~ 1IMW; ~ 1/p,

stoich

The equivalence ratio then is

oo _EA)a” ()"
(F/A)stoich (1/pf)

Examining Fig. 4.40, one observes that in converting from a heavier fuel to a
lighter fuel, the equivalence ratio drops, as indicated by the new dot-dash oper-
ating line. Someone adjusting the same burner with the new lighter fuel would
have a very consistent flashback—blowoff problem. Thus, when the gas indus-
try switched to natural gas, it was required that every fuel port in every burner
on every stove be drilled open, thereby increasing a to compensate for the
decreased py. Synthetic gases of the future will certainly be heavier than meth-
ane (natural gas). They will probably be mostly methane with some heavier
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components, particularly ethane. Consequently, today’s burners will not present
a stability problem; however, they will operate more fuel-rich and thus be more
wasteful of energy. It would be logical to make the fuel ports smaller by insert-
ing caps so that the operating line would be moved next to the rich flashback
cut-off line.

E. FLAME PROPAGATION THROUGH STRATIFIED
COMBUSTIBLE MIXTURES

Liquid fuel spills occur under various circumstances and, in the presence of an
ignition source, a flame can be established and propagate across the surface. In
a stagnant atmosphere how the flame propagates through the combustible mix-
ture of the fuel vapor and air is strongly dependent on the liquid fuel’s temper-
ature. The relative tendency of a liquid fuel to ignite and propagate is measured
by various empirical techniques. Under the stagnant atmosphere situation a
vapor pressure develops over the liquid surface and a stratified fuel vapor—air
mixture develops. At a fixed distance above the liquid an ignition source is
established and the temperature of the fuel is raised until a flame flashes. This
procedure determines the so-called flash point temperature [40]. After the igni-
tion there generally can be no flame propagation. The point at which a further
increase of the liquid temperature causes flame propagation over the complete
fuel surface is called the fire point. The differences in temperature between the
flash and fire points are generally very slight.

The stratified gaseous layer established over the liquid fuel surface varies
from a fuel-rich mixture to within the lean flammability limits of the vaporized
fuel and air mixture. At some point above the liquid surface, if the fuel tempera-
ture is high enough, a condition corresponds to a stoichiometric equivalence
ratio. For most volatile fuels this stoichiometric condition develops. Experimental
evidence indicates that the propagation rate of the curved flame front that devel-
ops is many times faster than the laminar flame speed discussed earlier. There are
many less volatile fuels, however, that only progress at very low rates.

It is interesting to note that stratified combustible gas mixtures can exist
in tunnel-like conditions. The condition in a coal mine tunnel is an excellent
example. The marsh gas (methane) is lighter than air and accumulates at the
ceiling. Thus a stratified air—-methane mixture exists. Experiments have shown
that under the conditions described the flame propagation rate is very much
faster than the stoichiometric laminar flame speed. In laboratory experiments
simulating the mine-like conditions the actual rates were found to be affected
by the laboratory simulated tunnel length and depth. In effect, the expansion
of the reaction products of these type laboratory experiments drives the flame
front developed. The overall effect is similar in context to the soap bubble type
flame experiments discussed in Section C5c. In the soap bubble flame experi-
ment measurements, the ambient condition is about 300K and the stoichio-
metric flame temperature of the flame products for most hydrocarbon fuels
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is somewhat above 2200K, so that the observed flame propagation rate in the
soap bubble is 7-8 times the laminar flame speed. Thus in the soap bubble
experiment the burned gases drive the flame front and, of course, a small dif-
ferential pressure exists across this front.

Under the conditions described for coal mine tunnel configurations the
burned gas expansion effect develops differently. To show this effect Feng et al.
[41, 42] considered analytically the propagation of a fuel layer at the roof of a
channel over various lengths and depths of the configuration in which the bot-
tom layer was simply air. For the idealized infinite depth of the air layer the
results revealed that the ratio of the propagating flame speed to that of the lam-
inar flame speed was equal to the square root of the density ratio (p,,p); that
is, the flame propagation for the layered configuration is about 2.6-2.8 times
the laminar flame speed. Indeed the observed experimental trends [41, 42] fit
the analytical derivations. The same trends appear to hold for the case of a
completely premixed combustible condition of the roof of a channel separated
from the air layer below [41].

The physical perception derived from these analytical results was that the
increased flame propagation speed over the normal flame speed was due to a
fluid dynamical interaction resulting from the combustion of premixed gases;
that is, after the combustible gas mixture moves through the flame front, the
expansion of the product gases causes a displacement of the unburned gases
ahead of the flame. This displacement results in redistributing the combustible
gaseous layer over a much larger area in the induced curved, parabolic type,
flame front created. Thus the expansion of the combustible mixture sustains a
pressure difference across the flame and the resulting larger combustible gas
area exposed to the flame front increases the burning rate necessary for the
elevated flame propagation rate [40, 42].

The inverse of the tunnel experiments discussed is the propagation of a
flame across a layer of a liquid fuel that has a low flash point temperature. The
stratified conditions discussed previously described the layered fuel vapor—air
mixture ratios. Under these conditions the propagation rates were found to be
4-5 times the laminar flame speed. This somewhat increased rate compared
to the other analytical results is apparently due to diffusion of air to the flame
front behind the parabolic leading edge of the propagating flame [41].

Experiments [43] with very high flash point fuels (JP, kerosene, Diesel,
etc.) revealed that the flame propagation occurred in an unusual manner and
a much slower rate. In this situation, at ambient conditions, any possible
amount of fuel vapor above the liquid surface creates a gaseous mixture well
outside the fuel’s flammability limits. What was discovered [44, 45] was that
for these fuels the flame will propagate due to the fact that the liquid surface
under the ignition source is raised to a local temperature that is higher than
the cool ambient temperature ahead of the initiated flame. Experimental obser-
vations revealed [45] that this surface temperature variation from behind the
flame front to the cool region ahead caused a variation in the surface tension
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of the liquid fuel. Since the surface tension of a liquid varies inversely with the
temperature, a gradient in surface tension is established and creates a surface
velocity from the warmer temperature to the cooler temperature. Thus volatile
liquid is pulled ahead of the flame front to provide the combustible vapor—air
mixture for flame propagation. Since the liquid is a viscous fluid, currents are
established throughout the liquid fluid layer by the surface movement caused
by the surface tension variation. In the simplest context of thin liquid fuel films
the problem of estimating the velocities in the liquid is very much like the
Couette flow problem, except that movement of the viscous liquid fuel is not
established by a moving plate, but by the surface tension variation along the
free surface. Under such conditions at the surface the following equality exists:

T = uw(0uldy), = o, = (doldT)(dT/dx)

where 7 is the shear stress in the liquid, u is the liquid fuel viscosity, u the veloc-

ity parallel to the surface, y the direction normal to the surface, s the surface point,

o the surface tension, 7 the temperature, and x the direction along the surface.
The following proportionality is readily developed from the above equation:

ug, ~ o hip

where u, the surface velocity and # is the depth of the fuel layer. In some
experiments the viscosity of a fuel was varied by addition of a thickening agent
that did not affect the fuel volatility [40]. For a fixed fuel depth it was found
that the flame propagation rate varied inversely with the induced viscosity as
noted by the above proportionality. Because the surface-tension-induced veloc-
ity separates any liquid fuel in front of the initiated induced flame, very thin
fuel layers do not propagate flames [40]. For very deep fuel layers the Couette
flow condition does not hold explicitly and an inverted boundary layer type
flow exists in the liquid as the flame propagates. Many nuances with respect to
the observed flame propagation for physical conditions varied experimentally
can be found in the reference detailed by Ref. [40].

Propagation across solid fuel surfaces is a much more complex problem
because the orientation of the solid surface can be varied. For example, a sheet
of plastic or wood held in a vertical position and ignited at either the top or
bottom edge shows vastly different propagation rate because of gravity effects.
Even material held at an angle has a different burning rate than the two possi-
ble vertical conditions. A review of this solid surface problem can be found in
Refs. [45a, 45b, 45c¢].

F. TURBULENT REACTING FLOWS AND TURBULENT FLAMES

Most practical combustion devices create flow conditions so that the fluid
state of the fuel and oxidizer, or fuel-oxidizer mixture, is turbulent. Nearly all
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mobile and stationary power plants operate in this manner because turbulence
increases the mass consumption rate of the reactants, or reactant mixture,
to values much greater than those that can be obtained with laminar flames.
A greater mass consumption rate increases the chemical energy release rate
and hence the power available from a given combustor or internal engine of a
given size. Indeed, few combustion engines could function without the increase
in mass consumption during combustion that is brought about by turbulence.
Another example of the importance of turbulence arises with respect to spark
timing in automotive engines. As the RPM of the engine increases, the level
of turbulence increases, whereupon the mass consumption rate (or turbulent
flame speed) of the fuel-air mixture increases. This explains why spark tim-
ing does not have to be altered as the RPM of the engine changes with a given
driving cycle.

As has been shown, the mass consumption rate per unit area in premixed
laminar flames is simply pS;, where p is the unburned gas mixture density.
Correspondingly, for power plants operating under turbulent conditions, a
similar consumption rate is specified as pSt, where St is the turbulent burning
velocity. Whether a well-defined turbulent burning velocity characteristic of a
given combustible mixture exists as Sy does under laminar conditions will be
discussed later in this section. What is known is that the mass consumption
rate of a given mixture varies with the state of turbulence created in the com-
bustor. Explicit expressions for a turbulent burning velocity St will be devel-
oped, and these expressions will show that various turbulent fields increase St
to values much larger than S; . However, increasing turbulence levels beyond a
certain value increases St very little, if at all, and may lead to quenching of the
flame [46].

To examine the effect of turbulence on flames, and hence the mass con-
sumption rate of the fuel mixture, it is best to first recall the tacit assumption
that in laminar flames the flow conditions alter neither the chemical mecha-
nism nor the associated chemical energy release rate. Now one must acknowl-
edge that, in many flow configurations, there can be an interaction between
the character of the flow and the reaction chemistry. When a flow becomes
turbulent, there are fluctuating components of velocity, temperature, density,
pressure, and concentration. The degree to which such components affect
the chemical reactions, heat release rate, and flame structure in a combustion
system depends upon the relative characteristic times associated with each of
these individual parameters. In a general sense, if the characteristic time (7,)
of the chemical reaction is much shorter than a characteristic time (7,,,) associ-
ated with the fluid-mechanical fluctuations, the chemistry is essentially unaf-
fected by the flow field. But if the contra condition (7, > 7,) is true, the fluid
mechanics could influence the chemical reaction rate, energy release rates, and
flame structure.

The interaction of turbulence and chemistry, which constitutes the field of
turbulent reacting flows, is of importance whether flame structures exist or not.
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The concept of turbulent reacting flows encompasses many different meanings
and depends on the interaction range, which is governed by the overall character
of the flow environment. Associated with various flows are different character-
istic times, or, as more commonly used, different characteristic lengths.

There are many different aspects to the field of turbulent reacting flows.
Consider, for example, the effect of turbulence on the rate of an exothermic
reaction typical of those occurring in a turbulent flow reactor. Here, the fluctu-
ating temperatures and concentrations could affect the chemical reaction and
heat release rates. Then, there is the situation in which combustion products
are rapidly mixed with reactants in a time much shorter than the chemical
reaction time. (This latter example is the so-called stirred reactor, which will
be discussed in more detail in the next section.) In both of these examples, no
flame structure is considered to exist.

Turbulence-chemistry interactions related to premixed flames comprise
another major stability category. A turbulent flow field dominated by large-
scale, low-intensity turbulence will affect a premixed laminar flame so that it
appears as a wrinkled laminar flame. The flame would be contiguous throughout
the front. As the intensity of turbulence increases, the contiguous flame front is
partially destroyed and laminar flamelets exist within turbulent eddies. Finally,
at very high-intensity turbulence, all laminar flame structure disappears and one
has a distributed reaction zone. Time-averaged photographs of these three flames
show a very bushy flame front that looks very thick in comparison to the smooth
thin zone that characterizes a laminar flame. However, when a very fast response
thermocouple is inserted into these three flames, the fluctuating temperatures in
the first two cases show a bimodal probability density function with well-defined
peaks at the temperatures of the unburned and completely burned gas mixtures.
But a bimodal function is not found for the distributed reaction case.

Under premixed fuel-oxidizer conditions the turbulent flow field causes
a mixing between the different fluid elements, so the characteristic time was
given the symbol 7,,,. In general with increasing turbulent intensity, this time
approaches the chemical time, and the associated length approaches the flame
or reaction zone thickness. Essentially the same is true with respect to non-
premixed flames. The fuel and oxidizer (reactants) in non-premixed flames are
not in the same flow stream; and, since different streams can have different
velocities, a gross shear effect can take place and coherent structures (eddies)
can develop throughout this mixing layer. These eddies enhance the mixing of
fuel and oxidizer. The same type of shear can occur under turbulent premixed
conditions when large velocity gradients exist.

The complexity of the turbulent reacting flow problem is such that it is best
to deal first with the effect of a turbulent field on an exothermic reaction in a
plug flow reactor. Then the different turbulent reacting flow regimes will be
described more precisely in terms of appropriate characteristic lengths, which
will be developed from a general discussion of turbulence. Finally, the turbu-
lent premixed flame will be examined in detail.
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1. The Rate of Reaction in a Turbulent Field

As an excellent, simple example of how fluctuating parameters can affect a
reacting system, one can examine how the mean rate of a reaction would differ
from the rate evaluated at the mean properties when there are no correlations
among these properties. In flow reactors, time-averaged concentrations and
temperatures are usually measured, and then rates are determined from these
quantities. Only by optical techniques or very fast response thermocouples
could the proper instantaneous rate values be measured, and these would fluc-
tuate with time.

The fractional rate of change of a reactant can be written as

W= _kpnflyin = _AefE/RT(P/R)nfl TlfnYin

where the Y;’s are the mass fractions of the reactants. The instantaneous change
in rate is given by

dis = —A(P/R)"™" [(EIRT?)eE/RT T\=nyn dT
+(1—n) T e ERT yn a1
+nefE/RT TlfnYinfl dY]

do> = (EIRT)x(dTIT) + (1 — n)x(dTIT) + wn(dY,/Y,)

or
dwlo = [EIRT + (1— n)] (dTIT) + n(dY,/Y,)

For most hydrocarbon flame or reacting systems the overall order of reac-
tion is about 2, E/R is approximately 20,000K, and the flame temperature is
about 2000K. Thus,

(EIRT)+(1—n) =9

and it would appear that the temperature variation is the dominant factor. Since
the temperature effect comes into this problem through the specific reaction
rate constant, the problem simplifies to whether the mean rate constant can be
represented by the rate constant evaluated at the mean temperature.

In this hypothetical simplified problem one assumes further that the tem-
perature T fluctuates with time around some mean represented by the form

T(IT =1+ a,f(t)

where a,, is the amplitude of the fluctuation and f{f) is some time-varying func-
tion in which

—1=f(t)=+1
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and

7-1 f T(t)dt

0

2

over some time interval 7. 7(f) can be considered to be composed of T+ T'(1),
where 7" is the fluctuating component around the mean. Ignoring the tem-
perature dependence in the pre-exponential, one writes the instantaneous—rate
constant as

k(T) = A exp(—E/RT)
and the rate constant evaluated at the mean temperature as

k(T) = A exp(—E/RT)
Dividing the two expressions, one obtains

{K(TYK(T)} = exp {(E/RT)[1 = (T/T)]}
Obviously, then, for small fluctuations
1= (TIT) = [a, fOVI1 + a, ()] = a,f(t)

The expression for the mean rate is written as

KT _ 1k 17
TR LA { [ r (t)]
, 2
1 E
;{ I+ —=a,f(0+ [ = @[

But recall

ff(l)dZZO and 0= f2( =1
0

Examining the third term, it is apparent that

lT 2 £2
a tdt<_a2
'rf nf() n

0
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since the integral of the function can never be greater than 1. Thus,

KI) (L[ E Akm—k<f><1[£a ]
- 2\RT "

2
KT 2 [ﬁ a”] o K(T) 2

If the amplitude of the temperature fluctuations is of the order of 10% of the
mean temperature, one can take @, = 0.1; and if the fluctuations are consid-
ered sinusoidal, then

1 f sin? 1 di =+
T 2
Thus for the example being discussed,
1(E ) _ 1(40,000%0.1) 1
A = — —_an = |- " A ; i
4\ RT 41 2X2000 4

or a 25% difference in the two rate constants.

This result could be improved by assuming a more appropriate distribution
function of 7" instead of a simple sinusoidal fluctuation; however, this exam-
ple—even with its assumptions—usefully illustrates the problem. Normally,
probability distribution functions are chosen. If the concentrations and temper-
atures are correlated, the rate expression becomes very complicated. Bilger [47]
has presented a form of a two-component mean-reaction rate when it is
expanded about the mean states, as follows:

~0 = pP¥, exp(—EIRT) {1 + (2P} + (YY)
+ 20V, 1Y) + 20 Y, 1Y)
+ (EIRT) (Y, T'IYY) (V;TIY,T)
H(EI2RT) — 1] (T"2IT?) + }

2. Regimes of Turbulent Reacting Flows

The previous example epitomizes how the reacting media can be affected by
a turbulent field. To understand the detailed effect, one must understand the
elements of the field of turbulence. When considering turbulent combustion
systems in this regard, a suitable starting point is the consideration of the quan-
tities that determine the fluid characteristics of the system. The material pre-
sented subsequently has been mostly synthesized from Refs. [48] and [49].
Most flows have at least one characteristic velocity, U, and one characteristic
length scale, L, of the device in which the flow takes place. In addition there is at
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least one representative density py and one characteristic temperature 7;, usually
the unburned condition when considering combustion phenomena. Thus, a char-
acteristic kinematic viscosity vy = pg/py can be defined, where i is the coef-
ficient of viscosity at the characteristic temperature 7,.. The Reynolds number
for the system is then Re = UL/y,. It is interesting that v is approximately pro-
portional to 72. Thus, a change in temperature by a factor of 3 or more, quite
modest by combustion standards, means a drop in Re by an order of magnitude.
Thus, energy release can damp turbulent fluctuations. The kinematic viscosity v
is inversely proportional to the pressure P, and changes in P are usually small; the
effects of such changes in v typically are much less than those of changes in 7.

Even though the Reynolds number gives some measure of turbulent phe-
nomena, flow quantities characteristic of turbulence itself are of more direct
relevance to modeling turbulent reacting systems. The turbulent kinetic energy
g may be assigned a representative value 9o at a suitable reference point. The
relative intensity of the turbulence is then characterized by either g,/(1/2U?)
or U'/U, where U’ = (2g,)"*> is a representative root-mean-square velocity
fluctuation. Weak turbulence corresponds to U’'/U < 1 and intense turbulence
has U'/U of the order unity.

Although a continuous distribution of length scales is associated with the
turbulent fluctuations of velocity components and of state variables (P, p, T),
it is useful to focus on two widely disparate lengths that determine separate
effects in turbulent flows. First, there is a length [y, which characterizes the large
eddies, those of low frequencies and long wavelengths; this length is sometimes
referred to as the integral scale. Experimentally, [, can be defined as a length
beyond which various fluid-mechanical quantities become essentially uncorre-
lated; typically, [, is less than L but of the same order of magnitude. This length
can be used in conjunction with U’ to define a turbulent Reynolds number

R, =U'lylv,

which has more direct bearing on the structure of turbulence in flows than does
Re. Large values of R; can be achieved by intense turbulence, large-scale tur-
bulence, and small values of v produced, for example, by low temperatures or
high pressures. The cascade view of turbulence dynamics is restricted to large
values of R;. From the characterization of U’ and [, it is apparent that R; < Re.

The second length scale characterizing turbulence is that over which molecu-
lar effects are significant; it can be introduced in terms of a representative rate of
dissipation of velocity fluctuations, essentially the rate of dissipation of the tur-
bulent kinetic energy. This rate of dissipation, which is given by the symbol &, is

@ WP _ Wy
t AUy T

& =

This rate estimate corresponds to the idea that the time scale over which
velocity fluctuations (turbulent kinetic energy) decay by a factor of (1/e) is
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the order of the turning time of a large eddy. The rate ¢, increases with turbu-
lent kinetic energy (which is due principally to the large-scale turbulence) and
decreases with increasing size of the large-scale eddies. For the small scales at
which molecular dissipation occurs, the relevant parameters are the kinematic
viscosity, which causes the dissipation, and the rate of dissipation. The only
length scale that can be constructed from these two parameters is the so-called
Kolmogorov length (scale):

1/4
3
- [V_] _
o

However, note that

1/4
cm® s73

= (cm*H)" =1cm
(cm3s73) (lecm™!) (em™)

L = WAL IUP T = [WAHIUY BTV = (3R}

Therefore
L =1 /R13/ 4

This length is representative of the dimension at which dissipation occurs and
defines a cut-off of the turbulence spectrum. For large R, there is a large spread
of the two extreme lengths characterizing turbulence. This spread is reduced with
the increasing temperature found in combustion of the consequent increase in 1.

Considerations analogous to those for velocity apply to scalar fields as
well, and lengths analogous to /; have been introduced for these fields. They
differ from /. by factors involving the Prandtl and Schmidt numbers, which
differ relatively little from unity for representative gas mixtures. Therefore, to
a first approximation for gases, /, may be used for all fields and there is no
need to introduce any new corresponding lengths.

An additional length, intermediate in size between [ and [, which often arises
in formulations of equations for average quantities in turbulent flows is the Taylor
length (), which is representative of the dimension over which strain occurs in
a particular viscous medium. The strain can be written as (U'/ly). As before, the
length that can be constructed between the strain and the viscous forces is

A =[viUny))"?
N2 = Wiy /U") = WiGIU'ly) = (3IR,)
and then

A=1y/R}2

In a sense, the Taylor microscale is similar to an average of the other scales, [,
and [, but heavily weighted toward /.
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Recall that there are length scales associated with laminar flame structures
in reacting flows. One is the characteristic thickness of a premixed flame, 4;,
given by

172 5 _1\72
S|l = |EMES | —qem
E T 157!

The derivation is, of course, consistent with the characteristic velocity in the flame
speed problem. This velocity is obviously the laminar flame speed itself, so that

As discussed in an earlier section, ¢; is the characteristic length of the
flame and includes the thermal preheat region and that associated with the
zone of rapid chemical reaction. This reaction zone is the rapid heat release
flame segment at the high-temperature end of the flame. The earlier discus-
sion of flame structure from detailed chemical kinetic mechanisms revealed
that the heat release zone need not be narrow compared to the preheat zone.
Nevertheless, the magnitude of ¢; does not change, no matter what the analy-
sis of the flame structure is. It is then possible to specify the characteristic time
of the chemical reaction in this context to be

T. X

c

1| &
wlp St
It may be expected, then, that the nature of the various turbulent flows, and
indeed the structures of turbulent flames, may differ considerably and their char-
acterization would depend on the comparison of these chemical and flow scales
in a manner specified by the following inequalities and designated flame type:

o <l L <6 <X A< <y Iy <6
Wrinkled Severely wrinkled  Flamelets in ~ Distributed reaction
flame flame eddies front

The nature, or more precisely the structure, of a particular turbulent flame
implied by these inequalities cannot be exactly established at this time. The
reason is that values of p, [, A, or [y cannot be explicitly measured under a
given flow condition or analytically estimated. Many of the early experiments
with turbulent flames appear to have operated under the condition & < [y, so
the early theories that developed specified this condition in expressions for
St. The flow conditions under which é;, would indeed be less than / has been
explored analytically in detail and will be discussed subsequently.
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To expand on the understanding of the physical nature of turbulent flames,
it is also beneficial to look closely at the problem from a chemical point of
view, exploring how heat release and its rate affect turbulent flame structure.

One begins with the characteristic time for chemical reaction designated 7,
which was defined earlier. (Note that this time would be appropriate whether a
flame existed or not.) Generally, in considering turbulent reacting flows, chem-
ical lengths are constructed to be U, or U'7.. Then comparison of an appro-
priate chemical length with a fluid dynamic length provides a nondimensional
parameter that has a bearing on the relative rate of reaction. Nondimensional
numbers of this type are called Damkohler numbers and are conventionally
given the symbol Da. An example appropriate to the considerations here is

Da = (Iy/U'r,) = (1,/7.) = (,S,/U'5,)

where 7, is a mixing (turbulent) time defined as ([/U"), and the last equality
in the expression applies when there is a flame structure. Following the earlier
development, it is also appropriate to define another turbulent time based on
the Kolmogorov scale 7, = (/)2

For large Damkohler numbers, the chemistry is fast (i.e., reaction time is
short) and reaction sheets of various wrinkled types may occur. For small Da
numbers, the chemistry is slow and well-stirred flames may occur.

Two other nondimensional numbers relevant to the chemical reaction aspect of
this problem [42] have been introduced by Frank-Kamenetskii and others. These
Frank-Kamenetskii numbers (FK) are the nondimensional heat release FK; =
(Qyfc,Ty), where Q, is the chemical heat release of the mixture and T is the flame
(or reaction) temperature; and the nondimensional activation energy FK, = (T,/T}),
where the activation temperature 7, = (E,/R). Combustion, in general, and turbu-
lent combustion, in particular, are typically characterized by large values of these
numbers. When FK is large, chemistry is likely to have a large influence on tur-
bulence. When FK, is large, the rate of reaction depends strongly on the tem-
perature. It is usually true that the larger the FK,, the thinner will be the region
in which the principal chemistry occurs. Thus, irrespective of the value of the
Damkohler number, reaction zones tend to be found in thin, convoluted sheets in
turbulent flows, for both premixed and non-premixed systems having large FKo.
For premixed flames, the thickness of the reaction region has been shown to be of
the order ¢6; /FK,. Different relative sizes of 6;/FK, and fluid-mechanical lengths,
therefore, may introduce additional classes of turbulent reacting flows.

The flames themselves can alter the turbulence. In simple open Bunsen
flames whose tube Reynolds number indicates that the flow is in the turbulent
regime, some results have shown that the temperature effects on the viscosity
are such that the resulting flame structure is completely laminar. Similarly, for
a completely laminar flow in which a simple wire is oscillated near the flame
surface, a wrinkled flame can be obtained (Fig. 4.41). Certainly, this example
is relevant to &p < [i; that is, a wrinkled flame. Nevertheless, most open flames
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FIGURE 4.41 Flow turbulence induced by a vibrating wire. Spark shadowgraph of 5.6%
propane-air flame [after Markstein, Proc. Combust. Inst. 7, 289 (1959)].

created by a turbulent fuel jet exhibit a wrinkled flame type of structure.
Indeed, short-duration Schlieren photographs suggest that these flames have
continuous surfaces. Measurements of flames such as that shown in Figs. 4.42a
and 4.42b have been taken at different time intervals and the instantaneous
flame shapes verify the continuous wrinkled flame structure. A plot of these
instantaneous surface measurements results in a thick flame region (Fig. 4.43),
just as the eye would visualize that a larger number of these measurements
would result in a thick flame. Indeed, turbulent premixed flames are described
as bushy flames. The thickness of this turbulent flame zone appears to be
related to the scale of turbulence. Essentially, this case becomes that of severe
wrinkling and is categorized by [, < é;, < . Increased turbulence changes the
character of the flame wrinkling, and flamelets begin to form. These flame ele-
ments take on the character of a fluid-mechanical vortex rather than a simple
distorted wrinkled front, and this case is specified by A < ¢, [. For 6, << [,
some of the flamelets fragment from the front and the flame zone becomes
highly wrinkled with pockets of combustion. To this point, the flame is consid-
ered practically contiguous. When [, < §;, contiguous flames no longer exist
and a distributed reaction front forms. Under these conditions, the fluid mix-
ing processes are very rapid with respect to the chemical reaction time and the
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FIGURE 4.42 Short durations in Schlieren photographs of open turbulent flames [after Fox and
Weinberg, Proc. Roy. Soc. Lond., A 268, 222 (1962)].

FIGURE 4.43 Superimposed contours of instantaneous flame boundaries in a turbulent flame
[after Fox and Weinberg, Proc. Roy. Soc. Lond., A 268, 222 (1962)].
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reaction zone essentially approaches the condition of a stirred reactor. In such
a reaction zone, products and reactants are continuously intermixed.

For a better understanding of this type of flame occurrence and for more
explicit conditions that define each of these turbulent flame types, it is neces-
sary to introduce the flame stretch concept. This will be done shortly, at which
time the regions will be more clearly defined with respect to chemical and flow
rates with a graph that relates the nondimensional turbulent intensity, Reynolds
numbers, Damkohler number, and characteristic lengths /.

First, however, consider that in turbulent Bunsen flames the axial compo-
nent of the mean velocity along the centerline remains almost constant with
height above the burner; but away from the centerline, the axial mean velocity
increases with height. The radial outflow component increases with distance
from the centerline and reaches a peak outside the flame. Both axial and radial
components of turbulent velocity fluctuations show a complex variation with
position and include peaks and troughs in the flame zone. Thus, there are indi-
cations of both generation and removal of turbulence within the flame. With
increasing height above the burner, the Reynolds shear stress decays from that
corresponding to an initial pipe flow profile.

In all flames there is a large increase in velocity as the gases enter the
burned gas state. Thus, it should not be surprising that the heat release itself can
play a role in inducing turbulence. Such velocity changes in a fixed combustion
configuration can cause shear effects that contribute to the turbulence phenome-
non. There is no better example of some of these aspects than the case in which
turbulent flames are stabilized in ducted systems. The mean axial velocity field
of ducted flames involves considerable acceleration resulting from gas expan-
sion engendered by heat release. Typically, the axial velocity of the unburned
gas doubles before it is entrained into the flame, and the velocity at the cen-
terline at least doubles again. Large mean velocity gradients are therefore pro-
duced. The streamlines in the unburned gas are deflected away from the flame.

The growth of axial turbulence in the flame zone of these ducted systems
is attributed to the mean velocity gradient resulting from the combustion. The
production of turbulence energy by shear depends on the product of the mean
velocity gradient and the Reynolds stress. Such stresses provide the most plau-
sible mechanism for the modest growth in turbulence observed.

Now it is important to stress that, whereas the laminar flame speed is a
unique thermochemical property of a fuel-oxidizer mixture ratio, a turbulent
flame speed is a function not only of the fuel-oxidizer mixture ratio, but also
of the flow characteristics and experimental configuration. Thus, one encoun-
ters great difficulty in correlating the experimental data of various investiga-
tors. In a sense, there is no flame speed in a turbulent stream. Essentially, as a
flow field is made turbulent for a given experimental configuration, the mass
consumption rate (and hence the rate of energy release) of the fuel-oxidizer
mixture increases. Therefore, some researchers have found it convenient to
define a turbulent flame speed St as the mean mass flux per unit area (in a
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coordinate system fixed to the time-averaged motion of the flame) divided by
the unburned gas density py. The area chosen is the smoothed surface of the
time-averaged flame zone. However, this zone is thick and curved; thus the
choice of an area near the unburned gas edge can give quite a different result
than one in which a flame position is taken in the center or the burned gas side
of the bushy flame. Therefore, a great deal of uncertainty is associated with the
various experimental values of St reported. Nevertheless, definite trends have
been reported. These trends can be summarized as follows:

1. St is always greater than Sy. This trend would be expected once the
increased area of the turbulent flame allows greater total mass consumption.

2. St increases with increasing intensity of turbulence ahead of the flame.
Many have found the relationship to be approximately linear. (This point
will be discussed later.)

3. Some experiments show St to be insensitive to the scale of the approach
flow turbulence.

4. In open flames, the variation of St with composition is generally much the
same as for S;, and St has a well-defined maximum close to stoichiometric.
Thus, many report turbulent flame speed data as the ratio of S1/S;.

5. Very large values of St may be observed in ducted burners at high approach
flow velocities. Under these conditions, St increases in proportion to the
approach flow velocities, but is insensitive to approach flow turbulence and
composition. It is believed that these effects result from the dominant influ-
ence of turbulence generated within the stabilized flame by the large veloc-
ity gradients.

The definition of the flame speed as the mass flux through the flame per
unit area of the flame divided by the unburned gas density p, is useful for tur-
bulent nonstationary and oblique flames as well.

Now with regard to stretch, consider first a plane oblique flame. Because
of the increase in velocity demanded by continuity, a streamline through such
an oblique flame is deflected toward the direction of the normal to the flame
surface. The velocity vector may be broken up into a component normal to the
flame wave and a component tangential to the wave (Fig. 4.44). Because of
the energy release, the continuity of mass requires that the normal component

Flame

FIGURE 4.44 Deflection of the velocity vector through an oblique flame.
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increase on the burned gas side while, of course, the tangential component
remains the same. A consequence of the tangential velocity is that fluid ele-
ments in the oblique flame surface move along this surface. If the surface is
curved, adjacent points traveling along the flame surface may move either far-
ther apart (flame stretch) or closer together (flame compression).

An oblique flame is curved if the velocity U of the approach flow varies
in a direction y perpendicular to the direction of the approach flow. Strehlow
showed that the quantity

K, = (8, /U)@UIdy)

which is known as the Karlovitz flame stretch factor, is approximately equal
to the ratio of the flame thickness ¢; to the flame curvature. The Karlovitz
school has argued that excessive stretching can lead to local quenching of the
reaction. Klimov [50], and later Williams [51], analyzed the propagation of a
laminar flame in a shear flow with velocity gradient in terms of a more general
stretch factor

K, = (6_/S,)(1/\) dA/dr

where A is the area of an element of flame surface, dA/dt is its rate of increase,
and 6;/Sy is a measure of the transit time of the gases passing through the
flame. Stretch (K, > 0) is found to reduce the flame thickness and to increase
reactant consumption per unit area of the flame and large stretch (K, >=> 0)
may lead to extinction. On the other hand, compression (K, < 0) increases
flame thickness and reduces reactant consumption per unit incoming reac-
tant area. These findings are relevant to laminar flamelets in a turbulent flame
structure.

Since the concern here is with the destruction of a contiguous laminar
flame in a turbulent field, consideration must also be given to certain inher-
ent instabilities in laminar flames themselves. There is a fundamental hydro-
dynamic instability as well as an instability arising from the fact that mass and
heat can diffuse at different rates; that is, the Lewis number (Le) is nonunity. In
the latter mechanism, a flame instability can occur when the Le number (o/D)
is less than 1.

Consider initially the hydrodynamic instability—that is, the one due to the
flow—Afirst described by Darrieus [52], Landau [53], and Markstein [54]. If no
wrinkle occurs in a laminar flame, the flame speed Sy is equal to the upstream
unburned gas velocity U,. But if a minor wrinkle occurs in a laminar flame,
the approach flow streamlines will either diverge or converge as shown in
Fig. 4.45. Considering the two middle streamlines, one notes that, because of
the curvature due to the wrinkle, the normal component of the velocity, with
respect to the flame, is less than Uj,. Thus, the streamlines diverge as they enter
the wrinkled flame front. Since there must be continuity of mass between
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FIGURE 4.45 Convergence—divergence of the flow streamlines due to a wrinkle in a laminar
flame.

the streamlines, the unburned gas velocity at the front must decrease owing
to the increase of area. Since Sy is now greater than the velocity of unburned
approaching gas, the flame moves farther downstream and the wrinkle is
accentuated. For similar reasons, between another pair of streamlines if the
unburned gas velocity increases near the flame front, the flame bows in the
upstream direction. It is not clear why these instabilities do not keep grow-
ing. Some have attributed the growth limit to nonlinear effects that arise in
hydrodynamics.

When the Lewis number is nonunity, the mass diffusivity can be greater
than the thermal diffusivity. This discrepancy in diffusivities is important with
respect to the reactant that limits the reaction. Ignoring the hydrodynamic
instability, consider again the condition between a pair of streamlines enter-
ing a wrinkle in a laminar flame. This time, however, look more closely at the
flame structure that these streamlines encompass, noting that the limiting reac-
tant will diffuse into the flame zone faster than heat can diffuse from the flame
zone into the unburned mixture. Thus, the flame temperature rises, the flame
speed increases, and the flame wrinkles bow further in the downstream direc-
tion. The result is a flame that looks very much like the flame depicted for the
hydrodynamic instability in Fig. 4.45. The flame surface breaks up continu-
ously into new cells in a chaotic manner, as photographed by Markstein [54].
There appears to be, however, a higher-order stabilizing effect. The fact that
the phenomenon is controlled by a limiting reactant means that this cellular
condition can occur when the unburned premixed gas mixture is either fuel-
rich or fuel-lean. It should not be surprising, then, that the most susceptible
mixture would be a lean hydrogen—air system.

Earlier it was stated that the structure of a turbulent velocity field may
be presented in terms of two parameters—the scale and the intensity of tur-
bulence. The intensity was defined as the square root of the turbulent kinetic
energy, which essentially gives a root-mean-square velocity fluctuation U’.
Three length scales were defined: the integral scale [, which characterizes
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FIGURE 4.46 Characteristic parametric relationships of premixed turbulent combustion. The
Klimov—Williams criterion is satisfied below the heavy line /, = §.

the large eddies; the Taylor microscale A, which is obtained from the rate of
strain; and the Kolmogorov microscale [, which typifies the smallest dissi-
pative eddies. These length scales and the intensity can be combined to form
not one, but three turbulent Reynolds numbers: Ry = U'ly/v, Ry, = U'Mv, and
Ry = U'li/v. From the relationship between [y, A, and [, previously derived it is
found that R, ~ R? ~ R}.

There is now sufficient information to relate the Damkohler number Da
and the length ratios [y/6;, L/é; and [yl to a nondimensional velocity ratio
U'/S;, and the three turbulence Reynolds numbers. The complex relationships
are given in Fig. 4.46 and are very informative. The right-hand side of the fig-
ure has Ry, > 100 and ensures the length-scale separation that is characteristic
of high Reynolds number behavior. The largest Damkohler numbers are found
in the bottom right corner of the figure.

Using this graph and the relationship it contains, one can now address the
question of whether and under what conditions a laminar flame can exist in
a turbulent flow. As before, if allowance is made for flame front curvature
effects, a laminar flame can be considered stable to a disturbance of suffi-
ciently short wavelength; however, intense shear can lead to extinction. From
solutions of the laminar flame equations in an imposed shear flow, Klimov [50]
and Williams [51] showed that a conventional propagating flame may exist
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only if the stretch factor K, is less than a critical value of unity. Modeling the
area change term in the stretch expression as

(U/A) dA/dt =~ U'/ X
and recalling that
o, = IS,
one can define the Karlovitz number for stretch in turbulent flames as

_sU
27 SA

with no possibility of negative stretch. Thus

But as shown earlier
L =1/R*  or 2 =1R"

so that
K, = 6E/lk = ((‘)‘L/lk)2

Thus, the criterion to be satisfied if a laminar flame is to exist in a turbulent
flow is that the laminar flame thickness & be less than the Kolmogorov micro-
scale [, of the turbulence.
The heavy line in Fig. 4.46 indicates the conditions & = /. This line is
drawn in this fashion since
2
_oUu v v v (UH? 1
SN SEAN O SE AU S R,

v

~ R
S, A

Thus for (U'/S;) =1, Ry = 1; and for (U'/S;) = 10, Ry, = 100. The other
Reynolds numbers follow from R} = R} = R, .

Below and to the right of this line, the Klimov—Williams criterion is satis-
fied and wrinkled laminar flames may occur. The figure shows that this region
includes both large and small values of turbulence Reynolds numbers and
velocity ratios (U'/Sy) both greater and less than 1, but predominantly large Da.

Above and to the left of the criterion line is the region in which [ < §;.
According to the Klimov—Williams criterion, the turbulent velocity gradients
in this region, or perhaps in a region defined with respect to any of the charac-
teristic lengths, are sufficiently intense that they may destroy a laminar flame.
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The figure shows U’ = Sy in this region and Da is predominantly small. At
the highest Reynolds numbers the region is entered only for very intense tur-
bulence, U’ = S;. The region has been considered a distributed reaction zone
in which reactants and products are somewhat uniformly dispersed through-
out the flame front. Reactions are still fast everywhere, so that unburned mix-
ture near the burned gas side of the flame is completely burned before it leaves
what would be considered the flame front. An instantaneous temperature meas-
urement in this flame would yield a normal probability density function—more
importantly, one that is not bimodal.

3. The Turbulent Flame Speed

Although a laminar flame speed S;, is a physicochemical and chemical kinetic
property of the unburned gas mixture that can be assigned, a turbulent flame
speed St is, in reality, a mass consumption rate per unit area divided by the
unburned gas mixture density. Thus, St must depend on the properties of the
turbulent field in which it exists and the method by which the flame is sta-
bilized. Of course, difficulty arises with this definition of S because the
time-averaged turbulent flame is bushy (thick) and there is a large difference
between the area on the unburned gas side of the flame and that on the burned
gas side. Nevertheless, many experimental data points are reported as St.

In his attempts to analyze the early experimental data, Damkohler [55] con-
sidered that large-scale, low-intensity turbulence simply distorts the laminar
flame while the transport properties remain the same; thus, the laminar flame
structure would not be affected. Essentially, his concept covered the range of
the wrinkled and severely wrinkled flame cases defined earlier. Whereas a pla-
nar laminar flame would appear as a simple Bunsen cone, that cone is distorted
by turbulence as shown in Fig. 4.43. It is apparent then, that the area of the
laminar flame will increase due to a turbulent field. Thus, Damkohler [55] pro-
posed for large-scale, small-intensity turbulence that

(St/S1) = (AL /A)

where Ay is the total area of laminar surface contained within an area of tur-
bulent flame whose time-averaged area is Ar. Damkohler further proposed that
the area ratio could be approximated by

(A /AL =1+ (Uy/SL)
which leads to the results
Sp=8.+Uy or (Sp/S)) = (UylS) +1

where Uj is the turbulent intensity of the unburned gases ahead of the turbulent
flame front.
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Many groups of experimental data have been evaluated by semiempirical
correlations of the type

(Sp/SL) = A(U,/S.) + B
and
Sy =ARe+B

The first expression here is very similar to the Damkohler result for A and B
equal to 1. Since the turbulent exchange coefficient (eddy diffusivity) cor-
relates well with [,U’ for tube flow and, indeed, [, is essentially constant for
the tube flow characteristically used for turbulent premixed flame studies, it
follows that

U ~¢e¢~ Re

where Re is the tube Reynolds number. Thus, the latter expression has the
same form as the Damkohler result except that the constants would have to
equal 1 and S;, respectively, for similarity.

Schelkin [56] also considered large-scale, small-intensity turbulence. He
assumed that flame surfaces distort into cones with bases proportional to the
square of the average eddy diameter (i.e., proportional to /;). The height of
the cone was assumed proportional to U’ and to the time # during which an
element of the wave is associated with an eddy. Thus, time can be taken as
equal to (/y/S1). Schelkin then proposed that the ratio of S1/S; (average) equals
the ratio of the average cone area to the cone base. From the geometry thus
defined

Ac = Ag[1+ @) "

where Ac is the surface area of the cone and Ag is the area of the base.
Therefore,

Sy =5, [1+@uis 2]

For large values of (U'/Sy), that is, high-intensity turbulence, the preceding
expression reduces to that developed by Damkohler: St ~ U’.

A more rigorous development of wrinkled turbulent flames led Clavin and
Williams [57] to the following result where isotropic turbulence is assumed:

(Sp/Sp) ~ {1+ [(U)2ISE]} 2
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This result differs from Schelkin’s heuristic approach only by the factor of 2
in the second term. The Clavin-Williams expression is essentially restricted to
the case of (U'/S;) << 1. For small (U'/S;), the Clavin—Williams expression
simplifies to

(Sp/S.) ~ 1+ %[(U’)2/SL]

which is quite similar to the Damkohler result. Kerstein and Ashurst [58], in a
reinterpretation of the physical picture of Clavin and Williams, proposed the
expression

(Sp/Sy) ~ {1+ (U'IS )2

Using a direct numerical simulation, Yakhot [59] proposed the relation

(Sp/SL) = expl(U'1S, )2 1(Sy/S, )]

For small-scale, high-intensity turbulence, Damkohler reasoned that the
transport properties of the flame are altered from laminar kinetic theory vis-
cosity v to the turbulent exchange coefficient € so that

(Sp/S,) = (/)2

12 2

This expression derives from S; ~ « . Then, realizing that ¢ ~ U'l,

Sy~ Sy [1+ O]

Schelkin [56] also extended Damkohler’s model by starting from the fact
that the transport in a turbulent flame could be made up of molecular move-
ments (laminar \; ) and turbulent movements, so that

S~ [0 + A ~ {oumo i+ Oeia)]}

where the expression is again analogous to that for Sy . (Note that ) is the thermal
conductivity in this equation, not the Taylor scale.) Then it would follow that

A /T) ~ S
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FIGURE 4.47 General trend of experimental turbulent burning velocity (S1/S;) data as a func-
tion of turbulent intensity (U'/Sy) for R; = 1000 (from Ronney [39]).

and

Sy~ S [1+ O]

or essentially

(Sp/Sy) ~ [1+ (wptv)]

The Damkohler turbulent exchange coefficient ¢ is the same as v, so that
both expressions are similar, particularly in that for high-intensity turbulence
€ >> v. The Damkohler result for small-scale, high-intensity turbulence that

(Sy/S,) ~ Re'”

is significant, for it reveals that (S1/S;) is independent of (U'/Sy) at fixed Re.
Thus, as stated earlier, increasing turbulence levels beyond a certain value
increases St very little, if at all. In this regard, it is well to note that Ronney
[39] reports smoothed experimental data from Bradley [46] in the form (S1/S;)
versus (U'/S;) for Re = 1000. Ronney’s correlation of these data are reinter-
preted in Fig. 4.47. Recall that all the expressions for small-intensity, large-
scale turbulence were developed for small values of (U'/S;) and reported a
linear relationship between (U'/S;) and (St/Sp). It is not surprising, then, that
a plot of these expressions—and even some more advanced efforts which
also show linear relations—do not correlate well with the curve in Fig. 4.47.
Furthermore, most developments do not take into account the effect of stretch
on the turbulent flame. Indeed, the expressions reported here hold and show
reasonable agreement with experiment only for (U'/S;) << 1. Bradley [46]
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FIGURE 4.48 Turbulent combustion regimes (from Abdel-Gayed et al. [61])

suggests that burning velocity is reduced with stretch, that is, as the Karlovitz
stretch factor K, increases. There are also some Lewis number effects. Refer to
Ref. [39] for more details and further insights.

The general data representation in Fig. 4.47 does show a rapid rise of (S1/S)
for values of (U’'/S;) << 1. It is apparent from the discussion to this point that
as (U'/S1) becomes greater than 1, the character of the turbulent flame varies;
and under the appropriate turbulent variables, it can change as depicted in Fig.
4.48, which essentially comes from Borghi [60] as presented by Abdel-Gayed
et al. [61].

G. STIRRED REACTOR THEORY

In the discussion of premixed turbulent flames, the case of infinitely fast mix-
ing of reactants and products was introduced. Generally this concept is referred
to as a stirred reactor. Many investigators have employed stirred reactor theory
not only to describe turbulent flame phenomena, but also to determine overall
reaction kinetic rates [23] and to understand stabilization in high-velocity
streams [62]. Stirred reactor theory is also important from a practical point of
view because it predicts the maximum energy release rate possible in a fixed
volume at a particular pressure.

Consider a fixed volume V into which fuel and air are injected at a fixed
total mass flow rate m and temperature 7,,. The fuel and air react in the volume
and the injection of reactants and outflow of products (also equal to 1) are so
oriented that within the volume there is instantaneous mixing of the unburned
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gases and the reaction products (burned gases). The reactor volume attains
some steady temperature T and pressure P. The temperature of the gases leav-
ing the reactor is, thus, Ty as well. The pressure differential between the reactor
and the exit is generally considered to be small. The mass leaving the reactor
contains the same concentrations as those within the reactor and thus contains
products as well as fuel and air. Within the reactor there exists a certain con-
centration of fuel (F) and air (A), and also a fixed unburned mass fraction, 1.
Throughout the reactor volume, Ty, P, (F), (A), and ¢ are constant and fixed,
that is, the reactor is so completely stirred that all elements are uniform every-
where. Figure 4.49 depicts the stirred reactor concept in a generalized manner.

The stirred reactor may be compared to a plug flow reactor in which
premixed fuel-air mixtures flow through the reaction tube. In this case, the
unburned gases enter at temperature 7, and leave the reactor at the flame tem-
perature T;. The system is assumed to be adiabatic. Only completely burned
products leave the reactor. This reactor is depicted in Fig. 4.50.

The volume required to convert all the reactants to products for the plug
flow reactor is greater than that for the stirred reactor. The final temperature is,
of course, higher than the stirred reactor temperature.

It is relatively straightforward to develop the controlling parameters of a
stirred reactor process. If ¢ is defined as the unburned mass fraction, it must
follow that the fuel-air mass rate of burning Ry is

Ry = m(l — )
P TR
Fuel and Products that contain
air y some fuel and air
m, Ty m,Tg
F
A 4

FIGURE 4.49 Variables of a stirred reactor system of fixed volume.

—_m_ Ti>Tr

ls.

FIGURE 4.50 Variables in plug flow reactor.



Flame Phenomena in Premixed Combustible Gases 237

and the rate of heat evolution ¢ is
g = gm(l1—1)

where ¢ is the heat of reaction per unit mass of reactants for the given fuel-air
ratio. Assuming that the specific heat of the gases in the stirred reactor can be
represented by some average quantity c,, one can write an energy balance as

g(1— ) = i, (Ty — Ty)

For the plug flow reactor or any similar adiabatic system, it is also possible to
define an average specific heat that takes its explicit definition from

Ep = q/(]-"f - T(])

To a very good approximation these two average specific heats can be assumed
equal. Thus, it follows that

A=) =Ty —TIT; —Ty), =T —TT; —Tp)

The mass burning rate is determined from the ordinary expression for
chemical kinetic rates; that is, the fuel consumption rate is given by

dB)dt = —(F)(A)Z' e ERT: = —(F)2(A/F)Z' e E/RTx

where (A/F) represents the air—fuel ratio. The concentration of the fuel can be
written in terms of the total density and unburned mass fraction

(F) 1
F = =
® (A) + (F) v (A/F) +1 pv
which permits the rate expression to be written as
dF) _ 1 2 [ A ] 71 o EIRT,
dt [(A/F) + 1] F

Now the great simplicity in stirred reactor theory is realizable. Since (F), (A),
and Ty are constant in the reactor, the rate of conversion is constant. It is now
possible to represent the mass rate of burning in terms of the preceding chemi-
cal kinetic expression:

W+ E) dEF)

m(l =) = i
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or
m(l =) = +V Al ;2 é] P27 e EIRT
F [(A/F)+ 1] L F
From the equation of state, by defining
—_— Z’
[(A/F) +1]

and substituting for (1 — ) in the last rate expression, one obtains

(7

By dividing through by P?, one observes that

2 BeEIRTy

Iy — T

P
RT,

(T; — T)?
Iy — T

m/VP?) = f(Ty) = f(A/F)
or
m/VP*)(Ty —Ty) = f(Tx) = f(A/F)

which states that the heat release is also a function of Ty.

This derivation was made as if the overall order of the air—fuel reaction
were 2. In reality, this order is found to be closer to 1.8. The development could
have been carried out for arbitrary overall order n, which would give the result

(/VP")(Tg — Ty) = f(Tx) = f(A/F)

A plot of (m/VP?)(Ty —T,) versus Ty reveals a multivalued graph that
exhibits a maximum as shown in Fig. 4.51. The part of the curve in Fig. 4.51 that
approaches the value T, asymptotically cannot exist physically since the mixture
could not be ignited at temperatures this low. In fact, the major part of the curve,
which is to the left of T, has no physical meaning. At fixed volume and pres-
sure it is not possible for both the mass flow rate and temperature of the reactor
to rise. The only stable region exists between Ty, to T}. Since it is not possible to
mix some unburned gases with the product mixture and still obtain the adiabatic
flame temperature, the reactor parameter must go to zero when Tz = T.

The value of Ty, which gives the maximum value of the heat release, is
obtained by maximizing the last equation. The result is

Tropt = d
RoPU | + (2RT,/E)
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FIGURE 4.51 Stirred reactor parameter (mIVP(Tg - Ty) as a function of reactor
temperature Tg.

Forhydrocarbons, the activation energy falls within arange of 120—160 kJ/mol
and the flame temperature in a range of 2000-3000 K. Thus,

Ty op/T1) ~ 0.75

Stirred reactor theory reveals a fixed maximum mass loading rate for a
fixed reactor volume and pressure. Any attempts to overload the system will
quench the reaction. It is also worth noting that stirred reactor analysis for both
non-dilute and dilute systems does give the maximum overall energy release
rate that is possible for a given fuel-oxidizer mixture in a fixed volume at a
given pressure. Attempts have been made to determine chemical kinetic param-
eters from stirred reactor measurements. The usefulness of such measurements
at high temperatures and for non-dilute fuel-oxidizer mixtures is limited. Such
analyses are based on the assumption of complete instantaneous mixing, which
is impossible to achieve experimentally. However, for dilute mixtures at low
and intermediate temperatures where the Damkohler number (Da = 1,/7.) is
small, studies have been performed to investigate the behaviors of reaction
mechanisms [63].

Using the notation of Chapter 2 Section H3, Egs. (2.61) and (2.62) may be
rewritten in terms of the individual species equations and the energy equation.
The species equations are given by

dmj . cx .
o =VoMW, +m; —m; j=1....n 4.76)

where m; is the mass of the jth species in the reactor (and reactor outlet), V

is the volume of the reactor, w ! is the chemical production rate of species j,
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MW; is the molecular weight of the jth species, m; is the mass flow rate of
species j in the reactor inlet, and ; is the mass flow rate of species j in the
reactor outlet.

For a constant mass flow rate and mass in the reactor, Eq. (4.76) may be
written in terms of species mass fractions, Y;, as

dy, oMW, i

—L = +— (Y -7, = 1l...,n 4.77)
o P v &, —Y)
At steady state (dY/dt = 0),
Vw MW,
_ J J % .
i +Y,  j=l..n (4.78)

The energy equation for an adiabatic system at steady state is simply
my YT (T*) =) Y;h(T) =0
J=1 Jj=1
where

T
— 1,0
hj(T)—hf,j—chpde
T

ref

Equation (4.78) is a set of nonlinear algebraic equation and may be solved
using various techniques [64]. Often the nonlinear differential Eq. (4.77) are
solved to the steady-state condition in place of the algebraic equations using
the stiff ordinary differential equation solvers described in Chapter 2 [65]. See
Appendix I for more information on available numerical codes.

H. FLAME STABILIZATION IN HIGH-VELOCITY STREAMS

The values of laminar flame speeds for hydrocarbon fuels in air are rarely
greater than 45cm/s. Hydrogen is unique in its flame velocity, which
approaches 240 cm/s. If one could attribute a turbulent flame speed to hydro-
carbon mixtures, it would be at most a few hundred centimeters per second.
However, in many practical devices, such as ramjet and turbojet combustors in
which high volumetric heat release rates are necessary, the flow velocities of
the fuel—air mixture are of the order of 50 m/s. Furthermore, for such velocities,
the boundary layers are too thin in comparison to the quenching distance for
stabilization to occur by the same means as that obtained in Bunsen burners.
Thus, some other means for stabilization is necessary. In practice, stabilization
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FIGURE 4.52 Stabilization methods for high-velocity streams: (a) vee gutter, (b) rodoz sphere,
(c) step or sudden expansion, and (d) opposed jet (after Strehlow, “Combustion Fundamentals,”
McGraw-Hill, New York, 1985).

is accomplished by causing some of the combustion products to recirculate,
thereby continuously igniting the fuel mixture. Of course, continuous ignition
could be obtained by inserting small pilot flames. Because pilot flames are an
added inconvenience—and because they can blow themselves out—they are
generally not used in fast flowing turbulent streams.

Recirculation of combustion products can be obtained by several means:
(1) by inserting solid obstacles in the stream, as in ramjet technology (bluff-
body stabilization); (2) by directing part of the flow or one of the flow con-
stituents, usually air, opposed or normal to the main stream, as in gas turbine
combustion chambers (aerodynamic stabilization), or (3) by using a step in the
wall enclosure (step stabilization), as in the so-called dump combustors. These
modes of stabilization are depicted in Fig. 4.52. Complete reviews of flame
stabilization of premixed turbulent gases appear in Refs. [66, 67].

Photographs of ramjet-type burners, which use rods as bluff obstacles, show
that the regions behind the rods recirculate part of the flow that reacts to form
hot combustion products; in fact, the wake region of the rod acts as a pilot flame.
Nicholson and Fields [68] very graphically showed this effect by placing small
aluminum particles in the flow (Fig. 4.53). The wake pilot condition initiates
flame spread. The flame spread process for a fully developed turbulent wake has
been depicted [66], as shown in Fig. 4.54. The theory of flame spread in a uni-
form laminar flow downstream from a laminar mixing zone has been fully devel-
oped [12, 66] and reveals that the angle of flame spread is sin~!(S;/U), where
U is the main stream flow velocity. For a turbulent flame one approximates
the spread angle by replacing S; by an appropriate turbulent flame speed St.
The limitations in defining St in this regard were described in Section F.

The types of obstacles used in stabilization of flames in high-speed flows
could be rods, vee gutters, toroids, disks, strips, etc. But in choosing the
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FIGURE 4.53 Flow past a 0.5-cm rod at a velocity of 50ft/s as depicted by an aluminum pow-
der technique. Solid lines are experimental flow streamlines [59].
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FIGURE 4.54 Recirculation zone and flame-spreading region for a fully developed turbulent
wake behind a bluff body (after Williams [57]).

FIGURE 4.55 Flame-spreading interaction behind multiple bluff-body flame stabilizers.

bluff-body stabilizer, the designer must consider not only the maximum blow-
off velocity the obstacle will permit for a given flow, but also pressure drop,
cost, ease of manufacture, etc.

Since the combustion chamber should be of minimum length, it is rare that
a single rod, toroid, etc., is used. In Fig. 4.55, a schematic of flame spread-
ing from multiple flame holders is given. One can readily see that multiple
units can appreciably shorten the length of the combustion chamber. However,
flame holders cause a stagnation pressure loss across the burner, and this pres-
sure loss must be added to the large pressure drop due to burning. Thus, there
is an optimum between the number of flame holders and pressure drop. It is
sometimes difficult to use aerodynamic stabilization when large chambers are
involved because the flow creating the recirculation would have to penetrate
too far across the main stream. Bluff-body stabilization is not used in gas tur-
bine systems because of the required combustor shape and the short lengths.
In gas turbines a high weight penalty is paid for even the slightest increase
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FIGURE 4.56 Blowoff velocities for various rod diameters as a function of air—fuel ratio.
Short duct using premixed fuel-air mixtures. The 0.5” data are limited by chocking of duct (after
Scurlock [60]).

in length. Because of reduced pressure losses, step stabilization has at times
commanded attention. A wall heating problem associated with this technique
would appear solvable by some transpiration cooling.

In either case, bluff body or aerodynamic, blowout is the primary concern.
In ramjets, the smallest frontal dimension for the highest flow velocity to be
used is desirable; in turbojets, it is the smallest volume of the primary recircula-
tion zone that is of concern; and in dump combustors, it is the least severe step.

There were many early experimental investigations of bluff-body stabili-
zation. Most of this work [69] used premixed gaseous fuel-air systems and
typically plotted the blowoff velocity as a function of the air—fuel ratio for var-
ious stabilized sizes, as shown in Fig. 4.56. Early attempts to correlate the data
appeared to indicate that the dimensional dependence of blowoff velocity was
different for different bluff-body shapes. Later, it was shown that the Reynolds
number range was different for different experiments and that a simple inde-
pendent dimensional dependence did not exist. Furthermore, the state of tur-
bulence, the temperature of the stabilizer, incoming mixture temperature, etc.,
also had secondary effects. All these facts suggest that fluid mechanics plays a
significant role in the process.

Considering that fluid mechanics does play an important role, it is worth
examining the cold flow field behind a bluff body (rod) in the region called
the wake. Figure 4.57 depicts the various stages in the development of the
wake as the Reynolds number of the flow is increased. In region (1), there is
only a slight slowing behind the rod and a very slight region of separation.
In region (2), eddies start to form and the stagnation points are as indicated.
As the Reynolds number increases, the eddy (vortex) size increases and the
downstream stagnation point moves farther away from the rod. In region (3),
the eddies become unstable, shed alternately, as shown in the figure, and
(hla) ~ 0.3. As the velocity u increases, the frequency N of shedding increases;
N ~ 0.3(u/d). In region (4), there is a complete turbulent wake behind the
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FIGURE 4.57 Flow fields behind rods as a function of Reynolds number.

body. The stagnation point must pass 90° to about 80° and the boundary layer
is also turbulent. The turbulent wake behind the body is eventually destroyed
downstream by jet mixing.

The flow fields described in Fig. 4.57 are very specific in that they apply
to cold flow over a cylindrical body. When spheres are immersed in a flow,
region (3) does not exist. More striking, however, is the fact that when com-
bustion exists over this Reynolds number range of practical interest, the shed-
ding eddies disappear and a well-defined, steady vortex is established. The
reason for this change in flow pattern between cold flow and a combustion
situation is believed to be due to the increase in kinematic viscosity caused by
the rise in temperature. Thus, the Reynolds number affecting the wake is dras-
tically reduced, as discussed in the section of premixed turbulent flow. Then,
it would be expected that in region (2) the Reynolds number range would be
10 < Re < 10°. Flame holding studies by Zukoski and Marble [70, 71] showed
that the ratio of the length of the wake (recirculation zone) to the diameter of
the cylindrical flame holder was independent of the approach flow Reynolds
number above a critical value of about 10*. These Reynolds numbers are based
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on the critical dimension of the bluff body; that is, the diameter of the cylin-
der. Thus, one may assume that for an approach flow Reynolds number greater
than 10%, a fully developed turbulent wake would exist during combustion.

Experiments [66] have shown that any original ignition source located
upstream, near or at the flame holder, appears to establish a steady ignition
position from which a flame spreads from the wake region immediately behind
the stabilizer. This ignition position is created by the recirculation zone that
contains hot combustion products near the adiabatic flame temperature [62].
The hot combustion products cause ignition by transferring heat across the
mixing layer between the free-stream gases and the recirculation wake. Based
on these physical concepts, two early theories were developed that correlated
the existing data well. One was proposed by Spalding [72] and the other, by
Zukoski and Marble [70, 71]. Another early theory of flame stabilization was
proposed by Longwell et al. [73], who considered the wake behind the bluff
body to be a stirred reactor zone.

Considering the wake of a flame holder as a stirred reactor may be incon-
sistent with experimental data. It has been shown [66] that as blowoff is
approached, the temperature of the recirculating gases remains essentially
constant; furthermore, their composition is practically all products. Both of
these observations are contrary to what is expected from stirred reactor theory.
Conceivably, the primary zone of a gas turbine combustor might approach
a state that could be considered completely stirred. Nevertheless, as will be
shown, all three theories give essentially the same correlation.

Zukoski and Marble [70, 71] held that the wake of a flame holder estab-
lishes a critical ignition time. Their experiments, as indicated earlier, estab-
lished that the length of the recirculating zone was determined by the
characteristic dimension of the stabilizer. At the blowoff condition, they
assumed that the free-stream combustible mixture flowing past the stabilizer
had a contact time equal to the ignition time associated with the mixture; that
is, T, = T;, where 7, is the flow contact time with the wake and T; is the igni-
tion time. Since the flow contact time is given by

Ty = LIUgq
where L is the length of the recirculating wake and Upqg is the velocity at

blowoff, they essentially postulated that blowoff occurs when the Damkohler
number has the critical value of 1; that is

Da = (LU, )(I/7;) = 1

The length of the wake is proportional to the characteristic dimension of the
stabilizer, the diameter d in the case of a rod, so that

Ty ~ (dUgg)
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Thus it must follow that
(Ugpld) ~ (/1)

For second-order reactions, the ignition time is inversely proportional to the
pressure. Writing the relation between pressure and time by referencing them
to a standard pressure P, and time 7, one has

(To/T) = (PIFy)

where P is the actual pressure in the system of concern.
The ignition time is a function of the combustion (recirculating) zone tem-
perature, which, in turn, is a function of the air—fuel ratio (A/F). Thus,

(UgoldP) ~ (/7yPy) = f(T) = f(A/F)

Spalding [72] considered the wake region as one of steady-state heat trans-
fer with chemical reaction. The energy equation with chemical reaction was
developed and nondimensionalized. The solution for the temperature profile
along the outer edge of the wake zone, which essentially heats the free stream
through a mixing layer, was found to be a function of two nondimensional
parameters that are functions of each other. Extinction or blowout was con-
sidered to exist when these dimensionless groups were not of the same order.
Thus, the functional extinction condition could be written as

(Ugodla) = f(Z'P"1d?la)
where d is, again, the critical dimension, « is the thermal diffusivity, Z’ is the
pre-exponential in the Arrhenius rate constant, and # is the overall reaction order.
From laminar flame theory, the relationship
S, ~ (aRR)'"?
was obtained, so that the preceding expression could be modified by the relation
SL ~ (azfpprl)llz
Since the final correlations have been written in terms of the air—fuel ratio,

which also specifies the temperature, the temperature dependences were omit-
ted. Thus, a new proportionality could be written as

(S /ey ~ Z'Pr1

Z'P\d2 /) = (S2d*/a?)
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and the original functional relation would then be
(Ugpdla) ~ f(S dla) ~ (Ugpdlv)

Both correlating parameters are in the form of Peclet numbers, and the air—
fuel ratio dependence is in S;. Figure 4.58 shows the excellent correlation of
data by the above expression developed from the Spalding analysis. Indeed,
the power dependence of d with respect to blowoff velocity can be developed
from the slopes of the lines in Fig. 4.58. Notice that the slope is 2 for values

108
|

a — Longwell; axial cylinders, naphtha + air
& — De Zubay; discs, propane + air
o — Baddour and Carr; spheres, propane + air
o — Scurlock; rods, city gas + air
Scurlock; rods, propane + air
_{Baddour and Carr; rods, propane + air
« — Scurlock; gutters, city gas + air

10°
Slope 2

10— Two-Dimensional —£ —
stabilizers \./ _ Three-Dimensional
/ a stabilizers

7

ot

Slope 1.5 \16‘ /Slope 1.5
o,

/ -

10 4

F i

” a

(Peclet number based on Vyg)

Veod/a

102
1 10 100 1000

S,dla = (Peclet number based on S)

FIGURE 4.58 Correlation of various blowoff velocity data by Spalding [63]; Vo = Ugo,
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(Ugod/a) > 10*, which was found experimentally to be the range in which a
fully developed turbulent wake exists. The correlation in this region should be
compared to the correlation developed from the work of Zukoski and Marble.

Stirred reactor theory was initially applied to stabilization in gas turbine
combustor cans in which the primary zone was treated as a completely stirred
region. This theory has sometimes been extended to bluff-body stabilization,
even though aspects of the theory appear inconsistent with experimental meas-
urements made in the wake of a flame holder. Nevertheless, it would appear
that stirred reactor theory gives the same functional dependence as the other
correlations developed. In the previous section, it was found from stirred reac-
tor considerations that

(/VP?) =~ f(AIF)

for second-order reactions. If m is considered to be the mass entering the
wake and V its volume, then the following proportionalities can be written:

= pAU ~ Pd?Up,, V ~ d°

where A is an area. Substituting these proportionalities in the stirred reactor
result, one obtains

[(Pd*Ugo)/(d3P?)] = f(A/F) = (Ugy/dP)
which is the same result as that obtained by Zukoski and Marble. Indeed, in

the turbulent regime, Spaldings development also gives the same form since in
this regime the correlation can be written as the equality

(Ugodla) = const(S; d/a)?
Then it follows that
(Ugold) ~ (Sila) ~ P VF(T)  or  (UgpldP™™ ') ~ f(T)
Thus, for a second-order reaction
(UgoldP) ~ f(T) ~ f(AF)

From these correlations it would be natural to expect that the maximum
blowoff velocity as a function of air—fuel ratio would occur at the stoichiomet-
ric mixture ratio. For premixed gaseous fuel-air systems, the maxima do occur
at this mixture ratio, as shown in Fig. 4.56. However, in real systems liquid

fuels are injected upstream of the bluff-body flame holder in order to allow for
mixing. Results [60] for such liquid injection systems show that the maximum
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blowoff velocity is obtained on the fuel-lean side of stoichiometric. This trend
is readily explained by the fact that liquid droplets impinge on the stabilizer
and enrich the wake. Thus, a stoichiometric wake undoubtedly occurs for a
lean upstream liquid—fuel injection system. That the wake can be modified to
alter blowoff characteristics was proved experimentally by Fetting et al. [74].
The trends of these experiments can be explained by the correlations devel-
oped in this section.

When designed to have sharp leading edges, recesses in combustor walls
cause flow separation, as shown in Fig. 4.52c. During combustion, the sepa-
rated regions establish recirculation zones of hot combustion products much
like the wake of bluff-body stabilizers. Studies [75] of turbulent propane—air
mixtures stabilized by wall recesses in a rectangular duct showed stability lim-
its significantly wider than that of a gutter bluff-body flame holder and lower
pressure drops. The observed blowoff limits for a variety of symmetrically
located wall recesses showed [66] substantially the same results, provided:
(1) the recess was of sufficient depth to support an adequate amount of recir-
culating gas, (2) the slope of the recess at the upstream end was sharp enough
to produce separation, and (3) the geometric construction of the recess lip was
such that flow oscillations were not induced.

The criterion for blowoff from recesses is essentially the same as that
developed for bluff bodies, and L is generally taken to be proportional to the
height of the recess [75]. The length of the recess essentially serves the same
function as the length of the bluff-body recirculation zone unless the length is
large enough for flow attachment to occur within the recess, in which case the
recirculation length depends on the depth of the recess [12]. This latter condi-
tion applies to the so-called dump combustor, in which a duct with a small
cross-sectional area exhausts coaxially with a right-angle step into a duct with
a larger cross-section. The recirculation zone forms at the step.

Recess stabilization appears to have two major disadvantages. The first is
due to the large increase in heat transfer in the step area, and the second to
flame spread angles smaller than those obtained with bluff bodies. Smaller
flame spread angles demand longer combustion chambers.

Establishing a criterion for blowoff during opposed-jet stabilization is diffi-
cult owing to the sensitivity of the recirculation region formed to its stoichiom-
etry. This stoichiometry is well defined only if the main stream and opposed jet
compositions are the same. Since the combustor pressure drop is of the same
order as that found with bluff bodies [76], the utility of this means of stabiliza-
tion is questionable.

1. COMBUSTION IN SMALL VOLUMES

Combustion in small volumes has recently become of interest to applications
of micropower generation [77-81], micropropulsion [82-94], microengines
[95-102], microactuation [103—-105], and microfuel reforming for fuel cells
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[106—108]. The push towards miniaturization of combustion based systems for
micropower generation results in large part from the low specific energy of bat-
teries and the high specific energy of liquid hydrocarbon fuels [77]. The interest
in downsizing chemical thrusters, particularly solid propellant systems, results
from the potential gain in the thrust-to-weight ratio, T/W o« € ~1 since weight is
proportional to the linear characteristic dimension of the system cubed (€°) and
thrust is proportional to the length scale squared (T « P.A, = €> where P, is the
combustion chamber pressure and A, is the nozzle throat cross-sectional area).
Since heat conduction rates in small-scale systems can be significant, micro-
reactors benefit from controlled isothermal and safe operation eliminating the
potential of thermal runaway. Small reactors are useful for working with small
quantities of hazardous or toxic materials and can easily be scaled-up through the
number of reactors versus the size of the reactor. In addition, the potential fabri-
cation of small-scale devices using microelectromechanical systems (MEMS) or
rapid prototyping techniques, which have favorable characteristics for mass pro-
duction and low cost, has been a driver of the field. Fernandez-Pello provides a
review of many of the issues important to reacting flows at the microscale [78].
Many of the issues important to combustion at the microscale are the same as
those discussed earlier for the macroscale. Currently, characteristic length scales
of microcombustion devices are larger than the mean free path of the gases flow-
ing through the devices so that the physical-chemical behavior of the fluids is
fundamentally the same as in their macroscale counterparts (i.e., the Knudsen
number remains much less than unity and therefore, the fluid medium still
behaves as a continuum and the no-slip condition applies at surfaces) [78, 109].
However, the small scales involved in microdevices emphasize particular char-
acteristics of fluid mechanics, heat transfer, and combustion often not important
in macroscale systems. For example, the effect of heat loss to the wall is gener-
ally insignificant and ignored in a macroscale device, but is a decisive factor in a
microscale combustor. These characteristics may be identified by examining the
nondimensional conservation equations of momentum, energy, and species [78].
From the nondimensional conservation equations, it is evident that, com-
pared to macroscale systems, microcombustors operate at lower Re (U€/v) and
Pe (U€/a)) numbers, where U is a characteristic flow velocity of the system
and v and « are the kinematic and thermal diffusivities. Consequently, viscous
and diffusive effects play a greater role. The flows are less turbulent and lami-
nar conditions generally prevail. Boundary conditions, which are usually not
very influential in large-scale systems, play a more significant role at smaller
scales thus amplifying the influence of interfacial phenomena. Diffusive proc-
esses, which in micron-sized channels can be fast, will largely dominate spe-
cies mixing. However, they can be too slow to be effective in millimeter-sized
combustion chambers, since the residence time (7, « €/U) may not be suffi-
cient. The greater surface tension and viscous forces result in larger pumping
requirements. To overcome some of these fluid mechanics issues, many micro-
combustors operate at higher pressures to achieve high Re numbers.
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As length scale is decreased, the velocity, temperature, and species gradi-
ents at boundaries would have to increase to preserve the bulk flow conditions
of a macroscale system, further making it difficult to maintain large differences
between the wall and bulk flow variables of a microscale device. Considering
heat transfer, Biot numbers (7€/k) associated with microstructures will gener-
ally be much less than unity, resulting in nearly uniform body temperatures.
The small buoyancy and the low thermal conductivity of air render heat losses
from a combustor to the surrounding environment relatively small when com-
pared to total heat generation making heat loss at the external surface often
the rate limiting heat transfer process. Fourier numbers (at/€?) indicate that
thermal response times of structures are small and can approach the response
times of the fluid flow. Because view factors increase with decreasing charac-
teristic length, radiative heat transfer also plays a significant role in small-scale
devices. Consequently, for microcombustors, the structures become intimately
coupled to the flame and reaction dynamics.

Chemical time scales (7.) are independent of the device length scale. As
discussed in Chapter 2, 7. depends on the reactant concentrations, the reacting
temperature, and types of fuel and oxidizer, and because of Arrhenius kinetics,
generally increases exponentially as the temperature decreases. The reaction
temperature is strongly influenced by the increased surface-to-volume ratio
and the shortened flow residence time as length scales are decreased. As the
combustion volume decreases, the surface-to-volume ratio increases approxi-
mately inversely with critical dimension. Consequently, heat losses to the
wall increase as well as the potential destruction of radical species, which are
the two dominant mechanisms of flame quenching. Thermal management in
microcombustors is critical and the concepts of quenching distance discussed
earlier are directly applicable.

Thermal quenching of confined flames occurs when the heat generated
by the combustion process fails to keep pace with the heat loss to the walls.
Combustor bodies, in most cases, act as a thermal sink. Consequently, as the
surface-to-volume ratio increases, the portion of heat lost to the combustor
body increases and less enthalpy is preserved in the combustion product, which
further lowers the combustion temperature and slows kinetic rates, reducing
heat generation and quenching the flame. The other interfacial phenomenon,
radical quenching, removes transient species crucial to the propagation of the
chain mechanism leading to extinction. In order to overcome these two inter-
facial phenomena, “excess enthalpy” combustors [110, 111] have been applied
to small-scale devices, where the high-temperature combustion product gases
are used to preheat the cold reactants without mass transfer. In the excess
enthalpy combustor, thermal energy is transferred to the reactants so that the
total reactant enthalpy in the combustor is higher than that in the incoming
cold reactants. These burners have been demonstrated to significantly extend
flammability limits at small scales [111]. The high surface-to-volume ratio
and small length scales also favor the use of surface catalysis at the microscale
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[112, 113]. However, catalytic combustion deposits a portion of the liberated
energy directly into the structure complicating thermal management.

For efficient combustion, the residence time (rz « €/U) must be greater
than the chemical time (7). The ratio of these times is the Damkohler number
(TR /7¢). In general, 7 will decrease with decreasing € and therefore to sustain
combustion, chemical times will also need to be reduced. For efficient gas-
phase combustion, high inlet, wall, and combustion temperatures for increased
kinetic rates, operation with stoichiometric mixtures, and the use of highly
energetic fuels are all approaches to enhance combustion. For non-premixed
combustion (Chapter 6), the flow residence time has to be larger than the com-
bination of the mixing time scale and the chemical reaction time scale. A sec-
ond Damkohler number based on the mixing time versus the chemical time is
therefore important. For liquid fuels, evaporation times also need to be scaled
with € if efficient combustion is to be achieved. For sprays, droplet sizes need
to be reduced to shorten evaporation times (discussed in Chapter 6), which
implies greater pressure and energy requirements for atomization. To address
this aspect, microelectrospray atomizers have been considered [114, 115]. An
alternative approach under investigation is to use film-cooling techniques as a
means to introduce liquid fuels into the combustion chamber, since surface-to-
volume ratios are high [116].

Other processes that have increased importance at small length scales such
as thermal creep (transpiration) and electrokinetic effects are also being con-
sidered for use in microcombustors. For example, transpiration effects are
currently being investigated by Ochoa et al. [117] to supply fuel to the com-
bustion chamber creating an in-situ thermally driven reactant flow at the front
end of the combustor.

Several fundamental studies have been devoted to flame propagation in
microchannels, emphasizing the effects of flame wall coupling on flame prop-
agation. In these studies, heat conduction through the structure is observed
to broaden the reaction zone [118]. However, heat losses to the environment
decrease the broadening effect and eventually result in flame quenching. While
the increase in flame thickness appears to be a drawback for designing high
power density combustors because it suggests that proportionally more com-
bustor volume is required, the increase in burning rate associated with preheat-
ing the reactants more than compensates for this effect and the net result is
an increase in power density. It has also been shown that if wall temperatures
are high enough, combustion in passages smaller than the quenching diam-
eter is possible [119] and that streamwise heat conduction is as important
as heat transfer perpendicular to the gas flow [111]. Many interesting flame
bifurcations and instabilities have been observed in microchannels. In particu-
lar, non-monotonic dependencies of the flame speed on equivalence ratio, the
existence of two flame transitions, a direct transition and an extinction transi-
tion, depending on channel width, Lewis number and flow velocity, and cellu-
lar flame structures have all been reported [120, 121].
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PROBLEMS
(Those with an asterisk require a numerical solution.)

1. A stoichiometric fuel-air mixture flowing in a Bunsen burner forms a
well-defined conical flame. The mixture is then made leaner. For the same
flow velocity in the tube, how does the cone angle change for the leaner
mixture? That is, does the cone angle become larger or smaller than the
angle for the stoichiometric mixture? Explain.

2. Sketch a temperature profile that would exist in a one-dimensional lami-
nar flame. Superimpose on this profile a relative plot of what the rate of
energy release would be through the flame as well. Below the inflection
point in the temperature profile, large amounts of HO, are found. Explain
why. If flame was due to a first-order, one-step decomposition reaction,
could rate data be obtained directly from the existing temperature profile?

3. In which of the two cases would the laminar flame speed be greater:
(1) oxygen in a large excess of a wet equimolar CO—CO, mixture or
(2) oxygen in a large excess of a wet equimolar CO—N, mixture? Both
cases are ignitable, contain the same amount of water, and have the same
volumetric oxygen—fuel ratio. Discuss the reasons for the selection made.

4. A gas mixture is contained in a soap bubble and ignited by a spark in the
center so that a spherical flame spreads radially through the mixture. It is
assumed that the soap bubble can expand. The growth of the flame front
along a radius is followed by some photographic means. Relate the veloc-
ity of the flame front as determined from the photographs to the laminar
flame speed as defined in the text. If this method were used to measure
flame speeds, what would be its advantages and disadvantages?

5. On what side of stoichiometric would you expect the maximum flame
speed of hydrogen—air mixtures? Why?

6. A laminar flame propagates through a combustible mixture in a horizontal
tube 3cm in diameter. The tube is open at both ends. Due to buoyancy
effects, the flame tilts at a 45° angle to the normal and is planar. Assume
the tilt is a straight flame front. The normal laminar flame speed for the
combustible mixture is 40cm/s. If the unburned gas mixture has a density
of 0.0015 gm/cm?, what is the mass burning rate of the mixture in grams
per second under this laminar flow condition?

7. The flame speed for a combustible hydrocarbon—air mixture is known to be
30cm/s. The activation energy of such hydrocarbon reactions is generally
assumed to be 160kJ/mol. The true adiabatic flame temperature for this mix-
ture is known to be 1600K. An inert diluent is added to the mixture to lower
the flame temperature to 1450K. Since the reaction is of second-order, the
addition of the inert can be considered to have no other effect on any prop-
erty of the system. Estimate the flame speed after the diluent is added.

8. A horizontal long tube 3cm in diameter is filled with a mixture of meth-
ane and air in stoichiometric proportions at 1 atm and 27°C. The column
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is ignited at the left end and a flame propagates at uniform speed from

left to right. At the left end of the tube is a convergent nozzle that has a

2-cm diameter opening. At the right end there is a similar nozzle 0.3 cm in

diameter at the opening. Calculate the velocity of the flame with respect to
the tube in centimeters per second. Assume the following:

(a) The effect of pressure increase on the burning velocity can be
neglected; similarly, the small temperature increase due to adiabatic
compression has a negligible effect.

(b) The entire flame surface consumes combustible gases at the same rate
as an ideal one-dimensional flame.

(c) The molecular weight of the burned gases equals that of the unburned
gases.

(d) The flame temperature is 2100 K.

(e) The normal burning velocity at stoichiometric is 40 cm/s.

Hint: Assume that the pressure in the burned gases is essentially 1atm. In

calculating the pressure in the cold gases make sure the value is correct to

many decimal places.

9. A continuous flow stirred reactor operates off the decomposition of gas-
eous ethylene oxide fuel. If the fuel injection temperature is 300K, the
volume of the reactor is 1500cm?, and the operating pressure is 20atm,
calculate the maximum rate of heat evolution possible in the reactor.
Assume that the ethylene oxide follows homogeneous first-order reaction
kinetics and that values of the reaction rate constant k are

k=35s"1at980 K
k =50s"1 at 1000 K
k=600s"!at1150 K

Develop any necessary rate data from these values. You are given that the
adiabatic decomposition temperature of gaseous ethylene oxide is 1300 K.
The heat of formation of gaseous ethylene oxide at 300K is 50kJ/mol.
The overall reaction is

C,H,0 — CH, +CO

10. What are the essential physical processes that determine the flammability
limit?

11. You want to measure the laminar flame speed at 273K of a homogene-
ous gas mixture by the Bunsen burner tube method. If the mixture to be
measured is 9% natural gas in air, what size would you make the tube
diameter? Natural gas is mostly methane. The laminar flame speed of
the mixture can be taken as 34cm/s at 298 K. Other required data can be
found in standard reference books.
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12. A ramjet has a flame stabilized in its combustion chamber by a single rod
whose diameter is 1.25 cm. The mass flow of the unburned fuel—-air mixture
entering the combustion chamber is 22.5kg/s, which is the limit amount
that can be stabilized at a combustor pressure of 3atm for the cylindri-
cal configuration. The ramjet is redesigned to fly with the same fuel—
air mixture and a mass flow rate twice the original mass flow in the same
size (cross-section) combustor. The inlet diffuser is such that the temper-
ature entering the combustor is the same as in the original case, but the
pressure has dropped to 2 atm. What is the minimum size rod that will sta-
bilize the flame under these new conditions?

13. A laminar flame propagates through a combustible mixture at 1 atm pres-
sure, has a velocity of 50cm/s and a mass burning rate of 0.1 g/scm?. The
overall chemical reaction rate is second-order in that it depends only on
the fuel and oxygen concentrations. Now consider a turbulent flame prop-
agating through the same combustible mixture at a pressure of 10atm. In
this situation the turbulent intensity is such that the turbulent diffusivity is
10 times the laminar diffusivity. Estimate the turbulent flame propagation
and mass burning rates.

14. Discuss the difference between explosion limits and flammability limits.
Why is the lean flammability limit the same for both air and oxygen?

15. Explain briefly why halogen compounds are effective in altering flamma-
bility limits.

16. Determine the effect of hydrogen addition on the laminar flame speed of
a stoichiometric methane—air mixture. Vary the fuel mixture concentra-
tion from 100% CH, to a mixture of 50% CH, and 50% H, in increments
of 10% H, maintaining a stoichiometric mixture. Plot the laminar flame
speed as a function of percent H, in the initial mixture and explain the
trends. Using the temperature profile, determine how the flame thickness
varies with H, addition. The laminar flame speeds can be evaluated using
the freely propagating laminar premixed code of CHEMKIN (or an equiv-
alent code). A useful reaction mechanism for methane oxidation is GRI-
Mech3.0 (developed from support by the Gas Research Institute) and can
be downloaded from the website http://www.me.berkeley.edu/gri-mech/
version30/text30.html#thefiles.

17.*#Calculate the laminar burning velocity as a function of pressure at 0.25,
1, and 3 atmospheres of a stoichiometric methane—air mixture. Discuss
the results and compare the values to the experimental measurements
in Table E3. The laminar premixed flame code of CHEMKIN (or an
equivalent code) may be used with the Gas Research Institute reaction
mechanism for methane oxidation (http://www.me.berkeley.edu/gri-mech/
version30/text30.html#thefiles).

18.#*The primary zone of a gas turbine combustor is modeled as a perfectly
stirred reactor. The volume of the primary zone is estimated to be
1.5 X 103cm®. The combustor operates at a pressure of 10atm with an
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air inlet temperature of 500 K. For a stoichiometric methane—air mixture,
determine the minimum residence time (maximum flow rate) at which
blowout occurs. Also determine the fuel-lean and fuel-rich mixture equiv-
alence ratios at which blowout occurs for a reactor residence time equal
to twice the time of that determined above. Compare these values to the
lean and rich flammability limits given in Appendix E for a stoichiometric
methane—air mixture. The perfectly stirred reactor codes of CHEMKIN
(or an equivalent code) may be used with the Gas Research Institute
reaction mechanism for methane oxidation (http://www.me.berkeley.edu/
gri-mech/verson30/text30.hml#thefiles).

REFERENCES

S Y S

=)}

10.

11.

12.
13.

14.
15.

18.
19.
20.
21.
22.
23.

. Bradley, J. N., “Flame and Combustion Phenomena,” Chap. 3. Methuen, London, 1969.

. Westbrook, C. K., and Dryer, F. L., Prog Energy Combust. Sci. 10, 1 (1984).

. Mallard, E., and Le Chatelier, H. L., Ann. Mines 4, 379 (1883).

. Semenov, N. N., NACA Tech. Memo.No. 1282 (1951).

. Lewis, B., and von Elbe, G., “Combustion, Flames and Explosion of Gases,” Chap. 5, 2nd Ed.

Academic Press, New York, 1961.

. Tanford, C., and Pease, R. N., J. Chem. Phys. 15, 861 (1947).
. Hirschfelder, J. O., Curtiss, C. F., and Bird, R. B., “The Molecular Theory of Gases and

Liquids,” Chap. 11. Wiley, New York, 1954.

. Friedman, R., and Burke, E., J. Chem. Phys. 21, 710 (1953).
. von Karman, T., and Penner, S. S., “Selected Combustion Problems” (AGARD Combust.

Collog.),” p.5. Butterworth, London, 1954.

Zeldovich, Y. H., Barenblatt, G. 1., Librovich, V. B., and Makviladze, G. M., “The
Mathematical Theory of Combustion and Explosions,” [Eng. trans., Plenum, New York,
1985]. Nauka, Moscow, 1980.

Buckmaster, J. D., and Ludford, G. S. S., “The Theory or Laminar Flames.” Cambridge
University Press, Cambridge, England, 1982.

Williams, F. A., “Combustion Theory,” 2nd Ed. Benjamin-Cummins, Menlo Park, CA, 1985.
Linan, A., and Williams, F. A., “Fundamental Aspects of Combustion.” Oxford University
Press, Oxford, England, 1994.

Mikhelson, V. A., Ph.D. Thesis, Moscow University, Moscow, 1989.

Kee, R. J., Great, J. F.,, Smooke, M. D., and Miller, J. A., “A Fortran Program for Modeling
Steady Laminar One-Dimensional Premixed Flames,” Sandia Report, SAND85-8240, (1985).

. Kee, R. J., Rupley, F. M., and Miller, J. A., “CHEMKIN II: A Fortran Chemical Kinetics

Package for the Analysis of Gas Phase Chemical Kinetics,” Sandia Report, SAND89-8009B
(1989).

. Kee, R. J., Dixon-Lewis, G., Warnatz, J., Coltrin, M. E., and Miller, J. A., “A Fortran

Computer Code Package for the Evaluation of Gas-Phase Multicomponent Transport,” Sandia
Report, SAND86-8246 (1986).

Gerstein, M., Levine, O., and Wong, E. L., J. Am. Chem. Soc. 73, 418 (1951).

Flock, E. S., Marvin, C. S. Jr., Caldwell, F. R., and Roeder, C. H., NACA Rep. No. 682 (1940).
Powling, J., Fuel 28, 25 (1949).

Spalding, D. B., and Botha, J. P, Proc. R. Soc. Lond. Ser. A 225,71 (1954).

Fristrom, R. M., “Flame Structure and Processes.” Oxford University Press, New York, 1995.
Hottel, H. C., Williams, G. C., Nerheim, N. M., and Schneider, G. R., Proc. Combust. Inst. 10,
111 (1965).



. 258

24.
25.
26.
217.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.

40.
41.

42,
43,
44,
45.
45a.
45b.
45c.
46.
47.

48.

49.

50.
S1.
52.
53.
54.
55.
56.
57.
58.
59.
60.

61.
62.
63.
64.

65.

Combustion

Natl. Advis. Comm. Aeronaut. Rep., No. 1300, Chap. 4 (1959).

Zebatakis, K. S., Bull —US Bur. Mines No. 627 (1965).

Gibbs, G. J., and Calcote, H. F.,, J. Chem. Eng. Data 5, 226 (1959).

Clingman, W. H. Jr., Brokaw, R. S., and Pease, R. D., Proc. Combust. Inst. 4,310 (1953).
Leason, D. B., Proc. Combust. Inst. 4, 369 (1953).

Coward, H. E,, and Jones, O. W., Bull.— US Bur. Mines(503) (1951).

Spalding, D. B., Proc. R. Soc. Lond. Ser. A 240, 83 (1957).

Jarosinsky, J., Combust. Flame 50, 167 (1983).

Ronney, P. D., Personal communication (1995).

Buckmaster, J. D., and Mikolaitis, D., Combust. Flame 45, 109 (1982).

Strehlow, R. A., and Savage, L. D., Combust. Flame 31, 209 (1978).

Jarosinsky, J., Strehlow, R. A., and Azarbarzin, A., Proc. Combust. Inst. 19, 1549 (1982).
Patnick, G., and Kailasanath, K., Proc. Combust. Inst. 24, 189 (1994).

Noe, K., and Strehlow, R. A., Proc. Combust. Inst. 21, 1899 (1986).

Ronney, P. D., Proc. Combust. Inst. 22, 1615 (1988).

Ronney, P. D, in “Lecture Notes in Physics.” (T. Takeno and J. Buckmaster, eds.), p. 3.
Springer-Verlag, New York, 1995.

Glassman, I., and Dryer, F. L., Fire Res. J. 3, 123 (1980).

Feng, C. C., Ph.D. Thesis, Department of Aerospace and Mechanical Science, Princeton
University, Princeton, NJ, 1973.

Feng, C. C., Lam, S.-H., and Glassman, 1., Combust. Sci. Technol. 10, 59 (1975).
Glassman, 1., and Hansel, J., Fire Res. Abstr. Rev. 10, 217 (1968).

Glassman, 1., Hansel, J., and Eklund, T., Combust. Flame 13, 98 (1969).

MacKiven, R., Hansel, J., and Glassman, 1., Combust. Sci. Technol. 1, 133 (1970).
Hirano, T., and Saito, K., Prog. Energy Combust. Sci. 20, 461 (1994).

Mao, C. P, Pagni, P. J., and Fernandez-Pello, A. C., J. Heat Transfer 106(2), 304 (1984).
Fernandez-Pello, A. C., and Hirano, T., Combust. Sci. Technol. 32, 1-31 (1983).

Bradley, D., Proc. Combust. Instit. 24, 247 (1992).

Bilger, R. W., in “Turbulent Reacting Flows.” (P. A. Libby and F. A. Williams, eds.), p. 65.
Springer-Verlag, Berlin, 1980.

Libby, P. A., and Williams, F. A., in “Turbulent Reacting Flows” (P. A. Libby and

F. A. Williams, eds.), p. 1. Springer-Verlag, Berlin, 1980.

Bray, K. N. C., in “Turbulent Reacting Flows.” (P. A. Libby and F. A. Williams, eds.), p. 115.
Springer-Verlag, Berlin, 1980.

Klimov, A. M., Zh. Prikl. Mekh. Tekh. Fiz. 3, 49 (1963).

Williams, F. A., Combust. Flame 26, 269 (1976).

Darrieus, G., “Propagation d’un Front de Flamme.” Congr. Mee. Appl., Paris, 1945.
Landau, L. D., Acta Physicochem. URSS 19, 77 (1944).

Markstein, G. H., J. Aeronaut. Sci. 18, 199 (1951).

Damkohler, G., Z Elektrochem. 46, 601 (1940).

Schelkin, K. L., NACA Tech. Memo. No. 1110 (1947).

Clavin, P., and Williams, FE. A., J. Fluid Mech. 90, 589 (1979).

Kerstein, A. R., and Ashurst, W. T., Phys. Rev. Lett. 68, 934 (1992).

Yakhot, V., Combust. Sci. Technol. 60, 191 (1988).

Borghi, R., in “Recent Advances in the Aerospace Sciences.” (C. Bruno and C. Casci, eds.).
Plenum, New York, 1985.

Abdel-Gayed, R. G., Bradley, D., and Lung, F. K.-K., Combust. Flame 76, 213 (1989).
Longwell, J. P, and Weiss, M. A., Ind. Eng. Chem. 47, 1634 (1955).

Dagaut, P., Cathonnet, M., Rouan, J. P., Foulatier, R., Quilgars, A., Boettner, J. C., Gaillard,
F., and James, H., J. Phys. E. Sci. Instrum. 19, 207 (1986).

Glarborg, P, Kee, R. J., Grcar, J. F,, and Miller, J. A., “PSR: A Fortran Program for Modeling
Well-Stirred Reactors,” Sandia National Laboratories Report 86-8209, 1986.
Hindmarsh, A. C., ACM Signum Newsletter 15, 4 (1980).



Flame Phenomena in Premixed Combustible Gases 259

66.

67.
68.

69.
70.

71.
72.
73.
74.
75.

76.
71.

78.
79.
80.
81.
82.
83.
84.
85.
86.
87.
88.

89.
90.

91.
92.
93.
94.
95.
96.

97.

Williams, F. A., in “Applied Mechanics Surveys.” (N. N. Abramson, H. Licbowita,

J. M. Crowley, and S. Juhasz, eds.), p. 1158. Spartan Books, Washington, DC, 1966.
Edelman, R. B., and Harsha, P. T., Prog. Energy Combust. Sci. 4, 1 (1978).

Nicholson, H. M., and Fields, J. P., Int Symp. Combust., 3rd. p. 44. Combustion Institute,
Pittsburgh, PA, 1949.

Scurlock, A. C., MIT Fuel Res. Lab. Meterol. Rep., No. 19 (1948).

Zukoski, E. E., and Marble, F. E., “Combustion Research and Reviews.” Butterworth, London,
1955, p. 167.

Zukoski, E. E., and Marble, F. E., Proceedings of the Gas Dynamics Symposium
Aerothermochemistry. Evanston, IL, 1956, p. 205.

Spalding, D. B., “Some Fundamentals of Combustion,” Chap. 5. Butterworth, London, 1955.
Longwell, J. P, Frost, E. E., and Weiss, M. A., Ind. Eng. Chem. 45, 1629 (1953).

Fetting, F., Choudbury, P. R., and Wilhelm, R. H., Int. Symp. Combust., Tth, p.621.
Combustion Institute, Pittsburgh, Pittsburgh, PA, 1959.

Choudbury, P. R., and Cambel, A. B., Int. Symp. Combust., 4th, p. 743. Williams & Wilkins,
Baltimore, Maryland, 1953.

Putnam, A. A., Jet Propul. 27, 177 (1957).

Dunn-Rankin, D., Leal, E. M., and Walther, D. C., Prog. Energy Combust. Sci. 31, 422-465
(2005).

Fernandez-Pello, A. C., Proc. Combust. Inst. 29, 883-899 (2003).

Epstein, A. H., Aerosp. Am. 38, 30 (2000).

Epstein, A. H., and Senturia, S. D., Science 276, 1211 (1997).

Sher, E., and Levinzon, D., Heat Trans. Eng. 26, 1-4 (2005).

Micci, M. M., and Ketsdever, A. D. (eds.), “Micropropulsion for Small Spacecraft.”” American
Institute of Aeronautics and Astronautics, Reston, VA, 2000.

Rossi, C., Do Conto, T., Esteve, D., and Larangot, B., Smart Mater. Struct. 10, 1156-1162
(2001).

Vaccari, L., Altissimo, M., Di Fabrizio, E., De Grandis, F., Manzoni, G., Santoni, F.,
Graziani, F., Gerardino, A., Perennes, F., and Miotti, P., J. Vacuum Sci. Technol. B 20, 2793—
2797 (2002).

Zhang, K. L., Chou, S. K., and Ang, S. S., J. Micromech. Microeng. 14, 785-792 (2004).
London, A. P., Epstein, A. H., and Kerrebrock, J. L., J. Propul. Power 17, 780-787 (2001).
Lewis, D. H., Janson, S. W., Cohen, R. B., and Antonsson, E. K., Sensors Actuators A Phys.
80, 143-154 (2000).

Volchko, S. J., Sung, C. J., Huang, Y. M., and Schneider, S. J., J. Propul. Power 22, 684-693
(2006).

Chen, X. P, Li, Y., Zhou, Z. Y., and Fan, R. L., Sensors Actuators A Phys. 108, 149-154 (2003).
Rossi, C., Larangot, B., Lagrange, D., and Chaalane, A., Sensors Actuators A Phys. 121,
508-514 (2005).

Tanaka, S., Hosokawa, R., Tokudome, S., Hori, K., Saito, H., Watanabe, M., and Esashi, M.,
Trans. Japan Soc. Aero. Space Sci. 46, 47-51 (2003).

Zhang, K. L., Chou, S. K., Ang, S. S., and Tang, X. S., Sensors Actuators A Phys. 122,
113-123 (2005).

Zhang, K. L., Chou, S. K., and Ang, S. S., J. Micromech. Microeng. 15, 944-952 (2005).
Ali, A. N., Son, S. F, Hiskey, M. A., and Nau, D. L., J. Propul. Power 20, 120-126 (2004).
Spadaccini, C. M., Mehra, A., Lee, J., Zhang, X., Lukachko, S., and Waitz, I. A., J. Eng. Gas
Turbines Power — Trans. ASME 125, 709-719 (2003).

Fukui, T., Shiraishi, T., Murakami, T., and Nakajima, N., JSME Int. J. Ser. B Fluids Thermal
Eng. 42, 776-782 (1999).

Fu, K., Knobloch, A. J., Martinez, F. C., Walther, D. C., Fernandez-Pello, C., Pisano, A. P,,
Liepmann, D., Miyaska, K., and Maruta, K. Design and Experimental Results of Small-Scale
Rotary Engines. Proceedings of 2001 ASME International Mechanical Engineering Congress
and Exposition. New York, USA., 2001.



. 260

98

99

100.
101.
102.
103.
104.
105.

106.
107.

108.

109.
110.

111.
112.

113.
114.

115.

116.

117.

118.

119.

120.
121.

Combustion

Lee, C. H,, Jiang, K. C., Jin, P, and Prewett, P. D., Microelectron. Eng. 73-74, 529-534
(2004).

Dahm, W. J. A, Ni, J., Mijit, K., Mayor, R., Qiao, G., Benjamin, A., Gu, Y., Lei, Y., and
Papke, M., Micro internal combustion swing engine (MICSE) for portable power generation
systems. In the 40th AIAA Aerospace Sciences Meeting and Exhibit, Reno, 2002.

Lee, D. H., Park, D. E., Yoon, E., and Kwon, S., J. Heat Transfer-Trans. ASME 125,
487-493 (2003).

Aichlmayr, H. T., Kittelson, D. B., and Zachariah, M. R., Combust. Flame 135, 227-248
(2003).

Yang, W., Proc. Combust. Inst. 28 (2000).

Rossi, C., and Esteve, D., Sensors Actuators A Phys. 120, 297-310 (2005).

Hong, C. C., Murugesan, S., Kim, S., Beaucage, G., Choi, J. W., and Ahn, C. H., Lab on a
Chip 3, 281-286 (2003).

DiBiaso, H. H., English, B. A., and Allen, M. G., Sensors Actuators A Phys. 111, 260-266
(2004).

Shah, K., Ouyang, X., and Besser, R. S., Chem. Eng. Technol. 28, 303-313 (2005).

Norton, A. G., Deshmukh, S. R., Wetzel, E. D., and Vlachos, D. G., Microreactor Technol.
Process Intens. 914, 179-193 (2005).

Cao, C. S., Wang, Y., Holladay, J. D., Jones, E. O., and Palo, D. R., AICHE J. 51, 982-988
(2005).

Karniadakis, G. E., and Beskok, A., “Micro Flows.” Springer-Verlag, New York, 2002.
Vican, J., Gajdeczko, B. F,, Dryer, F. L., Milius, D. L., Aksay, I. A., and Yetter, R. A., Proc.
Combust. Inst. 29, 909 (2002).

Ronney, P. D., Combust. Flame 135, 421 (2003).

Maruta, K., Takeda, K., Ahn, T., Borer, K., Sitski, L., Ronney, P. D., and Deutschmann, O.,
Proc. Combust. Inst. 29, 957 (2002).

Norton, D. G., Wetzel, E. D., and Vlachos, D. G., Ind. Eng. Chem. Res. 45, 76 (2006).
Kiyritsis, D. C., Guerrero-Arias, 1., Roychoudhury, S., and Gomez, A., Proc. Combust. Inst.
29, 965-972 (2002).

Gemci, T. and Chigier, N., “Electrodynamic Atomization for MEMS Combustion Systems,”
AIAA 2003-675 (2003).

Stanchi, S., Dunn-Rankin, D., Sirignano, W. A., “Combustor Miniaturization with Liquid
Fuel Filming,” ATAA 2003-1163 (2003).

Ochoa, F.,, Eastwood, C., Ronney, P. D., and Dunn, B., (2003) Thermal Transpiration Based
Microscale Propulsion and Power Generation Devices, 7th International Workshop on
Microgravity Combustion and Chemically Reacting Systems, NASA/CP-2003-21376, 2003.
Leach, T. T., Cadou, C. P., and Jackson, G. S., Combust Theory Modelling 10, 1, 85 (2006).
Zamashchikov, V. V., Combust. Sci. Technol. 166, 1 (2001).

Ju, Y., and Xu, B., Combust. Sci. Technol. 178, 1723 (2006).

Prakash, S., Armijo, A. D., Masel, R. L., and Shannon, M. A., AIChE J. 53, 6, 1568 (2007).



Chapter 5

Detonation

A. INTRODUCTION

Established usage of certain terms related to combustion phenomena can be
misleading, for what appear to be synonyms are not really so. Consequently,
this chapter begins with a slight digression into the semantics of combustion,
with some brief mention of subjects to be covered later.

1. Premixed and Diffusion Flames

The previous chapter covered primarily laminar flame propagation. By inspect-
ing the details of the flow, particularly high-speed or higher Reynolds number
flow, it was possible to consider the subject of turbulent flame propagation. These
subjects (laminar and turbulent flames) are concerned with gases in the premixed
state only. The material presented is not generally adaptable to the consideration
of the combustion of liquids and solids, or systems in which the gaseous reactants
diffuse toward a common reacting front.

Diffusion flames can best be described as the combustion state control-
led by mixing phenomena—that is, the diffusion of fuel into oxidizer, or vice
versa—until some flammable mixture ratio is reached. According to the flow
state of the individual diffusing species, the situation may be either laminar or
turbulent. It will be shown later that gaseous diffusion flames exist, that liquid
burning proceeds by a diffusion mechanism, and that the combustion of solids
and some solid propellants falls in this category as well.

2. Explosion, Deflagration, and Detonation

Explosion is a term that corresponds to rapid heat release (or pressure rise).
An explosive gas or gas mixture is one that will permit rapid energy release,
as compared to most steady, low-temperature reactions. Certain gas mixtures
(fuel and oxidizer) will not propagate a burning zone or combustion wave.
These gas mixtures are said to be outside the flammability limits of the explo-
sive gas.

Depending upon whether the combustion wave is a deflagration or detona-
tion, there are limits of flammability or detonation.

In general, the combustion wave is considered as a deflagration only,
although the detonation wave is another class of the combustion wave. The
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detonation wave is, in essence, a shock wave that is sustained by the energy of
the chemical reaction in the highly compressed explosive medium existing in
the wave. Thus, a deflagration is a subsonic wave sustained by a chemical reac-
tion and a detonation is a supersonic wave sustained by chemical reaction. In
the normal sense, it is common practice to call a combustion wave a “flame,”
so combustion wave, flame, and deflagration have been used interchangeably.

It is a very common error to confuse a pure explosion and a detonation.
An explosion does not necessarily require the passage of a combustion wave
through the exploding medium, whereas an explosive gas mixture must exist in
order to have either a deflagration or a detonation. That is, both deflagrations
and detonations require rapid energy release; but explosions, though they too
require rapid energy release, do not require the presence of a waveform.

The difference between deflagration and detonation is described qualita-
tively, but extensively, by Table 5.1 (from Friedman [1]).

3. The Onset of Detonation

Depending upon various conditions, an explosive medium may support either
a deflagration or a detonation wave. The most obvious conditions are confine-
ment, mixture ratio, and ignition source.

Original studies of gaseous detonations have shown no single sequence of
events due primarily to what is now known as the complex cellular structure of
a detonation wave. The primary result of an ordinary thermal initiation always
appears to be a flame that propagates with subsonic speed. When conditions are
such that the flame causes adiabatic compression of the still unreacted mixture
ahead of it, the flame velocity increases. According to some early observations,

TABLE 5.1 Qualitative Differences Between Detonations and
Deflagration in Gases

Usual magnitude of ratio

Ratio Detonation Deflagration
u,/ct 5-10 0.0001-0.03
Uity 0.4-0.7 4-16
Py/P, 13-55 0.98-0.976
Ty/T, 8-21 4-16

Db/ Py 1.4-2.6 0.06-0.25

3¢, is the acoustic velocity in the unburned gases. u,/c, is the Mach number of the wave.
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the speed of the flame seems to rise gradually until it equals that of a detona-
tion wave. Normally, a discontinuous change of velocity is observed from the
low flame velocity to the high speed of detonation. In still other observations,
the detonation wave has been seen to originate apparently spontaneously some
distance ahead of the flame front. The place of origin appears to coincide with
the location of a shock wave sent out by the expanding gases of the flame.
Modern experiments and analysis have shown that these seemingly divergent
observations were in part attributable to the mode of initiation. In detonation
phenomena, one can consider that two modes of initiation exist: a slower mode,
sometimes called thermal initiation, in which there is transition from deflagra-
tion; and a fast mode brought about by an ignition blast or strong shock wave.
Some [2] refer to these modes as self-ignition and direct ignition, respectively.
When an explosive gas mixture is placed in a tube having one or both ends
open, a combustion wave can propagate when the tube is ignited at an open end.
This wave attains a steady velocity and does not accelerate to a detonation wave.
If the mixture is ignited at one end that is closed, a combustion wave is
formed; and, if the tube is long enough, this wave can accelerate to a detona-
tion. This thermal initiation mechanism is described as follows. The burned
gas products from the initial deflagration have a specific volume of the order of
5-15 times that of the unburned gases ahead of the flame. Since each preceding
compression wave that results from this expansion tends to heat the unburned
gas mixture somewhat, the sound velocity increases and the succeeding waves
catch up with the initial one. Furthermore, the preheating tends to increase the
flame speed, which then accelerates the unburned gas mixture even further to a
point where turbulence is developed in the unburned gases. Then, a still greater
velocity and acceleration of the unburned gases and compression waves are
obtained. This sequence of events forms a shock that is strong enough to ignite
the gas mixture ahead of the front. The reaction zone behind the shock sends
forth a continuous compression wave that keeps the shock front from decay-
ing, and so a detonation is obtained. At the point of shock formation a deto-
nation forms and propagates back into the unburned gases [2, 3]. Transverse
vibrations associated with the onset of detonation have been noticed, and this
observation has contributed to the understanding of the cellular structure of the
detonation wave. Photographs of the onset of detonation have been taken by
Oppenheim and co-workers [3] using a stroboscopic-laser-Schlieren technique.
The reaction zone in a detonation wave is no different from that in other
flames, in that it supplies the sustaining energy. A difference does exist in that
the detonation front initiates chemical reaction by compression, by diffusion
of both heat and species, and thus inherently maintains itself. A further, but not
essential, difference worth noting is that the reaction takes place with extreme
rapidity in highly compressed and preheated gases.
The transition length for deflagration to detonation is of the order of a
meter for highly reactive fuels such as acetylene, hydrogen, and ethylene, but
larger for most other hydrocarbon—air mixtures. Consequently, most laboratory
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results for detonation are reported for acetylene and hydrogen. Obviously, this
transition length is governed by many physical and chemical aspects of the
experiments. Such elements as overall chemical composition, physical aspects
of the detonation tube, and initiation ignition characteristics can all play a role.
Interestingly, some question exists as to whether methane will detonate at all.
According to Lee [2], direct initiation of a detonation can occur only when a
strong shock wave is generated by a source and this shock retains a certain mini-
mum strength for some required duration. Under these conditions “the blast and
reaction front are always coupled in the form of a multiheaded detonation wave
that starts at the (ignition) source and expands at about the detonation veloc-
ity” [2]. Because of the coupling phenomena necessary, it is apparent that reac-
tion rates play a role in whether a detonation is established or not. Thus ignition
energy is one of the dynamic detonation parameters discussed in the next section.
However, no clear quantitative or qualitative analysis exists for determining this
energy, so this aspect of the detonation problem will not be discussed further.

B. DETONATION PHENOMENA

Scientific studies of detonation phenomena date back to the end of the nine-
teenth century and persist as an active field of investigation. A wealth of lit-
erature has developed over this period; consequently, no detailed reference list
will be presented. For details and extensive references the reader should refer
to books on detonation phenomena [4], Williams’ book on combustion [5], and
the review by Lee [6].

Since the discussion of the detonation phenomena to be considered here
will deal extensively with premixed combustible gases, it is appropriate to
introduce much of the material by comparison with deflagration phenomena.
As the data in Table 5.1 indicate, deflagration speeds are orders of magnitude
less than those of detonation. The simple solution for laminar flame speeds
given in Chapter 4 was essentially obtained by starting with the integrated con-
servation and state equations. However, by establishing the Hugoniot relations
and developing a Hugoniot plot, it was shown that deflagration waves are in the
very low Mach number regime; then it was assumed that the momentum equa-
tion degenerates and the situation through the wave is one of uniform pressure.
The degeneration of the momentum equation ensures that the wave velocity to
be obtained from the integrated equations used will be small. In order to obtain
a deflagration solution, it was necessary to have some knowledge of the wave
structure and the chemical reaction rates that affected this structure.

As will be shown, the steady solution for the detonation velocity does not
involve any knowledge of the structure of the wave. The Hugoniot plot discussed
in Chapter 4 established that detonation is a large Mach number phenomenon. It
is apparent, then, that the integrated momentum equation is included in obtaining
a solution for the detonation velocity. However, it was also noted that there are
four integrated conservation and state equations and five unknowns. Thus, other
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considerations were necessary to solve for the velocity. Concepts proposed by
Chapman [7] and Jouguet [8] provided the additional insights that permitted the
mathematical solution to the detonation velocity problem. The solution from the
integrated conservation equations is obtained by assuming the detonation wave
to be steady, planar, and one-dimensional; this approach is called Chapman—
Jouguet (C-J) theory. Chapman and Jouguet established for these conditions that
the flow behind the supersonic detonation is sonic. The point on the Hugoniot
curve that represents this condition is called the C-J point and the other physical
conditions of this state are called the C—J conditions. What is unusual about the
C-J solution is that, unlike the deflagration problem, it requires no knowledge
of the structure of the detonation wave and equilibrium thermodynamic calcula-
tions for the C-J state suffice. As will be shown, the detonation velocities that
result from this theory agree very well with experimental observations, even in
near-limit conditions when the flow structure near the flame front is highly three-
dimensional [6].

Reasonable models for the detonation wave structure have been presented
by Zeldovich [9], von Neumann [10], and Déring [11]. Essentially, they con-
structed the detonation wave to be a planar shock followed by a reaction zone
initiated after an induction delay. This structure, which is generally referred to
as the ZND model, will be discussed further in a later section.

As in consideration of deflagration phenomena, other parameters are of
import in detonation research. These parameters—detonation limits, initiation
energy, critical tube diameter, quenching diameter, and thickness of the sup-
porting reaction zone—require a knowledge of the wave structure and hence
of chemical reaction rates. Lee [6] refers to these parameters as “dynamic” to
distinguish them from the equilibrium “static”” detonation states, which permit
the calculation of the detonation velocity by C—J theory.

Calculation of the dynamic parameters using a ZND wave structure model do
not agree with experimental measurements, mainly because the ZND structure is
unstable and is never observed experimentally except under transient conditions.
This disagreement is not surprising, as numerous experimental observations show
that all self-sustained detonations have a three-dimensional cell structure that
comes about because reacting blast “wavelets” collide with each other to form a
series of waves which transverse to the direction of propagation. Currently, there
are no suitable theories that define this three-dimensional cell structure.

The next section deals with the calculation of the detonation velocity based
on C-J theory. The subsequent section discusses the ZND model in detail, and
the last deals with the dynamic detonation parameters.

C. HUGONIOT RELATIONS AND THE HYDRODYNAMIC THEORY
OF DETONATIONS

If one is to examine the approach to calculate the steady, planar, one-dimensional
gaseous detonation velocity, one should consider a system configuration similar
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Velocities with wave fixed in lab space

—Up 0 —uy
Burned Wave direction Unburned
—_—
gas in lab flame gas
uy —us Uy 0

Actual laboratory velocities
or velocities with respect to the tube

FIGURE 5.1 Velocities used in analysis of detonation problem.

to that given in Chapter 4. For the configuration given there, it is important to
understand the various velocity symbols used. Here, the appropriate velocities
are defined in Fig. 5.1. With these velocities, the integrated conservation and
static equations are written as

Py = Py 6.1

P, + pui = P, + pyu3 5.2)

¢,y +Tuf +q=c,T, +1u} (5.3)

P, = pRT, (connects known variables) 5.4

P, = p,RT,

In this type of representation, all combustion events are collapsed into a
discontinuity (the wave). Thus, the unknowns are u;, u,, p,, T», and P,. Since
there are four equations and five unknowns, an eigenvalue cannot be obtained.
Experimentally it is found that the detonation velocity is uniquely constant for
a given mixture. In order to determine all unknowns, one must know something
about the internal structure (rate of reaction), or one must obtain another nec-
essary condition, which is the case for the detonation velocity determination.

1. Characterization of the Hugoniot Curve and the Uniqueness of
the C-J Point

The method of obtaining a unique solution, or the elimination of many of the
possible solutions, will be deferred at present. In order to establish the argu-
ment for the nonexistence of various solutions, it is best to pinpoint or define
the various velocities that arise in the problem and then to develop certain rela-
tionships that will prove convenient.
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First, one calculates expressions for the velocities, u; and u,. From
Eq. (5.1),

uy, = (py/py)uy

Substituting in Eq. (5.2), one has
pui = (pi/pyui = (Py = P)

Dividing by ot , one obtains

- [L _1|_k-R
1 B ’
o P Pi
1 1 1
ut = — (P, — Pl)/[ - ] (5.5)
P L P2

Note that Eq. (5.5) is the equation of the Rayleigh line, which can also be
derived without involving any equation of state. Since (p,u;)? is always a posi-
tive value, it follows that if p, > p;, P, > P, and vice versa. Since the sound
speed ¢ can be written as

cf =yRT, = yPA(/py)

where 7 is the ratio of specific heats,

P, 1
M} = 2—1/\1—( /p2) (5.52)
A (/py)
Substituting Eq. (5.5) into Eq. (5.1), one obtains
1 1 1
u%——2<P2—Pl>/—] 60
1) Pr P2
and
VM2 A / Wp) _ 1] (5.62)
P, 1/p,)
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A relationship called the Hugoniot equation, which is used throughout these
developments, is developed as follows. Recall that

(c,/R)=~/(y=1), ¢, = Rly/(y—1]
Substituting in Eq. (5.3), one obtains
RIV/(y = DI} + $uf + g = Riv/(y = DIT, + 113

Implicit in writing the equation in this form is the assumption that c, and y are
constant throughout. Since RT = P/p, then

0
v—1

h_ A

1
P —5<u%—u%>=q (5.7)
2 1

One then obtains from Egs. (5.5) and (5.6)

ulz_u%:[i_i] B-K |_p-p| PB-AR
pt 3 )| (Up)—=ipy) | pp3 [(Up)—(1/py)
P, P
:[%_%J# B S P (5.8)
pi py)|(p)—(/py) PP

Substituting Eq. (5.8) into Eq. (5.7), one obtains the Hugoniot equation

1 1
o
L P2

0
v—1

5 _ A

1
-3 (B P)
Py P 2

=q (5.9

This relationship, of course, will hold for a shock wave when ¢ is set equal to
zero. The Hugoniot equation is also written in terms of the enthalpy and inter-
nal energy changes. The expression with internal energies is particularly useful
in the actual solution for the detonation velocity u,. If a total enthalpy (sensible
plus chemical) in unit mass terms is defined such that

hEcpT+h°

where /° is the heat of formation in the standard state and per unit mass, then a
simplification of the Hugoniot equation evolves. Since by this definition

q="h —h
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Eq. (5.3) becomes
%’412 +¢,T; +h = c,T + I +%u§ or %(ulz —u3)=h, — Iy
Or further from Eq. (5.8), the Hugoniot equation can also be written as
3 (B = PO py) + (1p)] = hy = Iy (5.10)

To develop the Hugoniot equation in terms of the internal energy, one pro-
ceeds by first writing

h=e+ RT =e+ (Plp)

where e is the total internal energy (sensible plus chemical) per unit mass.
Substituting for % in Eq. (5.10), one obtains

P, P PP P P,
RS | [ PR B O AR | RS IR |
2l m Pr o P2 P2 Pi

P, P P P
1_2—_24—_1—_1 :ez—el

2l ;o om,

Another form of the Hugoniot equation is obtained by factoring:

(B + P)I(Up) = (lpy)] = e, — ¢ (5.11)
If the energy equation [Eq. (5.3)] is written in the form
b+ 3uf = hy + S u3

the Hugoniot relations [Egs. (5.10) and (5.11)] are derivable without the per-
fect gas and constant c, and +y assumptions and thus are valid for shocks and
detonations in gases, metals, etc.

There is also interest in the velocity of the burned gases with respect to
the tube, since as the wave proceeds into the medium at rest, it is not known
whether the burned gases proceed in the direction of the wave (i.e., follow the
wave) or proceed away from the wave. From Fig. 5.1 it is apparent that this
velocity, which is also called the particle velocity (Au), is

Au=u —u,
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and from Eqgs. (5.5) and (5.6)

Au = {[(1/p) = Up)I(P, = P} (5.12)

Before proceeding further, it must be established which values of the veloc-
ity of the burned gases are valid. Thus, it is now best to make a plot of the
Hugoniot equation for an arbitrary g. The Hugoniot equation is essentially a
plot of all the possible values of (1/p,, P,) for a given value of (1/p;, P;) and a
given q. This point (1/p;, P;), called A, is also plotted on the graph.

The regions of possible solutions are constructed by drawing the tangents
to the curve that go through A [(1/p,, P;)]. Since the form of the Hugoniot
equation obtained is a hyperbola, there are two tangents to the curve through
A, as shown in Fig. 5.2. The tangents and horizontal and vertical lines through
the initial condition A divide the Hugoniot curve into five regions, as speci-
fied by Roman numerals (I-V). The horizontal and vertical through A are, of
course, the lines of constant P and 1/p. A pressure difference for a final condi-
tion can be determined very readily from the Hugoniot relation [Eq. (5.9)] by
considering the conditions along the vertical through A, that is, the condition
of constant (1/p;) or constant volume heating:

P, —P
p

=N

B _P2_Pl

v—1

=q

P, — P

=q, (B, —P)=py—1g (5.13)

FIGURE 5.2 Hugoniot relationship with energy release divided into five regions (I-V) and the
shock Hugoniot.
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From Eq. (5.13), it can be considered that the pressure differential gener-
ated is proportional to the heat release g. If there is no heat release (¢ = 0),
P, = P, and the Hugoniot curve would pass through the initial point A. As
implied before, the shock Hugoniot curve must pass through A. For different
values of g, one obtains a whole family of Hugoniot curves.

The Hugoniot diagram also defines an angle aj such that

tan o = —(P2 —R)
T Wp) = py)

From Egq. (5.5) then
u; = (1/p))(tan o) )2

Any other value of «o; obtained, say by taking points along the curve from J
to K and drawing a line through A, is positive and the velocity u, is real and
possible. However, from K to X, one does not obtain a real velocity due to nega-
tive ay. Thus, region V does not represent real solutions and can be eliminated.
A result in this region would require a compression wave to move in the negative
direction—an impossible condition.

Regions III and IV give expansion waves, which are the low-velocity waves
already classified as deflagrations. That these waves are subsonic can be estab-
lished from the relative order of magnitude of the numerator and denominator
of Eq. (5.6a), as has already been done in Chapter 4.

Regions I and II give compression waves, high velocities, and are the
regions of detonation (also as established in Chapter 4).

One can verify that regions I and II give compression waves and regions III
and IV give expansion waves by examining the ratio of Au to u; obtained by
dividing Eq. (5.12) by the square root of Eq. (5.5):

Au_ Up) = Wpy) _ | (Upy)
U (/py) /py)

In regions I and II, the detonation branch of the Hugoniot curve,
1/p, < 1/p; and the right-hand side of Eq. (5.14) is positive. Thus, in deto-
nations, the hot gases follow the wave. In regions III and IV, the deflagration
branch of the Hugoniot curve, 1/p, > 1/p; and the right-hand side of Eq. (5.14)
is negative. Thus, in deflagrations the hot gases move away from the wave.

Thus far in the development, the deflagration, and detonation branches of
the Hugoniot curve have been characterized and region V has been eliminated.
There are some specific characteristics of the tangency point J that were ini-
tially postulated by Chapman [7] in 1889. Chapman established that the slope
of the adiabat is exactly the slope through J, that is,

-

(5.14)

(P2 _Pl)

_&B-R) _on
1/py) = (U py)

al/p,)

’ (5.15)
s)y
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The proof of Eq. (5.15) is a very interesting one and is verified in the fol-
lowing development. From thermodynamics one can write for every point
along the Hugoniot curve

T,ds, = de, + P,d(1/p,) (5.16)

where s is the entropy per unit mass. Differentiating Eq. (5.11), the Hugoniot
equation in terms of e is

1 1
de, = — SB+P, yd(1/p,) + 5 7)) = U, )1dP,

since the initial conditions e;, P, and (1/p;) are constant. Substituting this
result in Eq. (5.16), one obtains

Tyds, = =L (B + P)d(lp,) + L1(/p,) = (1/py)1dP, + Pyd(l/p,)
== LB = P)d(Upy) + L1(U/p)) — (1/py)dP, (5.17)

It follows from Eq. (5.17) that along the Hugoniot curve,

ds,
d(l/p,)

dP,
d(1/p,)

2

} (5.18)
H

The subscript H is used to emphasize that derivatives are along the Hugoniot
curve. Now, somewhere along the Hugoniot curve, the adiabatic curve passing
through the same point has the same slope as the Hugoniot curve. There, ds,
must be zero and Eq. (5.18) becomes

|

But notice that the right-hand side of Eq. (5.19) is the value of the tangent that
also goes through point A; therefore, the tangency point along the Hugoniot
curve is J. Since the order of differentiation on the left-hand side of Eq. (5.19)
can be reversed, it is obvious that Eq. (5.15) has been developed.

:l[i_L] __h-h
a2l op (Ipy) — A/ py)

dP,
d(1/p,)

__(A-PR) (5.19)
H 1/p) = (U py)
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Equation (5.15) is useful in developing another important condition at point
J. The velocity of sound in the burned gas can be written as

op,
dp,

1

03

OP,
9/p,)

2 —
¢ =

(5.20)

s s

Cross-multiplying and comparing with Eq. (5.15), one obtains

v OP, . P, —PR)
pPr¢y = =
olpy) | [ Up) = Alpy) |
or
1 P, — P,
[c%]J =— # = [M%]J
py | (/p) — U py) |
Therefore

]y = [ey]y or [My]; =1

Thus, the important result is obtained that at J the velocity of the burned gases
(u,) is equal to the speed of sound in the burned gases. Furthermore, an identi-
cal analysis would show, as well, that

M,]y =1

Recall that the velocity of the burned gas with respect to the tube (Au) is
written as

Au=u —u,
orat]
w =Au+tu,, u =A~Au+tc, (5.21)

Thus, at J the velocity of the unburned gases moving into the wave, that is,
the detonation velocity, equals the velocity of sound in the gases behind the
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detonation wave plus the mass velocity of these gases (the velocity of the
burned gases with respect to the tube). It will be shown presently that this solu-
tion at J is the only solution that can exist along the detonation branch of the
Hugoniot curve for actual experimental conditions.

Although the complete solution of #; at J will not be attempted at this
point, it can be shown readily that the detonation velocity has a simple expres-
sion now that u, and ¢, have been shown to be equal. The conservation of mass
equation is rewritten to show that

P2 (/py)
U = Pt = PoC or u =-—=¢, =——=c¢ 5.21a
Pty = Prlly = PrC 1T @ Wpy) 2 ( )

Then from Eq. (5.20) for c,, it follows that

| -GIF

With the condition that u, = ¢, at J, it is possible to characterize the differ-
ent branches of the Hugoniot curve in the following manner:

_ (1/p))
(1/p,)

oP,
al/p,)

oP,
al/p,)

1

1/2
J (5.22)

(1/:02)1_

Region I: Strong detonation since P, > P; (supersonic flow to subsonic)

Region II: Weak detonation since P, < Pj (supersonic flow to supersonic)

Region III: ~ Weak deflagration since P, > Py (subsonic flow to subsonic)

Region IV:  Strongdeflagration since P, < Py (1/p, > 1/py) (subsonic flow to
supersonic)

At points above I, P, > Py; thus, u, < u, ;. Since the temperature increases
somewhat at higher pressures, ¢, > ¢, [c = (YRT)"?]. More exactly, it is shown
in the next section that above J, ¢, > u,. Thus, M, above J must be less than 1.
Similar arguments for points between J and K reveal M, > M,; and hence
supersonic flow behind the wave. At points past Y, 1/p, > 1/p;, or the veloci-
ties are greater than u,y. Also past Y, the sound speed is about equal to the
value at Y. Thus, past Y, M, > 1. A similar argument shows that M, <1
between X and Y. Thus, past Y, the density decreases; therefore, the heat
addition prescribes that there be supersonic outflow. But, in a constant area
duct, it is not possible to have heat addition and proceed past the sonic condi-
tion. Thus, region IV is not a physically possible region of solutions and is
ruled out.
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Region IIT (weak deflagration) encompasses the laminar flame solutions
that were treated in Chapter 4.

There is no condition by which one can rule out strong detonation; how-
ever, Chapman stated that in this region only velocities corresponding to J are
valid. Jouguet [8] gave the following analysis.

If the final values of P and 1/p correspond to a point on the Hugoniot
curve higher than the point J, it can be shown (next section) that the veloc-
ity of sound in the burned gases is greater than the velocity of the detonation
wave relative to the burned gases because, above J, ¢, is shown to be greater
than u,. (It can also be shown that the entropy is a minimum at J and that
Mj is greater than values above J.) Consequently, if a rarefaction wave due to
any reason whatsoever starts behind the wave, it will catch up with the detona-
tion front; #; — Au = u,. The rarefaction will then reduce the pressure and cause
the final value of P, and 1/p, to drop and move down the curve toward J. Thus,
points above J are not stable. Heat losses, turbulence, friction, etc., can start the
rarefaction. At the point J, the velocity of the detonation wave is equal to the
velocity of sound in the burned gases plus the mass velocity of these gases, so
that the rarefaction will not overtake it; thus, J corresponds to a “self-sustained”
detonation. The point and conditions at J are referred to as the C—J results.

Thus, it appears that solutions in region I are possible, but only in the tran-
sient state, since external effects quickly break down this state. Some investi-
gators have claimed to have measured strong detonations in the transient state.
There also exist standing detonations that are strong. Overdriven detonations
have been generated by pistons, and some investigators have observed oblique
detonations that are overdriven.

The argument used to exclude points on the Hugoniot curve below J is
based on the structure of the wave. If a solution in region II were possible, there
would be an equation that would give results in both region I and region II.
The broken line in Fig. 5.2 representing this equation would go through A and
some point, say Z, in region I and another point, say W, in region II. Both Z
and W must correspond to the same detonation velocity. The same line would
cross the shock Hugoniot curve at point X. As will be discussed in Section E,
the structure of the detonation is a shock wave followed by chemical reaction.
Thus, to detail the structure of the detonation wave on Fig. 5.2, the pressure
could rise from A to X, and then be reduced along the broken line to Z as
there is chemical energy release. To proceed to the weak detonation solution
at W, there would have to be further energy release. However, all the energy is
expended for the initial mixture at point Z. Hence, it is physically impossible
to reach the solution given by W as long as the structure requires a shock wave
followed by chemical energy release. Therefore, the condition of tangency at J
provides the additional condition necessary to specify the detonation velocity
uniquely. The physically possible solutions represented by the Hugoniot curve,
thus, are only those shown in Fig. 5.3.
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1/p,

FIGURE 5.3 The only physical possible steady-state results along the Hugoniot—the point J
and region III. The broken line represents transient conditions.

2. Determination of the Speed of Sound in the Burned Gases for
Conditions above the C-J Point

a. Behavior of the Entropy along the Hugoniot Curve

|

with the further consequence that [ds,/d(1/p,)] = 0 at points Y and J (the latter
is the C—J point for the detonation condition).
Differentiating again and taking into account the fact that

Equation (18) was written as

dP,
d(l/p,)

d?s
21d(1/p,)?

:l[L_L __R-P
u 2lee o u Wpp)—Alpy)

[ds,/d(1/p,)] = 0

at point J, one obtains

_ Wp)—ipy)
27T,

d*P,
d(1/p,)?

(5.23)

d?s
d(1/p, 2

HatJorY

Now [d*P,/d(1/p,)*] > 0 everywhere, since the Hugoniot curve has its con-
cavity directed toward the positive ordinates (see formal proof later).
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FIGURE 5.4 Variation of entropy along the Hugoniot.

S, 4

'y > 1/p
> 1P

FIGURE 5.5 Entropy variation for an adiabatic shock.

Therefore, at point J, [(1/p)) — (1/p,)] > 0, and hence the entropy is min-
imum at J. At point Y, [(1/p) — (1/p,)] <O, and hence s, goes through a
maximum.

When g = 0, the Hugoniot curve represents an adiabatic shock. Point 1(P, p)
is then on the curve and Y and J are 1. Then [(1/p) — (1/p,)] = 0, and the
classical result of the shock theory is found; that is, the shock Hugoniot curve
osculates the adiabat at the point representing the conditions before the shock.

Along the detonation branch of the Hugoniot curve, the variation of the
entropy is as given in Fig. 5.4. For the adiabatic shock, the entropy variation is
as shown in Fig. 5.5.

b. The Concavity of the Hugoniot Curve

Solving for P, in the Hugoniot relation, one obtains

_ a+b(l/p,)
> c+dlpy)
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where

‘1P 1 1 +1
7 L b=——PB, c=—=pl, d=—1"" (524

a=q+—m"-—, =
2(v =D py 2 2 2(y—=D

From this equation for the pressure, it is obvious that the Hugoniot curve is a
hyperbola. Its asymptotes are the lines

1 _{x=t L>0’ p2:_7__1p1<0

Py \yTL){p v+l
The slope is

dP, __ bc—ad
d(Uipy) |, e+ d(/p,)P
where
be—ad=-| L g A0 Ty (5.25)
0= p(y=D

since g > 0, P; > 0, and p; > 0. A complete plot of the Hugoniot curves with
its asymptotes would be as shown in Fig. 5.6. From Fig. 5.6 it is seen, as could
be seen from earlier figures, that the part of the hyperbola representing the

FIGURE 5.6 Asymptotes to the Hugoniot curves.
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strong detonation branch has its concavity directed upward. It is also possible

to determine directly the sign of

d*P,
d(1/p,)?

H

By differentiating Eq. (5.24), one obtains

d’P, _ 2d(ad — bc)

d(lp,? e +d(l/p,)}]

Now, d > 0, ad — bc > 0 [Eq. (5.25)], and

The solutions lie on the part of the hyperbola situated on the right-hand side of

the asymptote
(/py) = [(y = D/(y + DIA/py)
Hence
[d?>P,/d(1/p,)*1> 0

¢. The Burned Gas Speed
Here

ds=[ Os ] d1]+[@] dp
olp) ), p oP p

Since ds = 0 for the adiabat, Eq. (5.26) becomes

[, o
» \OP),,

a(/p)

0= \ Os
a/p)

A

(5.26)

(5.27)



mmmm 280 Combustion

Differentiating Eq. (5.26) along the Hugoniot curve, one obtains

ds _| _Os n [ﬁ] dpP (5.28)
d(1/p) | o/p) |, opP ), 1d1/p) |,
Subtracting and transposing Eqs. (5.27) and (5.28) one has
dp _| 0P | _ [dsld(1/p)ly (5.29)
d(lp) |y, |[0U/p) | (0s/OP),,
A thermodynamic expression for the enthalpy is
dh=Tds+dPlp (5.30)
With the conditions of constant ¢, and an ideal gas, the expressions
dh=c,dT, T =PIRp, c,=I[v/(y=DIR
are developed and substituted in
dh = [%]dmﬂd 1
oP ollp) |p
to obtain
ah =2 |rl| Llap+ L alL (5.31)
y—1 Rp R \p

Combining Egs. (5.30) and (5.31) gives

ds = 1 [L]ldp—d—PJr L]Pd l]
T|{v—1)p p \r—l1 p
:1[; a [y RTd[l]
Tiiv—1)p (y—1 p

e
(y=DpT' \v—1 P
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Therefore,
(8s/8P)1/p = U(y — DpT (5.32)

Then substituting in the values of Eq. (5.32) into Eq. (5.29), one obtains

op | | op :(’Y_l)PT\ Ds 5.33)
aip) |y [aWp)|, a1/p) |
Equation (5.18) may be written as
op, |  R-P  _ 2T, ds, (5.34)
olpy) |, Up)—lpy)  (Up) = 1lpy) | 0py) |,
Combining Egs. (5.33) and (5.34) gives
’_ op, _ h—hR
dl/p,) s (/py) = (Upy)
0Os, 27,
= - + (v = Dp, T
alpy) || (Ulp) —(Upy) 22
or
P. 1+ (p,/ 0.
pick — phug = 12|y - L) |0 (5.35)
R L= (p,/py) || O/ p,) H

Since the asymptote is given by
1/py = [(y = DIty + DI(/py)

values of (1/p,) on the right-hand side of the asymptote must be
Upy > [(v = DIty + DI(1/py)

which leads to

\ 1+l _
1= (pi/py)
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Since also [0s/0(1/p,)] < 0, the right-hand side of Eq. (5.35) is the product of
two negative numbers, or a positive number. If the right-hand side of Eq. (5.35)
is positive, ¢, must be greater than u,; that is,

Cy >y

3. Calculation of the Detonation Velocity

With the background provided, it is now possible to calculate the detonation
velocity for an explosive mixture at given initial conditions. Equation (5.22)

u =|—|\|—

P
shows the strong importance of density of the initial gas mixture, which is
reflected more properly in the molecular weight of the products, as will be

derived later.
For ideal gases, the adiabatic expansion law is

172
dpP,

d(1/p,)

(5.22)

A

PvY = constant = P,(1/p,)"
Differentiating this expression, one obtains

1 Y2

P2

dP, + Py(1/p, ) 1y,d(1/p,) = 0

which gives

dP,
d(1/p,)

_ b
s (L/py)

Y2 (5.36)

Substituting Eq. (5.36) into Eq. (5.22), one obtains

1/ 1/
= o) o p py e = WP Ry

T W) (1/p,)

If one defines

p=1/p)I(1lp,)
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then
u, = (7, RT))? (5.37)
Rearranging Eq. (5.5), it is possible to write

1/p)—(1/
%_E:%<m gm
(/py)

Substituting for u? from above, one obtains

(1/py) _

(Pz _P)
: 1P

1 L] (5.38)
L P2

Now Eq. (5.11) was
e, — e = (B + P)U/p) — (1Upy)]
Substituting Eq. (5.38) into Eq. (5.11), one has

(P, — P)U/p,)

1
e —e =—-(P+hH)
2 1P

or

_ 1R = P)(Upy)

€ — €
2 1P

Since P > P2,

_ l P22(1/p2) _ l P,(1/p,)
2 b 2 Y2

& — €

Recall that all expressions are in mass units; therefore, the gas constant R is
not the universal gas constant. Indeed, it should now be written R, to indicate
this condition. Thus

P,/
62 —_ el = % 2( pz) = l
V2 2

R,T,
V2

(5.39)
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Recall, as well, that e is the sum of the sensible internal energy plus the inter-
nal energy of formation. Equation (5.39) is the one to be solved in order to
obtain 75, and hence u;. However, it is more convenient to solve this expres-
sion on a molar basis, because the available thermodynamic data and stoichio-
metric equations are in molar terms.

Equation (5.39) may be written in terms of the universal gas constant R’ as

1
e =& = S (RIMW,)(Ty/7,) (5.40)

where MW, is the average molecular weight of the products. The gas constant
R used throughout this chapter must be the engineering gas constant since all
the equations developed are in terms of unit mass, not moles. R’ specifies the
universal gas constant. If one multiplies through Eq. (5.40) with MW, the
average molecular weight of the reactants, one obtains

(MW, /MW, )e, MW, ) — (MW, )¢, = %(R’T2 17, (MW, /MW, )
or
mE, —E = %(an'Tz/'Yz) (5.41)

where the E’s are the total internal energies per mole of all reactants or prod-
ucts and n, is (MW{/MW,), which is the number of moles of the product per
mole of reactant. Usually, one has more than one product and one reactant;
thus, the E’s are the molar sums.

Now to solve for T, first assume a 75 and estimate p, and MW,, which do
not vary substantially for burned gas mixtures. For these approximations, it is
possible to determine 1/p, and P,.

If Eq. (5.38) is multiplied by (P; + P,),

(P, + P){(Upy) — (UUpy)} = (PF — PE)Upy)i, Py
Again P} => P?, 5o that

A_A B _FK_HKElp)

P P P %) Y2
B PR _PUp) Pk R

L P Y2 P P
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or

P Pp R,T.
2F2 1R 22+R2T2_R1TI
PP P1P2 Y2
(1/py)
1/py)

(1/py)
R,T, — |- 111 =RT, —RT
(1/py)

In terms of p,
R, T — RT (1/p) = [(A/y,) + IR, T, — RT;
which gives
w? = [(lyy) + 1= (RT/R,T,) — (RT/R,T,) = 0 (5.42)
This quadratic equation can be solved for p; thus, for the initial condition

(1/py), (1/p,) is known. P, is then determined from the ratio of the state equa-
tions at 2 and 1:

MW,T,
MW, 7,

P, = (R, T,/RT)P, = i P, (5.42a)

Thus, for the assumed 75, P, is known. Then it is possible to determine the equi-
librium composition of the burned gas mixture in the same fashion as described
in Chapter 1. For this mixture and temperature, both sides of Eq. (5.39)
or (5.41) are deduced. If the correct T, was assumed, both sides of the equation
will be equal. If not, reiterate the procedure until 7, is found. The correct 7,
and MW, will be determined readily. For the correct values, u; is determined
from Eq. (5.37) written as

2
1L R'T,
MW,

y (5.42b)

The physical significance of Eq. (5.42b) is that the detonation velocity is pro-
portional to (T,/MW,)"?; thus it will not maximize at the stoichiometric mix-
ture, but at one that is more likely to be fuel-rich.

The solution is simpler if the assumption P, > P; is made. Then from
Eq. (5.38)

[L_L !
o P

Y2

1

P2

1], p=2r1

[L]:v_z 1
P2 I+ o 72
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Since one can usually make an excellent guess of ~,, one obtains y immedi-
ately and, thus, P,. Furthermore, ;1 does not vary significantly for most detona-
tion mixtures, particularly when the oxidizer is air. It is a number close to 1.8,
which means, as Eq. (5.21a) specifies, that the detonation velocity is 1.8 times
the sound speed in the burned gases.

Gordon and McBride [12] present a more detailed computational scheme
and the associated computational program.

D. COMPARISON OF DETONATION VELOCITY CALCULATIONS
WITH EXPERIMENTAL RESULTS

In the previous discussion of laminar and turbulent flames, the effects of the
physical and chemical parameters on flame speeds were considered and the
trends were compared with the experimental measurements. It is of interest
here to recall that it was not possible to calculate these flame speeds explicitly;
but, as stressed throughout this chapter, it is possible to calculate the detona-
tion velocity accurately. Indeed, the accuracy of the theoretical calculations, as
well as the ability to measure the detonation velocity precisely, has permitted
some investigators to calculate thermodynamic properties (such as the bond
strength of nitrogen and heat of sublimation of carbon) from experimental
measurements of the detonation velocity.

In their book, Lewis and von Elbe [13] made numerous comparisons
between calculated detonation velocities and experimental values. This book
is a source of such data. Unfortunately, most of the data available for com-
parison purposes were calculated long before the advent of digital computers.
Consequently, the theoretical values do not account for all the dissociation that
would normally take place. The data presented in Table 5.2 were abstracted
from Lewis and von Elbe [13] and were so chosen to emphasize some impor-
tant points about the factors that affect the detonation velocity. Although the
agreement between the calculated and experimental values in Table 5.2 can be
considered quite good, there is no doubt that the agreement would be much
better if dissociation of all possible species had been allowed for in the final
condition. These early data are quoted here because there have been no recent
similar comparisons in which the calculated values were determined for equi-
librium dissociation concentrations using modern computational techniques.
Some data from Strehlow [14] are shown in Table 5.3, which provides a com-
parison of measured and calculated detonation velocities. The experimental
data in both tables have not been corrected for the infinite tube diameter con-
dition for which the calculations hold. This small correction would make the
general agreement shown even better. Note that all experimental results are
somewhat less than the calculated values. The calculated results in Table 5.3
are the more accurate ones because they were obtained by using the Gordon—
McBride [12] computational program, which properly accounts for dissocia-
tion in the product composition. Shown in Table 5.4 are further calculations
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TABLE 5.2 Detonation Velocities of Stoichiometric Hydrogen—Oxygen
Mixtures?
P, T, u; (m/s)
(atm) (K) Calculated Experimental
(2H, + O,) 18.05 3583 2806 2819
(2H, + O,) + 50, 14.13 2620 1732 1700
(2H, + O,) + 5N, 14.39 2685 1850 1822
(2H, + O,) + 4 H, 15.97 2975 3627 3527
(2H, + O,) + 5 He 16.32 3097 3617 3160
(2H, + O,) + 5 Ar 16.32 3097 1762 1700
%Py = latm, Ty = 291K.

TABLE 5.3 Detonation Velocities of Various Mixtures?
Calculated

Measured

velocity (m/s) Velocity (m/s) P, (atm) T, (K)
4H, + O, 3390 3408 17.77 3439
2H, + O, 2825 2841 18.56 3679
H, + 30, 1663 1737 14.02 2667
CH, + O, 2528 2639 31.19 3332
CH, + 150, 2470 2535 31.19 3725
0.7C,N, + O, 2570 2525 45.60 5210
%Py = latm, Ty = 298K.

of detonation parameters for propane—air and Hp—air at various mixture ratios.
Included in these tables are the adiabatic flame temperatures (7,4) calculated at
the pressure of the burned detonation gases (P,). There are substantial differ-
ences between these values and the corresponding 75’s for the detonation con-
dition. This difference is due to the nonisentropicity of the detonation process.
The entropy change across the shock condition contributes to the additional
energy term.

Variations in the initial temperature and pressure should not affect the
detonation velocity for a given initial density. A rise in the initial temperature
could only cause a much smaller rise in the final temperature. In laminar flame
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TABLE 5.4 Detonation Velocities of Fuel-Air Mixtures

Hydrogen-air Hydrogen-air Propane-air
Fuel-air ¢ =106 ¢=10 ¢ =06
mixture 1 2 1 2 1 2
M 4.44 1.00 4.84 1.00 4.64 1.00
u (m/s) 1710 973 1971 1092 1588 906
P (atm) 1.0 129 1.0 15.6 1.0 13.8
T (K) 298 2430 298 2947 298 2284
/o 1.00 1.76 1.00 1.80 1.00 1.75
T.qat P, (K) 1838 2382 1701
Taq at P, (K) 1841 2452 1702

theory, a small rise in final temperature was important since the temperature
was in an exponential term. For detonation theory, recall that

u = (7, R, T, )2

v, does not vary significantly and y is a number close to 1.8 for many fuels
and stoichiometric conditions.

Examination of Table 5.2 leads one to expect that the major factor affecting
u, is the initial density. Indeed, many investigators have stated that the initial
density is one of the most important parameters in determining the detonation
velocity. This point is best seen by comparing the results for the mixtures in
which the helium and argon inerts are added. The lower-density helium mix-
ture gives a much higher detonation velocity than the higher-density argon
mixture, but identical values of P, and T, are obtained.

Notice as well that the addition of excess H, gives a larger detonation
velocity than the stoichiometric mixture. The temperature of the stoichiometric
mixture is higher throughout. One could conclude that this variation is a result
of the initial density of the mixture. The addition of excess oxygen lowers both
detonation velocity and temperature. Again, it is possible to argue that excess
oxygen increases the initial density.

Whether the initial density is the important parameter should be ques-
tioned. The initial density appears in the parameter p. A change in the initial
density by species addition also causes a change in the final density, so that,
overall, i does not change appreciably. However, recall that

R, = R/MW, or u = u(y,R'T,/MW,)"?
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FIGURE 5.7 The detonation velocity u, of various fuels in air and oxygen as a function of
equivalence ratio ¢ at initial conditions of P; = l atm and 77 = 298 K.

where R’ is the universal gas constant and MW, is the average molecular
weight of the burned gases. It is really MW, that is affected by initial diluents,
whether the diluent is an inert or a light-weight fuel such as hydrogen. Indeed,
the ratio of the detonation velocities for the excess helium and argon cases can
be predicted almost exactly if one takes the square root of the inverse of the
ratio of the molecular weights. If it is assumed that little dissociation takes
place in these two burned gas mixtures, the reaction products in each case are
two moles of water and five moles of inert. In the helium case, the average
molecular weight is 9; in the argon case, the average molecular weight is 33.7.
The square root of the ratio of the molecular weights is 2.05. The detonation
velocity calculated for the argon mixtures is 1762. The estimated velocity for
helium would be 2.05 X 1762 = 3560, which is very close to the calculated
result of 3617. Since the ¢,’s of He and Ar are the same, T, remains the same.
The variation of the detonation velocity u;, Mach number of the detonation
M,, and the physical parameters at the C-J (burned gas) condition with equiva-
lence ratio ¢ is most interesting. Figs 5.7-5.12 show this variation for hydro-
gen, methane, acetylene, ethene, propane, and octane detonating in oxygen and
air. The data in Fig. 5.7 are interesting in that hydrogen in air or oxygen has a
greater detonation velocity than any of the hydrocarbons. Indeed, there is very
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FIGURE 5.8 The detonation Mach number M| for the conditions in Fig. 5.7.

little difference in u; between the hydrocarbons considered. The slight differ-
ences coincide with heats of formation of the fuels and hence the final temper-
ature 7,. No maximum for hydrogen was reached in Fig. 5.7 because at large
¢, the molecular weight at the burned gas condition becomes very low and
(T,/MW,)"? becomes very large. As discussed later in Section F, the rich deto-
nation limit for H, in oxygen occurs at ¢ = 4.5. The rich limit for propane in
oxygen occurs at ¢ = 2.5. Since the calculations in Fig. 5.7 do not take into
account the structure of the detonation wave, it is possible to obtain results
beyond the limit. The same effect occurs for deflagrations in that, in a pure adi-
abatic condition, calculations will give values of flame speeds outside known
experimental flammability limits.

The order of the Mach numbers for the fuels given in Fig. 5.8 is exactly
the inverse of the u; values in Fig. 5.7. This trend is due to the sound speed in
the initial mixture. Since for the calculations, T; was always 298 K and P, was
1 atm, the sound speed essentially varies with the inverse of the square root of
the average molecular weight (MW,) of the initial mixture. For H,—O, mix-
tures, MW, is very low compared to that of the heavier hydrocarbons. Thus
the sound speed in the initial mixture is very large. What is most intriguing is
to compare Figs 5.9 and 5.10. The ratio 7,/T) in the equivalence ratio range of
interest does not vary significantly among the various fuels. However, there
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FIGURE 5.9 The ratio of the burned gas temperature 7, to the initial temperature 7' for the
conditions in Fig. 5.7.
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FIGURE 5.10 The pressure ratio P,/P; for the conditions in Fig. 5.7.
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FIGURE 5.11 The density ratio p,/p; for the conditions in Fig. 5.7.

is significant change in the ratio P,/P,, particularly for the oxygen detona-
tion condition. Indeed, there is even appreciable change in the air results; this
trend is particularly important for ram accelerators operating on the detona-
tion principle [15]. It is the P, that applies the force in these accelerators; thus
one concludes it is best to operate at near stoichiometric mixture ratios with a
high-molecular-weight fuel. Equation (5.42a) explicitly specifies this P, trend.
The results of the calculated density ratio (p,/p;) again reveal there is very little
difference in this value for the various fuels (see Fig. 5.11). The maximum val-
ues are close to 1.8 for air and 1.85 for oxygen at the stoichiometric condition.
Since p is approximately the same for all fuels and maximizes close to ¢ = 1,
and, since the temperature ratio is nearly the same, Eq. (5.42a) indicates that
it is the ratio of (MW,;/MW,) that determines which fuel would likely have
the greatest effect in determining P, (see Fig. 5.12). MW, decreases slightly
with increasing ¢ for all fuels except H, and is approximately the same for all
hydrocarbons. MW, decreases with ¢ mildly for hydrocarbons with molecular
weights less than that of air or oxygen. Propane and octane, of course, increase
with ¢.

Equation (5.42a) clearly depicts what determines P,, and indeed it appears
that the average molecular weight of the unburned gas mixtures is a major fac-
tor [16]. A physical interpretation as to the molecular-weight effect can be
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FIGURE 5.12 The average molecular weight ratio MW /MW, for the conditions in Fig. 5.7.

related to M,. As stated, the larger the molecular weight of the unburned gases,
the larger the M;. Considering the structure of the detonation to be discussed
in the next section, the larger the P,, the larger the pressure behind the driv-
ing shock of the detonation, which is given the symbol P . Thus the reacting
mixture that starts at a higher pressure is most likely to achieve the high-
est C-J pressure P,. However, for practically all hydrocarbons, particularly
those in which the number of carbon atoms is greater than 2, MW, and T,
vary insignificantly with fuel type at a given ¢ (see Figs. 5.9 and 5.12). Thus
as a first approximation, the molecular weight of the fuel (MW),), in essence,
determines P, (Eq. 5.42a). This approximation could have ramifications in the
choice of the hydrocarbon fuel for some of the various detonation type air-
breathing engines being proposed.

It is rather interesting that the maximum specific impulse of a rocket pro-
pellant system occurs when (T,/MW,)!""? is maximized, even though the rocket
combustion process is not one of detonation [17].

E. THE ZND STRUCTURE OF DETONATION WAVES

Zeldovich [9], von Neumann [10], and Doring [11] independently arrived at a
theory for the structure of the detonation wave. The ZND theory states that the
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detonation wave consists of a planar shock that moves at the detonation velocity
and leaves heated and compressed gas behind it. After an induction period, the
chemical reaction starts; and as the reaction progresses, the temperature rises
and the density and pressure fall until they reach the C—J values and the reaction
attains equilibrium. A rarefaction wave whose steepness depends on the dis-
tance traveled by the wave then sets in. Thus, behind the C-J shock, energy is
generated by thermal reaction.

When the detonation velocity was calculated in the previous section, the
conservation equations were used and no knowledge of the chemical reaction
rate or structure was necessary. The wave was assumed to be a discontinuity.
This assumption is satisfactory because these equations placed no restriction
on the distance between a shock and the seat of the generating force.

But to look somewhat more closely at the structure of the wave, one must
deal with the kinetics of the chemical reaction. The kinetics and mechanism of
reaction give the time and spatial separation of the front and the C-J plane.

The distribution of pressure, temperature, and density behind the shock
depends upon the fraction of material reacted. If the reaction rate is exponen-
tially accelerating (i.e., follows an Arrhenius law and has a relatively large
overall activation energy like that normally associated with hydrocarbon oxi-
dation), the fraction reacted changes very little initially; the pressure, density,
and temperature profiles are very flat for a distance behind the shock front and
then change sharply as the reaction goes to completion at a high rate.

Figure 5.13, which is a graphical representation of the ZND theory, shows
the variation of the important physical parameters as a function of spatial

13
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1.0cm

FIGURE 5.13 Variation of physical parameters through a typical detonation wave (see Table 5.5).
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TABLE 5.5 Calculated Values of the Physical Parameters for Various
Hydrogen— and Propane—Air/Oxygen Detonations

1 1 2

Hy/Air (¢ = 1.2)

M 4.86 0.41 1.00

u (m/s) 2033 377 1129

P (atm) 1 28 16

T (K) 298 1548 2976

plp 1.00 5.39 1.80
Hy/0, (¢ = 1.1)

M 5.29 0.40 1.00

u (m/s) 2920 524 1589

P (atm) 1 33 19

T (K) 298 1773 3680

plp 1.00 5.57 1.84
CsHg/Air (¢ = 1.3)

M 5.45 0.37 1.00

u (m/s) 1838 271 1028

P (atm) 1 35 19

T (K) 298 1556 2805

p/py 1.00 6.80 1.79
C3Hg/O; (¢ = 2.0)

M 8.87 0.26 1.00

u (m/s) 2612 185 1423

P (atm) 1 92 45

T (K) 298 1932 3548

plpy 1.00 14.15 1.84
C3Hg/O; (¢ = 2.2)

M 8.87 0.26 1.00

u (m/s) 2603 179 1428

P (atm) 1 92 45

T (K) 298 1884 3363

plp 1.00 14.53 1.82

distribution. Plane 1 is the shock front, plane 1’ is the plane immediately after
the shock, and plane 2 is the C-J plane. In the previous section, the condi-
tions for plane 2 were calculated and u; was obtained. From u; and the shock
relationships or tables, it is possible to determine the conditions at plane 1'.
Typical results are shown in Table 5.5 for various hydrogen and propane
detonation conditions. Note from this table that (p,/p;) = 1.8. Therefore, for
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many situations the approximation that y; is 1.8 times the sound speed, c,, can
be used.

Thus, as the gas passes from the shock front to the C-J state, its pressure
drops about a factor of 2, the temperature rises about a factor of 2, and the den-
sity drops by a factor of 3. It is interesting to follow the model on a Hugoniot
plot, as shown in Fig. 5.14.

There are two alternative paths by which a mass element passing through
the wave from € = 0 to € = | may satisfy the conservation equations and at
the same time change its pressure and density continuously, not discontinu-
ously, with a distance of travel.

The element may enter the wave in the state corresponding to the initial
point and move directly to the C—J point. However, this path demands that this
reaction occur everywhere along the path. Since there is little compression
along this path, there cannot be sufficient temperature to initiate any reaction.
Thus, there is no energy release to sustain the wave. If on another path a jump
is made to the upper point (1), the pressure and temperature conditions for
initiation of reaction are met. In proceeding from 1 to 1’, the pressure does not
follow the points along the shock Hugoniot curve.

The general features of the model in which a shock, or at least a steep pres-
sure and temperature rise, creates conditions for reaction and in which the sub-
sequent energy release causes a drop in pressure and density have been verified
by measurements in a detonation tube [18]. Most of these experiments were
measurements of density variation by x-ray absorption. The possible effect of
reaction rates on this structure is depicted in Fig. 5.14 as well [19].

The ZND concepts consider the structure of the wave to be one-dimensional
and are adequate for determining the “static” parameters u, p,, T,, and P,.

1

P>

Fast kinetics

Slow kinetics

Hcurve, ¢ =1
e=0.5
H curve, shock
e=0,9g=0

1/p,

FIGURE 5.14 Effect of chemical reaction rates on detonation structures as viewed on Hugoniot
curves; € is fractional amount of chemical energy converted.
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However, there is now evidence that all self-sustaining detonations have a
three-dimensional cellular structure.

F. THE STRUCTURE OF THE CELLULAR DETONATION FRONT
AND OTHER DETONATION PHENOMENA PARAMETERS

1. The Cellular Detonation Front

An excellent description of the cellular detonation front, its relation to chemical
rates and their effect on the dynamic parameters, has been given by Lee [6]. With
permission, from the Annual Review of Fluid Mechanics, Volume 16, © 1984 by
Annual Reviews Inc., this description is reproduced almost verbatim here.
Figure 5.15 shows the pattern made by the normal reflection of a detona-
tion on a glass plate coated lightly with carbon soot, which may be from either

r

FIGURE 5.15 End-on pattern from the normal reflection of a cellular detonation on a smoked
glass plate (after Lee [2]).



. 298 Combustion

10

Time (us)

15

20 -

25

Distance (cm)

FIGURE 5.16 Laser-Schlieren chromatography of a propagating detonation in low-pressure
mixtures with fish-scale pattern on a soot-covered window (courtesy of A. K. Oppenheim).

a wooden match or a kerosene lamp. The cellular structure of the detonation
front is quite evident. If a similarly soot-coated polished metal (or mylar) foil is
inserted into a detonation tube, the passage of the detonation wave will leave a
characteristic “fish-scale” pattern on the smoked foil. Figure 5.16 is a sequence
of laser-Schlieren records of a detonation wave propagating in a rectangular
tube. One of the side windows has been coated with smoke, and the fish-scale
pattern formed by the propagating detonation front itself is illustrated by the
interferogram shown in Fig. 5.17. The direction of propagation of the deto-
nation is toward the right. As can be seen in the sketch at the top left corner,
there are two triple points. At the first triple point A, Al and AM represent the
incident shock and Mach stem of the leading front, while AB is the reflected
shock. Point B is the second triple point of another three-shock Mach configu-
ration on the reflected shock AB: the entire shock pattern represents what is
generally referred to as a double Mach reflection. The hatched lines denote
the reaction front, while the dash—dot lines represent the shear discontinuities
or slip lines associated with the triple-shock Mach configurations. The entire
front ABCDE is generally referred to as the transverse wave, and it propagates
normal to the direction of the detonation motion (down in the present case) at
about the sound speed of the hot product gases. It has been shown conclusively
that it is the triple-point regions at A and B that “write” on the smoke foil. The
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ture of a cellular front (courtesy of D. H. Edwards).

exact mechanics of how the triple-point region does the writing is not clear.
It has been postulated that the high shear at the slip discontinuity causes the
soot particles to be erased. Figure 5.17 shows a schematic of the motion of
the detonation front. The fish-scale pattern is a record of the trajectories of the
triple points. It is important to note the cyclic motion of the detonation front.
Starting at the apex of the cell at A, the detonation shock front is highly over-
driven, propagating at about 1.6 times the equilibrium C-J detonation velocity.
Toward the end of the cell at D, the shock has decayed to about 0.6 times the
C-J velocity before it is impulsively accelerated back to its highly overdriven
state when the transverse waves collide to start the next cycle again. For the
first half of the propagation from A to BC, the wave serves as the Mach stem
to the incident shocks of the adjacent cells. During the second half from BC
to D, the wave then becomes the incident shock to the Mach stems of the
neighboring cells. Details of the variation of the shock strength and chem-
ical reactions inside a cell can be found in a paper by Libouton et al. [20].
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AD is usually defined as the length L. of the cell, and BC denotes the cell
diameter (also referred to as the cell width or the transverse-wave spacing).
The average velocity of the wave is close to the equilibrium C-J velocity.

We thus see that the motion of a real detonation front is far from the steady
and one-dimensional motion given by the ZND model. Instead, it proceeds in
a cyclic manner in which the shock velocity fluctuates within a cell about the
equilibrium C-J value. Chemical reactions are essentially complete within a
cycle or a cell length. However, the gas dynamic flow structure is highly three-
dimensional; and full equilibration of the transverse shocks, so that the flow
becomes essentially one-dimensional, will probably take an additional distance
of the order of a few more cell lengths.

From both the cellular end-on or the axial fish-scale smoke foil, the aver-
age cell size A can be measured. The end-on record gives the cellular pattern
at one precise instant. The axial record, however, permits the detonation to be
observed as it travels along the length of the foil. It is much easier by far to
pick out the characteristic cell size A\ from the axial record; thus, the end-on
pattern is not used, in general, for cell-size measurements.

Early measurements of the cell size have been carried out mostly in low-
pressure fuel-oxygen mixtures diluted with inert gases such as He, Ar, and
N, [21]. The purpose of these investigations is to explore the details of the
detonation structure and to find out the factors that control it. It was not until
very recently that Bull er al. [22] made some cell-size measurements in stoi-
chiometric fuel-air mixtures at atmospheric pressure. Due to the fundamental
importance of the cell size in the correlation with the other dynamic param-
eters, a systematic program has been carried out by Kynstantas to measure the
cell size of atmospheric fuel—air detonations in all the common fuels (e.g., H,,
C,H,, C,H,, C3Hg, C,Hg, C5Hg, C4H|, and the welding fuel MAPP) over the
entire range of fuel composition between the limits [23]. Stoichiometric mix-
tures of these fuels with pure oxygen, and with varying degrees of N, dilution
at atmospheric pressures, were also studied [24]. To investigate the pressure
dependence, Knystautas et al. [24] have also measured the cell size in a variety
of stoichiometric fuel-oxygen mixtures at initial pressures 10 = py = 200 torr.
The minimum cell size usually occurs at about the most detonable composi-
tion (¢ = 1). The cell size A is representative of the sensitivity of the mix-
ture. Thus, in descending order of sensitivity, we have C,H,, H,, C,H,, and
the alkanes C3;Hg, C,Hg4, and C4H o Methane (CH,), although belonging to
the same alkane family, is exceptionally insensitive to detonation, with an esti-
mated cell size A = 33cm for stoichiometric composition as compared with
the corresponding value of X = 5.35cm for the other alkanes. That the cell size
A is proportional to the induction time of the mixture had been suggested by
Shchelkin and Troshin [25] long ago. However, to compute an induction time
requires that the model for the detonation structure be known, and no theory
exists as yet for the real three-dimensional structure. Nevertheless, one can use
the classical ZND model for the structure and compute an induction time or,
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equivalently, an induction-zone length /. While this is not expected to corre-
spond to the cell size A (or cell length L.), it may elucidate the dependence
of X on [ itself (e.g., a linear dependence \ = Al, as suggested by Shchelkin
and Troshin). Westbrook [26,27] has made computations of the induction-zone
length [ using the ZND model, but his calculations are based on a constant
volume process after the shock, rather than integration along the Rayleigh line.
Very detailed kinetics of the oxidation processes are employed. By matching
with one experimental point, the proportionality constant A can be obtained.
The constant A differs for different gas mixtures (e.g., A = 10.14 for C,Hy,
A = 52.23 for H,); thus, the three-dimensional gas dynamic processes cannot
be represented by a single constant alone over a range of fuel composition for
all the mixtures. The chemical reactions in a detonation wave are strongly cou-
pled to the details of the transient gas dynamic processes, with the end product
of the coupling being manifested by a characteristic chemical length scale A (or
equivalently L.) or time scale ¢, = I/C; (where C; denotes the sound speed in
the product gases, which is approximately the velocity of the transverse waves)
that describes the global rate of the chemical reactions. Since A = 0.6L, and
C, = D is the C-J detonation velocity, we have 0.5D, where 7., = L/D, which
corresponds to the fact that the chemical reactions are essentially completed
within one-cell length (or one cycle).

2. The Dynamic Detonation Parameters

The extent to which a detonation will propagate from one experimental con-
figuration into another determines the dynamic parameter called critical tube
diameter. “It has been found that if a planar detonation wave propagating in a
circular tube emerges suddenly into an unconfined volume containing the same
mixture, the planar wave will transform into a spherical wave if the tube diam-
eter d exceeds a certain critical value d, (i.e., d = d,). If d < d, the expansion
waves will decouple the reaction zone from the shock, and a spherical defla-
gration wave results” [6].

Rarefaction waves are generated circumferentially at the tube as the deto-
nation leaves; then they propagate toward the tube axis, cool the shock-heated
gases, and, consequently, increase the reaction induction time. This induced delay
decouples the reaction zone from the shock and a deflagration persists. The tube
diameter must be large enough so that a core near the tube axis is not quenched
and this core can support the development of a spherical detonation wave.

Some analytical and experimental estimates show that the critical tube
diameter is 13 times the detonation cell size (d, = 13)) [6]. This result is
extremely useful in that only laboratory tube measurements are necessary to
obtain an estimate of d_. It is a value, however, that could change somewhat as
more measurements are made.

As in the case of deflagrations, a quenching distance exists for detonations;
that is, a detonation will not propagate in a tube whose diameter is below a
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certain size or between infinitely large parallel plates whose separation distance
is again below a certain size. This quenching diameter or distance appears to
be associated with the boundary layer growth in the retainer configuration [5].
According to Williams [5], the boundary layer growth has the effect of an area
expansion on the reaction zone that tends to reduce the Mach number in the
burned gases, so the quenching distance arises from the competition of this
effect with the heat release that increases this Mach number. For the detona-
tion to exist, the heat release effect must exceed the expansion effect at the C—J
plane; otherwise, the subsonic Mach number and the associated temperature
and reaction rate will decrease further behind the shock front and the system
will not be able to recover to reach the C-J state. The quenching distance is
that at which the two effects are equal. This concept leads to the relation [5]

§ ~(y—1)HS

where ¢* is the boundary layer thickness at the C-J plane and H is the hydrau-
lic diameter (4 times the ratio of the area to the perimeter of a duct which is the
diameter of a circular tube or twice the height of a channel). Order-of-magnitude
estimates of quenching distance may be obtained from the above expression if
boundary layer theory is employed to estimate §*; namely, §* = [/ Re where
Re is pl'(u; — uy)/pw and ' is the length of the reaction zone; y is evaluated
at the C—J plane. Typically, Re = 10° and [ can be found experimentally and
approximated as 6.5 times the cell size A [28].

3. Detonation Limits

As is the case with deflagrations, there exist mixture ratio limits outside of
which it is not possible to propagate a detonation. Because of the quenching
distance problem, one could argue that two sets of possible detonation limits
can be determined. One is based on chemical-rate-thermodynamic considera-
tions and would give the widest limits since infinite confinement distance is
inherently assumed; the other follows extension of the arguments with respect
to quenching distance given in the preceding paragraph.

The quenching distance detonation limit comes about if the induction period
or reaction zone length increases greatly as one proceeds away from the stoichio-
metric mixture ratio. Then the variation of §* or [ will be so great that, no matter
how large the containing distance, the quenching condition will be achieved for
the given mixture ratio. This mixture is the detonation limit.

Belles [29] essentially established a pure chemical-kinetic-thermodynamic
approach to estimating detonation limits. Questions have been raised about the
approach, but the line of reasoning developed is worth considering. It is a fine
example of coordinating various fundamental elements discussed to this point
in order to obtain an estimate of a complex phenomenon.
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Belles’ prediction of the limits of detonability takes the following course.
He deals with the hydrogen—oxygen case. Initially, the chemical kinetic condi-
tions for branched-chain explosion in this system are defined in terms of the
temperature, pressure, and mixture composition. The standard shock wave
equations are used to express, for a given mixture, the temperature and pres-
sure of the shocked gas before reaction is established (condition 1"). The shock
Mach number (M) is determined from the detonation velocity. These results
are then combined with the explosion condition in terms of M and the mixture
composition in order to specify the critical shock strengths for explosion. The
mixtures are then examined to determine whether they can support the shock
strength necessary for explosion. Some cannot, and these define the limit.

The set of reactions that determine the explosion condition of the hydrogen—
oxygen system is essentially

OH+H, —% - H,0+H
H+0, —% - OH+0
O+H, —% OH+H
H+0, +M —% L HO, + M
where M’ specifies the third body. (The M’ is used to distinguish this symbol
from the symbol M used to specify the Mach number.) The steady-state solu-
tion shows that
d(H,0)/dt = various terms/[k,(M") — 2k, ]
Consequently the criterion for explosion is
k,(M') =2k, (5.43)

Using rate constants for k, and k, and expressing the third-body concentration
(M’) in terms of the temperature and pressure by means of the gas law, Belles
rewrites Eq. (5.43) in the form

3.11 Te 8550Tjf p =1 (5.44)
where f, is the effective mole fraction of the third bodies in the formation reac-
tion for HO,. Lewis and von Elbe [13] give the following empirical relation-

ship for f:

fo = fu, +035fo +043f +0.20f, +1.47fco, (5.45)
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This expression gives a weighting for the effectiveness of other species as third
bodies, as compared to H, as a third body. Equation (5.44) is then written as a
logarithmic expression

(3.710/T) — log,, (T/P) = log,,(3.11/f,) (5.46)

This equation suggests that if a given hydrogen—oxygen mixture, which could
have a characteristic value of f dependent on the mixture composition, is raised
to a temperature and pressure that satisfy the equation, then the mixture will be
explosive.

For the detonation waves, the following relationships for the temperature
and pressure can be written for the condition (1") behind the shock front. It is
these conditions that initiate the deflagration state in the detonation wave:

P/Py = (1/a)[(M?/5) — 1] (5.47)

T,/T, = [(M?/B) = 11[BM?* + (/7)) a* BM? (5.48)

where M is the Mach number, a = (v + 1)/(v — 1), and B = (y — 1)/2+.
Shock strengths in hydrogen mixtures are sufficiently low so that one does not
have to be concerned with the real gas effects on the ratio of specific heats ~,
and ~ can be evaluated at the initial conditions.

From Eq. (5.46) it is apparent that many combinations of pressure and tem-
perature will satisfy the explosive condition. However, if the condition is spec-
ified that the ignition of the deflagration state must come from the shock wave,
Belles argues that only one Mach number will satisfy the explosive condition.
This Mach number, called the critical Mach number, is found by substituting
Egs. (5.47) and (5.48) into Eq. (5.46) to give

3.710023M> - To[BM? + (1/y)]
T,[(M213) — 1[BM? + (1/7)] O pagM?
= f(Ty, Py, a, M) = log,,(3.11f,) (5.49)

This equation is most readily solved by plotting the left-hand side as a func-
tion of M for the initial conditions. The logarithm term on the right-hand side
is calculated for the initial mixture and M is found from the plot.

The final criterion that establishes the detonation limits is imposed by
energy considerations. The shock provides the mechanism whereby the com-
bustion process is continuously sustained; however, the energy to drive the
shock, that is, to heat up the unburned gas mixture, comes from the ultimate
energy release in the combustion process. But if the enthalpy increases across
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the shock that corresponds to the critical Mach number is greater than the heat
of combustion, an impossible situation arises. No explosive condition can be
reached, and the detonation cannot propagate. Thus the criterion for the deto-
nation of a mixture is

where Ah is the heat of combustion per unit mass for the mixture and Ak is
the enthalpy rise across the shock for the critical Mach number (M,). Thus

hyy —hy = Ahg where  Tj = Tj[1+ 5 (y — DMZ]

The plot of Ah, and Ak for the hydrogen—oxygen case as given by Belles
is shown in Fig. 5.18. Where the curves cross in Fig. 5.18, Ah, = Ahg, and the
limits are specified. The comparisons with experimental data are very good, as
is shown in Table 5.6.

Questions have been raised about this approach to calculating detonation
limits, and some believe that the general agreement between experiments and
the theory as shown in Table 5.6 is fortuitous. One of the criticisms is that a
given Mach number specifies a particular temperature and a pressure behind
the shock. The expression representing the explosive condition also specifies a
particular pressure and temperature. It is unlikely that there would be a direct
correspondence of the two conditions from the different shock and explosion
relationships. Equation (5.49) must give a unique result for the initial condi-
tions because of the manner in which it was developed.

Detonation limits have been measured for various fuel-oxidizer mixtures.
These values and comparison with the deflagration (flammability) limits are

3200 - AR
2400 (-
€
2
g 1600 -
<
<
800 [ Ahg
0 | | | |

0 20 40 60 80 100
Percent hydrogen in mixture

FIGURE 5.18 Heat of combustion per unit mass (Ah) and enthalpy rise across detonation
shock (Ahy) as a function of hydrogen in oxygen (after Belles [29]).
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TABLE 5.6 Hydrogen Detonation Limits in Oxygen and Air

Lean limit (vol %) Rich limit (vol %)
System Experimental Calculated Experimental Calculated
H,—O, 15 16.3 90 92.3
H,—Air 18.3 15.8 59.9 59.7

TABLE 5.7 Comparison of Deflagration and Detonation Limits

Lean Rich
Deflagration Detonation Deflagration Detonation
H,—O, 4 15 94 90
Hy—Air 4 18 74 59
CO-0, 16 38 94 90
NH;—0, 15 25 79 75
C;Hg—0, 2 3 55 37

given in Table 5.7. It is interesting that the detonation limits are always nar-
rower than the deflagration limits. But for H, and the hydrocarbons, one should
recall that, because of the product molecular weight, the detonation velocity
has its maximum near the rich limit. The deflagration velocity maximum is
always very near to the stoichiometric value and indeed has its minimum val-
ues at the limits. Indeed, the experimental definition of the deflagration limits
would require this result.

G. DETONATIONS IN NONGASEOUS MEDIA

Detonations can be generated in solid propellants and solid and liquid explo-
sives. Such propagation through these condensed phase media make up
another important aspect of the overall subject of detonation theory. The gen-
eral Hugoniot relations developed are applicable, but a major difficulty exists
in obtaining appropriate solutions due to the lack of good equations of state
necessary due to the very high (10° atm) pressures generated. For details on
this subject the reader is referred to any [30] of a number of books.
Detonations will also propagate through liquid fuel droplet dispersions
(sprays) in air and through solid—gas mixtures such as dust dispersions.
Volatility of the liquid fuel plays an important role in characterizing the det-
onation developed. For low-volatility fuels, fracture and vaporization of the
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fuel droplets become important in the propagation mechanism, and it is not
surprising that the velocities obtained are less than the theoretical maximum.
Recent reviews of this subject can be found in Refs. [31] and [32]. Dust explo-
sions and subsequent detonation generally occur when the dust particle size
becomes sufficiently small that the heterogeneous surface reactions occur rap-
idly enough that the energy release rates will nearly support C-J conditions.
The mechanism of propagation of this type of detonation is not well under-
stood. Some reported results of detonations in dust dispersions can be found in
Refs. [33] and [34].

PROBLEMS
(Those with an asterisk require a numerical solution.)

1. A mixture of hydrogen, oxygen, and nitrogen, having partial pressures in
the ratio 2:1:5 in the order listed, is observed to detonate and produce a det-
onation wave that travels at 1890 m/s when the initial temperature is 292K
and the initial pressure is 1atm. Assuming fully relaxed conditions, calcu-
late the peak pressure in the detonation wave and the pressure and temper-
ature just after the passage of the wave. Prove that u, corresponds to the
C-J condition. Reasonable assumptions should be made for this problem.
That is, assume that no dissociation occurs, that the pressure after the wave
passes is much greater than the initial pressure, that existing gas dynamic
tables designed for air can be used to analyze processes inside the wave,
and that the specific heats are independent of pressure.

2. Calculate the detonation velocity in a gaseous mixture of 75% ozone
(O3) and 25% oxygen (O,) initially at 298K and 1atm pressure. The only
products after detonation are oxygen molecules and atoms. Take the
AH‘; (O;) =140k)/mol and all other thermochemical data from the
JANAF tables in the appendixes.

Report the temperature and pressure of the C—J point as well.

For the mixture described in the previous problem, calculate the adiabatic
(deflagration) temperature when the initial cold temperature is 298 K and
the pressure is the same as that calculated for the C—J point.

Compare and discuss the results for these deflagration and detonation
temperatures.

3. Two mixtures (A and B) will propagate both a laminar flame and a detona-
tion wave under the appropriate conditions:

A:  CH, +i(0.210, +0.79 N,)
B: CH, +i(0.210, +0.79 Ar)
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4.

Which mixture will have the higher flame speed? Which will have the
higher detonation velocity? Very brief explanations should support your
answers. The stoichiometric coefficient i is the same for both mixtures.
What would be the most effective diluent to a detonable mixture to lower, or
prevent, detonation possibility: carbon dioxide, helium, nitrogen, or argon?
Order the expected effectiveness.

5.*Calculate the detonation velocity of an ethylene—air mixture at an equiva-

lence ratio of 1 and initial conditions of 1atm and 298 K. Repeat the cal-
culations substituting the nitrogen in the air with equal amounts of He, Ar,
and CO,. Explain the results. A chemical equilibrium analysis code, such as
CEA from NASA, may be used for the analysis.

6.*Compare the effects of pressure on the detonation velocity of a stoichio-

metric propane—air mixture with the effect of pressure on the deflagration
velocity by calculating the detonation velocity at pressures of 0.1, 1, 10,
and 100atm. Explain the similarities or differences in the trends. A chemi-
cal equilibrium analysis code, such as CEA from NASA, may be used for
the analysis.
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Chapter 6

Diffusion Flames

A. INTRODUCTION

Earlier chapters were concerned with flames in which the fuel and oxidizer are
homogeneously mixed. Even if the fuel and oxidizer are separate entities in the
initial stages of a combustion event and mixing occurs rapidly compared to the
rate of combustion reactions, or if mixing occurs well ahead of the flame zone
(as in a Bunsen burner), the burning process may be considered in terms of
homogeneous premixed conditions. There are also systems in which the mix-
ing rate is slow relative to the reaction rate of the fuel and oxidizer, in which
case the mixing controls the burning rate. Most practical systems are mixing-
rate-controlled and lead to diffusion flames in which fuel and oxidizer come
together in a reaction zone through molecular and turbulent diffusion. The fuel
may be in the form of a gaseous fuel jet or a condensed medium (either liquid
or solid), and the oxidizer may be a flowing gas stream or the quiescent atmos-
phere. The distinctive characteristic of a diffusion flame is that the burning (or
fuel consumption) rate is determined by the rate at which the fuel and oxidizer
are brought together in proper proportions for reaction.

Since diffusion rates vary with pressure and the rate of overall combustion
reactions varies approximately with the pressure squared, at very low pres-
sures the flame formed will exhibit premixed combustion characteristics even
though the fuel and oxidizer may be separate concentric gaseous streams.
Figure 6.1 details how the flame structure varies with pressure for such a config-
uration where the fuel is a simple higher-order hydrocarbon [1]. Normally, the
concentric fuel-oxidizer configuration is typical of diffusion flame processes.

B. GASEOUS FUEL JETS

Diffusion flames have far greater practical application than premixed flames.
Gaseous diffusion flames, unlike premixed flames, have no fundamental char-
acteristic property, such as flame velocity, which can be measured readily;
even initial mixture strength (the overall oxidizer-to-fuel ratio) has no prac-
tical meaning. Indeed, a mixture strength does not exist for a gaseous fuel
jet issuing into a quiescent atmosphere. Certainly, no mixture strength exists
for a single small fuel droplet burning in the infinite reservoir of a quiescent
atmosphere.

311
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FIGURE 6.1 Structure of an acetylene—air diffusion flame at various pressures in mmHg (after
Gaydon and Wolfhard [1]).

1. Appearance

Only the shape of the burning laminar fuel jet depends on the mixture strength.
If in a concentric configuration the volumetric flow rate of air flowing in the
outer annulus is in excess of the stoichiometric amount required for the volu-
metric flow rate of the inner fuel jet, the flame that develops takes a closed,
elongated form. A similar flame forms when a fuel jet issues into the quiescent
atmosphere. Such flames are referred to as being overventilated. If in the con-
centric configuration the air supply in the outer annulus is reduced below an
initial mixture strength corresponding to the stoichiometric required amount,
a fan-shaped, underventilated flame is produced. The general shapes of the
underventilated and overventilated flame are shown in Fig. 6.2 and are gener-
ally referred to as co-flow configurations. As will be shown later in this chap-
ter, the actual heights vary with the flow conditions.

The axial symmetry of the concentric configuration shown in Fig. 6.2 is not
conducive to experimental analyses, particularly when some optical diagnostic
tools or thermocouples are used. There are parametric variations in the - and
y-coordinates shown in Fig. 6.2. To facilitate experimental measurements on dif-
fusion flames, the so-called Wolthard—Parker two-dimensional gaseous fuel jet
burner is used. Such a configuration is shown in Fig. 6.3, taken from Smyth et al.
[2]; the screens shown in the figure are used to stabilize the flame. As can be seen
in this figure, ideally there are no parametric variations along the length of the slot.

Other types of gaseous diffusion flames are those in which the flow of the
fuel and oxidizer oppose each other and are referred to as counterflow diffu-
sion flames. The types most frequently used are shown in Fig. 6.4. Although
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FIGURE 6.3 Two-dimensional Wolfhard-Parker fuel jet burner flame configuration (after
Smyth et al. [2]).

these configurations are somewhat more complex to establish experimentally,
they have definite advantages. The opposed jet configuration in which the fuel
streams injected through a porous media such as that shown in Fig. 6.4 as Types
I and II has two major advantages compared to co-flow fuel jet or Wolfhard—
Parker burners. First, there is little possibility of oxidizer diffusion into the
fuel side through the quench zone at the jet tube lip and, second, the flow con-
figuration is more amenable to mathematical analysis. Although the aerody-
namic configuration designated as Types III and IV produce the stagnation
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FIGURE 6.4 Various counterflow diffusion flame experimental configurations.

point counter-flow diffusion flames as shown, it is somewhat more experimen-
tally challenging. More interestingly, the stability of the process is more sensi-
tive to the flow conditions.

Generally, the mass flow rate through the porous media is very much
smaller than the free stream flow. Usually, the fuel bleeds through the porous
medium and the oxidizer is the free stream component. Of course, the reverse
could be employed in such an arrangement. However, it is difficult to distin-
guish the separation of the flame and flow stagnation planes of the opposing
flowing streams. Both, of course, are usually close to the porous body. This
condition is alleviated by the approach shown by Types IIl and IV in Fig.
6.4. As one will note from these figures, for a hydrocarbon fuel opposing an
oxidizer stream (generally air), the soot formation region that is created and
the flame front can lie on either side of the flow stagnation plane. In essence,
although most of the fuel is diverted by the stagnation plane, some molecules
diffuse through the stagnation plane to create the flame on the oxidizer side.
The contra condition for the oxidizer is shown as Type IV where the flame and
soot region reside on the fuel side of the stagnation plane. Type IV depicts the
fuel flow direction toward the flame front, which is the same path and occurring
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temperature in the axi-symmetric co-flow configuration. Type III shows that
the bulk flow on the oxidizer side opposes the diffusion of the fuel molecules
and thus the soot formation and particle growth are very much different from
any real combustion application. In essence, the flow and temperature fields
of Types I, II, and IV are similar. In fact, a liquid hydrocarbon droplet burning
mimics Types I, I, and IV.

As Kang et al. [3] have reported, counter-flow diffusion flames are located
on the oxidizer side when hydrocarbons are the fuel. Appropriate dilution with
inert gases of both the fuel and oxidizer streams, frequently used in the co-flow
situation, can position the flame on the fuel side. It has been shown [4] that the
criterion for the flame to be located on the fuel side is

1/2
mO’O/LeO

12
mg /Ley

where mg, is the free stream mass fraction of the oxidizer, mg, is the free
stream mass fraction of the fuel, i is the mass stoichiometric coefficient, and
Le is the appropriate Lewis number (see Chapter 4, Section C2). The Le for
oxygen is 1 and for hydrocarbons it is normally greater than 1.

The profiles designating the flame height yg in Fig. 6.2 correspond to the
stoichiometric adiabatic flame temperature as developed in Part 4 of this sec-
tion. Indeed, the curved shape designates the stoichiometric adiabatic flame
temperature isotherm. However, when one observes an overventilated co-flow
flame in which a hydrocarbon constitutes the fuel jet, one observes that the
color of the flame is distinctly different from that of its premixed counterpart.
Whereas a premixed hydrocarbon—air flame is violet or blue green, the cor-
responding diffusion flame varies from bright yellow to orange. The color of
the hydrocarbon diffusion flame arises from the formation of soot in the fuel
part of the jet flame. The soot particles then flow through the reaction zone
and reach the flame temperature. Some continue to burn through and after the
flame zone and radiate. Due to the temperature that exists and the sensitivity
of the eye to various wave lengths in the visible region of the electromagnetic
spectrum, hydrocarbon—air diffusion flames, particularly those of co-flow
structure appear to be yellow or orange.

As will be discussed extensively in Chapter 8, Section E, the hydrocarbon
fuel pyrolyzes within the jet and a small fraction of the fuel forms soot parti-
cles that grow in size and mass before entering the flame. The soot continues
to burn as it passes through the stoichiometric isotherm position, which desig-
nates the fuel-air reaction zone and the true flame height. These high-tempera-
ture particles continue to burn and stay luminous until they are consumed in
the surrounding flowing air. The end of the luminous yellow or orange image
designates the soot burnout distance and not what one would call the stoichi-
ometric flame temperature isotherm. For hydrocarbon diffusion flames, the



mmmm 316 Combustion

visual distance from the jet port to the end of the “orange or yellow” flame
is determined by the mixing of the burned gas containing soot with the over-
ventilated airflow. Thus, the faster the velocity of the co-flow air stream, the
shorter the distance of the particle burnout. Simply, the particle burnout is not
controlled by the reaction time of oxygen and soot, but by the mixing time
of the hot exhaust gases and the overventilated gas stream. Thus, hydrocarbon
fuel jets burning in quiescent atmospheres appear longer than in an overven-
tilated condition. Nonsooting diffusion flames, such as those found with H,,
CO, and methanol are mildly visible and look very much like their premixed
counterparts. Their true flame height can be estimated visually.

2. Structure

Unlike premixed flames, which have a very narrow reaction zone, diffusion
flames have a wider region over which the composition changes and chemi-
cal reactions can take place. Obviously, these changes are principally due to
some interdiffusion of reactants and products. Hottel and Hawthorne [5] were
the first to make detailed measurements of species distributions in a concen-
tric laminar H,—air diffusion flame. Fig. 6.5 shows the type of results they
obtained for a radial distribution at a height corresponding to a cross-section
of the overventilated flame depicted in Fig. 6.2. Smyth ez al. [2] made very
detailed and accurate measurements of temperature and species variation
across a Wolthard—Parker burner in which methane was the fuel. Their results
are shown in Figs. 6.6 and 6.7.

The flame front can be assumed to exist at the point of maximum temper-
ature, and indeed this point corresponds to that at which the maximum con-
centrations of major products (CO, and H,0) exist. The same type of profiles
would exist for a simple fuel jet issuing into quiescent air. The maxima arise
due to diffusion of reactants in a direction normal to the flowing streams. It
is most important to realize that, for the concentric configuration, molecular
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FIGURE 6.5 Species variations through a gaseous fuel-air diffusion flame at a fixed height
above a fuel jet tube.
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FIGURE 6.6 Species variations throughout a Wolfhard—Parker methane—air diffusion flame
(after Smyth ez al. [2]).
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FIGURE 6.7 Additional species variations for the conditions of Fig. 6.6 (after Smyth ez al. [2]).
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diffusion establishes a bulk velocity component in the normal direction. In
the steady state, the flame front produces a flow outward, molecular diffusion
establishes a bulk velocity component in the normal direction, and oxygen plus
a little nitrogen flows inward toward the centerline. In the steady state, the total
volumetric rate of products is usually greater than the sum of the other two.
Thus, the bulk velocity that one would observe moves from the flame front
outward. The oxygen between the outside stream and the flame front then
flows in the direction opposite to the bulk flow. Between the centerline and
the flame front, the bulk velocity must, of course, flow from the centerline out-
ward. There is no sink at the centerline. In the steady state, the concentration
of the products reaches a definite value at the centerline. This value is estab-
lished by the diffusion rate of products inward and the amount transported out-
ward by the bulk velocity.

Since total disappearance of reactants at the flame front would indicate
infinitely fast reaction rates, a more likely graphical representation of the
radial distribution of reactants should be that given by the dashed lines in
Fig. 6.5. To stress this point, the dashed lines are drawn to grossly exagger-
ate the thickness of the flame front. Even with finite reaction rates, the flame
front is quite thin. The experimental results shown in Figs. 6.6 and 6.7 indi-
cate that in diffusion flames the fuel and oxidizer diffuse toward each other
at rates that are in stoichiometric proportions. Since the flame front is a sink
for both the fuel and oxidizer, intuitively one would expect this most impor-
tant observation. Independent of the overall mixture strength, since fuel and
oxidizer diffuse together in stoichiometric proportions, the flame temperature
closely approaches the adiabatic stoichiometric flame temperature. It is prob-
ably somewhat lower due to finite reaction rates, that is, approximately 90% of
the adiabatic stoichiometric value [6] whether it is a hydrocarbon fuel or not.
This observation establishes an interesting aspect of practical diffusion flames
in that for an adiabatic situation two fundamental temperatures exist for a fuel:
one that corresponds to its stoichiometric value and occurs at the flame front,
and one that occurs after the products mix with the excess air to give an adi-
abatic temperature that corresponds to the initial mixture strength.

3. Theoretical Considerations

The theory of premixed flames essentially consists of an analysis of factors
such as mass diffusion, heat diffusion, and the reaction mechanisms as they
affect the rate of homogeneous reactions taking place. Inasmuch as the pri-
mary mixing processes of fuel and oxidizer appear to dominate the burning
processes in diffusion flames, the theories emphasize the rates of mixing (dif-
fusion) in deriving the characteristics of such flames.

It can be verified easily by experiments that in an ethylene—oxygen
premixed flame, the average rate of consumption of reactants is about 4 mol/
cm’ s, whereas for the diffusion flame (by measurement of flow, flame height,
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