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FOREWORD

When the term noise control became prevalent in the middle of the last century, I didn’t like it very
much. It seemed to me to regard all sound from products as undesirable, to be treated by the add-ons
in the form of barriers, silencers, and isolators. Now I know that many practitioners of this art are more
sophisticated than that, as a perusal of the material in this excellent book will show. Therefore, we have
to be appreciative of the work by the editor and the assembly of expert authors he has brought together.
They have shown that in order to make products quieter and even more pleasing to listen to, you have
to attack the noise in the basic design process, and that requires understanding basic physics of sound
generation and propagation. It also requires that we understand how people are affected by sounds in
both undesirable and favorable ways.

The early chapters discuss fundamental ideas of sound, vibration, propagation, and human response.
Most active practitioners in noise control will already have this background, but it is common for an
engineer who has a background in, say, heat transfer to be asked to become knowledgeable in acoustics
and work on product noise problems. Lack of background can be made up by attending one or more
courses in acoustics and noise control, and this book can be a powerful addition in that process. Indeed,
the first five major sections of the book provide adequate material for such an educational effort.

Most engineers will agree that if possible it it better to keep the noise from being generated in the
first place rather than blocking or absorbing it after it has already been generated. The principles for
designing quieter components such as motors, gears, and fans are presented in the next chapters. When
noise is reduced by add-ons that increase product weight and size, or interfere with cooling and make
material choices more difficult, the design and/or selection of quiet components becomes attractive.
These chapters will help the design engineer to get started on the process.

The reliance on add-ons continues to be a large part of noise control activity, and that subject is
covered here in chapters on barriers, sound absorbers, and vibration isolation and damping. The relatively
new topic of active noise reduction is also here. These add-on treatments still have to be designed to
provide the performance needed, and much of the time those responsible for reducing product sound do
not have the ability to redesign a noisy component; so an add-on may be the only practical choice.

Transportation is a source of noise for the owner/user of vehicles and for bystanders as well. As
users, most of us want quiet pleasing sounding interiors, and the technology for achieving that sound is
widely employed. It is in this area in particular that ideas for sound quality—achieving the right sound
for the product—have received the greatest emphasis.

The sound of a dishwasher in the kitchen directly impacts the owner/user of that product, but the
owner/user also gets the benefit of the product. But in many cases, the effects of product noise are also
borne by others who do not get the benefit. The sounds of aircraft, automobile traffic, trains, construction
equipment, and industrial plants impact not only the beneficiaries of those devices but the bystanders as
well. In these cases, national, state, and local governments have a role to play as honest brokers, trying
to balance the costs and benefits of noise control alternatives. Should highway noise be mitigated by
barriers or new types of road surfaces? Why do residents on one side of a street receive noise reduction
treatments for aircraft noise at their house while those across the street do not, simply because a line
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xvi FOREWORD

has to be drawn somewhere? And should aircraft noise be dealt with by insulating homes or by doing
more research to make aircraft quieter? How is the balance to be struck between locomotive whistles
that disturb neighbors and better crossing safety?

These policy issues are not easy, but to the credit of the editor and the authors, the book brings
such issues to the fore in a final set of chapters. The editor and the authors are to be congratulated for
tackling this project with professionalism and dedication, and bringing to all of us a terrific book on an
important subject.

Richard H. Lyon

Belmont, Massachusetts



PREFACE

This book is designed to fill the need for a comprehensive resource on noise and vibration control.
Several books and journals on noise control, and others on vibration control already exist. So why
another book and why combine both topics in one book? First, most books cover only a limited number
of topics in noise or vibration and in many cases their treatment has become dated. Second is the fact that
noise and vibration have a close physical relationship. Vibrating systems make noise, and noise makes
structural systems vibrate. There are several other reasons to include both topics in one book. People
are adversely affected by both noise and vibration and, if sufficiently intense, both noise and vibration
can permanently hurt people. Also, structural systems, if excited by excessive noise and vibration over
sufficient periods of time, can fatigue and fail. There are other reasons as well. Because noise and
vibration are both dynamic processes, similar measurement systems, signal processing methods and
data analysis techniques can be used to study both phenomena. In the prediction of noise and vibration,
similar analytical and numerical approaches such as the finite element and boundary element methods
and the statistical energy analysis approach can also be used for both.

Considerable progress has been made in recent years in making quieter machinery, appliances,
vehicles and aircraft. This is particularly true for mass produced items for which development costs
can be spread over a large production run and where sufficient expenditures on noise and vibration
reduction can be justified. Significant progress has also been made in the case of some very expensive
first cost machines such as passenger aircraft, in which large sums have been spent successfully to
make them quieter. In many such cases, most of the simple noise and vibration reduction measures
have already been taken and further noise and vibration reduction involves much more sophisticated
experimental and theoretical approaches such as those described in some of the chapters in this book.
Some problems such as those involving community noise, and noise and vibration control of buildings,
can be overcome with well known and less sophisticated approaches as described in other chapters,
provided the techniques are properly applied.

This book was conceived to meet the needs of many different individuals with varying backgrounds
as they confront a variety of noise and vibration problems. First a detailed outline for the handbook
was prepared and an editorial board selected whose members provided valuable assistance in refining
the outline and in making suggestions for the choice of authors. By the time the authors were selected,
the complete handbook outline, including the detailed contents for each chapter, was well advanced.
This was supplied to each author. This approach made it possible to minimize overlap of topics, and to
ensure adequate cross referencing.

To prevent the handbook becoming too long, each author was given a page allowance. Some chapters
such as those on compressors, fans, and mufflers were given a greater page allowance because so many
are in use around the world. Each author was asked to write at a level accessible to general readers and
not just to specialists and to provide suitable, up-to-date references for readers who may wish to study
the subject in more depth. I believe that most authors have responded admirably to the challenge.

The handbook is divided into 11 main parts and contains a total of 130 chapters. Three additional parts
contain the glossary, index and list of reviewers. Each of the 11 main parts starts with a general review

xvii



xviii PREFACE

chapter which serves as an introduction to that part and also at the same time helps in cross-referencing
the topics covered in that part of the book and other relevant chapters throughout the handbook. These
introductory review chapters also sometimes cover additional topics not discussed elsewhere in the book.
It was impossible to provide extended discussion of all topics relating to noise, shock, and vibration
in this volume. Readers will find many topics treated in more detail in my Encyclopedia of Acoustics
(1997) and Handbook of Acustics (1998), both published by John Wiley and Sons, New York. The first
chapter in the handbook provides an introduction to some of the fundamentals of acoustics, noise, and
vibration for those who do not feel it necessary to study the more advanced acoustics and vibration
treatments provided in Parts 1 and 2 of the book.

The division of the chapters into 11 main parts of the book is somewhat arbitrary, but at the same
time logical. Coverage includes fundamentals of acoustics and noise; fundamentals of vibration; human
hearing and speech; effects of noise, blast, vibration and shock on people; noise and vibration analysis
equipment, signal processing and measurements; industrial and machine element noise and vibration
sources; exterior and interior transportation vehicle noise and vibration sources; noise and vibration
control of buildings, and community noise and vibration. The book concludes with a comprehensive
glossary and index and a list of the chapter reviewers. The glossary was compiled by Zhuang Li and
the editor, with substantial and valuable inputs also from all of the authors of the book. In addition,
although the index was mostly my own work with valuable assistance provided by my staff, again
authors provided important suggestions for the inclusion of key words.

I am very much indebted to more than 250 reviewers who donated their time to read the first drafts
of all of the chapters including my own and who made very valuable comments and suggestions for
improvement. Their anonymous comments were supplied to the authors, to help them as they finalized
their chapters. Many of the reviewers were members of the International Institute of Acoustics and
Vibration, who were able to supply comments and suggestions from a truly international perspective.
The international character of this handbook becomes evident when one considers the fact that the
authors are from 18 different countries and the reviewers from over 30 countries.

In view of the international character of this book, the authors were asked to use metric units and
recognized international terminology wherever possible. This was not always possible where tables or
figures are reproduced from other sources in which the American system of units is still used. The
acoustics and vibration terminology recommended by the International Standardization Organisation
(ISO) has also been used wherever possible. So, for example, terminology such as sound level, dB(A)
is replaced by A-weighted sound pressure level, dB; and sound power level, dB(A) is replaced by A-
weighted sound power level, dB. This terminology, although sometimes more cumbersome, is preferred
in this book because it reduces potential confusion between sound pressure levels and sound power
levels and does not mix up the A-weighting with the decibel unit. Again it has not always been possible
to make these changes in the reproduction of tables and figures of others.

I would like to thank all the authors who contributed chapters to this book for their hard work. In
many cases the editorial board provided considerable help. Henning von Gierke, in particular, was very
insistent that vibration be given equal weight to noise and I followed his wise advice closely. I wish to
thank my assistants, Angela Woods, Elizabeth Green and especially Renata Gallyamova, all of whom
provided really splendid assistance in making this book possible. I am also indebted to my students,
in particular Zhuang Li and Cédric Béchet, who helped proofread and check the final versions of my
own chapters and many others throughout this book. The editorial staff at Wiley must also be thanked,
especially Bob Hilbert, who guided this Handbook to a successful conclusion. Last and not least, I
should like to thank my wife Ruth and daughters Anne and Elizabeth for their support, patience and
understanding during the preparation of this book.

MALCOLM J. CROCKER
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rior Técnico, 1049–001 Lisbon, Portugal

Robert J. Bernhard, School of Mechanical
Engineering, Purdue University, West Lafayette,
Indiana 47907, United States

Bernard F. Berry, Berry Environmental Ltd., 49
Squires Bridge Road, Shepperton, Surrey TW17
0JZ, United Kingdom

Yuri I. Bobrovnitskii, Department of Vibroa-
coustics, Mechanical Engineering Research Insti-
tute, Russian Academy of Sciences, Moscow
101990, Russia

Michael Bockhoff, Ingénierie Bruit et Vibra-
tions, Centre Technique des Industries Mécani-
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Vibration Measurement A/S, 2850 Nærum,
Denmark

George Zusman, IMI Sensors Division, PCB
Piezotronics, Depew, New York 14043, United
States



CHAPTER 1
FUNDAMENTALS OF ACOUSTICS, NOISE,
AND VIBRATION

Malcolm J. Crocker
Department of Mechanical Engineering
Auburn University
Auburn, Alabama

1 INTRODUCTION
The vibrations in machines and structures result in
oscillatory motion that propagates in air and/or water
and that is known as sound. Sound can also be
produced by the oscillatory motion of the fluid itself,
such as in the case of the turbulent mixing of
a jet with the atmosphere, in which no vibrating
structure is involved. The simplest type of oscillation
in vibration and sound phenomena is known as
simple harmonic motion, which can be shown to
be sinusoidal in time. Simple harmonic motion is
of academic interest because it is easy to treat and
manipulate mathematically; but it is also of practical
interest. Most musical instruments make tones that
are approximately periodic and simple harmonic in
nature. Some machines (such as electric motors, fans,
gears, etc.) vibrate and make sounds that have pure
tone components. Musical instruments and machines
normally produce several pure tones simultaneously.
Machines also produce sound that is not simple
harmonic but is random in time and is known as
noise. The simplest vibration to analyze is that of a
mass–spring–damper system. This elementary system
is a useful model for the study of many simple
vibration problems. Sound waves are composed of the
oscillatory motion of air (or water) molecules. In air
and water, the fluid is compressible and the motion is
accompanied by a change in pressure known as sound.
The simplest form of sound is one-dimensional plane
wave propagation. In many practical cases (such as in
enclosed spaces or outdoors in the environment) sound
propagation in three dimensions must be considered.

2 DISCUSSION
In Chapter 1 we will discuss some simple theory that
is useful in the control of noise and vibration. For
more extensive discussions on sound and vibration
fundamentals, the reader is referred to more detailed
treatments available in several books.1–7 We start
off by discussing simple harmonic motion. This is
because very often oscillatory motion, whether it be
the vibration of a body or the propagation of a sound
wave, is like this idealized case. Next, we introduce
the ideas of period, frequency, phase, displacement,
velocity, and acceleration. Then we study free and
forced vibration of a simple mass–spring system and
the influence of damping forces on the system. These
vibration topics are discussed again at a more advanced
level in Chapters 12, 15, and 60. In Section 5 we

discuss how sound propagates in waves, and then we
study sound intensity and energy density. In Section 6
we consider the use of decibels to express sound
pressure levels, sound intensity levels , and sound
power levels. Section 7 describes some preliminary
ideas about human hearing. In Sections 8 and 9,
we study frequency analysis of sound and frequency
weightings and finally in Section 10 day–night and
day–evening–night sound pressure levels.

In Chapter 2 we discuss some further aspects of
sound propagation at a more intermediate level, includ-
ing the radiation of sound from idealized spheri-
cal sources, standing waves, and the important ideas
of near, far, free, and reverberant sound fields. We
also study the propagation of sound in closed spaces
indoors and outdoors. This has applications to indus-
trial noise control problems in buildings and to com-
munity noise problems, respectively. Chapter 2 also
serves as an introduction to some of the topics that
follow in Part I of this handbook.

3 SIMPLE HARMONIC MOTION

The motion of vibrating systems such as parts of
machines, and the variation of sound pressure with
time is often said to be simple harmonic. Let us
examine what is meant by simple harmonic motion.

Suppose a point P is revolving around an origin O
with a constant angular velocity ω, as shown in Fig.1.

Y

X

A sin wt

A cos wt0

wt

A

P

Figure 1 Representation of simple harmonic motion by
projection of the rotating vector A on the X or Y axis.

1Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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A sin wt

A cos wt0 0

wt

A

A
P

Y Y

X

y = A sin wt

tt T 2T

(a) (b)

Figure 2 Simple harmonic motion.

If the vector OP is aligned in the direction OX when
time t = 0, then after t seconds the angle between OP
and OX is ωt . Suppose OP has a length A, then the
projection on the X axis is A cos ωt and on the Y
axis, A sin ωt . The variation of the projected length
on either the X axis or the Y axis with time is said to
represent simple harmonic motion.

It is easy to generate a displacement vs. time plot
with this model, as is shown in Fig. 2. The projections
on the X axis and Y axis are as before. If we move the
circle to the right at a constant speed, then the point
P traces out a curve y = A sin ωt , horizontally. If we
move the circle vertically upwards at the same speed,
then the point P would trace out a curve x = A cos ωt ,
vertically.

3.1 Period, Frequency, and Phase
The motion is seen to repeat itself every time the vector
OP rotates once (in Fig. 1) or after time T seconds (in
Figs. 2 and 3). When the motion has repeated itself, the
displacement y is said to have gone through one cycle.
The number of cycles that occur per second is called
the frequency f. Frequency may be expressed in cycles
per second or, equivalently in hertz, or as abbreviated,
Hz. The use of hertz or Hz is preferable because this
has become internationally agreed upon as the unit of
frequency. (Note cycles per second = hertz). Thus

f = l/T hertz (1)

The time T is known as the period and is usually
measured in seconds. From Figs. 2 and 3, we see that
the motion repeats itself every time ωt increases by
2π, since sin 0 = sin 2π = sin 4π = 0, and so on. Thus
ωT = 2π and from Eq. 1,

ω = 2πf (2)

The angular frequency, ω, is expressed in radians
per second (rad/s).

The motion described by the displacement y in
Fig. 2 or the projection OP on the X or Y axes in
Fig. 2 is said to be simple harmonic. We must now
discuss something called the initial phase angle, which
is sometimes just called phase. For the case we have
chosen in Fig. 2, the phase angle is zero. If, instead,
we start counting time from when the vector points in
the direction OP1, as shown in Fig. 3, and we let the
angle XOP1 = φ, this is equivalent to moving the time
origin t seconds to the right in Fig. 2. Time is started
when P is at P1 and thus the initial displacement is
A sin φ. The initial phase angle is φ. After time t, P1
has moved to P2 and the displacement

y = A sin(ωt + φ) (3)

If the initial phase angle φ = 0◦, then y = A sinωt ;
if the phase angle φ = 90◦, then y = A sin(ωt +
π/2) ≡ A cosωt . For mathematical convenience, com-
plex exponential notation is often used. If the displace-
ment is written as

y = Aejωt , (3a)

and we remember that Aejωt = A(cos ωt + j sinωt),
we see in Fig. 1 that the real part of Eq. (3a) is
represented by the projection of the point P onto
the x axis, A cosωt , and of the point P onto the y
or imaginary axis, A sinωt . Simple harmonic motion,
then, is often written as the real part of Aejωt , or in
the more general form Aej(ωt+φ). If the constant A is
made complex, then the displacement can be written
as the real part of Aejωt , where A = Aejφ.

3.2 Velocity and Acceleration

So far we have examined the displacement y of a
point. Note that, when the displacement is in the
OY direction, we say it is positive; when it is in
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A sin (wt + f) y = A sinf

0 0

wt
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A
P2
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Y Y
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t T 2T
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(a) (b)

Figure 3 Simple harmonic motion with initial phase angle φ.

the opposite direction to OY, we say it is negative.
Displacement, velocity, and acceleration are really
vector quantities in mathematics; that is, they have
magnitude and direction. The velocity v of a point
is the rate of change of position with time of the
point x in metres/second. The acceleration a is the rate
of change of velocity with time. Thus, using simple
calculus:

v = dy

dt
= d

dt
[A sin(ωt + φ)] = Aω cos(ωt + φ)

(4)
and

a = dv

dt
= d

dt
[Aω cos(ωt + φ)] = −Aω2 sin(ωt + φ)

(5)

Equations (3), (4), and (5) are plotted in Fig. 4.
Note, by trigonometric manipulation we can rewrite

Eqs. (4) and (5) as (6) and (7):

v = Aω cos(ωt + φ) = Aω sin
(
ωt + π

2
+ φ

)
(6)

and

a = −Aω2 sin(ωt + φ) = +Aω2 sin(ωt + π + φ)
(7)

and from Eq. (3) we see that a = −ω2y.
Equations (3), (6), and (7) tell us that for simple

harmonic motion the amplitude of the velocity is ω or
2πf greater than the amplitude of the displacement,
while the amplitude of the acceleration is ω2 or (2πf )2

Aω cos(ωt + φ)

A sin(ωt + φ)

–Aω2 sin(ωt + φ)

ωt
φ

Aω A

0
0

Y

X

y, v, a

t

Aω 2

Aω2

Aω
A

Displacement, y
Velocity, v =

dy
dt

dv
dt

Acceleration, a = =
d2y

dt2

Figure 4 Displacement, velocity, and acceleration.
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greater. The phase of the velocity is π/2 or 90◦ ahead
of the displacement, while the acceleration is π or 180◦
ahead of the displacement.

Note, we could have come to the same conclusions
and much more quickly if we had used the complex
exponential notation. Writing

y = Aejωt

then
v = Ajωejωt = jωy

and
a = A(j)2 ω2ejωt = −Aω2ejωt = −ω2y

4 VIBRATING SYSTEMS
4.1 Mass–Spring System
A. Free Vibration—Undamped Suppose a mass
of M kilogram is placed on a spring of stiffness K
newton-metre (see Fig. 5a), and the mass is allowed
to sink down a distance d metres to its equilibrium
position under its own weight Mg newtons, where g
is the acceleration of gravity 9.81 m/s2. Taking forces
and deflections to be positive upward gives

−Mg = −Kd (8)

thus the static deflection d of the mass is

d = Mg/K (8a)

The distance d is normally called the static deflection
of the mass; we define a new displacement coordinate
system, where Y = 0 is the location of the mass after
the gravity force is allowed to compress the spring.

Suppose now we displace the mass a distance y
from its equilibrium position and release it; then it
will oscillate about this position. We will measure the
deflection from the equilibrium position of the mass
(see Fig. 5b). Newton’s law states that force is equal to
mass × acceleration. Forces and deflections are again
assumed positive upward, and thus

−Ky = M
d2y

dt2
(9)

Let us assume a solution to Eq. (9) of the form y =
A sin(ωt + φ). Then upon substitution into Eq. (9) we
obtain

−KA sin(ωt + φ) = M[−ω2 sin(ωt + φ)]

We see our solution satisfies Eq. (9) only if

ω2 = K/M

The system vibrates with free vibration at an
angular frequency ω radians/second. This frequency,
ω, which is generally known as the natural angular
frequency, depends only on the stiffness K and

Original
Position
of Mass

Equilibrium
Position
of Mass

Free Length
of Spring

Equilibrium
Length of
Spring

M

K

d

Y

0

Equilibrium
Position
of Mass

Deflected
Position
of Mass

M

K

Y

0

(a)

(b)

y

Figure 5 Movement of mass on a spring: (a) static
deflection due to gravity and (b) oscillation due to initial
displacement y0.

mass M . We normally signify this so-called natural
frequency with the subscript n. And so

ωn = √
K/M

and from Eq. (2)

fn = 1

2π

√
K/M Hz (10)

The frequency, fn hertz, is known as the natural
frequency of the mass on the spring. This result,
Eq.(10), looks physically correct since if K increases
(with M constant), fn increases. If M increases with
K constant, fn decreases. These are the results we also
find in practice.

We have seen that a solution to Eq. (9) is y =
A sin(ωt + φ) or the same as Eq. (3). Hence we
know that any system that has a restoring force
that is proportional to the displacement will have
a displacement that is simple harmonic. This is an
alternative definition to that given in Section 3 for
simple harmonic motion.

B. Free Vibration—Damped Many mechanical
systems can be adequately described by the simple
mass–spring system just discussed above. However,
for some purposes it is necessary to include the
effects of losses (sometimes called damping). This
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Figure 6 Movement of damped simple system.

is normally done by including a viscous damper in
the system (see Fig. 6). See Chapters 15 and 60 for
further discussion on passive damping. With viscous or
“coulomb” damping the friction or damping force Fd

is assumed to be proportional to the velocity, dy/dt . If
the constant of proportionality is R, then the damping
force Fd on the mass is

Fd = −R
dy

dt
(11)

and Eq. (9) becomes

−R
dy

dt
− Ky = M

d2y

dt2
(12)

or equivalently

Mÿ + Rẏ + Ky = 0 (13)

where the dots represent single and double differenti-
ation with respect to time.

The solution of Eq. (13) is most conveniently found
by assuming a solution of the form: y is the real part
of Ajλt where A is a complex number and λ is an
arbitrary constant to be determined. By substituting
y = Ajλt into Eq. (13) and assuming that the damping
constant R is small, R < (4MK)1/2 (which is true in
most engineering applications), the solution is found
that:

y = Ae−(R/2M)t sin(ωd t + φ) (14)

Here ωd is known as the damped “natural” angular
frequency:

ωd = ωn[1 − (R/2M)2]1/2 (15)

where ωn is the undamped natural frequency
√

K/M .
The motion described by Eq. (14) is plotted in Fig.7.

y

t
0

A sinf

Ae–(R/2M)t sin(wdt + f)

Ae–(R/2M)t 

Figure 7 Motion of a damped mass–spring system,
R < (4MK)1/2.

The amplitude of the motion decreases with time
unlike that for undamped motion (Fig. 3). If the
damping is increased until R equals (4MK)1/2, the
damping is then called critical, Rcrit = (4MK)1/2. In
this case, if the mass in Fig. 6 is displaced, it gradually
returns to its equilibrium position and the displacement
never becomes negative. In other words, there is no
oscillation or vibration. If R > (4MK)1/2, the system
is said to be overdamped.

The ratio of the damping constant R to the critical
damping constant Rcrit is called the damping ratio δ:

δ = R/Rcrit = R/(2Mω) (16a)

In most engineering cases the damping ratio, δ, in a
structure is hard to predict and is of the order of 0.01
to 0.1. There are, however, several ways to measure
damping experimentally. (See Chapters 15 and 60.)

C. Forced Vibration—Damped If a damped
spring–mass system is excited by a simple harmonic
force at some arbitrary angular forcing frequency ω
(Fig. 8), we now obtain the equation of motion (16b):

Mÿ + Rẏ + Ky = Fej (ωt) = |F |ej (ωt+φ) (16b)

The force F is normally written in the complex
form for mathematical convenience. The real force
acting is, of course, the real part of F or |F | cos(ωt),
where |F | is the force amplitude.

 FB = | FB |e
j(ωt + β)

F = | F |e j(ωt + φ)y

M

KR

0

Base

Figure 8 Forced vibration of damped simple system.



6 FUNDAMENTALS OF ACOUSTICS AND NOISE, AND VIBRATION

If we assume a solution of the form y = Aejωt then
we obtain from Eq. (16b):

A = |F |
jωR + K − Mω2

(17)

We can write A = |A|ejα, where α is the phase
angle between force and displacement. The phase, α,
is not normally of much interest, but the amplitude
of motion |A| of the mass is. The amplitude of the

displacement is

|A| = |F |
[ω2R2 + (K − Mω2)2]1/2

(18)

This can be expressed in alternative form:

|A|
|F |/K = 1

[4δ2(ω/ωn)2 + (1 − (ω/ωn)2)2]1/2
(19)

Equation (19) is plotted in Fig. 9. It is observed
that if the forcing frequency ω is equal to the natural
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frequency of the structure, ωn, or equivalently f = fn,
a condition called resonance, then the amplitude of the
motion is proportional to 1/(2δ). The ratio |A|/(|F |/K)
is sometimes called the dynamic magnification factor
(DMF). The number |F |/K is the static deflection
the mass would assume if exposed to a constant
nonfluctuating force |F |. If the damping ratio, δ, is
small, the displacement amplitude A of a structure
excited at its natural or resonance frequency is very
high. For example, if a simple system has a damping
ratio, δ, of 0.01, then its dynamic displacement
amplitude is 50 times (when exposed to an oscillating
force of |F | N) its static deflection (when exposed to
a static force of amplitude |F | N), that is, DMF = 50.
Situations such as this should be avoided in practice,
wherever possible. For instance, if an oscillating force
is present in some machine or structure, the frequency
of the force should be moved away from the natural
frequencies of the machine or structure, if possible, so
that resonance is avoided. If the forcing frequency f
is close to or coincides with a natural frequency fn,
large amplitude vibrations can occur with consequent
vibration and noise problems and the potential of
serious damage and machine malfunction.

The force on the idealized damped simple system
will create a force on the base FB = Rẏ + Ky.
Substituting this into Eq. (16) and rearranging and
finally comparing the amplitudes of the imposed force
|F | with the force transmitted to the base |FB | gives

|FB |
|F | =

[
1 + 4δ2(ω/ωn)

2

4δ2(ω/ωn)2 + (1 − (ω/ωn)2)2

]1/2

(20)

Equation (20) is plotted in Fig. 10. The ratio
|FB |/|F | is sometimes called the force transmissibility
TF . The force amplitude transmitted to the machine
support base, FB , is seen to be much greater than one,
if the exciting frequency is at the system resonance
frequency. The results in Eq. (20) and Fig. 10 have
important applications to machinery noise problems
that will be discussed again in detail in Chapter 54.
Briefly, we can observe that these results can be
utilized in designing vibration isolators for a machine.
The natural frequency ωn of a machine of mass M
resting on its isolators of stiffness K and damping
constant R must be made much less than the forcing
frequency ω. Otherwise, large force amplitudes will
be transmitted to the machine base. Transmitted forces
will excite vibrations in machine supports and floors
and walls of buildings, and the like, giving rise
to additional noise radiation from these other areas.
Chapter 59 gives a more complete discussion on
vibration isolation.

5 PROPAGATION OF SOUND

5.1 Plane Sound Waves

The propagation of sound may be illustrated by
considering gas in a tube with rigid walls and having
a rigid piston at one end. The tube is assumed to be
infinitely long in the direction away from the piston.

We shall assume that the piston is vibrating with simple
harmonic motion at the left-hand side of the tube
(see Fig. 11) and that it has been oscillating back and
forth for some time. We shall only consider the piston
motion and the oscillatory motion it induces in the fluid
from when we start our clock. Let us choose to start
our clock when the piston is moving with its maximum
velocity to the right through its normal equilibrium
position at x = 0. See the top of Fig. 11, at t = 0. As
time increases from t = 0, the piston straight away
starts slowing down with simple harmonic motion,
so that it stops moving at t = T /4 at its maximum
excursion to the right. The piston then starts moving
to the left in its cycle of oscillation, and at t = T /2
it has reached its equilibrium position again and has
a maximum velocity (the same as at t = 0) but now
in the negative x direction. At t = 3T /4, the piston
comes to rest again at its maximum excursion to the
left. Finally at t = T the piston reaches its equilibrium
position at x = 0 with the same maximum velocity
we imposed on it at t = 0. During the time T , the
piston has undergone one complete cycle of oscillation.
We assume that the piston continues vibrating and
makes f oscillations each second, so that its frequency
f = 1/T (Hz).

As the piston moves backward and forward, the
gas in front of the piston is set into motion. As we all
know, the gas has mass and thus inertia and it is also
compressible. If the gas is compressed into a smaller
volume, its pressure increases. As the piston moves to
the right, it compresses the gas in front of it, and as it
moves to the left, the gas in front of it becomes rarified.
When the gas is compressed, its pressure increases
above atmospheric pressure, and, when it is rarified,
its pressure decreases below atmospheric pressure. The
pressure difference above or below the atmospheric
pressure, p0, is known as the sound pressure, p, in
the gas. Thus the sound pressure p = ptot − p0, where
ptot is the total pressure in the gas. If these pressure
changes occurred at constant temperature, the fluid
pressure would be directly proportional to its density,
ρ, and so p/ρ = constant. This simple assumption was
made by Sir Isaac Newton, who in 1660 was the first
to try to predict the speed of sound. But we find
that, in practice, regions of high and low pressure are
sufficiently separated in space in the gas (see Fig. 11)
so that heat cannot easily flow from one region to the
other and that the adiabatic law, p/ργ = constant, is
more closely followed in nature.

As the piston moves to the right with maximum
velocity at t = 0, the gas ahead receives maximum
compression and maximum increase in density, and
this simultaneously results in a maximum pressure
increase. At the instant the piston is moving to the
left with maximum negative velocity at t = T /2, the
gas behind the piston, to the right, receives maxi-
mum rarefaction, which results in a maximum density
and pressure decrease. These piston displacement and
velocity perturbations are superimposed on the much
greater random motion of the gas molecules (known as
the Brownian motion). The mean speed of the molec-
ular random motion in the gas depends on its absolute
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Figure 10 Force transmissibility, TF , for a damped simple system.

temperature. The disturbances induced in the gas are
known as acoustic (or sound) disturbances. It is found
that momentum and energy pulsations are transmitted
from the piston throughout the whole region of the
gas in the tube through molecular interactions (some-
times simply termed molecular collisions). The rate at
which the motion is transmitted throughout the fluid
depends upon its absolute temperature. The speed of
transmission is known as the speed of sound, c0:

c0 = (γRT )1/2 metres/second

where γ is the ratio of specific heats, R is the gas con-
stant of the fluid in the tube, and T is the absolute tem-
perature (K). A small region of fluid instantaneously
enclosing a large number of gas molecules is known
as a particle. The motion of the gas particles “mim-
ics” the piston motion as it moves back and forth. The
velocity of the gas particles (superimposed on the ran-
dom Brownian motion of the molecules) depends upon
the velocity of the piston as it moves back and forth
and is completely unrelated to the speed of the sound
propagation c0. For a given amplitude of vibration of
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Figure 11 Schematic illustration of the sound pressure distribution created in a tube by a piston undergoing one complete
simple harmonic cycle of operation in period T seconds.

the piston, A, we know from Eq. (4) that the velocity
amplitude is ωA, which increases with frequency, and
thus the piston only has a high-velocity amplitude if it
is vibrated at high frequency.

Figure 11 shows the way that sound disturbances
propagate along the tube from the oscillating piston.
Dark regions in the tube indicate regions of high gas
compression and high positive sound pressure. Light
regions in the tube indicate regions of rarefaction and
low negative sound pressure. Since the motion in the
fluid is completely repeated periodically at one location
and also is identically repeated spatially along the
tube, we call the motion wave motion. At time t = T ,
the fluid disturbance, which was caused by the piston
beginning at t = 0, will only have reached a distance
c0T along the tube. We call this location, the location
of the wave front at the time T . Figure 11 shows that
at distance c0T along the tube, at which the motion
starts to repeat itself. The distance c0T is known as
the wavelength λ (metres), and thus

λ = c0T metres

Figure 11 shows the location of the wave front for
different times and the sound pressure distribution in

the tube at t = T . The sound pressure distribution at
some instant t is given by

p = P cos(2πx/λ)

where P is the sound pressure amplitude (N/m2). Since
the piston is assumed to vibrate with simple harmonic
motion with period T , its frequency of oscillation
f = 1/T . Thus the wavelength λ (m) can be written

λ = c0/f

The sound pressure distribution, p (N/m2), in the tube
at any time t (s) can thus be written

p = P cos[2π(x/λ − t/T )]

or
p = P cos[(kx − ωt)]

where k = 2π/λ = ω/c0 and ω = 2πf . The param-
eter, k, is commonly known as the wavenumber,
although the term wavelength parameter is better, since
k has the dimensions of 1/m.
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5.2 Sound Pressure
With sound waves in a fluid such as air, the sound
pressure at any point is the difference between the total
pressure and normal atmospheric pressure. The sound
pressure fluctuates with time and can be positive or neg-
ative with respect to the normal atmospheric pressure.

Sound varies in magnitude and frequency and it is
normally convenient to give a single number measure
of the sound by determining its time-averaged value.
The time average of the sound pressure at any point
in space, over a sufficiently long time, is zero and is
of no interest or use. The time average of the square
of the sound pressure, known as the mean square
pressure, however, is not zero. If the sound pressure
at any instant t is p(t), then the mean square pressure,
〈p2(t)〉t , is the time average of the square of the sound
pressure over the time interval T :

〈p2(t)〉t = 1

T

T∫

0

p2(t) dt (21)

where 〈〉t denotes a time average.
It is usually convenient to use the square root of

the mean square pressure:

prms =
√

〈p2(t)〉t =

√√√√√ 1

T

T∫

0

p2(t) dt

which is known as the root mean square (rms) sound
pressure. This result is true for all cases of continuous
sound time histories including noise and pure tones.
For the special case of a pure tone sound, which is
simple harmonic in time, given by p = P cos(ωt), the
root mean square sound pressure is

prms = P/
√

2 (22)

where P is the sound pressure amplitude.

5.3 Particle Velocity
As the piston vibrates, the gas immediately next to the
piston must have the same velocity as the piston. A
small element of fluid is known as a particle, and its
velocity, which can be positive or negative, is known
as the particle velocity. For waves traveling away from
the piston in the positive x direction, it can be shown
that the particle velocity, u, is given by

u = p/ρc0 (23)

where ρ = fluid density (kg/m3) and c0 = speed of
sound (m/s).

If a wave is reflected by an obstacle, so that it is
traveling in the negative x direction, then

u = −p/ρc0 (24)

The negative sign results from the fact that the
sound pressure is a scalar quantity, while the particle
velocity is a vector quantity. These results are true for
any type of plane sound waves, not only for sinusoidal
waves.

5.4 Sound Intensity
The intensity of sound, I , is the time-averaged sound
energy that passes through unit cross-sectional area in
unit time. For a plane progressive wave, or far from
any source of sound (in the absence of reflections):

I = p2
rms/ρc0 (25)

where ρ = the fluid density (kg/m3) and c0 = speed of
sound (m/s).

In the general case of sound propagation in a three-
dimensional field, the sound intensity is the (net) flow
of sound energy in unit time flowing through unit
cross-sectional area. The intensity has magnitude and
direction

I = pur = 〈p · ur〉t = 1

T

T∫

0

p · ur dt (26)

where p is the total fluctuating sound pressure, and ur

is the total fluctuating sound particle velocity in the
r direction at the measurement point. The total sound
pressure p and particle velocity ur include the effects
of incident and reflected sound waves.

5.5 Energy Density
Consider the case again of the oscillating piston in
Fig. 11. We shall consider the sound energy that is
produced by the oscillating piston, as it flows along the
tube from the piston. We observe that the wavefront
and the sound energy travel along the tube with
velocity c0 metres/second. Thus after 1 s, a column of
fluid of length c0 m contains all of the sound energy
provided by the piston during the previous second. The
total amount of energy E in this column equals the
time-averaged sound intensity multiplied by the cross-
sectional area S, which is from Eq. (22):

E = SI = Sp2
rms/ρc0 (27)

The sound per energy unit volume is known as the
energy density ε,

ε = �Sp2
rms/ρc0�/c0S = p2

rms/ρc2
0 (28)

This result in Eq. (28) can also be shown to be true
for other acoustic fields as well, as long as the total
sound pressure is used in Eq. (28), and provided the
location is not very close to a sound source.

5.6 Sound Power
Again in the case of the oscillating piston, we will
consider the sound power radiated by the piston into
the tube. The sound power radiated by the piston, W , is

W = SI (29)
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But from Eqs. (23) and (25) the power is

W = S(prmsurms) (29a)

and close to the piston, the rms particle velocity, urms,
must be equal to the rms piston velocity.
From Eq. (29a), we can write

W = Sρc0v
2
rms = 4πr2ρc0v

2
rms (30)

where r is the piston and duct radius, and vrms is the
rms velocity of the piston.

6 DECIBELS AND LEVELS
The range of sound pressure magnitudes and sound
powers of sources experienced in practice is very
large. Thus, logarithmic rather than linear measures
are often used for sound pressure and sound power.
The most common measure of sound is the decibel.
Decibels are also used to measure vibration, which
can have a similar large range of magnitudes. The
decibel represents a relative measurement or ratio.
Each quantity in decibels is expressed as a ratio
relative to a reference sound pressure, sound power,
or sound intensity, or in the case of vibration relative
to a reference displacement, velocity, or acceleration.
Whenever a quantity is expressed in decibels, the result
is known as a level.

The decibel (dB) is the ratio R1 given by

log10 R1 = 0.1 10 log10 R1 = 1 dB (31)

Thus, R1 = 100.1 = 1.26. The decibel is seen to
represent the ratio 1.26. A larger ratio, the bel , is
sometimes used. The bel is the ratio R2 given by

log10 R2 = 1. Thus, R2 = 101 = 10. The bel represents
the ratio 10 and is thus much larger than a decibel.

6.1 Sound Pressure Level
The sound pressure level Lp is given by

Lp = 10 log10

( 〈p2〉t
p2

ref

)
= 10 log10

(
p2

rms

p2
ref

)

= 20 log10

(
prms

pref

)
dB (32)

where pref is the reference pressure, pref = 20 µPa =
0.00002 N/m2 (= 0.0002 µbar) for air. This reference
pressure was originally chosen to correspond to the
quietest sound (at 1000 Hz) that the average young
person can hear. The sound pressure level is often
abbreviated as SPL. Figure 12 shows some sound
pressure levels of typical sounds.

6.2 Sound Power Level
The sound power level of a source, LW , is given by

LW = 10 log10

(
W

Wref

)
dB (33)

where W is the sound power of a source and Wref =
10−12 W is the reference sound power.

Some typical sound power levels are given in
Fig. 13.

6.3 Sound Intensity Level
The sound intensity level LI is given by

LI = 10 log10

(
I

Iref

)
dB (34)
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Figure 13 Some typical sound power levels, LW .

where I is the component of the sound intensity in a
given direction and Iref = 10−12 W/m2 is the reference
sound intensity.

6.4 Combination of Decibels

If the sound pressures p1 and p2 at a point produced
by two independent sources are combined, the mean
square pressure is

p2
rms = 1

T

T∫

0

(p1 + p2)
2 dt = 〈p2

1 + 2p1p2 + p2
2〉t

= 〈p2
1〉t + 〈p2

2〉t + 2〈p1p2〉t ≡ p2
1 + p2

2

+ 2p1p2, (35)

where 〈 〉t and the overbar indicate the time average
1
T

∫
( )dt .
Except for some special cases, such as two pure

tones of the same frequency or the sounds from two
correlated sound sources, the cross term 2〈p1p2〉t
disappears if T → ∞. Then in such cases, the mean
square sound pressures p2

1 and p2
2 are additive, and

the total mean square sound pressure at some point
in space, if they are completely independent noise
sources, may be determined using Eq. (35a).

p2
rms = p2

1 + p2
2 (35a)

Let the two mean square pressure contributions
to the total noise be p2

rms1 and p2
rms2 corresponding

to sound pressure levels Lp1 and Lp2, where Lp2 =
Lp1 − �. The total sound pressure level is given by

the sum of the individual contributions in the case of
uncorrelated sources, and the total sound pressure level
is given by forming the total sound pressure level by
taking logarithms of Eq. (35a)

Lpt =10 log[(p2
rms1 + p2

rms2)/p
2
ref]

=10 log(10Lp1/10 + 10Lp2/10)

=10 log(10Lp1/10) + 10(Lp1−�)/10

=10 log[10Lp1/10(1 + 10−�/10)]

=Lp1 + 10 log(1 + 10−�/10) (35b)

where,LpT = combined sound pressure level due
to both sources

Lp1 = greater of the two sound pressure
level contributions

� = difference between the two contri-
butions, all in dB

Equation (35b) is presented in Fig. 14.

Example 1 If two independent noise sources each
create sound pressure levels operating on their own
of 80 dB, at a certain point, what is the total sound
pressure level? Answer: The difference in levels is
0 dB; thus the total sound pressure level is 80 +
3 = 83 dB.

Example 2 If two independent noise sources
have sound power levels of 70 and 73 dB, what
is the total level? Answer: The difference in levels
is 3 dB; thus the total sound power level is 73 +
1.8 = 74.8 dB.

Figure 14 and these two examples do not apply
to the case of two pure tones of the same frequency.
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Note: For the special case of two pure tones of the
same amplitude and frequency, if p1 = p2 (and the
sound pressures are in phase at the point in space of
the measurement):

Lptotal = 10 log


 1

T

T∫

0

(p1 + p2)
2dt




= Lp1 + 10 log 4 ≡ Lp2 + 6 dB (36)

Example 3 If p1 = p2 = 1 Pa and the two sound
pressures are of the same amplitude and frequency and in
phasewith each other, then the total sound pressure level

Lp(total) = 20 log

[
2

20 × 10−6

]
= 100 dB

Example 4 If p1 = p2 = 1 Pa and the two sound
pressures are of the same amplitude and frequency,
but in opposite phase with each other, then the total
sound pressure level

Lp(total) = 20 log

[
0

20 × 10−6

]
= −∞ dB

For such a case as in Example 1 above, for pure-
tone sounds, instead of 83 dB, the total sound pressure
level can range anywhere between 86 dB (for in-phase
sound pressures) and −∞ dB (for out-of-phase sound
pressures). For the Example 2 above, the total sound
power radiated by the two pure-tone sources depends
on the phasing and separation distance.

7 HUMAN HEARING
Human hearing is most sensitive at about 4000 Hz.
We can hear sound down to a frequency of about 15 or
16 Hz and up to about 15,000 to 16,000 Hz. However,
at low frequency below about 200 Hz, we cannot hear
sound at all well, unless the sound pressure level is
quite high. See Chapters 19 and 20 for more details.
Normal speech is in the range of about 100 to 4000 Hz
with vowels mostly in the low- to medium-frequency
range and consonants mostly in the high-frequency
range. See Chapter 22. Music has a larger frequency
range and can be at much higher sound pressure levels
than the human voice. Figure 15 gives an idea of
the approximate frequency and sound pressure level
boundaries of speech, music, and the audible range

of human hearing. The lower boundary in Fig. 15 is
called the threshold of hearing since sounds below this
level cannot be heard by the average young person.
The upper boundary is called the threshold of feeling
since sounds much above this boundary can cause
unpleasant sensations in the ear and even pain and, at
high enough sound pressure levels, immediate damage
to the hearing mechanism. See Chapter 21.

8 FREQUENCY ANALYSIS

Sound signals can be combined, but they can also be
broken down into frequency components as shown by
Fourier over 200 years ago. The ear seems to work as
a frequency analyzer. We also can make instruments
to analyze sound signals into frequency components.

Frequency analysis is commonly carried out using
(a) constant frequency band filters and (b) constant per-
centage filters. The constant percentage filter (usually
one-octave or one-third-octave band types) most paral-
lels the way the human auditory system analyzes sound
and, although digital processing has mostly overtaken
analog processing of signals, it is still frequently used.
See Chapters 40, 41, and 42 for more details about fil-
ters, signal processing, and data analysis.

The following symbol notation is used in
Sections 8.1 and 8.2: fL and fU are the lower and
upper cutoff frequencies, and fC and �f are the
band center frequency and the frequency bandwidth,
respectively. Thus �f = fU − fL. See Fig. 16.

8.1 One-Octave Bands
For one-octave bands, the cutoff frequencies fL and
fU are defined as follows:

fL = fC/
√

2

fU = √
2fC

The center frequency (or geometric mean) is

fC = √
fLfU

Thus
fU/fL = 2

The bandwidth �f is given by

�f = fU − fL = fC(
√

2 − 1/
√

2) = fC/
√

2
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Figure 15 Sound pressure level versus frequency for the audible range, typical music range, and range of speech.
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Figure 16 Typical frequency response of a filter of center
frequency fC and upper and lower cutoff frequencies, fU
and fL.

so
�f ≈ 70%(fC)

8.2 One-Third-Octave Bands
For one-third-octave bands the cutoff frequencies, fL

and fU , are defined as follows:

fL = fC/
6
√

2 = fC/21/6

fU = fC21/6

The center frequency (geometric mean) is given by

fC = √
fLfU

Thus
fU/fL = 21/3

The bandwidth �f is given by

�f = fU − fL = fC(21/6 − 2−1/6)

so
�f ≈ 23%(fC)

NOTE

1. The center frequencies of one-octave bands are
related by 2, and 10 frequency bands are used
to cover the human hearing range. They have
center frequencies of 31.5, 63, 125, 250, 500,
1000, 2000, 4000, 8000, 16,000 Hz.

2. The center frequencies of one-third octave
bands are related by 21/3 and 10 cover a decade
of frequency, and thus 30 frequency bands are
used to cover the human hearing range: 20,
25, 31.5, 40, 50, 63, 80, 100, 125, 160,. . .
16,000 Hz.

9 FREQUENCY WEIGHTING (A, B, C, D)
Other filters are often used to simulate the hearing
system of humans. The relative responses of A-, B-,
C-, and D-weighting filters are shown in Fig. 17. The
most commonly used is the A-weighting filter. These
filter weightings are related to human response to pure
tone sounds, although they are often used to give an
approximate evaluation of the loudness of noise as
well. Chapter 21 discusses the loudness of sound in
more detail.

10 EQUIVALENT SOUND PRESSURE LEVEL
(Leq)
The equivalent sound pressure level, Leq, has become
very frequently used in many countries in the last 20 to
25 years to evaluate industrial noise, community noise
near airports, railroads, and highways. See Chapter 34
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for more details. The equivalent sound pressure level
is defined by

Leq = 10 log

[
p2

rms

p2
ref

]
= 10 log

1

T

T∫

0

10L(t)/10dt

= 10 log
1

N

N∑
i=1

10Li10 (37)

The averaging time T can be, for example, 1 h,
8 h, 1 day, 1 week, 1 month, and so forth. L(t) is
the short-time average. See Fig. 18a. Li can be a set
of short-time averages for Lp over set periods. If the
sound pressure levels, Li , are values averaged over
constant time periods such as one hour, then they
can be summed as in Eq. (37). See Fig. 18b. The
sound pressure signal is normally filtered with an A-
weighting filter.

11 DAY–NIGHT SOUND PRESSURE
LEVEL(Ldn)
In some countries, penalties are made for noise made
at night. For instance in the United States the so-called
day–night level is defined by

Ldn = 10 log


 1

24




22:00∫

07:00

10Lp/10dt

+
07:00∫

22:00

10(Lp+10)/10dt





 (38)

The day–night level Ldn has a 10-dB penalty
applied between the hours of 22:00 and 07:00. See
Eq. (38).

The sound pressure level Lp readings (short
time) used in Eq. (38) are normally A-weighted. The
day–night descriptor can also be written

Ldn = 10 log

[
1

24
{15 × 10Leqd/10

+ 9 × 10(Leqn+10)/10}
]

(39)

where Leqd is the A-weighted daytime equivalent
sound pressure level (from 07:00 to 22:00) and Leqn is
the night-time A-weighted sound pressure level (from
22:00 to 07:00).

12 DAY–EVENING–NIGHT SOUND
PRESSURE LEVEL(Lden)

In some countries, separate penalties are made for
noise made during evening and night periods. For
instance, the so-called day–evening–night level is
defined by

Lden = 10 log


 1

24




19:00∫

07:00

10Lp/10dt

+
22:00∫

19:00

10(Lp+5)/10dt

+
07:00∫

22:00

10(Lp+10)/10dt






 (40)

The day–evening–night level Lden has a 5-dB penalty
applied during the evening hours (here shown as
19:00 to 22:00) and a 10-dB penalty applied between
the hours of 22:00 and 07:00. See Eq. (40). Local
jurisdictions can set the evening period to be different
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Figure 18 Equivalent sound pressure level.

from 19:00 to 22:00, if they wish to do so for their
community.
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1 INTRODUCTION

The fluid mechanics equations, from which the
acoustics equations and results may be derived, are
quite complicated. However, because most acousti-
cal phenomena involve very small perturbations from
steady-state conditions, it is possible to make signif-
icant simplifications to these fluid equations and to
linearize them. The results are the equations of lin-
ear acoustics. The most important equation, the wave
equation, is presented in this chapter together with
some of its solutions. Such solutions give the sound
pressure explicitly as functions of time and space, and
the general approach may be termed the wave acous-
tics approach. This chapter presents some of the useful
results of this approach but also briefly discusses some
of the other alternative approaches, sometimes termed
ray acoustics and energy acoustics that are used when
the wave acoustics approach becomes too complicated.

The first purpose of this chapter is to present
some of the most important acoustics formulas and
definitions, without derivation, which are used in the
chapters following in Part I and in many of the other
chapters of this handbook. The second purpose is to
make some helpful comments about the chapters that
follow in Part I and about other chapters as seems
appropriate.

2 WAVE MOTION

Some of the basic concepts of acoustics and sound
wave propagation used in Part I and also throughout
the rest of this book are discussed here. For further
discussion of some of these basic concepts and/or a
more advanced mathematical treatment of some of
them, the reader is referred to Chapters 3, 4, and 5
and later chapters in this book. The chapters in Part
I of the Handbook of Acoustics1 and other texts2–12

are also useful for further discussion on fundamentals
and applications of the theory of noise and vibration
problems.

Wave motion is easily observed in the waves on
stretched strings and as ripples on the surface of
water. Waves on strings and surface water waves are
very similar to sound waves in air (which we cannot
see), but there are some differences that are useful
to discuss. If we throw a stone into a calm lake,
we observe that the water waves (ripples) travel out
from the point where the stone enters the water. The
ripples spread out circularly from the source at the

wave speed, which is independent of the wave height.
Somewhat like the water ripples, sound waves in air
travel at a constant speed, which is proportional to the
square root of the absolute temperature and is almost
independent of the sound wave strength. The wave
speed is known as the speed of sound. Sound waves
in air propagate by transferring momentum and energy
between air particles. Sound wave motion in air is a
disturbance that is imposed onto the random motion of
the air molecules (known as Brownian motion). The
mean speed of the molecular random motion and rate
of molecular interaction increases with the absolute
temperature of the gas. Since the momentum and
sound energy transfer occurs through the molecular
interaction, the sound wave speed is dependent solely
upon the absolute temperature of the gas and not
upon the strength of the sound wave disturbance.
There is no net flow of air away from a source of
sound, just as there is no net flow of water away
from the source of water waves. Of course, unlike the
waves on the surface of a lake, which are circular or
two dimensional, sound waves in air in general are
spherical or three dimensional.

As water waves move away from a source, their
curvature decreases, and the wavefronts may be
regarded almost as straight lines. Such waves are
observed in practice as breakers on the seashore.
A similar situation occurs with sound waves in the
atmosphere. At large distances from a source of sound,
the spherical wavefront curvature decreases, and the
wavefronts may be regarded almost as plane surfaces.

Plane sound waves may be defined as waves that
have the same acoustical properties at any position on
a plane surface drawn perpendicular to the direction
of propagation of the wave. Such plane sound waves
can exist and propagate along a long straight tube or
duct (such as an air-conditioning duct). In such a case,
the waves propagate in a direction along the duct axis
and the plane wave surfaces are perpendicular to this
direction (and are represented by duct cross sections).
Such waves in a duct are one dimensional, like the
waves traveling along a long string or rope under
tension (or like the ocean breakers described above).

Although there are many similarities between one-
dimensional sound waves in air, waves on strings, and
surface water waves, there are some differences. In a
fluid such as air, the fluid particles vibrate back and
forth in the same direction as the direction of wave
propagation; such waves are known as longitudinal,

19Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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compressional, or sound waves. On a stretched string,
the particles vibrate at right angles to the direction of
wave propagation; such waves are usually known as
transverse waves. The surface water waves described
are partly transverse and partly longitudinal, with
the complication that the water particles move up
and down and back and forth horizontally. (This
movement describes elliptical paths in shallow water
and circular paths in deep water. The vertical particle
motion is much greater than the horizontal motion
for shallow water, but the two motions are equal
for deep water.) The water wave direction is, of
course, horizontal.

Surface water waves are not compressional (like
sound waves) and are normally termed surface gravity
waves. Unlike sound waves, where the wave speed
is independent of frequency, long wavelength surface
water waves travel faster than short wavelength waves,
and thus water wave motion is said to be dispersive.
Bending waves on beams, plates, cylinders, and
other engineering structures are also dispersive (see
Chapter 10). There are several other types of waves
that can be of interest in acoustics: shear waves,
torsional waves, and boundary waves (see Chapter 12
in the Encyclopedia of Acoustics13), but the discussion
here will concentrate on sound wave propagation in
fluids.

3 PLANE SOUND WAVES

If a disturbance in a thin cross-sectional element
of fluid in a duct is considered, a mathematical
description of the motion may be obtained by assuming
that (1) the amount of fluid in the element is conserved,
(2) the net longitudinal force is balanced by the inertia
of the fluid in the element, (3) the compressive process
in the element is adiabatic (i.e., there is no flow of heat
in or out of the element), and (4) the undisturbed fluid
is stationary (there is no fluid flow). Then the following
equation of motion may be derived:

∂2p

∂x2
− 1

c2

∂2p

∂t2
= 0 (1)

where p is the sound pressure, x is the coordinate, and
t is the time.

This equation is known as the one-dimensional
equation of motion, or acoustic wave equation. Similar
wave equations may be written if the sound pressure
p in Eq. (1) is replaced with the particle displacement
ξ, the particle velocity u, condensation s, fluctuating
density ρ′, or the fluctuating absolute temperature T ′.
The derivation of these equations is in general more
complicated. However, the wave equation in terms
of the sound pressure in Eq. (1) is perhaps most
useful since the sound pressure is the easiest acoustical
quantity to measure (using a microphone) and is the
acoustical perturbation we sense with our ears. It is
normal to write the wave equation in terms of sound
pressure p, and to derive the other variables, ξ, u, s,
ρ′, and T ′ from their relations with the sound pressure
p.4 The sound pressure p is the acoustic pressure

perturbation or fluctuation about the time-averaged, or
undisturbed, pressure p0.

The speed of sound waves c is given for a perfect
gas by

c = (γRT )1/2 (2)

The speed of sound is proportional to the square
root of the absolute temperature T . The ratio of specific
heats γ and the gas constant R are constants for any
particular gas. Thus Eq. (2) may be written as

c = c0 + 0.6Tc (3)

where, for air, c0 = 331.6 m/s, the speed of sound at
0◦C, and Tc is the temperature in degrees Celsius. Note
that Eq. (3) is an approximate formula valid for Tc near
room temperature. The speed of sound in air is almost
completely dependent on the air temperature and is
almost independent of the atmospheric pressure. For a
complete discussion of the speed of sound in fluids,
see Chapter 5 in the Handbook of Acoustics.1

A solution to (1) is

p = f1(ct − x) + f2(ct + x) (4)

where f1 and f2 are arbitrary functions such as sine,
cosine, exponential, log, and so on. It is easy to show
that Eq. (4) is a solution to the wave equation (1) by
differentiation and substitution into Eq. (1). Varying
x and t in Eq. (4) demonstrates that f1(ct − x)
represents a wave traveling in the positive x direction
with wave speed c, while f2(ct + x) represents a wave
traveling in the negative x direction with wave speed
c (see Fig. 1).

The solution given in Eq. (4) is usually known
as the general solution since, in principle, any type
of sound waveform is possible. In practice, sound
waves are usually classified as impulsive or steady
in time. One particular case of a steady wave is of
considerable importance. Waves created by sources
vibrating sinusoidally in time (e.g., a loudspeaker, a
piston, or a more complicated structure vibrating with
a discrete angular frequency ω) both in time t and
space x in a sinusoidal manner (see Fig. 2):

p = p1 sin(ωt − kx + φ1) + p2 sin(ωt + kx + φ2)
(5)

p

0

t = t1

t = t2

t = t2

t = t1
x

p = f1 (ct − x) p = f2 (ct + x)
(Positive x-direction 

traveling wave)
(Negative x-direction 

traveling wave)

Figure 1 Plane waves of arbitrary waveform.
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At any point in space, x, the sound pressure p
is simple harmonic in time. The first expression on
the right of Eq. (5) represents a wave of amplitude p1
traveling in the positive x direction with speed c, while
the second expression represents a wave of amplitude
p2 traveling in the negative x direction. The symbols
φ1 and φ2 are phase angles, and k is the acoustic
wavenumber. It is observed that the wavenumber k =
ω/c by studying the ratio of x and t in Eqs. (4) and
(5). At some instant t the sound pressure pattern is
sinusoidal in space, and it repeats itself each time
kx is increased by 2π. Such a repetition is called a
wavelength λ. Hence, kλ = 2π or k = 2π/λ. This
gives ω/c = 2π/c = 2π/λ, or

λ = c

f
(6)

The wavelength of sound becomes smaller as the
frequency is increased. In air, at 100 Hz, λ ≈ 3.5 m ≈
10 ft. At 1000 Hz, λ ≈ 0.35 m ≈ 1 ft. At 10,000 Hz,
λ ≈ 0.035 m ≈ 0.1 ft ≈ 1 in.

At some point x in space, the sound pressure is
sinusoidal in time and goes through one complete cycle
when ω increases by 2π. The time for a cycle is called
the period T . Thus, ωT = 2π, T = 2π/ω, and

T = 1

f
(7)

4 IMPEDANCE AND SOUND INTENSITY

We see that for the one-dimensional propagation
considered, the sound wave disturbances travel with
a constant wave speed c, although there is no net,
time-averaged movement of the air particles. The air
particles oscillate back and forth in the direction of
wave propagation (x axis) with velocity u. We may
show that for any plane wave traveling in the positive
x direction at any instant

p

u
= ρc (8)

and for any plane wave traveling in the negative x
direction

p

u
= −ρc (9)

p = A1 sin(ωt − kx + φ1)

Positive x-Direction 
Traveling Wave

t = t1

x

t = 0

0

A1

A1 sin φ1

p

λ

Figure 2 Simple harmonic plane waves.

The quantity ρc is known as the characteristic
impedance of the fluid, and for air, ρc = 428 kg/m2 s
at 0◦C and 415 kg/m2 s at 20◦C.

The sound intensity is the rate at which the sound
wave does work on an imaginary surface of unit area
in a direction perpendicular to the surface. Thus, it
can be shown that the instantaneous sound intensity
in the x direction, I , is obtained by multiplying the
instantaneous sound pressure p by the instantaneous
particle velocity in the x direction, u. Therefore

I = pu (10)

and for a plane wave traveling in the positive x
direction this becomes

I = p2

ρc
(11)

The time-averaged sound intensity for a plane wave
traveling in the positive x direction, 〈I 〉t is given as

〈I 〉t = 〈p2〉t
ρc

(12)

and for the special case of a sinusoidal (pure-tone)
sound wave

〈I 〉t = 〈p2〉t
ρc

= p̂2

2ρc
(13)

where p̂ is the sound pressure amplitude, and the
mean-square sound pressure is thus 〈p2〉t = p2

rms =
1
2 p̂2.

We note, in general, for sound propagation in three
dimensions that the instantaneous sound intensity I is
a vector quantity equal to the product of the sound
pressure and the instantaneous particle velocity u. Thus
I has magnitude and direction. The vector intensity I
may be resolved into components Ix , Iy , and Iz. For
a more complete discussion of sound intensity and its
measurement see Chapter 45 and Chapter 156 in the
Handbook of Acoustics1 and the book by Fahy. 9

5 THREE-DIMENSIONAL WAVE EQUATION

In most sound fields, sound propagation occurs in two
or three dimensions. The three-dimensional version of
Eq. (1) in Cartesian coordinates is

∂2p

∂x2
+ ∂2p

∂y2
+ ∂2p

∂z2
− 1

c2

∂2p

∂t2
= 0 (14)

This equation is useful if sound wave propagation in
rectangular spaces such as rooms is being considered.
However, it is helpful to recast Eq. (14) in spherical
coordinates if sound propagation from sources of
sound in free space is being considered. It is a simple
mathematical procedure to transform Eq. (14) into
spherical coordinates, although the resulting equation
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Table 1 Models of Idealized Spherical Sources: Monopole, Dipole, and Quadrupolea

Monopole Distribution Velocity Distribution Oscillating Sphere Oscillating
Representation on Spherical Surface Representation Force Model

Monopole

+

Dipole

+−

Dipole

+−

Dipole

Dipole

Quadrupole 
(Lateral quadrupole shown)

+

+

−

−

Quadrupole 
(Lateral quadrupole shown)

+

+

−

−

Quadrupole 
(Lateral quadrupole shown)

Quadrupole

(Lateral quadrupole)

(Longitudinal quadrupole)

a For simple harmonic sources, after one half-period the velocity changes direction; positive sources become negative
and vice versa, and forces reverse direction with dipole and quadrupole force models.

is quite complicated. However, for propagation of
sound waves from a spherically symmetric source
(such as the idealized case of a pulsating spherical
balloon known as an omnidirectional or monopole
source) (Table 1), the equation becomes quite simple
(since there is no angular dependence):

1

r2

∂

∂r

(
r2 ∂p

∂r

)
− 1

c2

∂2p

∂t2
= 0 (15a)

After some algebraic manipulation Eq. (15a) can be
written as

∂2(rp)

∂r2
− 1

c2

∂2(rp)

∂t2
= 0 (15b)

Here, r is the distance from the origin and p is the
sound pressure at that distance.

Equation (15a) is identical in form to Eq. (1) with
p replaced by rp and x by r . The general and simple
harmonic solutions to Eq. (15a) are thus the same as
Eqs. (4) and (5) with p replaced by rp and x with r .
The general solution is

rp = f1(ct − r) + f2(ct + r) (16)

or

p = 1

r
f1(ct − r) + 1

r
f2(ct + r) (17)

where f1 and f2 are arbitrary functions. The first
term on the right of Eq. (17) represents a wave
traveling outward from the origin; the sound pressure
p is seen to be inversely proportional to the distance
r . The second term in Eq. (17) represents a sound
wave traveling inward toward the origin, and in most
practical cases such waves can be ignored (if reflecting
surfaces are absent).

The simple harmonic (pure-tone) solution of
Eq. (15) is

p = A1

r
sin(ωt − kr + φ1) + A2

r
sin(ωt + kr + φ2).

(18)
We may now write that the constants A1 and A2 may
be written as A1 = p̂1r and A2 = p̂2r , where p̂1 and
p̂2 are the sound pressure amplitudes at unit distance
(usually m) from the origin.

6 SOURCES OF SOUND

The second term on the right of Eq. (18), as before,
represents sound waves traveling inward to the origin
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and is of little practical interest. However, the first
term represents simple harmonic waves of angular
frequency ω traveling outward from the origin, and
this may be rewritten as6

p = ρckQ

4πr
sin(ωt − kr + φ1) (19)

where Q is termed the strength of an omnidirectional
(monopole) source situated at the origin, and Q =
4πA1/ρck. The mean-square sound pressure p2

rms may
be found6 by time averaging the square of Eq. (19)
over a period T :

p2
rms = (ρck)2Q2

32π2r2
(20)

From Eq. (20), the mean-square pressure is seen
to vary with the inverse square of the distance r
from the origin of the source for such an idealized
omnidirectional point sound source everywhere in
the sound field. Again, this is known as the inverse
square law. If the distance r is doubled, the sound
pressure level [see Eq. (29) in Chapter 1] decreases
by 20 log10(2) = 20(0.301) = 6 dB. If the source is
idealized as a sphere of radius a pulsating with a
simple harmonic velocity amplitude U , we may show
that Q has units of volume flow rate (cubic metres per
second). If the source radius is small in wavelengths
so that a ≤ λ or ka ≤ 2π, then we can show that the
strength Q = 4πa2U .

Many sources of sound are not like the simple
omnidirectional monopole source just described. For
example, an unbaffled loudspeaker produces sound
both from the back and front of the loudspeaker. The
sound from the front and the back can be considered
as two sources that are 180◦ out of phase with each
other. This system can be modeled6,9 as two out-
of-phase monopoles of source strength Q separated
by a distance l. Provided l � λ, the sound pressure
produced by such a dipole system is

p = ρckQl cos θ

4πr

[
1

r
sin(ωt − kr + φ)

+k cos(ωt − kr + φ)

]
(21)

where θ is the angle measured from the axis joining
the two sources (the loudspeaker axis in the practical
case). Unlike the monopole, the dipole field is
not omnidirectional. The sound pressure field is
directional. It is, however, symmetric and shaped like a
figure-eight with its lobes on the dipole axis, as shown
in Fig. 7b.

The sound pressure of a dipole source has near-
field and far-field regions that exhibit similar behaviors
to the particle velocity near-field and far-field regions
of a monopole. Close to the source (the near field),
for some fixed angle θ, the sound pressure falls

off rapidly, p ∝ 1/r2, while far from the source
(the far field kr ≥ 1), the pressure falls off more
slowly, p ∝ 1/r . In the near field, the sound
pressure level decreases by 12 dB for each doubling
of distance r . In the far field the decrease in sound
pressure level is only 6 dB for doubling of r (like
a monopole). The phase of the sound pressure also
changes with distance r , since close to the source
the sine term dominates and far from the source the
cosine term dominates. The particle velocity may be
obtained from the sound pressure [Eq. (21)] and use
of Euler’s equation [see Eq. (22)]. It has an even more
complicated behavior with distance r than the sound
pressure, having three distinct regions.

An oscillating force applied at a point in space
gives rise to results identical to Eq. (21), and hence
there are many real sources of sound that behave
like the idealized dipole source described above,
for example, pure-tone fan noise, vibrating beams,
unbaffled loudspeakers, and even wires and branches
(which sing in the wind due to alternate vortex
shedding) (see Chapters 3, 6, 9, and 71).

The next higher order source is the quadrupole.
It is thought that the sound produced by the mixing
process in an air jet gives rise to stresses that are
quadrupole in nature. See Chapters 9, 27, and 28.
Quadrupoles may be considered to consist of two
opposing point forces (two opposing dipoles) or
equivalently four monopoles. (See Table 1.) We note
that some authors use slightly different but equivalent
definitions for the source strength of monopoles,
dipoles, and quadrupoles. The definitions used in
Sections 6 and 8 of this chapter are the same as in
Crocker and Price6 and Fahy9 and result in expressions
for sound pressure, sound intensity, and sound power,
which although equivalent are different in form from
those in Chapter 9, for example.

The expression for the sound pressure for a
quadrupole is even more complicated than for a dipole.
Close to the source, in the near field, the sound pressure
p ∝ 1/r3. Farther from the sound source, p ∝ 1/r2;
while in the far field, p ∝ 1/r .

Sound sources experienced in practice are normally
even more complicated than dipoles or quadrupoles.
The sound radiation from a vibrating piston is
described in Chapter 3. Chapters 9 and 11 in the
Handbook of Acoustics1 also describe radiation from
dipoles and quadrupoles and the sound radiation from
vibrating cylinders in Chapter 9 of the same book.1

The discussion in Chapter 3 considers steady-state
radiation. However, there are many sources in nature
and created by people that are transient. As shown
in Chapter 9 of the Handbook of Acoustics,1 the
harmonic analysis of these cases is often not suitable,
and time-domain methods have given better results
and understanding of the phenomena. These are the
approaches adopted in Chapter 9 of the Handbook of
Acoustics.1

7 SOUND INTENSITY
The radial particle velocity in a nondirectional spheri-
cally spreading sound field is given by Euler’s equation
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as

u = −1

ρ

∫
∂p

∂r
dt (22)

and substituting Eqs. (19) and (22) into (10) and then
using Eq. (20) and time averaging gives the magnitude
of the radial sound intensity in such a field as

〈I 〉t = p2
rms

ρc
(23)

the same result as for a plane wave [see Eq. (12)]. The
sound intensity decreases with the inverse square of the
distance r . Simple omnidirectional monopole sources
radiate equally well in all directions. More complicated
idealized sources such as dipoles, quadrupoles, and
vibrating piston sources create sound fields that are
directional. Of course, real sources such as machines
produce even more complicated sound fields than these
idealized sources. (For a more complete discussion
of the sound fields created by idealized sources, see
Chapter 3 of this book and Chapters 3 and 8 in the
Handbook of Acoustics.1) However, the same result as
Eq. (23) is found to be true for any source of sound
as long as the measurements are made sufficiently far
from the source. The intensity is not given by the
simple result of Eq. (23) close to idealized sources
such as dipoles, quadrupoles, or more complicated
real sources of sound such as vibrating structures.
Close to such sources Eq. (10) must be used for the
instantaneous radial intensity, and

〈I 〉t = 〈pu〉t (24)

for the time-averaged radial intensity.
The time-averaged radial sound intensity in the far

field of a dipole is given by 6

〈I 〉t = ρck4(Ql)2 cos2 θ

32π2r2
. (25)

8 SOUND POWER OF SOURCES
8.1 Sound Power of Idealized Sound Sources
The sound power W of a sound source is given by
integrating the intensity over any imaginary closed
surface S surrounding the source (see Fig. 3):

W =
∫

s

〈In〉t dS (26)

The normal component of the intensity In must be
measured in a direction perpendicular to the elemental
area dS. If a spherical surface, whose center coincides
with the source, is chosen, then the sound power of an
omnidirectional (monopole) source is

Wm = 〈Ir 〉t4πr2 (27a)

Wm = p2
rms

ρc
4πr2 (27b)

Surface 
Area S

Source

r

r

dS

Ir

Ir

r

Figure 3 Imaginary surface area S for integration.

and from Eq. (20) the sound power of a monopole is
6,9

Wm = ρck2Q2

8π
(28)

It is apparent from Eq. (28) that the sound power
of an idealized (monopole) source is independent of
the distance r from the origin, at which the power is
calculated. This is the result required by conservation
of energy and also to be expected for all sound sources.

Equation (27b) shows that for an omnidirectional
source (in the absence of reflections) the sound power
can be determined from measurements of the mean-
square sound pressure made with a single microphone.
Of course, for real sources, in environments where
reflections occur, measurements should really be
made very-close to the source, where reflections are
presumably less important.

The sound power of a dipole source is obtained
by integrating the intensity given by Eq. (25) over a
sphere around the source. The result for the sound
power is

Wd = ρck4(Ql)2

24π
(29)

The dipole is obviously a much less efficient radi-
ator than a monopole, particularly at low frequency.

In practical situations with real directional sound
sources and where background noise and reflections
are important, use of Eq. (27b) becomes difficult and
less accurate, and then the sound power is more
conveniently determined from Eq. (26) with a sound
intensity measurement system. See Chapter 45 in this
book and Chapter 106 in the Handbook of Acoustics.1

We note that since p/ur = ρc (where ρ = mean
air density kg/m3 and c = speed of sound 343 m/s)
for a plane wave or sufficiently far from any source,
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that

Ir = 1

T

T∫

0

p2(t)

ρc
dt = p2

rms

ρc
(30)

where Eq. (30) is true for random noise for a single
frequency sound, known as a pure tone.

Note that for such cases we only need to measure
the mean-square sound pressure with a simple sound
level meter (or at least a simple measurement system)
to obtain the sound intensity from Eq. (30) and then
from that the sound power W watts from Eq. (26) is

W =
∫

S

p2
rms

ρc
dS = 4πr2 p2

rms

ρc
(31)

for an omnidirectional source (monopole) with no
reflections and background noise. This result is true
for noise signals and pure tones that are produced
by omnidirectional sources and in the so-called far
acoustic field.

For the special case of a pure-tone (single-
frequency) source of sound pressure amplitude, p̂, we
note Ir = p̂2/2ρc and W = 2πr2p̂2/ρc from Eq. (31).

For measurements on a hemisphere, W = 2πr2p2
rms

/ρc and for a pure-tone source Ir = p̂2/2ρc, and W =
πr2p̂2/ρc, from Eq. (31).

Note that in the general case, the source is not
omnidirectional, or more importantly, we must often
measure quite close to the source so that we are in
the near acoustic field, not the far acoustic field.
However, if appreciable reflections or background
noise (i.e., other sound sources) are present, then we
must measure the intensity Ir in Eq. (26). Figure 4
shows two different enclosing surfaces that can be used
to determine the sound power of a source. The sound
intensity In must always be measured perpendicular (or
normal) to the enclosing surfaces used. Measurements
are normally made with a two-microphone probe
(see Chapter 45). The most common microphone
arrangement is the face-to-face model (see Fig. 5).

The microphone arrangement shown also indicates
the microphone separation distance, �r , needed for the
intensity calculations. See Chapter 45. In the face-to-
face arrangement a solid cylindrical spacer is often
put between the two microphones to improve the
performance.

Example 1 By making measurements around a
source (an engine exhaust pipe) it is found that it
is largely omnidirectional at low frequency (in the
range of 50 to 200 Hz). If the measured sound pressure
level on a spherical surface 10 m from the source is
60 dB at 100 Hz, which is equivalent to a mean-square
sound pressure p2

rms of (20 × 10−3)2 (Pa)2, what is the
sound power in watts at 100 Hz frequency? Assume
ρ = 1.21 kg/m3 and c = 343 m/s, so ρc = 415 ≈ 400
rayls:

p2
rms = (20 × 10−3)2 = 400 × 10−6(Pa)2

z
In

In

dS

dS

Source

Source

(a)

(b)

Figure 4 Sound intensity In, being measured on (a)
segment dS of an imaginary hemispherical enclosure
surface and (b) an elemental area dS of a rectangular
enclosure surface surrounding a source having a sound
power W.

Ir

∆r

Figure 5 Sound intensity probe microphone arrange-
ment commonly used.

then from Eq. (31):

W = 4πr2(400 × 10−6)/ρc

W = 4π(100 × 400 × 10−6)/400

≈ 4π × 10−4 ≈ 1.26 × 10−3 watts
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Example 2 If the sound intensity level, measured
using a sound intensity probe at the same frequency, as
in Example 1, but at 1 m from the exhaust exit, is 80 dB
(which is equivalent to 0.0001 W/m2), what is the sound
power of the exhaust source at this frequency?

From Eq. (26)

W =
∫

S

Ir dS = (0.0001) × 4π(1)2

(for an omnidirectional source). Then

W = 1.26 × 10−3watts

(the same result as Example 1).
Sound intensity measurements do and should give

the same result as sound pressure measurements made
in a free field.

Far away from complicated sound sources, pro-
vided there is no background noise, and reflections
can be ignored:

p2
rms = ρcW/(4πr2) (32)

p2
rms/p

2
ref = (W/Wref)(1/r2)ρcWref

/[p2
ref4π(1)2] (33)

And by taking 10 log throughout this equation

Lp = LW − 20 log r − 11 dB (34)

where Lp = sound pressure level

LW = source sound power level

r = distance, in metres, from the

source center

(Note we have assumed here that ρc = 415 ∼=
400 rayls.)

If ρc ∼= 400 rayls (kg/m2s), then since

I = p2
rms/ρc (35)

I/Iref = (p2
rms/p

2
ref)(p

2
ref/Irefρc)

So,

LI = Lp + 10 log

[
400 × 10−12

1

1

10−12 × 400

]
(36)

LI = Lp + 0 dB

9 SOUND SOURCES ABOVE A RIGID HARD
SURFACE
In practice many real engineering sources (such as
machines and vehicles) are mounted or situated on
hard reflecting ground and concrete surfaces. If we can
assume that the source of power W radiates only to a
half-space solid angle 2π, and no power is absorbed
by the hard surface (Fig. 6), then

I = W/2πr2

Lp
∼= LI = LW − 20 log r − 8 dB (37)

I

r 

source

Figure 6 Source above a rigid surface.

where LW is the sound power level of the source and
r is the distance in metres.

In this discussion we have assumed that the
sound source radiates the same sound intensity in all
directions, that is, it is omnidirectional. If the source
of sound power W becomes directional, the mean-
square sound pressure in Eqs. (32) and (35) will vary
with direction, and the sound power W can only be
obtained from Eqs. (26) and (31) by measuring either
the mean-square pressure (p2

rms) all over a surface
enclosing the source (in the far acoustic field, the
far field) and integrating Eq. (31) over the surface,
or by measuring the intensity all over the surface in
the near or far acoustic field and integrating over the
surface [Eq. (26)]. We shall discuss source directivity
in Section 10.

Example 3 If the sound power level of a source
is 120 dB (which is equivalent to 1 acoustical watt),
what is the sound pressure level at 50 m (a) for
radiation to whole space and (b) for radiation to half-
space?

(a) For whole space:

I = 1/4π(50)2 = 1/104π(W/m2), then

LI = 10 log(10−4/π10−12)
(
since Iref = 10−12 W/m2

)

= 10 log 108 − 10 logπ

= 80 − 5 = 75 dB

Since we may assume r = 50 m is in the far
acoustic field, Lp

∼= LI = 75 dB as well (we
have also assumed ρc ∼= 400 rayls).

b) For half space:

I = 1/2π(50)2 = 2/104π(W/m2), then

LI = 10 log(2 × 10−4/π10−12)

since Iref = 10−12 W/m2
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Table 2 Simple Source Near Reflecting Surfacesa

Intensity Source Condition Number of Images p2
rms Power D DI

I Free field None p2
rms W 1 0 dB

4 I Reflecting plane 1 4p2
rms 2W 4 6 dB

16 I Wall-floor intersection 3 16p2
rms 4W 16 12 dB

64 I Room corner 7 64p2
rms 8W 64 18 dB

a D and DI are defined in Eqs. (38), (43), and (45).

= 10 log 2 + 10 log 108 − 10 logπ

= 80 + 3 − 5 = 78 dB

and Lp
∼= LI = 78 dB also.

It is important to note that the sound power
radiated by a source can be significantly affected by
its environment. For example, if a simple constant-
volume velocity source (whose strength Q will be
unaffected by the environment) is placed on a floor,
its sound power will be doubled (and its sound power
level increased by 3 dB). If it is placed at a floor–wall
intersection, its sound power will be increased by four
times (6 dB); and if it is placed in a room comer,
its power is increased by eight times (9 dB). See
Table 2. Many simple sources of sound (ideal sources,
monopoles, and real small machine sources) produce
more sound power when put near reflecting surfaces,
provided their surface velocity remains constant. For
example, if a monopole is placed touching a hard
plane, an image source of equal strength may be
assumed.

10 DIRECTIVITY

The sound intensity radiated by a dipole is seen to
depend on cos2θ. See Fig. 7.

Most real sources of sound become directional at
high frequency, although some are almost omnidi-
rectional at low frequency (depending on the source
dimension, d , they must be small in size compared
with a wavelength λ, so d/λ � 1 for them to behave
almost omnidirectionally).

Directivity Factor [D(θ, φ)] In general, a directivity
factor Dθ,φ may be defined as the ratio of the radial

(a)

(b)

(c)

Figure 7 Polar directivity plots for the radial sound
intensity in the far field of (a) monopole, (b) dipole, and (c)
(lateral) quadrupole.
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Surface Area
S, m2

Figure 8 Geometry used in derivation of directivity
factor.

intensity 〈Iθ,φ〉t (at angles θ and φ and distance r from
the source) to the radial intensity 〈Is〉t at the same
distance r radiated from an omnidirectional source of
the same total power (Fig. 8). Thus

Dθ,φ = 〈Iθ,φ〉t
〈Is〉t (38)

For a directional source, the mean square sound
pressure measured at distance r and angles θ and φ is
p2

rms (θ, φ).
In the far field of this source (r � λ), then

W =
∫

S

p2
rms(θ, φ)

ρc
dS (39)

But if the source were omnidirectional of the same
power W , then

W =
∫

S

p2
rms

ρc
dS (40)

where p2
rms is a constant, independent of angles θ and

φ
We may therefore write:

W = 1

ρc

∫

S

p2
rms(θ, φ) dS = p2

rms

ρc

∫

S

dS (41)

and

p2
rms = p2

S = 1

S

∫

S

p2(θ, φ) dS (42)

where p2
S is the space-averaged mean-square sound

pressure.
We define the directivity factor D as

D(θ,φ) = p2
rms(θ,φ)

p2
S

or D(θ, φ) = p2
rms(θ, φ)

p2
rms

(43)

as the ratio of the mean-square pressure at distance
r to the space-averaged mean-square pressure at r ,
or the ratio of the mean-square sound pressure at r
divided by the mean-square sound pressure at r for an
omnidirectional sound source of the same sound power
W , watts.

Directivity Index The directivity index DI is just
a logarithmic version of the directivity factor. It is
expressed in decibels.

A directivity index DI θ,φ may be defined, where

DIθ,φ = 10 logDθ,φ (44)

DI(θ, φ) = 10 logD(θ, φ) (45)

Note if the source power remains the same when it
is put on a hard rigid infinite surface D(θ, φ) = 2 and
DI(θ, φ) = 3 dB.
Directivity factor:

D = p2
rms(θ, φ)

p2
S

(46)

Directivity index:

DI = 10 log[D(θ, φ)] (47)

Numerical Example

1. If a constant-volume velocity source of sound
power level of 120 dB (which is equivalent to
1 acoustic watt) radiates to whole space and it
has a directivity factor of 12 at 50 m, what is
the sound pressure level in that direction?

I = 1/4π(50)2 = 1/104π(W/m2)

then

〈LI 〉S = 10 log(10−4/π10−12)

(since Iref = 10−12 W/m2)

= 10 log 108 − 10 logπ = 75 dB

But for the directional source Lp(θ, φ) =
〈Lp〉S + DI(θ, φ), then assuming ρc = 400
rayls,

Lp(θ, φ) = 75 + 10 log 12

= 75 + 10 + 10 log 1.2 = 85.8 dB

2. If this constant-volume velocity source is put
very near a hard reflecting floor, what will its
sound pressure level be in the same direction?

If the direction is away from the floor, then

Lp(θ, φ) = 85.8 + 6 = 91.8 dB
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11 LINE SOURCES

Sometimes noise sources are distributed more like
idealized line sources. Examples include the sound
radiated from a long pipe containing fluid flow or the
sound radiated by a stream of vehicles on a highway.
If sound sources are distributed continuously along
a straight line and the sources are radiating sound
independently, so that the sound power/unit length is
W ′ watts/metre, then assuming cylindrical spreading
(and we are located in the far acoustic field again and
ρc = 400 rayls):

I = W ′/2πr (48)

so,

LI = 10 log(I/Iref) = 10 log(W ′/2 × 10−12πr)

then

Lp
∼= LI = 10 log(W ′/r) + 112 dB (49)

and for half-space radiation ( such as a line source on
a hard surface, such as a road)

Lp
∼= LI = 10 log(W ′/r) + 115 dB (50)

12 REFLECTION, REFRACTION,
SCATTERING, AND DIFFRACTION

For a homogeneous plane sound wave at normal
incidence on a fluid medium of different characteristic
impedance ρc, both reflected and transmitted waves
are formed (see Fig. 9).

From energy considerations (provided no losses
occur at the boundary) the sum of the reflected

Ii

ρ1c1 ρ2c2

Ir It

Figure 9 Incident intensity Ii, reflected intensity Ir , and
transmitted intensity It in a homogeneous plane sound
wave at normal incidence on a plane boundary between
two fluid media of different characteristic impedances
ρ1c1 and ρ2c2.

intensity Ir and transmitted intensity It equals the
incident intensity Ii :

Ii = Ir + It (51)

and dividing throughout by It ,

Ir

Ii

+ It

Ii

= R + T = 1 (52)

where R is the energy reflection coefficient and T is
the transmission coefficient. For plane waves at normal
incidence on a plane boundary between two fluids (see
Fig. 9):

R = (ρ1c1 − ρ2c2)
2

(ρ1c1 + ρ2c2)2
(53)

and

T = 4ρ1c1ρ2c2

(ρ1c1 + ρ2c2)2
(54)

Some interesting facts can be deduced from
Eqs. (53) and (54). Both the reflection and transmis-
sion coefficients are independent of the direction of the
wave since interchanging ρ1c1 and ρ2c2 does not affect
the values of R and T . For example, for sound waves
traveling from air to water or water to air, almost com-
plete reflection occurs, independent of direction, and
the reflection coefficients are the same and the trans-
mission coefficients are the same for the two different
directions.

As discussed before, when the characteristic
impedance ρc of a fluid medium changes, incident
sound waves are both reflected and transmitted. It can
be shown that if a plane sound wave is incident at an
oblique angle on a plane boundary between two fluids,
then the wave transmitted into the changed medium
changes direction. This effect is called refraction.
Temperature changes and wind speed changes in the
atmosphere are important causes of refraction.

Wind speed normally increases with altitude, and
Fig. 10 shows the refraction effects to be expected
for an idealized wind speed profile. Atmospheric
temperature changes alter the speed of sound c, and
temperature gradients can also produce sound shadow
and focusing effects, as seen in Figs. 11 and 12.

When a sound wave meets an obstacle, some of
the sound wave is deflected. The scattered wave is
defined to be the difference between the resulting

Figure 10 Refraction of sound in air with wind speed
U(h) increasing with altitude h.



30 FUNDAMENTALS OF ACOUSTICS AND NOISE

Figure 11 Refraction of sound in air with normal tempe-
rature lapse (temperature decreases with altitude).

Increasing 
Temperature

Source
Ground

Figure 12 Refraction of sound in air with temperature
inversion.

wave with the obstacle and the undisturbed wave
without the presence of the obstacle. The scattered
wave spreads out in all directions interfering with
the undisturbed wave. If the obstacle is very small
compared with the wavelength, no sharp-edged sound
shadow is created behind the obstacle. If the obstacle
is large compared with the wavelength, it is normal
to say that the sound wave is reflected (in front) and
diffracted (behind) the obstacle (rather than scattered).
In this case a strong sound shadow is caused in
which the wave pressure amplitude is very small. In
the zone between the sound shadow and the region
fully “illuminated” by the source, the sound wave
pressure amplitude oscillates. These oscillations are
maximum near the shadow boundary and minimum
well inside the shadow. These oscillations in amplitude
are normally termed diffraction bands. One of the most
common examples of diffraction caused by a body
is the diffraction of sound over the sharp edge of a

barrier or screen. For a plane homogeneous sound
wave it is found that a strong shadow is caused by
high-frequency waves where h/λ ≥ 1 and a weak
shadow where h/λ ≤ 1, where h is the barrier height
and λ is the wavelength. For intermediate cases where
h/λ ≈ 1, a variety of interference and diffraction
effects are caused by the barrier. Scattering is caused
not only by obstacles placed in the wave field but also
by fluid regions where the properties of the medium
such as its density or compressibility change their
values from the rest of the medium. Scattering is also
caused by turbulence (see Chapters 5 and 28 in the
Handbook of Acoustics1) and from rain or fog particles
in the atmosphere and bubbles in water and by rough
or absorbent areas on wall surfaces.

13 RAY ACOUSTICS
There are three main modeling approaches in acous-
tics, which may be termed wave acoustics, ray acous-
tics, and energy acoustics. So far in this chapter we
have mostly used the wave acoustics approach in
which the acoustical quantities are completely defined
as functions of space and time. This approach is practi-
cal in certain cases where the fluid medium is bounded
and in cases where the fluid is unbounded as long as the
fluid is homogenous. However, if the fluid properties
vary in space due to variations in temperature or due
to wind gradients, then the wave approach becomes
more difficult and other simplified approaches such
as the ray acoustics approach described here and in
Chapter 3 of the Handbook of Acoustics1 are useful.
This approach can also be extended to propagation
in fluid-submerged elastic structures, as described in
Chapter 4 of the Handbook of Acoustics.1 The energy
approach is described in Section 14.

In the ray acoustics approach, rays are obtained
that are solutions to the simplified eikonal equation
[Eq. (55)]:

(
∂S

∂x

)2

+
(

∂S

∂y

)2

+
(

∂S

∂z

)2

− 1

c2
= 0 (55)

The ray solutions can provide good approximations
to more exact acoustical solutions. In certain cases they
also satisfy the wave equation.8 The eikonal S(x, y, z)
represents a surface of constant phase (or wavefront)
that propagates at the speed of sound c. It can be shown
that Eq. (55) is consistent with the wave equation
only in the case when the frequency is very high.7
However, in practice, it is useful, provided the changes
in the speed of sound c are small when measured
over distances comparable with the wavelength. In
the case where the fluid is homogeneous (constant
sound speed c and density ρ throughout), S is a
constant and represents a plane surface given by S =
(αx + βy + γz)/c, where α, β, and γ are the direction
cosines of a straight line (a ray) that is perpendicular
to the wavefront (surface S). If the fluid can no longer
be assumed to be homogeneous and the speed of
sound c(x, y, z) varies with position, the approach
becomes approximate only. In this case some parts
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of the wavefront move faster than others, and the rays
bend and are no longer straight lines. In cases where
the fluid has a mean flow, the rays are no longer
quite parallel to the normal to the wavefront. This ray
approach is described in more detail in several books
and in Chapter 3 of the Handbook of Acoustics1 (where
in this chapter the main example is from underwater
acoustics). The ray approach is also useful for the study
of propagation in the atmosphere and is a method to
obtain the results given in Figs. 10 to 12. It is observed
in these figures that the rays always bend in a direction
toward the region where the sound speed is less. The
effects of wind gradients are somewhat different since
in that case the refraction of the sound rays depends on
the relative directions of the sound rays and the wind
in each fluid region.

14 ENERGY ACOUSTICS

In enclosed spaces the wave acoustics approach is
useful, particularly if the enclosed volume is small
and simple in shape and the boundary conditions
are well defined. In the case of rigid walls of
simple geometry, the wave equation is used, and after
the applicable boundary conditions are applied, the
solutions for the natural (eigen) frequencies for the
modes (standing waves) are found. See Chapters 4
and 103, and Chapter 6 in the Handbook of Acoustics1

for more details. However, for large rooms with
irregular shape and absorbing boundaries, the wave
approach becomes impracticable and other approaches
must be sought. The ray acoustics approach together
with the multiple-image-source concept is useful in
some room problems, particularly in auditorium design
or in factory spaces where barriers are involved.
However, in many cases a statistical approach where
the energy in the sound field is considered is the most
useful. See Chapters 17 and 104 and also Chapters
60–62 in the Handbook of Acoustics1 for more detailed
discussion of this approach. Some of the fundamental
concepts are briefly described here.

For a plane wave progressing in one direction in a
duct of unit cross section area, all of the sound energy
in a column of fluid c metres in length must pass
through the cross section in 1 s. Since the intensity
〈I 〉t is given by p2

rms/ρc, then the total sound energy
in the fluid column c metres long must also be equal
to 〈I 〉t . The energy per unit volume ε (joules per cubic
metre) is thus

ε = 〈I 〉t
c

(56)

or

ε = p2
rms

ρc2
(57)

The energy density ε may be derived by alternative
means and is found to be the same as that given in
Eq. (56) in most acoustic fields, except very close
to sources of sound and in standing-wave fields. In
a room with negligibly small absorption in the air
or at the boundaries, the sound field created by a

source producing broadband sound will become very
reverberant (the sound waves will reach a point with
equal probability from any direction). In addition, for
such a case the sound energy may be said to be diffuse
if the energy density is the same anywhere in the
room. For these conditions the time-averaged intensity
incident on the walls (or on an imaginary surface from
one side) is

〈I 〉t = 1

4
ε c (58)

or

〈I 〉t = p2
rms

4ρc
(59)

In any real room the walls will absorb some sound
energy (and convert it into heat).

The absorption coefficient α(f ) of the wall material
may be defined as the fraction of the incident sound
intensity that is absorbed by the wall surface material:

α(f ) = sound intensity absorbed

sound intensity incident
(60)

The absorption coefficient is a function of frequency
and can have a value between 0 and 1. The noise
reduction coefficient (NRC) is found by averaging the
absorption coefficient of the material at the frequencies
250, 500, 1000, and 2000 Hz (and rounding off
the result to the nearest multiple of 0.05). See
Chapter 57 in this book and Chapter 75 in the
Handbook of Acoustics1 for more detailed discussion
on the absorption of sound in enclosures.

15 NEAR FIELD, FAR FIELD, DIRECT FIELD,
AND REVERBERANT FIELD
Near to a source, we call the sound field, the near
acoustic field. Far from the source, we call the field the
far acoustic field. The extent of the near field depends
on:

1. The type of source: (monopole, dipole, size of
machine, type of machine, etc.)

2. Frequency of the sound.

In the near field of a source, the sound pressure and
particle velocity tend to be very nearly out of phase
(≈ 90◦).

In the far field, the sound pressure and particle
velocity are very nearly in phase. Note, far from any
source, the sound wave fronts flatten out in curvature,
and the waves appear to an observer to be like plane
waves. In plane progressive waves, the sound pressure
and particle velocity are in phase (provided there are
no reflected waves). Thus far from a source (or in a
plane progressive wave) p/u = ρc. Note ρc is a real
number, so the sound pressure p and particle velocity
u must be in phase.

Figure 13 shows the example of a finite monopole
source with a normal simple harmonic velocity
amplitude U . On the surface of the monopole, the
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Figure 13 Example of monopole. On the monopole
surface, velocity of surface U = particle velocity in the
fluid.

surface velocity is equal to the particle velocity. The
particle velocity decreases in inverse proportion to the
distance from the source center O.

It is common to make the assumption that kr =
2πf r/c = 10 is the boundary between the near and far
fields. Note this is only one criterion and that there is
no sharp boundary, but only a gradual transition. First
we should also think of the type and the dimensions of
the source and assume, say that r � d , where d is a
source dimension. We might say that r > 10d should
also be applied as a secondary criterion to determine
when we are in the far field.

Reverberation In a confined space we will get
reflections, and far from the source the reflections
will dominate. We call this reflection-dominated region
the reverberant field. The region where reflections are
unimportant and where a doubling of distance results
in a sound pressure drop of 6 dB is called the free or
direct field. See Fig. 14.

Sound Absorption The sound absorption coeffi-
cient α of sound-absorbing materials (curtains, drapes,
carpets, clothes, fiber glass, acoustical foams, etc.), is
defined as

α = sound energy absorbed

sound energy incident

α = sound power absorbed

sound power incident

α = sound intensity absorbed

sound intensity incident
= Ia

Ii

(61)

Note α also depends on the angle of incidence.
The absorption coefficient of materials depends on
frequency as well. See Fig 15.

Thicker materials absorb more sound energy (par-
ticularly important at low frequency).

If all sound energy is absorbed, α = 1 (none reflected).
If no sound energy is absorbed, α = 0:

0 ≤ α ≤ 1

If α = 1, the sound absorption is perfect (e.g., a
window).
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Figure 14 Sound pressure level in an interior sound field.
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Figure 15 Sound absorption coefficient α of typical
absorbing materials as a function of frequency.

The behavior of sound-absorbing materials is described
in more detail in Chapter 57.

Reverberation Time In a reverberant space, the
reverberation time TR is normally defined to be the
time for the sound pressure level to drop by 60 dB
when the sound source is cut off. See Fig. 16. Different
reverberation times are desired for different types of
spaces. See Fig. 17. The Sabine formula is often used,
TR = T60 (for 60 dB):
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Figure 16 Measurement of reverberation time TR.

T60 = 55.3V

cSα

where V is room volume (m3), c is the speed of sound
(m/s), S is wall area (m2), and α is the angle-averaged
wall absorption coefficient, or

T60 = 55.3V

c

n∑
i=1

Siαi

(62)
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Figure 17 Examples of recommended reverberation times.
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where Si is ith wall area of absorption coefficient
αi .

In practice, when the reverberation time is mea-
sured (see Fig. 16), it is normal practice to ignore the
first 5-dB drop in sound pressure level and find the
time between the 5-dB and 35-dB drops and multiply
this time by 2 to obtain the reverberation time TR .

Example A room has dimensions 5 × 6 × 10 m3.
What is the reverberation time T60 if the floor (6 ×
10 m) has absorbing material α = 0.5 placed on it?
We will assume that α = 0 on the other surfaces (that
are made of hard painted concrete.) (See Fig. 18.)

T = 55.3V/cS α = 55.3(5 × 6 × 10)/(343)

(6 × 10)0.5 = 1.6 s

Noise Reduction Coefficient Sometimes an aver-
age absorption coefficient is given for a material to
obtain a single number measure for its absorption per-
formance. This average coefficient is normally called
its noise reduction coefficient (NRC). It is usually
defined to be the average of the values of α at 250,
500, 1000, and 2000 Hz:

NRC = (α250 + α500 + α1000 + α2000)/4 (63)

Example: If α250 = 0.25, α500 = 0.45, α1000 = 0.65,
and α2000 = 0.81, what is the NRC?

Solution NRC = (0.25 + 0.45 + 0.65 + 0.81)/4
= 0.54.

Notice that the Sabine reverberation time formula
T60 = 0.16V/S α still predict a reverberation time
as α → 1, which does not agree with the physical
world. Some improved formulas have been devised
by Eyring and Millington-Sette that overcome this
problem. Sabine’s formula is acceptable, provided α ≤
0.5.

16 ROOM EQUATION
If we have a diffuse sound field (the same sound
energy at any point in the room) and the field is
also reverberant (the sound waves may come from
any direction, with equal probability), then the sound
intensity striking the wall of the room is found by
integrating the plane wave intensity over all angles
θ, 0 < θ < 90◦. This involves a weighting of each

Figure 18 Sound source in anechoic room.

wave by cos θ, and the average intensity for the wall
in a reverberant field becomes

Irev = p2
rms

4ρc
(64)

Note the factor 1/4 compared with the plane wave
case.

For a point in a room at distance r from a source of
power W watts, we will have a direct field contribution
W/4πr2 from an omnidirectional source to the mean-
square pressure and also a reverberant contribution.

We may define the reverberant field as the field
created by waves after the first reflection of direct
waves from the source. Thus the energy/second
absorbed at the first reflection of waves from the source
of sound power W is Wα, where α is the average
absorption coefficient of the walls. The power thus
supplied to the reverberant field is W (1 − α) (after
the first reflection). Since the power lost by the W
reverberant field must equal the power supplied to it
for steady-state conditions, then

S α

(
p2

rms

4ρc

)
= W(1 − α) (65)

where p2
rms is the mean-square sound pressure contri-

bution caused by the reverberant field.
There is also the direct field contribution to be

accounted for. If the source is a broadband noise
source, these two contributions: (1) the direct term
p2

drms = ρcW/4πr2 and (2) the reverberant contribu-
tion, p2

revrms = 4ρcW(1 − α)/S α. So,

p2
tot = (ρcW)

[
1

4πr2
+ 4(1 − α)

S α

]
(66)

and after dividing by p2
ref, and Wref and taking 10 log,

we obtain

Lp = LW + 10 log

[
1

4πr2
+ 4

R

]
+ 10 log

( ρc

400

)

(67)
where R is the so-called room constant S α/(1 − α).

Critical Distance The critical distance rc (or
sometimes called reverberation radius) is defined as
the distance from the sound where the direct field and
reverberant field contributions to p2

rms are equal:

1

4πr2
= 4

R
(68)

Thus,

rc =
√

R

16π
(69)

Figure 19 gives a plot of Eq. (67) (the so-called
room equation).
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Noise Reduction If we are situated in the reverber-
ant field, we may show from Eq. (67) that the noise
level reduction, �L, achieved by increasing the sound
absorption is

�L = Lp1 − Lp2 = 10 log(4/R1) − 10 log(4/R2)
(70)

∴�L = 10 log

(
R2

R1

)
≈10 log

(
S2α2

S1α1

)
(71)

Then A = S α is sometimes known as the absorp-
tion area, m2 (sabins). This may be assumed to be the
area of perfect absorbing material, m2 (like the area of
a perfect open window that absorbs 100% of the sound
energy falling on it). If we consider the sound field in
a room with a uniform energy density ε created by a
sound source that is suddenly stopped, then the sound
pressure level in the room will decrease.

By considering the sound energy radiated into a
room by a directional broadband noise source of sound
power W , we may sum together the mean squares
of the sound pressure contributions caused by the
direct and reverberant fields and after taking logarithms
obtain the sound pressure level in the room:

Lp = LW + 10 log

(
Dθ,φ

4πr2
+ 4

R

)
+ 10 log

( ρc

400

)

(72)
where Dθ,φ is the directivity factor of the source (see
Section 7) and R is the so-called room constant:

R = S α

1 − α
(73)

A plot of the sound pressure level against distance
from the source is given for various room constants
in Fig. 19. It is seen that there are several different

regions. The near and far fields depend on the type
of source (see Section 11 and Chapter 3) and the free
field and reverberant field. The free field is the region
where the direct term Dθ,φ/4πr2 dominates, and the
reverberant field is the region where the reverberant
term 4/R in Eq. (48) dominates. The so-called critical
distance rc = (Dθ,φR/16π)1/2 occurs where the two
terms are equal.

17 SOUND RADIATION FROM IDEALIZED
STRUCTURES

The sound radiation from plates and cylinders in
bending (flexural) vibration is discussed in Chapter 6
in this book and Chapter 10 in the Handbook of
Acoustics.1 There are interesting phenomena observed
with free-bending waves. Unlike sound waves, these
are dispersive and travel faster at higher frequency.
The bending-wave speed is cb = (ωκcl)

1/2, where κ is
the radius of gyration h/(12)1/2 for a rectangular cross
section, h is the thickness, and cl is the longitudinal
wave speed {E/[ρ(1 − σ2)]}1/2, where E is Young’s
modulus of elasticity, ρ is the material density, and
σ is Poisson’s ratio. When the bending-wave speed
equals the speed of sound in air, the frequency is
called the critical frequency (see Fig. 20). The critical
frequency is

fc = c2

2πκcl

(74)

Above this frequency, fc, the coincidence effect is
observed because the bending wavelength λb is greater
than the wavelength in air λ (Fig. 21), and trace wave
matching always occurs for the sound waves in air
at some angle of incidence. See Fig. 22. This has
important consequences for the sound radiation from
structures and also for the sound transmitted through
the structures from one air space to the other.
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Figure 19 Sound pressure level in a room (relative to sound power level) as a function of distance r from sound source.
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Figure 20 Variation of frequency of bending wave speed
cb on a beam or panel and wave speed in air c.

Figure 21 Variation with frequency of bending wave-
length λb on a beam or panel and wavelength in air λ.

Figure 22 Diagram showing trace wave matching
between waves in air of wavelength λ and waves in
panel of trace wavelength λT .

For free-bending waves on infinite plates above
the critical frequency, the plate radiates efficiently,
while below this frequency (theoretically) the plate
cannot radiate any sound energy at all. (See Chapter 6.)
For finite plates, reflection of the bending waves at
the edges of the plates causes standing waves that

allow radiation (although inefficient) from the plate
corners or edges even below the critical frequency. In
the plate center, radiation from adjacent quarter-wave
areas cancels. But radiation from the plate corners
and edges, which are normally separated sufficiently
in acoustic wavelengths, does not cancel. At very
low frequency, sound is radiated mostly by corner
modes, then up to the critical frequency, mostly by
edge modes. Above the critical frequency the radiation
is caused by surface modes with which the whole
plate radiates efficiently (see Fig. 23). Radiation from
bending waves in plates and cylinders is discussed in
detail in Chapter 6 and Chapter 10 of the Handbook
of Acoustics.1 Figure 24 shows some comparisons
between theory and experiment for the level of the
radiation efficiencies for the sound radiation for several
practical cases of simply supported and clamped
panel structures with acoustical and point mechanical
excitation.

Sound transmission through structures is dis-
cussed in Chapters 56 and 105 of this book
and Chapters 66, 76, and 77 of the Handbook of
Acoustics.1

Figures 24a and 24b show the logarithmic value
of the radiation efficiency 10 log σ plotted against
frequency for stiffened and unstiffened plates. See
Chapter 6 for further discussion on radiation efficiency
θrad, which is also known as radiation ratio.

18 STANDING WAVES
Standing-wave phenomena are observed in many
situations in acoustics and the vibration of strings and
elastic structures. Thus they are of interest with almost
all musical instruments (both wind and stringed) (see
Part XIV in the Encyclopedia of Acoustics 13); in
architectural spaces such as auditoria and reverberation
rooms; in volumes such as automobile and aircraft
cabins; and in numerous cases of vibrating structures,
from tuning forks, xylophone bars, bells and cymbals
to windows, wall panels, and innumerable other
engineering systems including aircraft, vehicle, and
ship structural members. With each standing wave
is associated a mode shape (or shape of vibration)
and an eigen (or natural) frequency. Some of these
systems can be idealized to simple one-, two-, or three-
dimensional systems. For example, with a simple wind
instrument such as a flute, Eq. (1) together with the
appropriate spatial boundary conditions can be used
to predict the predominant frequency of the sound
produced. Similarly, the vibration of a string on a
violin can be predicted with an equation identical to
Eq. (1) but with the variable p replaced by the lateral
string displacement. With such a string, solutions can
be obtained for the fundamental and higher natural
frequencies (overtones) and the associated standing-
wave mode shapes (which are normally sine shapes).
In such a case for a string with fixed ends, the so-called
overtones are just integer multiples (2, 3, 4, 5, . . . ) of
the fundamental frequency.

The standing wave with the flute and string can
be considered mathematically to be composed of
two waves of equal amplitude traveling in opposite
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Figure 23 Wavelength relations and effective radiating areas for corner, edge, and surface modes. The acoustic
wavelength is λ; while λbx and λby are the bending wavelengths in the x and y- direction, respectively. (See also the
Handbook of Acoustics,1 Chapter 1.)
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Figure 24 Comparison of theoretical and measured radiation ratios σ for a mechanically excited, simply supported
thin steel plate (300 mm × 300 mm × 1.22 mm). (—) Theory (simply supported), (— — —) theory (clamped edges), (. . .)
theory,14 and (◦) measured.15 (See Encyclopedia of Vibration.16)
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Figure 25 Measured radiation ratios of unstiffened and stiffened plates for (a) point mechanical excitation and (b) diffuse
sound field excitation. (Reproduced from Ref. 17 with permission. See Encyclopedia of Vibration.16)

directions. Consider the case of a lateral wave on a
string under tension. If we create a wave at one end,
it will travel forward to the other end. If this end is
fixed, it will be reflected. The original (incident) and
reflected waves interact (and if the reflection is equal
in strength) a perfect standing wave will be created. In
Fig. 26 we show three different frequency waves that
have interacted to cause standing waves of different
frequencies on the string under tension.

A similar situation can be conceived to exist for
one-dimensional sound waves in a tube or duct. If
the tube has two hard ends, we can create similar

standing one-dimensional sound waves in the tube at
different frequencies. In a tube, the regions of high
sound pressure normally occur at the hard ends of the
tube, as shown in Fig. 27. See Refs. 18–20.

A similar situation occurs for bending waves on
bars, but because the equation of motion is different
(dispersive), the higher natural frequencies are not
related by simple integers. However, for the case of
a beam with simply supported ends, the higher natural
frequencies are given by 22, 32, 42, 52, . . . , or 4, 9, 16,
25, . . . , and the mode shapes are sine shapes again.
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(a)

(b)

(c)

(d )

Figure 26 Waves on a string: (a) Two opposite and equal
traveling waves on a string resulting in standing waves,
(b) first mode, n = 1, (c) second mode, n = 2, and (d) third
mode, n = 3.

p

Figure 27 Sound waves in a tube. First mode standing
wave for sound pressure in a tube.

The standing waves on two-dimensional sys-
tems (such as bending vibrations of plates) may be
considered mathematically to be composed of four
opposite traveling waves. For simply supported rect-
angular plates the mode shapes are sine shapes in each
direction. For three-dimensional systems such as the
air volumes of rectangular rooms, the standing waves
may be considered to be made up of eight traveling
waves. For a hard-walled room, the sound pressure has
a cosine mode shape with the maximum pressure at the
walls, and the particle velocity has a sine mode shape
with zero normal particle velocity at the walls. See
Chapter 6 in the Handbook of Acoustics 1 for the nat-
ural frequencies and mode shapes for a large number
of acoustical and structural systems.

For a three-dimensional room, normally we will
have standing waves in three directions with sound
pressure maxima at the hard walls.

To understand the sound propagation in a room, it
is best to use the three-dimensional wave equation in
Cartesian coordinates:

∇2p − 1

c2

∂2p

∂t2
= 0 (75)

or
∂2p

∂x2
+ ∂2p

∂y2
+ ∂2p

∂z2
− 1

c2

∂2p

∂t2
= 0 (76)

This equation can have solutions that are “random” in
time or are for the special case of a pure-tone, “simple
harmonic” sound.

The simple harmonic solution is of considerable
interest to us because we find that in rooms there
are solutions only at certain frequencies. It may be of
some importance now to mention both the sinusoidal
solution and the equivalent solution using complex
notation that is very frequently used in acoustics and
vibration theory.

For a one-dimensional wave, the simple harmonic
solution to the wave equation is

p = p̂1 cos[k(ct − x)] + p̂2 cos[k(ct + x)] (77)

where k = ω/c = 2πf/c (the wavenumber).
The first term in Eq. (77) represents a wave of

amplitude p̂1 traveling in the +x direction. The second
term in Eq. (77) represents a wave of amplitude p̂2
traveling in the −x direction.

The equivalent expression to Eq. (77) using com-
plex notation is

p = Re{P̃1e
j (ωt−kx)} + Re{P̃2e

j (ωt+kx)} (78)

where j = √−1, Re{} means real part; and P̃1 and
P̃2 are complex amplitudes of the sound pressure;
remember k = ω/c; kc = 2πf . Both Eqs. (77) and
(78) are solutions to Eq. (75).

For the three-dimensional case (x, y, and z propa-
gation), the sinusoidal (pure tone) solution to Eq. (76)
is

p = Re{P̃ exp(j [ωt ± kxx ± kyy ± kzz])} (79)

Note that there are 23 (eight) possible solutions
given by Eq. (79). Substitution of Eq. (79) into
Eq. (76) (the three-dimensional wave equation) gives
[from any of the eight (23) equations]:

ω2 = c2(kx
2 + ky

2 + kz
2) (80)

from which the wavenumber k is

k = ω

c
=

√
(kx

2 + ky
2 + kz

2) (81)
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and the so-called direction cosines with the x, y and
z directions are cos θx = ±kx/k, cos θy = ±ky/k, and
cos θz = ±kz/k (see Fig. 28).

Equations (80) and (81) apply to the cases where
the waves propagate in unbounded space (infinite
space) or finite space (e.g., rectangular rooms).

For the case of rectangular rooms with hard
walls, we find that the sound (particle) velocity
(perpendicular) to each wall must be zero. By using
these boundary conditions in each of the eight solutions
to Eq. (27a), we find that ω2 = (2πf )2 and k2 in
Eqs. (80) and (81) are restricted to only certain discrete
values:

k2 =
(nxπ

A

)2 +
(nyπ

B

)2 +
(nzπ

C

)2
(82)

or
ω2 = c2k2

Then the room natural frequencies are given by

fnxnynz
= c

2

√(nx

A

)2 +
(ny

B

)2 +
(nz

C

)2
(83)

where A, B, C are the room dimensions in the
x, y, and z directions, and nx = 0, 1, 2, 3, . . . ; ny =
0, 1, 2, 3, . . . and nz = 0, 1, 2, 3 . . .. Note nx, ny , and
nz are the number of half waves in the x, y, and
z directions. Note also for the room case, the eight
propagating waves add together to give us a standing
wave. The wave vectors for the eight waves are shown
in Fig. 29.

There are three types of standing waves resulting in
three modes of sound wave vibration: axial, tangential,
and oblique modes. Axial modes are a result of sound
propagation in only one room direction. Tangential
modes are caused by sound propagation in two
directions in the room and none in the third direction.
Oblique modes involve sound propagation in all three
directions.

We have assumed there is no absorption of sound
by the walls. The standing waves in the room can be
excited by noise or pure tones. If they are excited by
pure tones produced by a loudspeaker or a machine
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Figure 28 Direction cosines and vector k.
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Figure 29 Wave vectors for eight propagating waves.

that creates sound waves exactly at the same frequency
as the eigenfrequencies (natural frequencies) fE of
the room, the standing waves are very pronounced.
Figures 30 and 31 show the distribution of particle
velocity and sound pressure for the nx = 1, ny = 1,
and nz = 1 mode in a room with hard reflecting
walls. See Chapters 4 and 103 for further discussion
of standing-wave behavior in rectangular rooms.

19 WAVEGUIDES
Waveguides can occur naturally where sound waves
are channeled by reflections at boundaries and by
refraction. Even the ocean can sometimes be consid-
ered to be an acoustic waveguide that is bounded above
by the air–sea interface and below by the ocean bottom
(see Chapter 31 in the Handbook of Acoustics1). Sim-
ilar channeling effects are also sometimes observed
in the atmosphere. (See Chapter 5.) Waveguides are
also encountered in musical instruments and engineer-
ing applications. Wind instruments may be regarded
as waveguides. In addition, waveguides comprised

x

z

y

Figure 30 Standing wave for nx = 1, ny = 1, and nz = 1
(particle velocity shown).
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Figure 31 Standing wave for nx = 1, ny = 1, and nz = 1
(sound pressure shown).

of pipes, tubes, and ducts are frequently used in
engineering systems, for example, exhaust pipes, air-
conditioning ducts and the ductwork in turbines and
turbofan engines. The sound propagation in such
waveguides is similar to the three-dimensional situa-
tion discussed in Section 15 but with some differences.
Although rectangular ducts are used in air-conditioning
systems, circular ducts are also frequently used, and
theory for these must be considered as well. In real
waveguides, airflow is often present and complications
due to a mean fluid flow must be included in the theory.

For low-frequency excitation only plane waves can
propagate along the waveguide (in which the sound
pressure is uniform across the duct cross section).
However, as the frequency is increased, the so-called
first cut-on frequency is reached above which there is
a standing wave across the duct cross section caused
by the first higher mode of propagation.

For excitation just above this cut-on frequency,
besides the plane-wave propagation, propagation in
higher order modes can also exist. The higher mode
propagation in each direction in a rectangular duct
can be considered to be composed of four traveling
waves with a vector (ray) almost perpendicular to
the duct walls and with a phase speed along the
duct that is almost infinite. As the frequency is
increased, these vectors point increasingly toward
the duct axis, and the phase speed along the duct
decreases until at very high frequency it is only
just above the speed of sound c. However, for this
mode, the sound pressure distribution across duct
cross section remains unchanged. As the frequency
increases above the first cut-on frequency, the cut-
on frequency for the second higher order mode
is reached and so on. For rectangular ducts, the
solution for the sound pressure distribution for the
higher duct modes consists of cosine terms with
a pressure maximum at the duct walls, while for
circular ducts, the solution involves Bessel functions.
Chapter 7 in the Handbook of Acoustics1 explains
how sound propagates in both rectangular and circular
guides and includes discussion on the complications
created by a mean flow, dissipation, discontinuities,
and terminations. Chapter 161 in the Encyclopedia
of Acoustics13 discusses the propagation of sound in
another class of waveguides, that is, acoustical horns.

20 ACOUSTICAL LUMPED ELEMENTS

When the wavelength of sound is large compared to
physical dimensions of the acoustical system under
consideration, then the lumped-element approach is
useful. In this approach it is assumed that the fluid
mass, stiffness, and dissipation distributions can be
“lumped” together to act at a point, significantly
simplifying the analysis of the problem. The most
common example of this approach is its use with the
well-known Helmholtz resonator in which the mass
of air in the neck of the resonator vibrates at its
natural frequency against the stiffness of its volume.
A similar approach can be used in the design of
loudspeaker enclosures and the concentric resonators
in automobile mufflers in which the mass of the gas
in the resonator louvres (orifices) vibrates against the
stiffness of the resonator (which may not necessarily be
regarded completely as a lumped element). Dissipation
in the resonator louvers may also be taken into account.
Chapter 21 in the Handbook of Acoustics1 reviews the
lumped-element approach in some detail.

21 NUMERICAL APPROACHES: FINITE
ELEMENTS AND BOUNDARY ELEMENTS

In cases where the geometry of the acoustical space is
complicated and where the lumped-element approach
cannot be used, then it is necessary to use numerical
approaches. In the late 1960s, with the advent of
powerful computers, the acoustical finite element
method (FEM) became feasible. In this approach the
fluid volume is divided into a number of small fluid
elements (usually rectangular or triangular), and the
equations of motion are solved for the elements,
ensuring that the sound pressure and volume velocity
are continuous at the node points where the elements
are joined. The FEM has been widely used to study
the acoustical performance of elements in automobile
mufflers and cabins.

The boundary element method (BEM) was devel-
oped a little later than the FEM. In the BEM approach
the elements are described on the boundary surface
only, which reduces the computational dimension of
the problem by one. This correspondingly produces
a smaller system of equations than the FEM. BEM
involves the use of a surface mesh rather than a vol-
ume mesh. BEM, in general, produces a smaller set of
equations that grows more slowly with frequency, and
the resulting matrix is full; whereas the FEM matrix
is sparse (with elements near and on the diagonal).
Thus computations with FEM are generally less time
consuming than with BEM. For sound propagation
problems involving the radiation of sound to infin-
ity, the BEM is more suitable because the radiation
condition at infinity can be easily satisfied with the
BEM, unlike with the FEM. However, the FEM is
better suited than the BEM for the determination of
the natural frequencies and mode shapes of cavities.

Recently, FEM and BEM commercial software has
become widely available. The FEM and BEM are
described in Chapters 7 and 8 of this book and in
Chapters 12 and 13 in the Handbook of Acoustics.1
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22 ACOUSTICAL MODELING USING
EQUIVALENT CIRCUITS

Electrical analogies have often been found useful in
the modeling of acoustic systems. There are two alter-
natives. The sound pressure can be represented by
voltage and the volume velocity by current, or alter-
natively the sound pressure is replaced by current
and the volume velocity by voltage. Use of electrical
analogies is discussed in Chapter 11 of the Handbook
of Acoustics.1 They have been widely used in loud-
speaker design and are in fact perhaps most useful in
the understanding and design of transducers such as
microphones where acoustic, mechanical, and electri-
cal systems are present together and where an over-
all equivalent electrical circuit can be formulated (see
Handbook of Acoustics,1 Chapters 111, 112, and 113).
Beranek makes considerable use of electrical analo-
gies in his books.11,12 In Chapter 85 of this book and
Chapter 14 in the Handbook of Acoustics1 their use in
the design of automobile mufflers is described.
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CHAPTER 3
SOUND SOURCES

Philip A. Nelson
Institute of Sound and Vibration Research
University of Southampton
Southampton, United Kingdom

1 INTRODUCTION

This chapter will present an introduction to elementary
acoustic sources and the sound fields they radiate.
Sources of spherical waves at a single frequency
are first described with reference to the concept
of a pulsating sphere whose surface vibrations are
responsible for producing sound radiation. From this
idea follows the notion of the point monopole source.
Of course, such idealized sources alone are not a good
representation of many practical noise sources, but
they provide the basic source models that are essential
for the analysis of the more complex acoustic source
distributions that are encountered in practical noise
control problems. These simple models of spherical
wave radiation are also used to discuss the ideas of
acoustic power radiation, radiation efficiency, and the
effect of interaction between different source elements
on the net flow of acoustic energy. Further important
elementary source models are introduced, and specific
reference is made to the sound fields radiated by
point dipole and point quadrupole sources. Many
important practical problems in noise control involve
the noise generated by unsteady flows and, as will
be demonstrated in later chapters, an understanding of
these source models is an essential prerequisite to the
study of sound generated aerodynamically.

2 THE HOMOGENEOUS WAVE EQUATION

It is important to understand the physical and math-
ematical basis for describing the radiation of sound,
and an introduction to the analysis of sound propa-
gation and radiation is presented here. Similar intro-
ductions can also be found in several other textbooks
on acoustics such as those authored by Pierce,1 Morse
and Ingard,2 Dowling and Ffowcs Williams,3 Nelson
and Elliott,4 Dowling,5 Kinsler et al.,6 and Skudrzyk.7
Acoustic waves propagating in air generate fluctua-
tions in pressure and density that are generally much
smaller than the average pressure and density in a sta-
tionary atmosphere. Even some of the loudest sounds
generated (e.g., close to a jet engine) produce pres-
sure fluctuations that are of the order of 100 Pa, while
in everyday life, acoustic pressure fluctuations vary in
their magnitude from about 10−5 Pa (about the small-
est sound that can be detected) to around 1 Pa (typical
of the pressure fluctuations generated in a noisy work-
shop). These fluctuations are much smaller than the
typical average atmospheric pressure of about 105 Pa.
Similarly, the density fluctuations associated with the
propagation of some of the loudest sounds generated

are still about a thousand times less than the average
density of atmospheric air (which is about 1.2 kgm−3).
Furthermore, the pressure fluctuations associated with
the propagation of sound occur very quickly, the range
of frequencies of sounds that can be heard being typ-
ically between 20 Hz and 20 kHz (i.e., the pressure
fluctuations occur on a time scale of between 1/20th
of a second and 1/20,000th of a second). These acous-
tic pressure fluctuations can be considered to occur
adiabatically since the rapid rate of change with time
of the pressure fluctuations in a sound wave, and the
relatively large distances between regions of increased
and decreased pressure, are such that there is a neg-
ligible flow of heat from a region of compression to
a region of rarefaction. Under these circumstances, it
can be assumed that the density change is related only
to the pressure change and not to the (small) increase
or decrease in temperature in regions of compression
or rarefaction. Furthermore, since these pressure and
density fluctuations are very small compared to the
average values of pressure and density, it can also
be assumed that the fluctuations are linearly related.
It turns out (see, e.g., Pierce,1 pp. 11–17) that the
acoustic pressure fluctuation p is related to the acous-
tic density fluctuation ρ by p = c2

0ρ where c0 is the
speed of sound in air.

The sound speed c0 in air at a temperature of
20◦C and at standard atmospheric pressure is about
343 m s−1 and thus it takes an acoustic disturbance in
air about one third of a second to propagate 100 m. As
sound propagates it also imparts a very small motion
to the medium such that the pressure fluctuations are
accompanied locally by a fluctuating displacement of
the air. This small air movement can be characterized
by the local particle velocity, a “particle” being thought
of as a small volume of air that contains many millions
of gas molecules. The typical values of particle velocity
associated with the propagation of even very loud
sounds are usually less than about 1 m s−1 and so the
local velocity of the air produced by the passage of
a sound wave is actually very much smaller than the
speed with which the sound propagates.

Since the acoustic pressure, density, and particle
velocity fluctuations associated with sound waves in
air are usually relatively small, the equations governing
mass and momentum conservation in a fluid continuum
can be considerably simplified in order to relate
these acoustical variables to one another. The general
conservation equations can be linearized and terms
that are proportional to the product of the acoustical
variables can be discarded from the equations. The
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equation of mass conservation in a homogeneous three-
dimensional medium at rest reduces to

∂ρ

∂t
+ ρ0

(
∂u1

∂x1
+ ∂u2

∂x2
+ ∂u3

∂x3

)
= 0 (1)

where u1, u2, and u3 are the three components of
the acoustic particle velocity in the x1, x2, and x3
directions and ρ0 is the average density of the medium.
This equation can be written more compactly in vector
notation such that

∂ρ

∂t
+ ρ0∇·u = 0 (2)

where ∇·u is the divergence of the vector u given
by the scalar product of the del operator i(∂/∂x1) +
j(∂/∂x2) + k(∂/∂x3) with the velocity vector iu1 +
ju2 + ku3 where i, j, and k are, respectively, the unit
vectors in the x1, x2, and x3 directions. Similarly,
for an inviscid medium, the linearized equations of
momentum conservation in these three coordinate
directions reduce to

ρ0
∂u1

∂t
+ ∂p

∂x1
= 0 ρ0

∂u2

∂t
+ ∂p

∂x2
= 0

ρ0
∂u3

∂t
+ ∂p

∂x3
= 0 (3)

which can be written more compactly as

ρ0
∂u
∂t

+ ∇p = 0 (4)

where u and ∇p are, respectively, the vectors having
components (u1, u2, u3) and (∂p/∂x1, ∂p/∂x2, ∂p/
∂x3). Taking the difference between the divergence of
Eq. (4) and the time derivative of Eq. (2) and using
the relation p = c2

0ρ leads to the wave equation for
the acoustic pressure fluctuation given by

∇2p − 1

c2
0

∂2p

∂t2
= 0 (5)

where in rectangular Cartesian coordinates ∇2p =
∂2p/∂x2

1 + ∂2p/∂x2
2 + ∂2p/∂x2

3 . This equation gov-
erns the behavior of acoustic pressure fluctuations in
three dimensions. The equation states that the acous-
tic pressure at any given point in space must behave
in such a way to ensure that the second derivative of
the pressure fluctuation with respect to time is related
to the second derivatives of the pressure fluctuation
with respect to the three spatial coordinates. Since
the equation follows from the mass and momentum
conservation equations, pressure fluctuations satisfying
this equation also satisfy these fundamental conser-
vation laws. It is only through finding pressure fluc-
tuations that satisfy this equation that the physical
implications of the wave equation become clear.

3 SOLUTIONS OF THE HOMOGENEOUS
WAVE EQUATION

The simplest and most informative solutions of the
wave equation in three dimensions are those associated
with spherically symmetric wave propagation. If it can
be assumed that the pressure fluctuations depend only
on the radial coordinate r of a system of spherical
coordinates, the wave equation reduces to (see Pierce,1
p. 43)

1

r2

∂

∂r

(
r2 ∂p

∂r

)
− 1

c2
0

∂2p

∂t2
= 0 (6)

and this equation can, after some algebra, be written
in the form

∂2(rp)

∂r2
− 1

c2
0

∂2(rp)

∂t2
= 0 (7)

It is easy to show that this equation has solutions
given by rp = f (t − r/c0) or by rp = g(t + r/c0)
where f ( ) or g( ) means “a function of.” Proof
that these functions, of either t − r/c0 or of t +
r/c0, are solutions of Eq. (7) can be established by
differentiating the functions twice with respect to both
r and t and then demonstrating that the resulting
derivatives satisfy the equation. It follows, therefore,
that the solution for the radially dependent pressure
fluctuation is given by

p(r, t) = f (t − r/c0)

r
+ g(t + r/c0)

r
(8)

The function of t − r/c0 describes waves that propa-
gate outward from the origin of the coordinate system,
and Fig. 1a illustrates the process of the outward prop-
agation of a particular sound pulse. The figure shows
a series of “snapshots” of the acoustic pressure pulse
whose time history takes the form

f (t) = e−π(at)2 cos ω0t (9)

The figure shows that as the radial distance r from the
origin is increased, the pressure pulse arrives at a later
time; this relative time delay is described by the term
t − r/c0.

Also, as the wave propagates outward, the ampli-
tude of the pulse diminishes as the waves spread
spherically; this reduction in amplitude with increasing
radial distance from the origin is described by the term
1/r . Figure 1b also shows a series of snapshots of the
acoustic pressure associated with waves propagating
inward toward the origin, and this process is described
by the function of t + r/c0. In this case as the radial
distance from the origin reduces, then the sound pulse
associated with this inward traveling wave will arrive
at a progressively later time, the pulses arriving at a
radial distance r at a time r/c0 before the time t at
which the pulse arrives at the origin. Obviously the
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(a ) (b)

Figure 1 Series of ‘‘snapshots’’ of the sound field associated with (a) outgoing and (b) incoming spherical acoustic
waves.

pressure fluctuations also become greater in ampli-
tude as they converge on the origin, this being again
described by the term 1/r . Inward propagating waves
are legitimate solutions of the wave equation under cer-
tain circumstances (e.g., inside a spherical vessel; see
Skudrzyk,7 p. 354, for a discussion). However, it can
be argued formally that the solution for inward coming
waves is not tenable if one considers sound propaga-
tion in a free field since such waves would have to be
generated at infinity at an infinite time in the past. The
formal mathematical test for the validity of solutions
of the wave equation is provided by the Sommerfeld
radiation condition (see, e.g. Pierce,2 p. 177).

4 SIMPLE HARMONIC SPHERICAL WAVES

It is extremely useful in analyzing acoustical problems
to be able to work at a single frequency and make
use of complex exponential representations of acoustic
wave propagation. For example, we may assume that
the acoustic pressure everywhere has a dependence
on time of the form e−jωt where ω is the angular
frequency and j is the square root of −1. In such a
case, the solution for the acoustic pressure as a function
of time in the case of spherically symmetric radially

outward propagation can be written as

p(r, t) = Re

{
Aej(ωt−kr)

r

}
(10)

where Re denotes the “real part of” the complex num-
ber in curly brackets and k = ω/c0 is the wavenumber.
The term A is a complex number that describes the
amplitude of the wave and its relative phase. Thus, for
example, A = |A|ejφA where |A| is the modulus of the
complex number and φA is the phase. The term e−jkr

also describes the change in phase of the pressure fluc-
tuation with increasing radial distance from the origin,
this phase change resulting directly from the propaga-
tion delay r/c0. Taking the real part of the complex
number in Eq. (10) shows that

p(r, t) = |A| cos(ωt − kr + φA)

r
(11)

and this describes the radial dependence of the ampli-
tude and phase of the single frequency pressure fluc-
tuation associated with harmonic outgoing spherical
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waves. It is also useful to be able to define a sin-
gle complex number that represents the amplitude and
phase of a single frequency pressure fluctuation, and
in this case the complex pressure can be written as

p(r) = Ae−jkr

r
(12)

where the real pressure fluctuation can be recovered
from p(r, t) = Re{p(r)ejωt }. It turns out that in
general it is useful to describe the complex acoustic
pressure p(x) as a complex number that depends on the
spatial position (described here by the position vector
x). This complex pressure must satisfy the single
frequency version of the wave equation, or Helmholtz
equation, that is given by

(∇2 + k2)p(x) = 0 (13)

It is very straightforward to verify that the complex
pressure variation described by Eq. (12) satisfies
Eq. (13). It is also useful to describe the other acoustic
fluctuations such as density and particle velocity in
terms of spatially dependent complex numbers. In the
case of spherically symmetric wave propagation, the
acoustic particle velocity has only a radial component,
and if this is described by the radially dependent
complex number ur(r), it follows that momentum
conservation relationship given by Eq. (4) reduces
to

jωρ0ur(r) + ∂p(r)

∂r
= 0 (14)

Assuming the radial dependence of the complex
pressure described by Eq. (12) then shows that the
complex radial particle velocity can be written as

ur(r) = A

jωρ0

(
jk

r
+ 1

r2

)
e−jkr (15)

The complex number that describes the ratio of the
complex pressure to the complex particle velocity is
known as the specific acoustic impedance, and this is
given by

z(r) = p(r)

ur(r)
= ρ0c0

(
jkr

1 + jkr

)
(16)

The modulus of the impedance thus describes the
ratio of the amplitudes of the pressure and velocity
fluctuations while the phase of the impedance describes
the phase difference between the pressure and particle
velocity fluctuations. First note that when kr becomes
very much greater than unity, then the impedance
z(r) ≈ ρ0c0, where ρ0c0 is known as the characteristic
acoustic impedance of the medium. Since kr = 2π/λ,
where λ is the acoustic wavelength, this condition
occurs when the distance r is many wavelengths from
the origin (where the source of the waves is assumed

to be located). Therefore, many wavelengths from
the source, the pressure and velocity fluctuations are
in phase with one another, and their amplitudes are
related simply by ρ0c0. This region is known as the
far field of the source of the waves. However, when
kr is very much smaller than unity, then the impedance
z(r) ≈ ρ0c0(jkr). This shows that, at distances from
the source that are small compared to the wavelength,
the particle velocity fluctuation becomes much larger
relative to the pressure fluctuation than is the case
at many wavelengths from the source. At these
small distances, the pressure and particle velocity
fluctuations are close to being 90◦ out of phase. This
region is known as the near field of the source of the
waves.

5 SOURCES OF SPHERICALLY SYMMETRIC
RADIATION
A rigid sphere whose surface vibrates to and fro in the
radial direction provides a simple conceptual model
for the generation of spherical acoustic waves. Such
a pulsating sphere can be assumed to have a mean
radius a and to produce surface vibrations at a single
frequency that are uniform over the surface of the
sphere. If these radial vibrations are assumed to have
a complex velocity Ua say, then the acoustic pressure
fluctuations that result can be found by equating this
velocity to the particle velocity of the outward going
spherical waves generated. Since the pressure and
particle velocity of the waves generated are related
by the expression for the impedance given above,
it follows that at the radial distance a from the
origin upon which the sphere is centered, the complex
acoustic pressure is given by

p(a) = Ae−jka

a
= ρ0c0

(
jka

1 + jka

)
Ua (17)

This equation enables the complex amplitude A
of the acoustic pressure to be expressed in terms
of the radial surface velocity Ua of the pulsating
sphere. It then follows that the radial dependence
of the complex acoustic pressure can be written
as

p(r) = ρ0c0a

[
jka

1 + jka

]
Uae

−jk(r−a)

r
(18)

The product of the radial surface velocity Ua and
the total surface area of the sphere 4πa2 provides a
measure of the strength of such an acoustic source.
This product, usually denoted by q = 4πa2Ua , has the
dimensions of volume velocity, and the pressure field
can be written in terms of this source strength as

p(r) = ρ0c0

[
jk

1 + jka

]
qe−jk(r−a)

4πr
(19)

The definition of the sound field generated by a
point monopole source follows from this equation by
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assuming that the radius a of the sphere becomes
infinitesimally small but that the surface velocity of the
sphere increases to ensure that the product of surface
area and velocity (and thus source strength) remains
constant. Therefore, as ka tends to zero, the expression
for the pressure field becomes

p(r) = ρ0c0jk
qe−jkr

4πr
(20)

It is worth noting that this expression can be written
in terms of the time derivative of the source strength
defined by q̇ = jωq such that p(r) = ρ0q̇e−jkr/4πr ,
and since the term e−jkr = e−jωr/c0 represents a pure
delay of r/c0 in the time domain, then the expression
for the acoustic pressure as a function of time can be
written as

p(r, t) = ρ0q̇(t − r/c0)

4πr
(21)

This demonstrates that the acoustic pressure time
history replicates exactly the time history of the volume
acceleration of the source but, of course, delayed by
the time that it takes for the sound to travel radially
outward by a distance r .

6 ACOUSTIC POWER OUTPUT AND
RADIATION EFFICIENCY
The instantaneous acoustic intensity defines the local
instantaneous rate at which acoustic energy flows per
unit surface area in a sound field. It is equal to the
product of the local acoustic pressure and the local
acoustic particle velocity. The time-averaged acoustic
intensity is defined by the vector quantity

I(x) = 1

T

T/2∫

−T/2

p(x, t)u(x, t) dt (22)

where T denotes a suitably long averaging time in the
case of stationary random fluctuations, or the duration
of a period of a single frequency fluctuation. For single
frequency fluctuations, this time integral can be written
in terms of the complex pressure and particle velocity
such that I(x) = ( 1

2 )Re{p(x)∗u(x)} where the asterisk
denotes the complex conjugate. The acoustic power
output of a source of sound is evaluated by integrating
the sound intensity over a surface surrounding the
source. Thus, in general

W =
∫

S

I(x) · n dS (23)

where n is the unit vector that is normal to and
points outward from the surface S surrounding the
source. In the particular case of the pulsating sphere
of radius a where the pressure and particle velocity
are uniform across the surface of the sphere, the
acoustic power output is given by evaluating this

integral over the surface of the sphere. Thus, in this
case

W = 4πa2 1
2Re{p(a)∗Ua}

= 2πa2ρ0c0|Ua |2 (ka)2

1 + (ka)2
(24)

This calculation is of considerable assistance in
explaining some basic features of the efficiency with
which acoustic sources radiate sound. First, note that if
the product ka = 2πa/λ is very large (i.e., the radius
of the sphere is very large compared to the acoustic
wavelength), then the sound power radiated is given
by W ≈ 2πa2ρ0c0|Ua |2, while if the reverse is true,
and ka is very small (i.e., the radius of the sphere
is very small compared to the acoustic wavelength),
the sound power radiated is approximated by the
expression W ≈ 2πa2ρ0c0|Ua|2(ka)2. It is clear that,
in the second case, since by definition ka is small, the
efficiency with which surface velocity fluctuations are
converted into sound power radiated is very much less
than in the first case, where the radius of the sphere
is very much greater than the acoustic wavelength.
It turns out that this is a general characteristic of
acoustic sources and more complex radiators of sound
are often characterized by their radiation efficiency
that is defined by the ratio

σ = W

ρ0c0S(1/2)〈|U |2〉 (25)

where 〈|U |2〉 denotes the squared modulus of the
velocity fluctuation averaged over the surface area
S of the body that radiates the acoustic power W .
Most sources of sound follow the general trend
of relatively inefficient radiation at low frequencies
(where the wavelength is much greater than the
dimensions of the radiator) and relatively efficient
radiation (σ ≈ 1) at high frequencies (where the
wavelength becomes smaller than the dimensions
of the radiator). Obviously, the exact nature of
the surface velocity distribution dictates the radiated
sound field and of paramount importance is the
interference produced in the sound field between
neighboring elements of the effective distribution of
source strength.

7 INTERFERENCE BETWEEN POINT
SOURCES

The linearity of the wave equation leads to the
principle of superposition , which in turn implies that
the sound field generated by a number of acoustic
sources is simply the sum at any instant of the sound
fields generated by all of the sources individually (i.e.,
the sound fields generated by each of the sources when
the strengths of all the others is set to zero). For single
frequency sound fields, the total complex acoustic
pressure is simply found by adding the complex
pressures generated by each of the sources. Thus, for
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example, if there are N point sources each of strength
qn, then the total complex pressure produced by these
sources is given by

p(x) = ρ0c0jkq1e
−jkr1

4πr1
+ ρ0c0jkq2e

−jkr2

4πr2

+ · · · + ρ0c0jkqNe−jkrN

4πrN

(26)

where the distances rn = |x − yn| are the radial dis-
tances to the vector position x from the vector positions
yn at which the sources are located. The net sound
fields produced by the interference of these individ-
ual fields can be highly complex and depend on the
geometric arrangement of the sources, their relative
amplitudes and phases, and, of course, the angular
frequency ω. It is worth illustrating this complexity
with some simple examples. Figure 2 shows the inter-
ference patterns generated by combinations of two,
three, and four monopole sources each separated by
one acoustic wavelength when all the source strengths
are in phase. Regions of constructive interference are
shown (light shading) where the superposition of the
fields gives rise to an increase in the acoustic pressure

(a ) (b ) (c )

Figure 2 Single frequency sound field generated by
(a) two, (b) three, and (c) four point monopole sources
whose source strengths are in phase and are separated
by a wavelength λ.

amplitude, as are regions of destructive interference
(dark shading) where the acoustic pressure amplitude
is reduced.

It is also worth emphasizing that the energy flow
in such sound fields can also be highly complex. It is
perfectly possible for energy to flow out of one of
the point sources and into another. Figure 3 shows
the time-averaged intensity vectors when a source
of strength q2 = q1e

jφ is placed at a distance d =
λ/16 apart from a source of strength q1 when the
phase difference φ = 4.8kd . The source of strength q1
appears to absorb significant power while the source
of strength q2 radiates net power. The power that finds
its way into the far field turns out to be a relatively
small fraction of the power being exchanged between
the sources. The possibility of acoustic sources being
net absorbers of acoustic energy may at first sight be
unreasonable. However, if one thinks of the source as
a pulsating sphere, or indeed the cone of a baffled
loudspeaker, whose velocity is prescribed, then it
becomes apparent that the source may become a net
absorber of energy from the sound field when the net
acoustic pressure on the source is close to being out
of phase with the velocity fluctuations of the surface.
It turns out that the net acoustic power output of
a point source can be written as W = ( 1

2 ) Re{p∗q},
and, if the phase difference between the pressure and
volume velocity is given by φpq , then we can write
W = ( 1

2 )|p||q| cosφpq . It therefore follows that, if
the phase difference φpq is, for example, 180◦, then
the power W will be negative. Of course, a source
radiating alone produces a pressure fluctuation upon
its own surface, some of which will be in phase
with the velocity of the surface and thereby radiate
sound power. As shown by this example, however, if
another source produces a net fluctuating pressure on
the surface of the source that is out of phase with the
velocity of the source, the source can become a net
absorber of acoustic energy. The consequences of this
for the energy used to drive the fluctuating velocity of

(b)(a)

Figure 3 Time-averaged intensity vectors generated by the superposition of the sound fields generated by two point
monopole sources q1 (on the left) and q2 (on the right) where q2 = q1ejφ, |q2| = |q1|, d = λ/16, and φ = 108◦ = 4.8kd rad.
The dimension of one side of (a) is λ/2 and one side of (b) is λ/10, which corresponds to the square depicted in (a).
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the source surface can be understood by examination of
the detailed electrodynamics of, for example, a moving
coil loudspeaker (see Nelson and Elliott,4 p. 140). It
is concluded that, in practice, the power radiated as
sound is generally a small fraction of that necessary to
overcome the mechanical and electrical energy losses
sustained in producing the requisite surface velocity
of the source. Thus, when a loudspeaker acts as an
absorber of acoustic energy, there will be a relatively
small reduction (of typically a few percent) in the
electrical energy consumed in order to produce the
necessary vibrations of the loudspeaker cone.

8 THE POINT DIPOLE SOURCE

The sound field radiated by a point dipole source
can be thought of as the field radiated by two point
monopole sources of the same strength but of opposite
phase that are placed very close together compared to
the wavelength of the sound radiated. In fact, the point
dipole field is exactly equivalent to the field of the
two monopoles when they are brought infinitesimally
close together in such a way as to keep constant the
product of their source strength and their distance
apart. Assume that, as illustrated in Fig. 4, one of the
monopoles, of strength q say, is located at a vector
position y + ε while the other, of strength −q, is
located at y − ε. The sound field at the position x can
then be written as

p(x) = ρ0c0jkqe−jkr1

4πr1
− ρ0c0jkqe−jkr2

4πr2
(27)

where the distances from the sources to the field
point are, respectively, given by r1 = |x − (y + ε)| and
r2 = |x − (y − ε)|. On the assumption that the vector
ε is small, one may regard the first term on the right
side of Eq. (27) as a function of the vector y + ε and
make use of the Taylor series expansion:

f (y + ε) = f (y) + ε · ∇yf (y) + 1
2 (ε·∇y)

2f (y) + · · ·
(28)

where, for example, ∇yf = ∂f/∂y1i + ∂f/∂y2j + ∂f /
∂y3k such that ∇y is the del operator in the y
coordinates. Similarly, the second term on the right

O

y

x r2

r1

−q

+q

ε
−ε

Figure 4 Coordinate system for the analysis of the dipole
source.

side of Eq. (27) can be regarded as a function f (y −
ε), and, therefore, in the limit that ε → 0, it is possible
to make the following approximations:

e−jkr1

4πr1
≈ e−jkr

4πr
+ ε · ∇y

(
e−jkr

4πr

)
(29a)

e−jkr2

4πr2
≈ e−jkr

4πr
− ε · ∇y

(
e−jkr

4πr

)
(29b)

where r = |x − y| and the higher order terms in
the Taylor series are neglected. Substitution of these
approximations into Eq. (27) then shows that

p(x) = ρ0c0jk(qd)∇y

(
e−jkr

4πr

)
(30)

where the vector d = 2ε and the product (qd) is
the vector dipole strength. It is this product that
is held constant as the two monopoles are brought
infinitesimally close together. Noting that

∇y

(
e−jkr

4πr

)
= (∇yr)

∂

∂r

(
e−jkr

4πr

)

= − (x − y)

r

∂

∂r

(
e−jkr

4πr

)
(31)

and since (x − y)/r = nr is the unit vector pointing
from the source to the field point, the expression for
the dipole field reduces to

p(x) = −ρ0c0k
2(qd) · nr

(
e−jkr

4πr

) (
1 + 1

jkr

)
(32)

If θ defines the angle between the vector nr and
the axis of the dipole (defined by the direction of
the vector d), then d · nr = d cos θ, and the strong
directivity of the dipole source becomes apparent. It
is also evident that when kr is small (i.e., the field
point is a relatively small number of wavelengths
from the source), then the “near-field” term given
by 1/jkr has an influence on the pressure fluctuations
produced, but that this term vanishes in the far field
(as kr → ∞). It can also be shown that this sound
field is identical to that produced by a fluctuating point
force f applied to the medium where the force is given
by f = ρ0c0jkqd. A simple practical example of a
dipole source is that of an open-backed loudspeaker
radiating sound whose wavelength is much greater
than the loudspeaker dimensions. Such a source
applies a fluctuating force to the surrounding medium
without introducing any net fluctuating volume flow
into the surrounding medium. The dipole source also
has considerable utility in modeling the process of
aerodynamic sound generation; it turns out that the
sound generated by turbulence interacting with a rigid
body at low Mach numbers can be modeled as if
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the sound were generated by a distribution of dipole
sources on the surface of the body. The strengths of
these dipoles are given exactly by the fluctuations in
force applied locally by the unsteady flow to the body.

9 POINT QUADRUPOLE SOURCES

The approach taken to deriving the field of the point
dipole source can also be more generally applied to
other arrangements of point monopole sources. Thus,
for example, if there are N point monopoles of strength
qn clustered around a point defined by the position
vector y such that the nth source has a position vector
y + εn, the total field at x can be written as

p(x) =
N∑

n=1

ρ0c0jkqne
−jkrn

4πrn

(33)

where rn = |x − (y + εn)|. Each of the terms in this
summation can then be expanded as a Taylor series
such that

e−jkrn

4πrn

≈ e−jkr

4πr
+ εn · ∇y

(
e−jkr

4πr

)

+ 1

2
(εn · ∇y)

2

(
e−jkr

4πr

)
+ · · · (34)

where r = |x − y|. The total sound field can then be
written as

p(x) =
[

N∑
n=1

qn +
(

N∑
n=1

qnεn

)
· ∇y

+ 1

2

N∑
n=1

qn(εn · ∇y)
2 + · · ·

]

× ρ0c0jke−jkr

4πr
(35)

where the right side of the equation represents a
multipole expansion of the source distribution. The
first two terms in this series describe, respectively,
monopole and dipole sound fields, while the third
term describes the radiation from a quadrupole source.
Particular examples of quadrupole sources are illus-
trated in Fig. 5a that shows an arrangement of
monopole sources that combine to produce a longitu-
dinal quadrupole, and in Fig. 5b that shows a source
arrangement that defines a lateral quadrupole source.
In both of these cases the first two summation terms
in the above series expansion are zero (this is readily
seen by using the values of qn and εn illustrated in
Fig. 5). The third term then becomes the leading order
term in the series and this can be written as

p(x) =
µ=3,v=3∑
µ=1,v=1

Qµv

∂2

∂yµ∂yv

(
ρ0c0jke−jkr

4πr

)
(36)
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−ε
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Figure 5 Coordinate system for the analysis of (a) longi-
tudinal and (b) lateral quadrupole sources.

where the subscripts µ and v define the three
coordinate directions (taking the values 1, 2, 3), and
the quadrupole strengths are given by

Qµv = 1

2

N∑
n=1

εnµεnvqn (37)

where εnµ and εnv are the components of the vector
εn in the three coordinate directions. There are
nine possible combinations of µ and v that define
the strengths Qµv of different types of quadrupole
source; these are Q11, Q22 and Q33 all of which
are longitudinal quadrupoles, and Q12, Q13, Q21,
Q23, Q31, and Q32, which are lateral quadrupoles.
Calculation of the sound field radiated involves
undertaking the partial derivatives with respect to yµ

and yv in Eq. (36). It can be shown that in the case of
the longitudinal quadrupole depicted in Fig. 5a, where
the constituent monopoles lie in a line parallel to the
x1 axis, the sound field reduces to

p(x) = −ρ0c0jk3e−jkr

4πr
Q11

×
[
cos2 θ

(
1 + 3

jkr
+ 3

(jkr)2

)
− 1

jkr
− 1

(jkr)2

]

(38)
where Q11 = qε2 and cos θ = (x1 − y1)/r . The lateral
quadrupole depicted in Fig. 5b has the sound field

p(x) = −ρ0c0jk3e−jkr

4πr
Q12

×
[
cos θ sin θ cosφ

(
1 + 3

jkr
+ 3

(jkr)2

)]
(39)
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where again Q12 = qε2 and sin θ cosφ = (x2 − y2)/r ,
where (r, θ, φ) are spherical coordinates centred on the
position of the source. The sound fields generated by
harmonic lateral and longitudinal quadrupole sources
are illustrated in Figs. 6a and 6b. Again, the near
fields of the sources, as represented by the terms
within the round brackets in Eqs. (38) and (39) that
involve the reciprocal of jkr , vanish in the far
field as kr → ∞, and the directivity of the radiation
evident in Figs. 6a and 6b is expressed by the terms
cos2 θ and cos θ sin θ cos φ for longitudinal and lateral
quadrupoles, respectively.

It should also be pointed out that, in general, any
single point quadrupole source can be regarded as
being comprised of nine components whose individual
strengths are represented by the terms Qµv . These
components are often thought of the elements of a three-
by-three matrix, and thus the quadrupole can be defined
in terms of a “tensor” strength in much the same way as
a point dipole has a three-component “vector” strength.

(b)(a)

Figure 6 Single frequency sound fields generate by
(a) longitudinal and (b) lateral quadrupole sources.

A longitudinal quadrupole component can also be
thought of as being comprised of two point dipoles
of equal magnitude but opposite phase that thus apply
a fluctuating direct stress to the medium. A simple
practical example of such a source is that provided by
the vibration of a tuning fork where the two prongs of
the fork vibrate out of phase in order to apply a net
fluctuating stress to the surrounding medium. No net
force is applied and no net volume flow is produced.
A lateral quadrupole component on the other hand
can be thought of as being comprised of two out-of-
phase point dipoles that act in parallel to apply a net
fluctuating shear stress to the medium. As explained
in more detail in later chapters, these source models
form the basis for the analysis of sound generated
by unsteady flows and are particularly important for
describing the noise radiated by turbulent jets.
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CHAPTER 4
SOUND PROPAGATION IN ROOMS
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Aachen, Germany

1 INTRODUCTION

Sound propagation in closed rooms is of interest for
several reasons. Not only the acoustical design of
large performance halls is of concern but also the
acoustical comfort of such environments where people
spend most of their lifetimes, either at work in office
spaces, workshops, or factories or in homes, hotels, and
restaurants. Three different main approaches can be
used to describe the complicated sound fields in rooms
(Section 2 to 4). The most rigorous and abstract one
is based on solutions of the acoustic wave equation,
amended by certain conditions that include the shape
and the properties of the room boundaries. Here,
the sound field is conceived of as being composed
of certain elements, named normal modes. Another,
conceptually simpler approach to room acoustics, is
the geometrical one; it starts with the sound ray and
studies the propagation of many rays throughout the
room. The acoustical properties of a room can also be
discussed in terms of the energy flow. This last method
is called the statistical approach. The final section of
this chapter is devoted to sound absorption.

2 WAVE ACOUSTICS

2.1 Normal Modes and Eigenfrequencies

The physically exact description of the sound field in
a room1,2 is based upon the acoustic wave equation.
If we assume that the time dependence of the sound
pressure p is according to exp(jωt) with ω denoting
the angular frequency, this equation transforms into
the Helmholtz equation:

∇2p + k2p = 0 (1)

where k = ω/c is the angular wave number.
Any solution of this equation has to comply with

the acoustical properties of the boundary, that is, of
the room walls. These properties can be expressed in
terms of the wall impedance, which is defined as the
ratio of the acoustic pressure p acting on a given point
of the surface and the normal component vn of the air
velocity at the same point:

Z =
(

p

vn

)

boundary

(2)

This quantity is usually complex, which indicates
that there is a phase difference between p and vn.

Sometimes, the various elements of the surface react
nearly independently from each other to the incident
wave. Then the wall or boundary is said to be of the
locally reacting type. In this case the normal velocity
depends not on the spatial distribution, that is, on the
direction of incidence of the primary wave.

The boundary condition can be expressed by the
wall impedance Z:

Z
∂p

∂n
+ jωρ0p = 0 (3)

In this equation, ρ0 (=1.2 kg/m3 at normal conditions)
denotes the density of air, ∂p/∂n is the component
of the sound pressure gradient in the direction of
the outward-pointing boundary normal. It should be
noted that the wall impedance depends usually on the
frequency and may vary from one boundary point to
another.

The Helmholtz equation (1) supplemented by the
boundary condition (3) can only be solved for cer-
tain discrete values kn of the angular wavenumber
k, so-called eigenvalues. (The subscript n stands for
three integers according to the three space coordi-
nates.) These values are real if air attenuation (see
Section 5.1) is neglected and the wall impedance is
purely imaginary, that is, if all walls have mass or
spring character, or if it is zero or infinite. Then each
eigenvalue is related to a characteristic angular fre-
quency ωn = ckn and hence to a frequency

fn = ckn

2π
(4)

called the allowed frequency or the eigenfrequency.
However, if the impedance of any wall portion has
a real component indicating losses, the sound field
cannot persist but must die out if there is no sound
source making up for the losses. Therefore, the time
dependence of the sound pressure must be governed
by a factor exp(jωt − δt) with δ denoting some decay
constant. Then the eigenvalues kn turn out to be
complex, kn = (ωn + jδn)/c.

Each eigenvalue is associated with (at least) one
solution pn(r) of Eq. (1) where the vector r symbolizes
the space coordinates. These solutions are called the
eigenfunctions or characteristic functions of the room.
They correspond to characteristic distributions of the
sound pressure amplitude known as normal modes.
Each of them can be conceived as a three-dimensional
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standing wave with a typical pattern of maxima and
minima of the sound pressure amplitude, the minima
being situated on certain “nodal surfaces.” If there are
no losses the pressure amplitude on these surfaces is
zero. In all other cases the standing waves are less
pronounced or may even vanish.

Once the eigenfunctions of an enclosure are known,
the acoustical response of the room to any type
of excitation can be expressed by them, at least in
principle. However, the practical use of this formalism
is rather limited because closed expressions for the
eigenfunctions and eigenfrequencies can be worked
out for simply shaped rooms only with rigid walls.
In general, one has to resort to numerical methods
such as the finite element method, and even then only
small enclosures (in relation to the wavelength) can
be treated in this way. For larger rooms, either a
geometrical analysis based on sound rays (Section 3)
or an energy-based treatment of the sound field
(Section 4) is more profitable.

2.2 A Simple Example: The Rectangular Room

In this section we consider a rectangular room that is
bounded by three pairs of parallel and rigid walls, the
walls of each pair being perpendicular to the remaining
ones. Expressed in Cartesian coordinates x, y, and
z, the room extends from x = 0 to x = Lx in the
direction of the x axis, from y = 0 to y = Ly in
y direction, and z = 0 to z = Lz in z direction (see
Fig. 1).

Since Z = ∞ for rigid walls, the boundary condi-
tion (3) transforms into

∂p

∂x
= 0 for x = 0 and x = Lx

and two similar equations for the y and the z direction.
The Helmholtz equation in Cartesian coordinates
reads

∂2p

∂x2
+ ∂2p

∂y2
+ ∂2p

∂z2
+ k2p = 0 (5)

z

x

y

Lz

Lx

Ly

Figure 1 Rectangular enclosure.

Its solutions satisfying the boundary conditions are
given by

pnxnynz
(x, y, z) = A cos

(
nxπx

Lx

)
cos

(
nyπy

Ly

)

× cos

(
nzπz

Lz

)
(6)

Here A is an arbitrary constant, and nx , ny , and nz

are integers. The associated angular eigenfrequency
ωnxnynz

is cknxnynz
with

knxnynz
= π

√(
nx

Lx

)2

+
(

ny

Ly

)2

+
(

nz

Lz

)2

(7)

According to Eq. (6) the nodal surfaces are equidistant
planes parallel to the room walls.

Figure 2 shows curves of constant sound pressure
amplitude (|p/pmax| = 0.2, 0.4, 0.6, and 0.8) in the
plane z = 0 for nx = 3 and ny = 2. The dotted lines
are the intersections of two systems of equidistant
nodal planes with the bottom z = 0, they separate
regions in which the instantaneous sound pressure has
opposite signs.

The number of eigenfrequencies within the fre-
quency range from zero to an upper limit f can be
estimated by

Nf ≈ 4π

3
V

(
f

c

)3

+ π

4
S

(
f

c

)2

+ L

8

(
f

c

)
(8)

In this expression V and S are the volume of the
room and the area of its boundary, respectively, and
L = 4(Lx + Ly + Lz). It is noteworthy that its first
term is valid for any enclosure. The same holds for

Figure 2 Normal mode in a rectangular enclosure (see
Fig.1): Curves of equal sound pressure amplitude in a
plane perpendicular to the z axis (nx = 3, ny = 2).
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the average spacing of adjacent eigenfrequencies as
derived from that term:

〈δf 〉 ≈ c3

4πVf 2
(9)

According to these equations, a room with a volume of
1000 m3 has more than 100 million eigenfrequencies
in the frequency range from 0 to 10,000 Hz; their
average spacing at 1000 Hz is as small as about
0.003 Hz!

Of course, a rectangular room with perfectly rigid
walls is never encountered in reality. Nevertheless,
Eq. (6) is still a good approximation to the true pressure
distribution even if there are losses, provided they are
not too high. If the wall impedance is finite but purely
imaginary, the eigenvalues kn are still real but different
from those in Eq. (7), particularly the lowest ones.
Similarly, the nodal planes are still equidistant, but their
locations are different from those of the rigid room.

To get an idea of the influence of losses we denote
with Zx the impedance of the walls perpendicular to
the x axis, and similarly Zy and Zz, and we assume
that these impedances are real and finite but still
large compared to the characteristic impedance ρ0c
of air (c = sound velocity). Then the eigenvalues are
approximately

kn ≈ k
′
n + j

2ρ0ω

k
′
n

(
1

LxZx

+ 1

LyZy

+ 1

LzZz

)
(10)

with k
′
n ≈ knxnynz

after Eq. (7). As stated in Sec-
tion 2.1, the imaginary part of kn in Eq. (10) is related
to the decay constant δn.

2.3 Steady-State Sound Field
If all eigenvalues kn = (ωn + jδn)/c and the asso-
ciated eigenfunctions pn(r) are known for a given
enclosure, the complex sound pressure amplitude in
any inner point r can be expressed in terms of them.
Let us suppose that the room is excited by a point
source at a location r′ operated at an angular frequency
ω. Then, under the assumption ωn � δn, the complex
sound pressure amplitude in r can be represented by
the expression

pω(r) = C

∞∑
n=0

ωpn(r)pn(r′)
Kn(ω2 − ω2

n − 2jδnωn)
(11)

The constant C is proportional to the strength of
the sound source; Kn is a normalization constant.
The function pω(r) can be conceived as the transfer
function of the room between the points r and r′.
Each term of the sum represents a resonance of the
enclosure with the angular resonance frequency ωn

Whenever the driving frequency ω coincides with one
of the eigenfrequencies ωn, the contribution of the
corresponding term will reach its maximum.

Concerning the frequency dependence of the
pressure amplitude, two limiting cases have to be
distinguished: At low frequencies the mean spacing

〈δf 〉 of eigenfrequencies after Eq. (9) is substantially
larger than the average half-width 〈�f 〉 = 〈δ〉/2π of
the resonance curves with 〈δ〉 denoting an average
decay constant. Then the transfer function pω(r) of the
enclosure consists of an irregular succession of well-
separated resonance curves, accordingly each normal
mode can clearly be observed. At high frequencies,
however, 〈δf 〉 is much smaller than 〈�f 〉, hence many
eigenfrequencies are lying within the half-width of
each resonance curve. In other words, the resonance
curves will strongly overlap and cannot be separated.
When the room is excited with a sine tone, not just
one but several or many terms of the sum in Eq. (11)
will give significant contributions to the total sound
pressure pω(r).

The characteristic frequency that separates both fre-
quency regions is the so-called Schroeder frequency3:

fs = 5000√
V 〈δ〉 ≈ 2000

√
T

V
(12)

where T denotes the reverberation time of the room
(see next subsection). For a living room with a volume
V = 50 m3 and a reverberation time T = 0.5 s, this
frequency is about 200 Hz. We can conclude from this
example that isolated modes will turn up only in small
enclosures such as bathrooms, passenger cars, or truck
cabins.

The more typical situation in room acoustics is that
of strong modal overlap, characterized by f > fs . In
this case pω(r) can be considered as a random function
of the frequency with certain general properties,
some of which will be described below. Logarithmic
representations or recordings of |pω(r)| are often
referred to as frequency curves in room acoustics.
Figure 3 shows a slice of such a frequency curve
obtained in the range from 1000 to 1100 Hz. The
irregular shape of this curve is typical for all rooms,
no matter where the sound source or the receiving
point is located; the only condition is that the distance
between both points exceeds the reverberation distance
[see Eq. (27)]. A frequency curve shows a maximum
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Figure 3 Portion of a frequency curve, ranging from
1000 to 1100 Hz.
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whenever many contributions to the sum in Eq. (11)
happen to have about the same phase. Similarly, a
minimum appears if most of these contributions cancel
each other. It can be shown3 that the mean spacing
between adjacent maxima of a frequency curve is about

〈δfmax〉 ≈ 〈δ〉√
3

≈ 4

T
(13)

Furthermore, the magnitude |p| of the sound pressures
in a room follows a Rayleigh distribution: Let q denote
|p| divided by its average; then the probability that this
quantity lies within the interval from q to q + dq is
given by

P(q) dq = π

2
exp

(−πq2

4

)
q dq (14)

This distribution is plotted in Fig. 4. It should be
pointed out that it holds not only for one particular
frequency curve but as well for all levels encountered
in a room at a given frequency. It tells us that about
70% of the levels are contained within a 10-dB range
around their average value.

2.4 Transient Response: Reverberation

As already noted in Section 2.1, any normal mode of
an enclosure with complex wall impedance will decay
unless a sound source compensates for the wall losses.
Therefore, if a sound source is abruptly stopped at time
t = 0, all excited normal modes will die out with their
individual damping constants δn. Accordingly, if we
assume ωn � δn as before, the sound pressure at any
point can be expressed by

p(t) =
∞∑

n=0

ane
−δnt ejωnt for t ≥ 0 (15)
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Figure 4 Rayleigh distribution, indicating the probability
density of sound pressure amplitudes in a room. The
abscissa is q = |p|/〈|p|〉.

The complex coefficients an contain the eigenfunctions
pn(r) and depend on the location of the sound source
and the signal it emits. Equation (15) describes what
is called the reverberation of a room.

Very often the decay constants δn are not too
different from each other and may therefore be
replaced without much error by their mean value 〈δ〉.
Then the energy density at a certain point of the sound
field will decay at a uniform rate:

ε(t) = ε0e
−2〈δ〉t for t ≥ 0 (16)

In room acoustics, the duration of sound decay is
usually characterized by the reverberation time, or
the decay time, T, defined as the time interval in
which the sound energy or energy density drops to
one millionth of its initial value, or the sound pressure
level decreases by 60 dB. From Eq. (16) it follows that

T = 3 ln 10

〈δ〉 ≈ 6.91

〈δ〉 (17)

The reverberation time is one of the most important
quantities in room acoustics. It can be measured
with good accuracy, and the available formulas (see
Section 4.3) predict it quite well.

3 GEOMETRIC ACOUSTICS

Although the formal treatment as outlined in the
preceding section yields many important insights into
sound propagation in rooms, the geometrical approach
is more closely related to our imagination. It is based
not on the concept of waves but on the notion of
sound rays, and it considers mere energy propagation.
Accordingly, all phase effects such as interference
or diffraction are neglected. This simplification is
permissible if the sound signal is composed of many
spectral components covering a wide frequency range.
Then it can be assumed that all constructive or
destructive phase effects cancel each other when two
or more sound field components are superimposed at a
point, and the total energy at it is simply obtained by
adding their energies. Components with this property
are often referred to as incoherent.

A sound ray can be thought of as a small sector
subtending a vanishingly small solid angle that is cut
out of a spherical wave. Usually, it is pictured as a
straight line provided the medium is homogeneous.
Along these lines the sound energy travels with
constant velocity, and from the definition of a ray
it follows that the total energy carried by it is
independent on the distance it has traveled provided
the medium is free of dissipation. The intensity along
a sound ray, however, decreases proportionally to 1 /r2,
where r denotes the distance from the sound source.

Furthermore, we assume that all sound reflecting
objects, in particular all walls of a room, are large
compared to the acoustic wavelength. Then the
reflection of sound obeys the same law as the reflection
of light in geometrical optics. As an exception we shall
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consider in Section 3.2 diffuse reflections from walls
with many surface irregularities.

3.1 Sound Reflection and Image Sources

When a sound wave represented as a ray falls upon a
plane and smooth wall of infinite extension, it will
be “specularly” reflected from it. This means that
the angle under which the reflected ray leaves the
wall equals the angle of incidence where both angles
are measured against the wall normal (see Fig. 5);
furthermore, the incident ray, the reflected ray, and
the wall normal are situated in the same plane. This
law can also be applied to walls of finite size provided
their dimensions are large compared to the acoustic
wavelength so that diffraction effects from the edges
can be neglected.

If the incident ray is emitted by a point source, the
reflected ray can be thought of as originating from a
virtual sound source that is the mirror image of the
original source with respect to the reflecting wall as
also shown in Fig. 5. This secondary source, which
is assumed to emit the same signal as the original one,
is called an image source. The idea of image sources is
particularly useful for constructing the reflection of a
ray bundle from a plane wall portion or for finding the
sound path that connects a given source and receiving
point, including reflection from a wall. Its full potential
is developed, however, in the discussion of sound
propagation in enclosures.

Because of the wall losses, only a fraction of the
incident sound energy will be reflected from the wall.
This can be accounted for by the absorption coefficient
α of the wall, defined as the fraction of incident
sound energy absorbed by the wall. Accordingly, the
reflection process reduces the energy of the sound ray
by the factor 1 − a. This is tantamount to operating
the image source at a power reduced by this factor.
If the sound source has a certain directivity, the

R

A A′

Figure 5 Sound reflection from a plane wall: A original
source, A′ image source, R receiving point.

symmetrically inverted directivity pattern must be
assigned to the image source.

If a reflected sound ray strikes a second wall, the
sound path can be found by repeating the mirroring
process, that is, a second image source is constructed
that is the mirror image of the first one with respect
to the second wall. This is illustrated by Fig. 6, which
depicts an edge formed by two adjacent plane walls.
In addition to the two first-order image sources A′

1 and
A′

2, there are two second-order images A′′
1 and A′′

2. It
should be noted that there is no path connecting the
source with the receiving point R via A′′

2 and some
first-order image source. This example shows that
certain image sources may turn out to be “invisible,”
that is, they are not valid. This happens whenever a
ray intersects the plane of a wall outside its physical
extension.

A regular array of image sources is formed by two
parallel infinite planes with distance h as depicted in
Fig. 7. This “enclosure” can be regarded as a model of
many factory spaces or of open-plan bureaus the height
of which is small compared to their lateral dimensions.
Since most points are not close to a side wall, the
contributions of the latter can be neglected. The image
sources of this flat room are arranged along a vertical
line; they are equidistant, if the primary source lies
exactly in the middle between the floor and the ceiling.

For a space that is completely surrounded by plane
walls, mirroring may be repeated over and over,
leading to images of increasing order. These images
form a three-dimensional pattern that depends on the
geometry of the enclosure. However, most of these
image sources are invisible from a given observation
point. Several algorithms have been developed by
which the visibility or validity of image sources can
be checked.4,5 (An exception is the rectangular room,
its image sources form a regular three-dimensional

A

RA′1

A′2

A′′1

A′′2

Figure 6 Sound reflections from an edge formed by two
adjacent walls: A original sound source, A′ first-order
image sources, A′′ second-order image sources, R
receiving point.
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h

Figure 7 Flat room with original sound source A and
image sources An; R receiving point.

pattern, and all of them are visible from all positions
within the original enclosure.)

Once all valid images up to a certain order (or
strength) are known, the boundary itself is no longer
needed; the energy density at a certain point of the
room is obtained just by adding the contributions of
all visible image sources provided they are not too
faint. The effect of air attenuation is easily included if
desired (see Section 5.1).

In this way, not only the steady-state energy density
but also transient processes can be studied. Suppose
the original sound source would produce the energy
density ε(t) at some point of the free space. In a room,
each image source will emit a weaker replica of this
energy signal, provided the absorption of the boundary
is frequency independent. At a given receiving point,
it will appear with some delay τn depending on its
distance from the image source. Thus the total energy
signal observed at the receiving point is

ε′(t) =
∑

n

bnε(t − τn) (18)

with the coefficients bn characterizing the relative
strengths of the different contributions.

If ε(t) is an impulse with vanishingly short
duration, the result of this superposition is the energetic
impulse response of the enclosure for a particular
source–receiver arrangement as shown in Fig. 8. In
this diagram, each contribution to the sum in Eq. (18)
is represented by a vertical line the length of which
is proportional to its energy. The first line marks the
“direct sound component,” contributed by the original
sound source. The abscissa in Fig. 8 is the delay of the
reflected components with respect to the direct sound.
Although this diagram is highly idealized, it shows
that usually most of the sound energy received at some
point in a room is conveyed by image sources, that is,
by wall reflections. Experimentally obtained impulse
responses differ from this simple scheme since real
walls have frequency-dependent acoustical properties
and hence change the form of the reflected signal.
Generally, the impulse response can be regarded as
the acoustical fingerprint of a room.

3.2 Enclosures with Curved or Diffusely
Reflecting Walls
The concept of image sources is a valuable tool in the
acoustical design of rooms, and several commercially
available computer programs are based upon it.
However, it cannot be applied to curved walls,
although the laws of specular reflection are still valid
for such surfaces as long as all their dimensions
including the radius of curvature are large compared
to the wavelength. In some cases, the laws of concave
or convex mirrors as known from optics can be used
to study the effect of such surfaces.2 In general,
however, the reflected sound rays must be found by
constructing the wall normal in each wall point of
interest and applying the reflection law separately to
each them.

The idea of image sources fails too when the sur-
face of a wall is not smooth but has a certain structure,
which is quite often the case. If the dimension of
the nonuniformities is comparable to the sound wave-
length, the wall does not reflect the arriving sound
according to the above-mentioned law but scatters it
into different directions. About the same happens if
a wall has nonuniform impedance. Walls with irregu-
larly distributed nonuniformities produce what is called

E
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Delay

Figure 8 Energetic impulse response of a room
(schematically).



58 FUNDAMENTALS OF ACOUSTICS AND NOISE

diffuse reflections in room acoustics. It is obvious
that diffusely reflecting walls make the sound field
in a room much more uniform. This is believed to
be one of the reasons why many old concert halls
with their molded wall decorations, pillars, columns,
statuettes, coffered ceilings, and the like are well-
known for their excellent acoustics. In modern halls,
walls are often provided with recesses, boxes, and
the like in order to achieve similar effects. Particu-
larly effective devices in this respect are Schroeder
diffusers consisting of a series of wells the depths
of which are chosen according to certain number-
theoretic schemes.6

In the limit of very strong scattering it is admissible
and convenient to apply Lambert’s law, according to
which the scattered intensity is proportional to the
cosine of the scattering angle ϑ, that is, the angle
between the wall normal and the direction into which
the sound is scattered:

dI (r,ϑ) = Ps

cos ϑ

πr2
(19)

where Ps is the total power scattered by the reflecting
wall element dS, and r is the distance from it.

If the boundary of an enclosure scatters the arriving
sounds everywhere according to Eq. (19), an analytical
method, the so-called radiosity method can be used
to find the steady-state energy distribution in the
enclosure as well as its transient behavior. This method
is based on a certain integral equation and is described
elsewhere.7,8

A more general way to determine the sound field
in an enclosure the boundary of which produces at
least partially diffuse reflections is ray tracing.9,10

The easiest way to understand these techniques is
by imagining hypothetical sound particles that act
as the carriers of sound energy. These particles are
emitted by the sound source, and they travel with
sound velocity along straight lines until they arrive
at a wall. Specularly reflected particles will continue
their way according to the law of specular reflec-
tion. If a particle is scattered from the boundary,
its new direction is determined by two computer-
generated random numbers in such a way, that the
azimuth angle is uniformly distributed while the dis-
tribution of the angle ϑ must follow Eq. (19). In
any case, wall absorption is accounted for by reduc-
ing the energy of a reflected particle by a fac-
tor 1 − α with α denoting the absorption coefficient.
The final result is obtained by adding the ener-
gies of all particles crossing a previously assigned
counting volume considered as the “receiver.” Clas-
sifying the arrival times of the particles yields the
energetic impulse response for the chosen receiving
position.

4 STATISTICAL ROOM ACOUSTICS

4.1 Diffuse Sound Field

In this section closed formulas for the energy density in
an enclosure both at steady-state conditions and during

sound decay are presented. Such expressions are of
considerable importance in practical room acoustics.
They are used to predict noise levels in working
environments or to assess the suitability of a room
for the different types of performances.

The approach we are using here is based on the
energy balance:

P(t) = d

dt

∫

V

ε dV + Eabs (20)

where V is the room volume and Eabs denotes the
energy that the boundary absorbs per second; P(t) is
the power supplied to the room by some sound source,
and ε is the energy density. This equation tells us that
one part of the input energy is used to change the
energy content of the room, whereas the other one is
dissipated by the boundary.

Generally, the relation between the energy density
and the absorbed energy Eabs is quite involved. It
is simple, however, if the sound field in the room
can be assumed as diffuse. This means that at each
point inside the boundary the sound propagation is
uniformly distributed over all directions. Accordingly,
the total intensity vector in a diffuse field would be
zero. In real rooms, however, the inevitable wall losses
“attract” a continuous energy flow originating from
the sound source; therefore, the intensity vector cannot
completely vanish. At best we can expect that a sound
field is sufficiently diffuse to permit the application of
the properties to be outlined below.

Generally, the degree of sound field diffusion
depends on the shape of the room. In an irregular
polyhedron room there will certainly be stronger
mixing of sound rays than in a sphere or another
regularly shaped enclosure. Another important factor is
the kind of boundary. The energy distribution—both
spatial and directional—will be more uniform if the
walls are not smooth but produce diffuse reflections
by some scattering (see preceding subsection). And
finally the degree of sound field diffusion is influenced
by the amount and distribution of wall absorption.
Usually, diffusion is the higher the smaller is the total
absorption and the more uniformly it is distributed
over the boundary. It should be emphasized that the
condition of a diffuse sound field must be clearly
distinguished from diffuse wall reflections; the latter
usually increase the degree of sound field diffusion,
but they do not guarantee it.

An important property of a diffuse sound field is the
constancy of its energy density throughout the whole
room. Furthermore, it can be shown that the energy
B hitting the boundary per second and unit area is
also constant along the boundary and is related to the
energy density ε by

B = c

4
ε (21)

To give Eq. (20) a useful form, it is convenient to
introduce the equivalent absorption area or the total
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absorption of the room:

A =
∫∫

S

α dS or A =
∑

i

Siαi (22)

The latter expression is applicable if the boundary con-
sists of several finite portions with constant absorption
coefficients αi ; their areas are Si . Since the sound field
is assumed as diffuse, the absorption coefficient in
this and the following expressions is identical with the
absorption coefficient αd for random sound incidence
to be defined in Eq. (35).

Now the total energy Eabs absorbed per second
can be expressed as AB = (c/4)Aε. Then Eq. (20)
becomes a simple differential equation of first order:

V
dε

dt
+ cA

4
ε = P(t) (23)

which is easily solved for any time-dependent power
output P(t).

The equivalent absorption area has the dimension
of square metres and can be imagined as the area of a
totally absorbing boundary portion, for instance, of an
open window with area A in which the total absorption
of the enclosure is concentrated.

4.2 Stationary Energy Density

At first we consider a sound source with constant
power output P ; accordingly the energy density will
also be constant and the time derivative in Eq. (23) is
zero. Hence the steady-state energy density εs = ε is

εs = 4P

cA
(24)

For practical purposes it is convenient to convert the
above relation into the logarithmic scale and thus to
relate the sound pressure level Lp with the sound
power level LW = 10 · log10(P/P0)(P0 = 10−12 W):

Ls = LW − 10 · log10

(
A

1m2

)
+ 6 dB (25)

This relation is frequently used to determine the total
sound power output P of a sound source by measuring
the stationary sound pressure level. The equivalent
absorption area A of the enc1osure is obtained from
its reverberation time (see next section). Furthermore
it shows to which extent the noise level in workshops,
factory halls, or open-plan bureaus can be reduced by
providing the ceiling and the side walls with some
sound-absorbing lining.

Equations (24) and (25) represent the energy den-
sity and the sound pressure level in what is called
the diffuse or the reverberant field. This field prevails
when the distance r of the observation point from the
sound source is relatively large. In the vicinity of the

sound source, however, the direct sound component
is predominant. For a nondirectional sound source the
energy density of this latter component is

εd = P

4πcr2
(26)

In a certain distance, the so-called reverberation
distance rr , both components, namely the direct and
the reverberant part of the energy density, are equal:

rr = 1

4

√
A

π
≈ 0.057

√
V

T
(27)

Here T is the reverberation time already introduced in
Section 2.4. According to this formula, the reverbera-
tion distance rr in a hall with a volume of 10,000 m3

and a reverberation time T = 2 s is about 4 m. The
total energy density εt is given by

εt = εd + εs = P

4πcr2

(
1 + r2

r2
r

)
(28)

The above relations should be applied with some cau-
tion. For signals with narrow frequency bandwidth
they yield at best an average or expectation value of
ε since we know from Section 2.3 that the stationary
sound pressure amplitude in an enclosure is far from
being constant but is distributed over a wide range.
The same holds true for the energy density. Even for
wide-band excitation, the energy density is usually not
completely constant throughout the room. One partic-
ular deviation11 is due to the fact that any reflecting
wall enforces certain phase relations between incident
and reflected waves no matter from which directions
they arrive. As a consequence, the energy density in a
diffuse field shows spatial fluctuations in the vicinity
of a wall depending on its acoustical properties and on
the frequency spectrum of the sound signal. Right in
front of a rigid wall, for instance, the energy density is
twice its average value far away from it. In the high-
frequency limit, these deviations can be neglected.

4.3 Sound Decay
For the discussion of decaying sound fields we imagine
a sound source exciting the enclosure up to the time
t = 0 when it is abruptly stopped. (As an alternative,
sound decay can be produced by a short impulse
emitted at t = 0.) If the sound field is sufficiently
diffuse, Eq. (23) can be applied with P = 0. The
solution of this differential equation is

ε(t) = ε0 exp

(
− cA

4V
t

)
for t ≥ 0 (29)

which agrees with Eq. (16) if we set 〈δ〉 = cA/8V . The
symbol ε0 denotes the initial energy density at t = 0.
From this equation, the reverberation time T of the
enclosure, that is, the time in which the energy density
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has dropped by a factor of 106 (see Section 2.4) is
easily obtained:

T = 24 · ln 10

c
· V

A
= 0.163

V

A
(30)

In these expressions all lengths must be expressed in
metres.

Equation (30) is the famous Sabine reverberation
formula12 and is probably the most important relation
in room acousties. Despite its simplicity, its accuracy
is sufficient for most practical purposes provided
the correct value for the equivalent absorption A
is inserted. However, it fails for enclosures with
high absorption: for a perfectly absorbing boundary
(A = S) it still predicts a finite reverberation time
although in this case there would be no reverberation
at all.

A more rigorous derivation leads to another decay
formula that is free of this defect:

T = 0.163
V

−S ln(1 − 〈α〉) (31)

This relation is known as Eyring’s formula,13 although
it was first described by Fokker (1924). It is obvious
that it yields the correct reverberation time T = 0 for
a totally absorbing boundary. For 〈α〉 
 1 it becomes
identical with Sabine’s formula, Eq. (30).

Sound attenuation in air can be taken into account
by adding a term 4mV to the denominator of Eq. (30)
or (31), leading to

T = 0.163
V

4mV + A
(30a)

and

T = 0.163
V

4mV − S ln(1 − 〈α〉) (31a)

In both expressions, m is the attenuation constant
of air, which will be explained in more detail in
Section 5.1, where numerical values of m will be
presented.

The content of these formulas may be illustrated
by a simple example. We consider a hall with a
volume of V = 15000 m3, the total area S of its
walls (including the ceiling and the floor) is 4200 m2.
The area occupied by the audience amounts to
800 m2, its absorption coefficient is 0.9 (at medium
sound frequencies, say 500 to 1000 Hz) while the
absorption coefficient of the remaining part of the
boundary is assumed to be 0.1. This leads to an
equivalent absorption area A of 1060 m2, accordingly
the average absorption coefficient A/S = 〈α〉 is 0.252
and − ln(1 − 〈α〉) = 0.29. With these data Eq. (30)
yields a reverberation time of 2.3 s. The decay time
after Eyring’s formula Eq. (31) is somewhat smaller,
namely 2.0 s. Including air attenuation according to

Eq. (31a) with m = 10−3 would reduce the latter value
to about 1.9 s.

It should be recalled that the derivation of all the
formulas presented in this and the preceding section
was based upon the assumption of diffuse sound
fields. On the other hand, sound fields in real rooms
fulfill this condition at best approximately as was
pointed out in Section 4.1. Particularly strong viola-
tions of the diffuse field condition must be expected
in very long or flat enclosures, for instance, or if
the boundary absorption is nonuniformly distributed.
A typical example is an occupied auditorium where
most of the absorption is concentrated onto the area
where the audience is seated. In fact, the (aver-
age) steady-state energy density in a fully occu-
pied concert hall is not constant in contrast to what
Eq. (24) or Eq. (28) predicts for r � rr . Nevertheless,
experience has shown that the reverberation formu-
las presented in this section yield quite reasonable
results even in this case. Obviously, the decay pro-
cess involves mixing of many sound components,
and hence the relations derived in this subsection
are less sensitive to violations of the diffuse field
condition.

5 SOUND ABSORPTION

5.1 Air Attenuation

All sound waves are subject to attenuation by the
medium in which they are propagated. In air, this effect
is not very significant at audio frequencies, therefore it
is often neglected. Under certain conditions, however,
for instance, in large halls and at elevated frequencies,
it becomes noticeable.

The attenuation by air has several reasons: heat
conductivity and viscosity, and in particular certain
relaxation processes that are caused by the molecular
structure of the gases of which air consists.

A plane sound wave traveling along the x axis of
a Cartesian coordinate system is attenuated according
to

I (x) = I0 exp(−mx) (32)

or, expressed in terms of the sound pressure level:

L(x) = L0 − 4.34mx (dB) (33)

According to the various processes involved in attenu-
ation, the attenuation constant m shows a complicated
frequency dependence, furthermore it depends on the
temperature and the humidity of the air. Table 1 lists
some values of m in air.

5.2 Absorption Coefficient and Wall
Impedance

In Section 3.1 the absorption coefficient of a boundary
was introduced as the fraction of incident sound energy
that is not reflected by it. Usually, this quantity
depends on the frequency and on the incidence
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Table 1 Attenuation Constant of Air at 20◦C and Normal
Atmospheric Pressure, in 10−3 m−1.

Relative
Frequency (kHz)

Humidity (%) 0.5 1 2 3 4 6 8

40 0.60 1.07 2.58 5.03 8.40 17.71 30.00
50 0.63 1.08 2.28 4.20 6.84 14.26 24.29
60 0.64 1.11 2.14 3.72 5.91 12.08 20.52
70 0.64 1.15 2.08 3.45 5.32 10.62 17.91

After Ref. 14.

angle ϑ. It is related to the more general wall
impedance Z as defined in Eq. (2) by

α(ϑ) = 1 −
∣∣∣∣
Z cos ϑ − ρ0c

Z cos ϑ + ρ0c

∣∣∣∣
2

(34)

If the boundary reacts locally to an incoming wave
(see Section 2.1), the wall impedance does not depend
on the direction of sound incidence; hence the only
angle dependence of α(ϑ) is that of the cosine
function. If furthermore |Z| > ρ0c as is usually the
case, the absorption coefficient grows at first when ϑ
is increased; after reaching a maximum it diminishes
and finally becomes zero at grazing incidence (ϑ =
π/2).

Since in most enclosures the sound field can be
regarded as more or less diffuse, it is useful to assign
an averaged absorption coefficient to the boundary,
calculated according to Paris’ formula:

αd =
π/2∫

0

α(ϑ) sin(2ϑ) dϑ (35)

For a locally reacting surface αd can be directly
calculated after inserting Eq. (34). The result is
presented in Fig. 9. This diagram shows contours of
constant absorption coefficient αd . Its abscissa and
ordinate is the phase angle β and the magnitude of
the “specific wall impedance”

ζ = |ζ| exp(jβ) = Z

ρ0c
(36)

respectively. It is noteworthy that αd has an absolute
maximum 0.951 for the specific impedance ζ = 1.567,
that is, it will never reach unity.

5.3 Types of Sound Absorbers
After this more formal description of sound absorption
a brief account of the various sorts of sound-absorbing
devices will be presented.

5.3.1 Absorption by Yielding Walls The sim-
plest case of a sound-absorbing boundary is a wall
that is set into motion as a whole by the pressure vari-
ations of the sound field in front of it. The wall emits
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Figure 9 Curves of equal absorption coefficient of a
locally reacting surface for random sound incidence. The
abscissa and the ordinate are the phase angle β and the
magnitude, respectively, of the specific wall impedance
ζ = Z/ρoc.

a secondary sound wave into the outer space; hence
“absorption” is not caused by dissipation but by trans-
mission. Therefore, the well-known mass law of sound
transmission through walls applies according to which
the absorption coefficient at normal sound incidence is:

α(0) ≈
(

2ρ0c

ωm′

)2

(37)

Here m′ is the “specific mass,” that is, the mass
per unit area of the boundary. This approximation is
permissible if 2ρ0c/ωm′ is small compared with unity,
which is usually the case. At random sound incidence
the absorption coefficient is about twice the above
value.
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Practically this type of absorption occurs only at
low frequencies and with light walls such as thin
windows or membranes.

5.3.2 Absorption by Porous Materials Com-
monly used sound absorbers comprise porous mate-
rials. The absorption is brought about by pressure
differences or pressure gradients that enforce airflows
within the pores. The losses are caused by internal fric-
tion (viscosity) and by heat conduction between the air
and the pore walls. By both processes motional energy
is irreversibly transformed into heat. The absorption
depends on the sort, the dimensions of the material,
and on the way it is exposed to the sound field.

At first we consider a thin porous sheet, a
curtain, for instance. Suppose at both its sides are
different pressures p and p′. Then the flow resistance
characterizing the material is

rs = p − p′

vs

(38)

with vs denoting the velocity of the airflow enforced
by the pressure difference p − p′.

Another characteristic quantity is the specific mass
m′ of the sheet. If the curtain is exposed to a sound
wave with an angular frequency well below ωs =
rs/m′, it will move as a whole and the airflow forced
through the pores will be small. For frequencies much
larger than ωs , however, the curtain stays at rest
because of its inertia; the velocity at its surface is
entirely due to the air passing the material. In the
latter case, the absorption coefficient of the curtain
may become quite noticeable even if the curtain is
freely hanging; its maximum is 0.446 occurring when
rs = 3.14ρ0c.

The situation is different when the curtain or the
fabric is arranged in front of a rigid wall with some
airspace in between. At normal sound incidence, a
standing wave will be formed in the airspace with a
velocity node at the wall. The absorption coefficient
shows strong and regular fluctuations. It vanishes
whenever the depth is an integer multiple of the sound
wavelength. In the frequency range between two of
these zeros it assumes a maximum:

αmax = 4ρ0crs

(rs + ρ0c)2
(39)

The strong frequency of the absorption coefficient
can be prevented by arranging the curtain in deep
folds.

Most sound absorbers consist of a layer of porous
materials, for instance, of rockwool, glass fiber, or
plastic foam. Again, the properties of the layer
is characterized by the flow resistance rs . Another
important parameter is the porosity σ defined as the
volume fraction of the voids in the material.

In Fig. 10a we consider a homogeneous layer
of porous material right in front of a rigid wall.
When a sound wave arrives perpendicularly at this
arrangement, one portion of it is reflected from the

d

(a)

(b)

(c)

(d)

Figure 10 Various types of porous absorbers. (a) Porous
layer in front of a rigid wall, (b) same, with airspace behind
the layer, (c) as in (b), with perforated panel in front of the
layer, (d) as in (b), with airspace partioned.

front face while the other one will intrude into the
material. If the interior attenuation is high, this part
will die out after a short traveling distance. Otherwise,
a more or less pronounced standing wave will be
formed in the material that leads to fluctuations of
the absorption coefficient as in the case considered
before. When the thickness d of the layer is small
compared with the acoustic wavelength, that is, at low
frequencies, its absorption coefficient is small because
all the porous material is situated close to the velocity
node next to the rigid wall.

This behavior is illustrated by Fig. 11, which
shows the absorption coefficient for normal sound
incidence of an arrangement after Fig. 10a. The
active material is assumed to consist of many fine
and equidistant channels in a solid matrix (Rayleigh
model), the porosity σ is 0.95. The abscissa of the
diagram is the product fd of the frequency and the
thickness of the layer in metres, the parameter is
the fraction rs/ρ0c. High absorption coefficients are
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Figure 11 Absorption coefficient of a layer according to Fig. 15a (Rayleigh model, σ = 0.95, normal sound incidence). fd
in Hz m, curve parameter: rs/ρoc. (From Ref. 2).

achieved if rs/ρ0c is in the range of 1 to 4 and the
product fd exceeds 30 Hz m.

The range of high absorption can be significantly
extended toward lower frequencies by mounting the
active layer in some distance from the rigid wall as
shown in Fig. 10b, that is, by avoiding the region of
low particle velocity.

In practical applications, a protective layer must
be arranged in front of the porous material to keep
humidity away from it and, at the same time, to
prevent particles from polluting the air in the room.
The simplest way to do this is by wrapping the porous
material into thin plastic foils. Protection against
mechanical damage is often achieved by a perforated
facing panel made of metal, wood, or plastic (see
Fig. 10c). In any case, the protective layer acts as a
mass load that reduces the absorption of the whole
arrangement at high frequencies.

At oblique sound incidence, sound waves can
propagate within a porous material parallel to its
surface. The same effect occurs in an air backing.
Hence this type of absorber is generally not locally
reacting. Its performance can be improved, however,
by partitioning the airspace as shown in Fig. 10d.

5.3.3 Resonance Absorbers A panel arranged
in front of a rigid wall with some airspace in between
acts as a resonance absorber. The panel may be
unperforated and must be mounted in such a way that
it can perform bending vibrations under the influence
of an arriving sound wave. The motion of the panel is
controlled by its specific mass m′ and by the stiffness
of the air cushion behind it. (The bending stiffness of
the panel is usually so small that its influence on the
resonance frequency is negligible.) As an alternative,
a sparsely perforated panel may be employed to which
the specific mass

m′ = ρ0

σ

(
h + π

2
a
)

(40)

can be attributed. Here h is the thickness of the panel,
a is the radius of the holes, and σ is their fractional
area. In both cases the resonance frequency and hence
the frequency, at which the absorber is most effective,
is

f0 ≈ c

2π

√
ρ0

m′D
(41)

with D denoting the thickness of the airspace. Sound
absorption is caused by elastic losses in the panel if this
is unperforated, or, for a perforated panel, by viscous
losses in the apertures. It can be increased by arranging
some porous material in the airspace.

Figure 12 shows an example of a panel absorber,
along with the absorption coefficient measured in the
reverberation chamber (see Section 5.4).

Resonance absorbers are very useful in room
acoustics as well as in noise control since they
offer the possibility to control the reverberation time
within limited frequency ranges, in particular at low
frequencies.

5.4 Measurement of Sound Absorption

A simple device for measuring the absorption coeffi-
cient of a boundary is the impedance tube or Kundt’s
tube in which a sinusoidal sound wave is excited at one
end, whereas the test sample is placed at the other.
Both waves, the original one and the wave reflected
from the test specimen form a standing wave; the
mutual distance of pressure maxima (and also of min-
ima) is λ/2(λ = acoustic wavelength).

To determine the absorption coefficient the
standing-wave ratio q = pmax/pmin is measured with
a movable probe microphone where pmax and pmin are
the maximum and minimum pressure amplitude in the
standing wave. The absorption coefficient is obtained
from

α = 4q

(1 + q)2
(42)
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Figure 12 Resonance absorber with panel. (a) Construction, the specific mass ms of the panel is 5 kg/m2. (b) Absorption
coefficient.

For many practical purposes this information is suffi-
cient. If the specific impedance is to be determined, the
phase difference χ between the sound pressures of the
incident and the reflected sound wave at the surface
of the test specimen is needed. It is obtained from the
distance dmin of the first pressure minimum from the
specimen:

χ = π

(
4dmin

λ
− 1

)
(43)

From χ and q, the phase angle β and the magnitude of
the specific impedance ζ [see Eq. (36)] are calculated
using the relations

β = atn

(
q2 − 1

2q
sinχ

)
(44a)

|ζ| =
√

(q2 + 1) + (q2 − 1) cos χ

(q2 + 1) − (q2 − 1) cos χ
(44b)

For locally absorbing materials the absorption coef-
ficient at random incidence can be determined from
these data by using Fig. 9.

As mentioned, the application of the impedance
tube is limited to normal sound incidence and to
materials for which a small sample can be considered
representative for the whole lining. Furthermore, the
frequency range is limited by the requirement that the
diameter of the tube is smaller than 0.586λ. If the cross
section is rectangular, the wider side must be smaller
than λ/2. More details on the construction of the tube
and the measuring procedure may be looked up in the
relevant international standard.15
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Table 2 Typical Absorption Coefficients of Various Wall Materials (Random Incidence)

Material Octave Band Center Frequency (Hz)

125 250 500 1000 2000 4000

Hard surfaces (concrete, brick walls, plaster,
hard floors etc.)

0.02 0.02 0.03 0.04 0.05 0.05

Carpet, 5 mm thick, on solid floor 0.02 0.03 0.05 0.10 0.30 0.50
Slightly vibrating surfaces (suspended ceilings

etc.)
0.10 0.07 0.05 0.04 0.04 0.05

Plush curtain, flow resistance 450 N s/m,
deeply folded, distance from solid wall ca.
5 cm

0.15 0.45 0.90 0.92 0.92 0.95

Acoustical plaster, 10 mm thick, sprayed on
solid wall

0.08 0.15 0.30 0.50 0.60 0.70

Polyurethane foam, 27 kg/m3, 15 mm thick on
solid wall

0.08 0.22 0.55 0.70 0.85 0.75

Rockwool, 46.5 kg/m3, 30 mm thick, on
concrete

0.08 0.42 0.82 0.85 0.90 0.88

Same as above, but with 50 mm airspace,
laterally partitioned

0.24 0.78 0.98 0.98 0.84 0.86

Metal panels, 0.5 mm thick with 15%
perforation, backed by 30 mm rockwool and
30 mm additional airspace, no partitions

0.45 0.70 0.75 0.85 0.80 0.60

Fully occupied audience, upholstered seats 0.50 0.70 0.85 0.95 0.95 0.90

Another important method of absorption measure-
ment is based upon Eq. (30). It is carried out in a
so-called reverberation chamber, a room with rigid and
smooth walls and with a volume V of 150 to 300 m3.
The reverberation time of the chamber is measured
both with and without the test sample in it, usually
with noise bands of third octave width. The results are
T and T0. Then the absorption coefficient of the test
specimen is

α = 0.163
V

S′

(
1

T0
− S − S′

S

1

T

)
(45)

with S and S ′ denoting the total wall area and the
sample area, respectively.

The reverberation method is well suited for measur-
ing the absorption of almost any type of absorber, wall
lining, ceiling and so forth, but also that of single per-
sons, blocks of seats, unoccupied or occupied, and the
like. It has the particular advantage that the measure-
ment is carried out under conditions that are typical
for many practical application, that is, the procedure
yields the absorption at random sound incidence, at
least in priciple. As the impedance tube method, it is
internationally standardized.16

Special precautions must be taken to provide for a
diffuse sound field in a reverberation chamber. This
is relatively easy for the empty room, but not so easy
if a heavily absorbing test specimen is placed in the
room. One way to achieve sound field diffusion is to
avoid parallel wall pairs in the design of the measuring
chamber. It can be improved by “acoustically rough”
walls, the irregularities of which scatter the sound
waves. A commonly used alternative is the use of

volume scatterers such as bent shells of plastic or wood
that are suspended from the ceiling.

Theoretically, the absorption coefficient determined
with this method should agree with αd from Eq. (35);
for a locally reacting boundary it should never exceed
0.951. Instead absorption coefficients in excess of 1
are often observed when highly absorbing materials
are examined. Such results that are in contradiction
with the very meaning of the absorption coefficient
may have several reasons. At first, it should be noted
that application of the more correct Eyring formula
(31) would yield slightly lower coefficients. A more
important source of error is lack of sound field
diffusion. Finally, systematic errors may be induced
by the so-called edge effect: Sound diffraction at the
edges of the test specimen increases its effective area.

Table 2 lists the absorption coefficients of some
commonly used materials, wall linings, and the like
as measured with the reverberation method.
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CHAPTER 5
SOUND PROPAGATION IN THE ATMOSPHERE

Keith Attenborough
Department of Engineering
The University of Hull
Hull, United Kingdom

1 INTRODUCTION
Knowledge of outdoor sound propagation is relevant
to the prediction and control of noise from land
and air transport and from industrial sources. Many
schemes for predicting outdoor sound are empirical
and source specific. At present, methods for predicting
outdoor noise are undergoing considerable assessment
and change in Europe as a result of a recent European
Community (EC) Directive and the associated require-
ments for noise mapping. The attenuation of sound
outdoors is the sum of the reductions due to geometric
spreading, air absorption, interaction with the ground,
barriers, vegetation, and atmospheric refraction. This
chapter details the physical principles associated with
the sources of attenuation and offers some guidance
for assessing their relative importance. More details
about the noise reduction caused by barriers, trees, and
buildings are to be found in Chapter 122.

2 SPREADING LOSSES
Distance alone will result in wavefront spreading. In
the simplest case of a sound source radiating equally
in all directions, the intensity I (W m−2) at a distance
r (m) from the source of power W (W) is given by

I = W

4πr2
(1)

This represents the power per unit area on a spherical
wavefront of radius r . In logarithmic form the
relationship between sound pressure level Lp and
sound power LW may be written

Lp = LW − 20 log r − 11 dB (2)

From a point sound source, this means a reduction of
20 log 2 dB, that is, 6 dB, per distance doubling in
all directions. Most sources appear to be point sources
when the receiver is at a sufficient distance from them.
A point source is omnidirectional. If the source is
directional, then (2) is modified by inclusion of the
directivity index (DI).

Lp = LW + DI − 20 log r − 11 dB (3)

The directivity index is 10 log DF dB where DF
is the directivity factor, which is the ratio of the
actual intensity in a given direction to the intensity of
an omnidirectional source of the same power output.
Such directivity is either inherent or location induced.

A simple case of location-induced directivity arises
if the point source, which would normally create
spherical wavefronts of sound, is placed on a perfectly
reflecting flat plane. Radiation from the source is
thereby restricted to a hemisphere. The directivity
factor for a point source on a perfectly reflecting plane
is 2 and the directivity index is 3 dB. For a point
source at the junction of a vertical perfectly reflecting
wall with a horizontal perfectly reflecting plane, the
directivity factor is 4 and the directivity index is 6 dB.
It should be noted that these adjustments ignore phase
effects and assume incoherent reflection.1

From an infinite line source, the wavefronts are
cylindrical; so wavefront spreading means a reduction
of 3 dB per distance doubling. Traffic noise may be
modeled by a line of incoherent point sources on an
acoustically hard surface. If a line source of length
l consists of contiguous omnidirectional incoherent
elements of length dx and source strength W dx, the
intensity at a location halfway along the line and
at a perpendicular distance d from it, so that dx =
rdθ/ cos θ where r is the distance from any element at
angle θ from the perpendicular, is given by

I =
l/2∫

−l/2

W

2πr2
dx = W

2πd

[
2 tan−1

(
l

2d

)]

This results in

Lp = LW − 10 log d − 8 + 10 log

[
2 tan−1

(
l

2d

)]
dB

(4)
Figure 1 shows that attenuation due to wavefront

spreading from the finite line source behaves as that
from an infinite line at distances much less than the
length of the source and as that from a point source at
distances greater than the length of the source.

3 ATTENUATION OF OUTDOOR SOUND BY
ATMOSPHERIC ABSORPTION
A proportion of sound energy is converted to heat as
it travels through the air. There are heat conduction
losses, shear viscosity losses, and molecular relaxation
losses.2 The resulting air absorption becomes signifi-
cant at high frequencies and at long range, so air acts
as a low-pass filter at long range. For a plane wave,
pressure P at distance x from a position where the
pressure is P0 is given by

P = P0e
−αx/2 (5)
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Figure 1 Comparison of attenuation due to geometrical
spreading from point, infinite line, and finite line sources.

The attenuation coefficient α for air absorption depends
on frequency, humidity, temperature, and pressure and
may be calculated using Eqs. (6) to (8).3

α = f 2







1.84 × 10−11

(
T0

T

)1/2
ps

p0


 +

(
T0

T

)2.5

×
(

0.10680e−3352/T fr,N

f 2 + f 2
r,N

+ 0.01278e−2239.1/T fr,O

f 2 + f 2
r,O

)
nepers

m · atm


 (6)

where fr,N and fr,O are relaxation frequencies asso-
ciated with the vibration of nitrogen and oxygen
molecules, respectively, and are given by

fr,N = ps

p0

(
T0

T

)1/2(
9 + 280He−4.17[(T0/T )1/3−1]

)
(7)

fr,O = ps

p0

(
24.0 + 4.04 × 104H

0.02 + H

0.391 + H

)
(8)

where f is the frequency, T is the absolute temper-
ature of the atmosphere in kelvins, T0 = 293.15 K is
the reference value of T (20◦C), H is the percentage
molar concentration of water vapor in the atmosphere =
ρsatrhp0/ps, rh is the relative humidity (%), and ps is
local atmospheric pressure and p0 is the reference atmo-
spheric pressure (1 atm = 1.01325 × 105 Pa); ρsat =
10Csat , where Csat = −6.8346(T0/T )1.261 + 4.6151.
These formulas give estimates of the absorption of pure
tones to an accuracy of±10% for 0.05 < H < 5, 253 <
T < 323, p0 < 200 kPa. It should be noted that use of
local meteorological data is necessary when calculat-
ing the atmospheric absorption.4 Moreover outdoor air
absorption varies through the day and the year.5

4 DIFFRACTION OVER BARRIERS
Obstacles such as noise barriers that intercept the line
of sight between source and receiver and that are
large compared to the incident wavelengths reduce the
sound at the receiver. As long as the transmission loss
through the barrier material is sufficiently high, the
performance of a barrier is dictated by the geometry
(see Fig. 2).

The total sound field in the vicinity of a semi-
infinite half-plane depends on the relative position of
source, receiver, and the thin plane. The total sound
field pT in each of three regions shown in Fig. 2 is as
follows:

In front of the barrier: pT = pi + pr + pd (9a)

Above the barrier: pT = pi + pd (9b)

In the shadow zone: pT = pd (9c)

Fresnel numbers of the source and image source are
denoted, respectively, by N1 and N2 are defined as
follows:

N1 = R′ − R1

λ/2
= k

π
(R′ − R1) (10a)

N2 = R′ − R2

λ/2
= k

π
(R′ − R2) (10b)

where R1 and R2 are defined in Fig. 2, R′ = rs + rr

is the shortest path source–edge–receiver, and k the
wavenumber corresponding to wavelength λ in air,=
2π/λ.

The attenuation (Att dB) of the screen (or some-
times known as the insertion loss, IL, dB) is often used
to assess the acoustical performance of the barrier (see
also Chapter 122). It is defined as follows:

Att = IL = 20 log

(∣∣∣∣
pw

pw/o

∣∣∣∣
)

(11)

where pw and pw/o is the total sound field with or
without the presence of the barrier.

Maekawa6 described the attenuation of a screen
using an empirical approach based on the Fresnel
number N1 associated with the source. Hence

Att = 10 log(3 + 20N1) (12)

Source

Receiver

pi + pr + pd

pi + pd

pd

R1

R2

rs

rr

Image
Source

Figure 2 Diffraction of sound by a thin barrier.
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The Maekawa curve can be represented mathemati-
cally by7

Att = 5 + 20 log

√
2πN1

tanh
√

2πN1
(13)

Menounou8 has modified the Kurze–Anderson
empirical formula7 by using both Fresnel numbers
[Eqs. (10)]. The improved Kurze–Anderson formula
is given by

Att = Atts + Attb + Attsb + Attsp (14a)

where

Atts = 20 log

√
2πN1

tanh
√

2πN1
− 1 (14b)

Attb = 20 log

[
1 + tanh

(
0.6 log

N2

N1

)]
(14c)

Attsb = (6 tanh
√

N2 − 2 − Attb)(1 − tanh

× √
10N1) (14d)

Attsp = −10 log
1

(R′/R1)2 + (R′/R1)
(14e)

The term Atts is a function of N1, which is a measure
of the relative position of the receiver from the source.
The second term depends on the ratio of N2/N1,
which depends on the proximity of either the source
or the receiver to the half-plane. The third term is
only significant when N1 is small and depends on the
proximity of the receiver to the shadow boundary. The
last term, a function of the ratio R′/R1, accounts for
the diffraction effect due to spherical incident waves.

These formulas only predict the amplitude of sound
and do not include wave interference effects. Such
interference effects result from the contributions from
different diffracted wave paths in the presence of
ground.

Consider a source Sg located at the left side of the
barrier, a receiver Rg at the right side of the barrier,
and O is the diffraction point on the barrier edge (see
Fig. 3). The sound reflected from the ground surface
can be described by an image of the source, Si . On the
receiver side sound waves will also be reflected from

Impedance Ground

Barrier

Si

Sg

Rg

Ri

E

Figure 3 Diffraction by a barrier on impedance ground.

the ground. This effect can be considered in terms of an
image of the receiver, Ri . The pressure at the receiver
is the sum of four terms that correspond to the sound
paths SgERg , SiERg , SgERi , and SiERi .

If the surface is a perfectly reflecting ground, the
total sound field is the sum of the diffracted fields of
these four paths:

PT = P1 + P2 + P3 + P4 (15a)

where

P1 = P(Sg, Rg,E) P2 = P(Si, Rg,E)

P3 = P(Sg, Ri, E) P4 = P(Si, Ri, E)

P (S, R,E) is the diffracted sound field due to a thin
barrier for given positions of source S, receiver R,
and the point of diffraction at the barrier edge E. If the
ground has finite impedance (such as grass or a porous
road surface), then the pressure corresponding to rays
reflected from these surfaces should be multiplied by
the appropriate spherical wave reflection coefficient(s)
to allow for the change in phase and amplitude of the
wave on reflection as follows:

Pr = P1 + QsP2 + QRP3 + QsQRP4 (16)

where Qs and QR are the spherical wave reflection
coefficients for the source and receiver side, respec-
tively. The spherical wave reflection coefficients can
be calculated according to Eq. (27) for different types
of ground surfaces and source/receiver geometries.

For a given source and receiver position, the
acoustical performance of the barrier on the ground
is normally assessed by use of either the excess
attenuation (EA) or the insertion loss (IL). They are
defined as follows:

EA = SPLf − SPLb (17)

IL = SPLg − SPLb (18)

where SPLf is the free field noise level, SPLg is
the noise level with the ground present, and SPLb is
the noise level with the barrier and ground present.
Note that, in the absence of a reflecting ground,
the numerical value of EA (which was called Att
previously) is the same as IL. If the calculation is
carried out in terms of amplitude only, then the
attenuation Attn for each sound path can be directly
determined from the appropriate Fresnel number Fn

for that path. The excess attenuation of the barrier on
a rigid ground is then given by

AT = 10 log


10

−
∣∣∣Att1

10

∣∣∣ + 10
−
∣∣∣Att2

10

∣∣∣

+ 10
−
∣∣∣Att3

10

∣∣∣ + 10
−
∣∣∣Att4

10

∣∣∣

 (19)
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The attenuation for each path can either be calcu-
lated by empirical or analytical formulas depending
on the complexity of the model and the required
accuracy. Lam and Roberts9 have suggested a simple
approach capable of modeling wave effects in which
the phase of the wave at the receiver is calculated
from the path length, rr , via the top of the screen,
assuming a π/4 phase change in the diffracted wave.
This phase change is assumed to be constant for all
source–barrier–receiver geometries. For example, the
diffracted wave along the path SgERg would be given
by

P1 = Att1e
i[k(r0+rr )+π/4] (20)

This approach provides a reasonable approximation
for the many situations of interest where source and
receiver are many wavelengths from the barrier and
the receiver is in the shadow zone.

5 ATTENUATION CAUSED BY FINITE
BARRIERS AND BUILDINGS
All noise barriers have finite length and, for certain
conditions, sound diffracting around the vertical ends
of the barrier may be significant. This will be the case
for sound diffracting around buildings also. Figure 4
shows the eight diffracted ray paths contributing to
the total field behind a finite-length barrier situated
on finite impedance ground. In addition to the four
“normal” ray paths diffracted at the top edge of the
barrier (see Fig. 3), four more ray paths are diffracted
at the vertical edges, that is, two rays at either edge
being, respectively, the direct diffracted ray and the
diffracted-and-reflected ray.

The reflection angles of the two diffracted-and-
reflected rays are independent of the barrier position.
Rays reflect either at the source side or on the receiver
side of the barrier, depending on the relative positions
of the source, receiver, and barrier. The total field is
given by

PT = P1 + QsP2 + QRP3 + QsQRP4 + P5

+ QRP6 + P7 + QRP8 (21)

Source

Receiver

Ground
Reflection

Figure 4 Ray paths around a finite length barrier or
building on the ground.

where P1 to P4 are those given earlier for the
diffraction at the top edge of the barrier.

Although accurate diffraction formulas may be used
to compute Pi (i = 1, . . . , 8), a simpler approach is
to assume that each diffracted ray has a constant
phase shift of π/4 regardless the position of source,
receiver, and diffraction point. Further detail on barrier
attenuation will be found in Chapter 122.

6 GROUND EFFECTS

Ground effects (for elevated source and receiver) are
the result of interference between sound traveling
directly from source to receiver and sound reflected
from the ground when both source and receiver are
close to the ground. Sometimes the phenomenon is
called ground absorption but, since the interaction of
outdoor sound with the ground involves interference,
there can be enhancement as well as attenuation.
Above ground, such as nonporous concrete or asphalt,
the sound pressure is doubled more or less over a wide
range of audible frequencies. Such ground surfaces are
described as acoustically hard. Over porous surfaces,
such as soil, sand, and snow, enhancement tends to
occur at low frequencies since the larger the sound
wave the less able it is to penetrate the pores. The
presence of vegetation tends to make the surface layer
of ground including the root zone more porous. The
layer of partly decayed matter on the floor of a forest is
highly porous. Snow is significantly more porous than
soil and sand. Porous ground surfaces are sometimes
called acoustically soft or may be referred to as finite
impedance ground surfaces.

7 BOUNDARY CONDITIONS AT THE GROUND

Typically, the speed of sound in the ground is much
slower than that in the air, that is, c � c1. The
propagation of sound in the air gaps between solid
particles is impeded by viscous friction. This in turn
means that the index of refraction in the ground, n1 =
c/c1 � 1, and any incoming sound ray is refracted
toward the normal as it propagates from air and
penetrates the ground. This type of ground surface
is called locally reacting because the air–ground
interaction is independent of the angle of incidence
of the incoming waves. The acoustical properties of
locally reacting ground may be represented simply by
its relative normal incidence surface impedance (Z), or
its inverse (the relative admittance β), and the ground
is said to form an impedance boundary. A perfectly
hard ground has infinite impedance (zero admittance).
A perfectly soft ground has zero impedance (infinite
admittance). If the ground is not locally reacting,
that is, it is externally reacting, then there are two
separate boundary conditions governing the continuity
of pressure and the continuity of the normal component
of air particle velocity.

8 ATTENUATION OF SPHERICAL ACOUSTIC
WAVES OVER THE GROUND
The idealized case of a point (omnidirectional) source
of sound at height zs and a receiver at height z and
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Source

R1
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Figure 5 Sound propagation from a point source to a
receiver above a ground surface.

horizontal distance r above a finite impedance plane
(admittance β) is shown in Fig. 5.

Between source and receiver there is a direct sound
path of length R1 and a ground-reflected path of length
R2. With the restrictions of long range (r ≈ R2), high
frequency [kr � 1, k(z + zs) � 1], where k = ω/c
and ω = 2πf (f being frequency) and with both the
source and receiver located close (r � z + zs) to a
relatively hard ground surface (|β|2 � 1), the total
sound field at (x, y, z) can be determined from

p(x, y, z) = eikR1

4πR1
+ eikR2

4πR2
+ �p + φs (22)

where

�p ≈ 2i
√

π
(

1
2kR2

)1/2
βe−w2

erfc(−iw)
eikR2

4πR2
(23)

and w, sometimes called the numerical distance, is
given by

w ≈ 1
2 (1 + i)

√
kR2(cos θ + β) (24)

In (22), φs represents a surface wave and is small
compared with �p under most circumstances. It is
included in careful computations of the complementary
error function [erfc(x)].10,11

After rearrangement, the sound field due to a point
monopole source above a locally reacting ground
becomes

p(x, y, z) = eikR1

4πR1
+ [Rp + (1 − Rp)F (w)]

eikR2

4πR2
(25)

where Rp is the plane wave reflection coefficient and
F(w), sometimes called the boundary loss factor, is
given by

F(w) = 1 + i
√

πw exp(−w2)erfc(−iw) (26)

where F(w) results from the interaction of a spherical
wavefront with a ground of finite impedance. The term
in the square bracket of (25) may be interpreted as the
spherical wave reflection coefficient:

Q = Rp + (1 − Rp)F (w) (27)

If the plane wave reflection coefficient is used in (25)
instead of the spherical wave reflection coefficient, it
leads to the prediction of zero sound pressure when
both source and receiver are on the ground (Rp = −1
and R1 = R2). The contribution of the second term of
Q to the total field allows for the fact that the wave-
fronts are spherical rather than plane and has been
called the ground wave, in analogy with the corre-
sponding term in the theory of AM radio reception.12

If the wavefront is plane (R2 → ∞), then |w| → ∞
and F → 0. If the surface is acoustically hard, then
|β| → 0, which implies |w| → 0 and F → 1. If β = 0,
the sound field consists of two terms: a direct wave
contribution and a specularly reflected wave from the
image source, and the total sound field may be written

p(x, y, z) = eikR1

4πR1
+ eikR2

4πR2

This has a first minimum corresponding to destructive
interference between the direct and ground-reflected
components when k(R2 − R1) = π, or f = c/2(R2 −
R1). Normally this destructive interference is at too
high a frequency to be of importance in outdoor
sound prediction. The higher the frequency of the first
minimum in the ground effect, the more likely that it
will be destroyed by turbulence.

For |β| � 1 but at grazing incidence (θ = π/2), so
that Rp = −1 and

p(x, y, z) = 2F(w)eikr /r (28)

The numerical distance, w, is given by

w = 1
2 (1 + i)β

√
kr (29)

Equation (25) is the most widely used analytical solu-
tion for predicting the sound field above a locally react-
ing ground in a homogeneous atmosphere. There are
many other accurate asymptotic and numerical solu-
tions available but no significant numerical differences
between various predictions have been revealed for
practical geometries and typical outdoor ground sur-
faces.

Although it is numerically part of the calculation
of the complementary error function, the surface wave
is a separate contribution propagating close to and
parallel to the porous ground surface. It produces
elliptical motion of air particles as the result of
combining motion parallel to the surface with that
normal to the surface in and out of the pores. The
surface wave decays with the inverse square root of
range rather than inversely with range as is true for
other components. At grazing incidence on a plane
with high impedance such that |β| → 0, the condition
for the existence of a surface wave is simply that the
imaginary part of the ground impedance (the reactance)
is greater than the real part (the resistance). Surface
waves due to a point source have been generated
and studied extensively in laboratory experiments over
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cellular or lattice surfaces placed on smooth hard
surfaces.13–16 The outdoor ground type that most likely
produce measurable surface waves is a thin layer of
snow over a frozen ground, and such waves over snow
have been observed using blank pistol shots.17

There are some cases where it is not possible to
model the ground surface as an impedance plane, that
is, n1 is not sufficiently high to warrant the assumption
that n1 � 1. In this case, the refraction of sound wave
depends on the angle of incidence as sound enters
into the porous medium. This means that the apparent
impedance depends not only on the physical properties
of the ground surface but also, critically, on the angle
of incidence. It is possible to introduce an effective
admittance, βe, defined by

βe = ς1

√
n2

1 − sin2 θ (30)

where ζ1 is the density ratio of air to ground, ς1 =
ρ/ρ1 � 1. This allows use of the same results as
before but with admittance replaced by the effective
admittance (30) for a semi-infinite nonlocally reacting
ground.18 There are some situations where there is a
highly porous surface layer above a relatively non-
porous substrate. This is the case with forest floors
consisting of partly decomposed litter layers above rel-
atively high flow resistivity soil, with freshly fallen
snow on a hard ground or with porous asphalt laid on
a nonporous substrate. The minimum depth, dm, for
such a multiple layer ground to be treated as a semi-
infinite externally reacting ground to satisfy the above
condition depends on the acoustical properties of the
ground and the angle of incidence, but we can consider
two limiting cases. Denoting the complex wavenum-
ber or propagation constant within the surface layer of
the ground by k1 = kr + ikx , and for normal incidence,
where θ = 0, the required condition is simply

dm > 6/kx (31)

For grazing incidence where θ = π/2, the required
condition is

dm > 6




√
(k2

r − k2
x − 1)2

4
+ k2

r k
2
x − k2

r − k2
x − 1

2




1/2

(32)
It is possible to derive an expression for the effec-
tive admittance of a ground with an arbitrary num-
ber of layers. However, sound waves can seldom
penetrate more than a few centimetres in most out-
door ground surfaces. Lower layers contribute little
to the total sound field above the ground and, nor-
mally, consideration of ground structures consisting
of more than two layers is not required for predict-
ing outdoor sound. Nevertheless, the assumption of
a double layer structure18 has been found to enable
improved agreement with data obtained over snow.19

It has been shown that, in cases where the surface

impedance depends on angle, replacing the normal
surface impedance by the grazing incidence value is
sufficiently accurate for predicting outdoor sound.20

9 ACOUSTIC IMPEDANCE OF GROUND
SURFACES

For most outdoor sound predictions, the ground may be
considered to be a porous material with a rigid, rather
than elastic, frame. The most important characteristic
of a ground surface that affects its acoustical character
is its flow resistivity or air permeability. Flow
resistivity is a measure of the ease with which air
can move in and out of the ground. It represents the
ratio of the applied pressure gradient to the induced
volume flow rate per unit thickness of material and
has units of Pa s m−2. If the ground surface has a
high flow resistivity, it means that it is difficult for air
to flow through the surface. Flow resistivity increases
as porosity decreases. For example, conventional hot-
rolled asphalt has a very high flow resistivity (10
million Pa s m−2) and negligible porosity, whereas
drainage asphalt has a volume porosity of up to 0.25
and a relatively low flow resistivity (<30,000 Pa s
m−2). Soils have volume porosities of between 10
and 40%. A wet compacted silt may have a porosity
that can be as low as 0.1 and a rather high flow
resistivity (4 million Pa s m−2). Newly fallen snow
has a porosity of around 60% and a fairly low flow
resistivity (<10,000 Pa s m−2). The thickness of the
surface porous layer also is important and whether or
not it has acoustically hard substrate.

A widely used model for the acoustical properties
of outdoor surfaces involves a single parameter,
the “effective” flow resistivity, σe, to characterize
the ground.21 According to this single-parameter
model, the propagation constant, k, and normalized
characteristic impedance, Z, are given by

k

k1
=

[
1 + 0.0978

(
f

σe

)−0.700

+i0.189

(
f

σe

)−0.595
]

(33a)

Z = ρ1c1

ρc
= 1 + 0.0571

(
f

σe

)−0.754

+ i0.087

(
f

σe

)−0.732

(33b)

This model may be used for a locally reacting ground
as well as for an extended reaction surface. On
occasion, better agreement with grassland data22 has
been obtained by assuming that the ground surface is
that of a hard-backed porous layer of thickness d such
that the surface impedance Zs is given by

ZS = Z coth(−ikd) (34)
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A model based on an exponential change in poros-
ity with depth has been suggested.23,24 Although this
model is suitable only for a high flow resistivity (i.e.,
locally reacting) ground, for many outdoor ground sur-
faces, it has enabled better agreement with measured
data than obtained using Eq. (33b). The two adjustable
parameters are the effective flow resistivity (σe) and the
effective rate of change of porosity with depth (αe).
The impedance of the ground surface is predicted by

Z = 0.436(1 + i)

√
σe

f
+ 19.74i

αe

f
(35)

More sophisticated analytical models for the acoustical
properties of rigid-porous materials introduce porosity,
the tortuosity (or “twistiness”) of the pores, factors
related to pore shape,25 and multiple layering. Models
that introduce the viscous and thermal characteristic
dimensions of pores26 are based on a formulation by
Johnson et al.27 Recently, it has been shown possible
to obtain explicit relationships between the character-
istic dimensions and grain size by assuming a specific
microstructure of identical stacked spheres.28 Other
developments allow for a log-normal pore size distri-
bution, while assuming pores of identical shape.29–30

On occasion it is important to include multiple lay-
ering also. A standard method for obtaining ground
impedance is the template method based on short-
range measurements of excess attenuation.31 It should
be noted that parameters deduced from data according
to (33) to (35) show that there can be a wide range of
parameter values for “grassland”.

10 EFFECTS OF SMALL-SCALE ROUGHNESS
There have been advances also in methods of
obtaining surface admittance directly.32 Measurements
obtained over uncultivated grassland,33 using this
direct impedance-fitting method, indicate that the sur-
face impedance tends to zero above 3 kHz. Reflection
involving incoherent scatter from a randomly rough
porous surface may be used to explain these measure-
ments. The assumed flow resistivity and porosity are
within the expected range for a soil. However, small-
scale roughness must be included to provide a reason-
able fit to these grassland data. For grazing incidence
on a hard surface containing randomly distributed two-
dimensional (2D) roughness normal to the roughness
axes, the effective admittance may be written34

β =
(

3V 2k3b

2

)(
1 + δ2

2

)
− iV k(δ − 1) (36)

where V is the roughness volume per unit area of sur-
face (equivalent to mean roughness height), b is the
mean center-to-center spacing, δ is an interaction fac-
tor depending on the “shape” and “concentration” of
the roughness and, as before, k is the wavenumber in
air. An interesting consequence of (36) is that a surface
that would be acoustically hard if smooth has, effec-
tively, a finite impedance when rough. The real part

of the admittance allows for incoherent scatter from
the surface and varies with the cube of frequency and
the square of the roughness volume per unit area. The
same approach can be extended to give the effective
normalized surface admittance of a porous surface con-
taining 2D roughness.33,35 It is possible to obtain the
following approximation for the impedance of a ran-
domly rough porous surface near grazing incidence36:

Zr ≈ Zs −
( 〈H 〉Rs

γρ0c0

) (
2

ν
− 1

)
[Re(Zr) ≥ 0)

(37)
where ν = 1 + 2/3π〈H 〉 and 〈H 〉 is the root-mean-
square roughness height.

Cultivation practices intended to break up soil
compaction beneath the ground surface caused, for
example, by repeated passage of heavy vehicles,
have important influences on ground effect since
they change the surface properties. Aylor37 noted a
significant change in the excess attenuation at a range
of 50 m over a soil after disking without any noticeable
change in the meteorological conditions. Plowing turns
the soil surface over to a depth of about 0.15 m.
Measurements taken over cultivated surfaces before
and after subsoiling and plowing have been shown to
be consistent with predicted effects of the resulting
changes in surface roughness and flow resistivity.38

11 EXAMPLES OF GROUND ATTENUATION
UNDER WEAKLY REFRACTING CONDITIONS
Pioneering studies of the combined influences of the
ground surface and meteorological conditions were
carried out using a fixed Rolls Royce Avon jet engine
as a source (nozzle-center height 1.82 m) at two grass-
covered airfields (Radlett and Hatfield).39,40 Examples
of the resulting data, quoted as the difference between
sound pressure levels registered by microphones at
1.5 m height and horizontal distances of 19 m (the
reference location) and 347 m, corrected for the
decrease expected from spherical spreading and air
absorption, are shown in Fig. 6.

The data over grass cover were obtained with
a positive vector wind (from source to receiver) of
1.27 m/s (5 ft/s). The ground attenuation at Hatfield,
although still a major propagation factor, that is, over
15 dB near 400 Hz, was less than that at Radlett, and
its maximum value occurred at a higher frequency.
Snowfall during the period of these measurements also
enabled study of the influence of several centimetres
of snow with a comparable positive vector wind of
1.52 m/s (6 ft/s). These data revealed the large effect
at low frequencies, that is, over 20 dB attenuation in
the 63- and 125-Hz third-octave bands, over snow.

Noise measurements have been made to distances
of 3 km during aircraft engine runups with the aim
of defining noise contours in the vicinity of airports.41

Measurements were made for a range of power set-
tings during several summer days under near to calm
weather conditions (wind speed < 5 m/s, temperature
between 20 and 25◦C). Between 7 and 10 mea-
surements were made at every measurement station
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Figure 6 Data for the level difference between micro-
phones at 19 and 347 m from a fixed jet engine source
with a positive vector wind between source and receiver of
1.27 m/s (5 ft/s) corrected for wavefront spreading and air
absorption. � represent data at Radlett; ♦ represent data
at Hatfield; × represent data obtained over approximately
0.15 m thick (6–9 in.) snow at Hatfield.

(in accordance with ICAO Annex 16 requirements)
and the results have been averaged. Example results
are shown in Fig. 7. It can be shown that these
data are consistent with nearly acoustically neutral
conditions.41 Note that at 3 km, the measured levels
are more than 30 dB less than would be expected from
wavefront spreading and air absorption only.

At distances of less than between 500 and 700 m
from the engine, the data suggest attenuation rates
near to the “concrete” or “spherical spreading plus air
absorption” predictions. Beyond 700 m the measured
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Figure 7 Measured differences between the A-weighted
sound pressure level at 100 m and those measured at
ranges up to 3 km during an Il-86 aircraft’s engine test
in the direction of the maximum jet noise generation
(∼40◦ from exhaust axis) and predictions for levels due
to a point source at the engine center height assuming
spherical spreading plus air absorption and various types
of ground.

attenuation rate is nearer to the “soil” or between the
“soil” and “grass” predictions. This is the result of
the fact that the runups took place over the concrete
surface of an apron and further away (i.e., between 500
and 700 m in various directions) the ground surface
was “soil” and/or “grass.”

12 ATTENUATION THROUGH TREES
AND FOLIAGE
Ignoring meteorological effects, a mature forest or
woodland may have three types of influence on sound.
First is ground effect. This is particularly significant
if there is a thick litter layer of partially decomposing
vegetation on the forest floor. In such a situation the
ground surface consists of a thick highly porous layer
with rather low flow resistivity thus giving a primary
excess attenuation maximum at lower frequencies than
observed over typical grassland. This is consistent with
the data collected over ranges of 500 m42 and is similar
to the effect, mentioned earlier, over snow. Second,
the trunks and branches scatter the sound out of the
path between source and receiver. Third, the foliage
attenuates the sound by viscous friction.

Predictions of the total attenuation through wood-
land, in qualitative agreement with measurements
made during conditions with little or no wind and
small temperature gradients, have been obtained by
adding the contributions to attenuation for large cylin-
ders (representing trunks), small cylinders (represent-
ing foliage), and the ground.43 But it is necessary to
adjust several parameters to obtain quantitative agree-
ment. Foliage has the greatest effect above 1 kHz and
the foliage attenuation increases approximately in a
linear fashion with frequency. Figure 8 shows a typi-
cal variation of attenuation with frequency and linear
fits to the foliage attenuation.

13 WIND AND TEMPERATURE GRADIENT
EFFECTS ON OUTDOOR SOUND
PROPAGATION
The atmosphere is constantly in motion as a conse-
quence of wind shear and uneven heating of Earth’s
surface (Fig. 9). Any turbulent flow of a fluid across a
rough solid surface generates a boundary layer. Most
interest, from the point of view of outdoor sound pre-
diction, focuses on the lower part of the meteorological
boundary layer called the surface layer. In the surface
layer, turbulent fluxes vary by less than 10% of their
magnitude, but the wind speed and temperature gra-
dients are largest. In typical daytime conditions the
surface layer extends over 50 to 100 m. Usually it is
thinner at night. Turbulence may be modeled in terms
of a series of moving eddies or “turbules” with a dis-
tribution of sizes.

In most meteorological conditions, the speed of
sound changes with height above the ground. Usually,
temperature decreases with height (the adiabatic lapse
condition). In the absence of wind, this causes sound
waves to bend, or refract, upward. Wind speed adds or
subtracts from sound speed.

When the source is downwind of the receiver the
sound has to propagate upwind. As height increases,
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Figure 8 (Left) Measured attenuation through alternate bands of Norway spruce and oak (planted in 1946) with Hawthorn,
roses, and honeysuckle undergrowth; visibility less than 24 m. (Right) Linear fits to attenuation above 1 kHz in mixed
conifers (squares), mixed deciduous summer (circles), and spruce monoculture (diamonds). Also shown is the foliage
attenuation predicted according to ISO 9613-2.

the wind speed increases and the amount being
subtracted from the speed of sound increases, leading
to a negative sound speed gradient. Downwind,
sound pressure refracts downward. Wind effects tend
to dominate over temperature effects when both
are present. Temperature inversions, in which air
temperature increases up to the inversion height,
cause sound waves to refract downward below that
height. Under inversion conditions, or downwind,
sound pressure levels decrease less rapidly than would
be expected from wavefront spreading alone.

Ground

Surface Layer

Boundary
Layer

Free Troposhere

1 km

100 m

0 m
U q

Figure 9 Schematic representation of the daytime atmo-
spheric boundary layer and turbulent eddy structures. The
sketch graph on the left shows the mean wind speed
(U) and the potential temperature profiles (θ = T + γdz,
where γd = −0.098◦C/km is the dry adiabatic lapse rate,
T is the temperature and z is the height).

In general, the relationship between sound speed
profile c(z), temperature profile T (z), and wind speed
profile u(z) in the direction of sound propagation is
given by

c(z) = c(0)

√
T (z) + 273.15

273.15
+ u(z) (38)

where T is in degrees Celsius and u is in metres/
second.

14 SHADOW ZONES

A negative sound gradient means upward refraction
and the creation of a sound shadow at a distance from
the source that depends on the gradient. The presence
of a shadow zone means that the sound pressure level
decreases faster than would be expected from distance
alone. A combination of slightly negative temperature
gradient, strong upwind propagation, and air absorp-
tion has been observed, in carefully monitored experi-
ments, to reduce sound pressure levels, 640 m from a
6-m-high source over relatively hard ground, by up to
20 dB more than expected from spherical spreading.44

Since shadow zones can be areas in which there is sig-
nificant excess attenuation, it is important to determine
their boundaries.

For a source close to the ground, assuming circular
ray paths, the distance to the shadow zone is given
approximately by

x =
[
2c0

/(
−dc

dz

)]1/2 (√
hs + √

hr

)
(39)



76 FUNDAMENTALS OF ACOUSTICS AND NOISE

where hs and hr are heights of source and receiver,
respectively, and dc/dz must be negative for a
temperature-induced shadow zone.

When a wind is present, the combined effects of
temperature lapse and wind will tend to enhance the
shadow zone upwind of the source, since wind speed
tends to increase with height. Downwind of the source,
however, the wind will counteract the effect of temper-
ature lapse, and the shadow zone will be destroyed. In
any case, an acoustic shadow zone is never as complete
as an optical one would be, as a result of diffraction
and turbulence. In the presence of wind with a wind
speed gradient of du/dz, the formula for the distance
to the shadow zone boundary is given by

x =
[
2c0

/
du

dz
cos β − dc

dz

]1/2 (√
hs + √

hr

)
(40)

where β is the angle between the direction of the wind
and the line between source and receiver.

Note that there will be a value of the angle β, (say
βc), given by

du

dz
cos βc = dc

dz

or

βc = cos−1

(
dc

dz

/
du

dz

)
(41)

at and beyond which there will not be a shadow zone.
This represents the critical angle at which the effect of
wind counteracts that of the temperature gradient.

15 ATMOSPHERIC TURBULENCE
Shadow zones due to atmospheric refraction are
penetrated by sound scattered by turbulence, and this
sets a limit of the order of 20 to 25 dB to the reduction
of sound pressure levels within the sound shadow.45,46

Another consequence of atmospheric turbulence is
a fluctuation of the amplitude of outdoor sound at
any given receiver. The extent of this fluctuation
caused by turbulence initially increases with increasing
distance of propagation, sound frequency, and strength
of turbulence but reaches a limiting value fairly
quickly. This means that the fluctuation in overall
sound pressure levels from distant sources (e.g., line-
of-sight from an aircraft at a few kilometres) may have
a standard deviation of no more than about 6 dB.46

Turbulence destroys the coherence between direct
and ground-reflected sound and consequently reduces
the destructive interference in ground effect. Equation
(25) may be modified to obtain the mean-squared
pressure at a receiver in a turbulent but acoustically
neutral (no refraction) atmosphere47

〈p2〉 = 1

R2
1

+ |Q|2
R2

2

+ 2|Q|
R1R2

cos[k(R2 − R1) + θ]C

(42)
where θ is the phase of the reflection coefficient,
(Q = |Q|eiθ), C is the coherence factor determined

by the turbulence effect, R1 is the direct sound path
length, and R2 is the ground-reflected path length.

Hence the sound pressure level, P , is given by

P = 10 log10(〈p2〉) (43)

Most recent calculations of turbulence effects on out-
door sound have relied on estimated or best-fit values,
rather than measured values, of turbulence parame-
ters. Although assumption of a Gaussian spectrum
provides a poor overall description of the spectrum
of atmospheric turbulence, it allows many results to
be obtained in simple analytical form.48 Typically, the
high wavenumber part of the spectrum is the main con-
tributor to turbulence effects on sound propagation. So
the assumption of a Gaussian spectrum results in best-
fit parameter values that are rather less than those that
are measured. For a Gaussian turbulence spectrum, the
coherence factor, C, is given by49

C = e−σ2(1−ρ) (44)

where σ2 is the variance of the phase fluctuation along
a path and ρ is the phase covariance between adjacent
paths (e.g., direct and reflected).

σ2 = A
√

π〈µ2〉k2RL0 (45)

of the index of refraction, and L0 is the outer (inertial)
scale of turbulence.

The coefficient A is given by

A = 0.5 R > kL2
0 (46a)

A = 1.0 R < kL2
0 (46b)

The parameters 〈µ2〉 and L0 may be determined from
field measurements or estimated.

The phase covariance is given by

ρ =
√

π

2

L0

h
erf

(
h

L0

)
(47)

where h is the maximum transverse path separation
and erf(x) is the error function defined by

erf(x) = 2√
π

x∫

0

e−t2dt (48)

For a sound field consisting only of direct and reflected
paths (which will be true at short ranges) in the absence
of refraction, the parameter h is the mean propagation
height given by

1

h
= 1

2

(
1

hs

+ 1

hr

)
(49)



SOUND PROPAGATION IN THE ATMOSPHERE 77

where hs and hr are the source and receiver heights,
respectively. Daigle49 uses half this value to obtain
better agreement with data.

Near grazing incidence, if h → 0, then ρ → 1 and
C → 1. For greatly elevated source and/or receiver,
h → large and C → maximum. The mean-squared
refractive index may be calculated from the measured
instantaneous variation of wind speed and temperature
with time at the receiver. Specifically

〈µ2〉 = σ2
w cos2 α

C2
0

+ σ2
T

4T 2
0

where σ2
w is the variance of the wind velocity, σ2

T is
the variance of the temperature fluctuations, α is the
wind vector direction, and C0 and T0 are the ambient
sound speed and temperature, respectively. Typical
values of best-fit mean-squared refractive index are
between 10−6 for calm conditions and 10−4 for strong
turbulence. A typical value of L0 is 1 m but in general
a value equal to the source height should be used.

16 CONCLUDING REMARKS

During the last few years there have been consid-
erable advances in numerical and analytical meth-
ods for outdoor sound prediction.50,51 Details of these
are beyond the scope of this work, but a review of
recent progress may be found in Berengier et al.52 As
mentioned in the introduction, methods for predict-
ing outdoor noise are undergoing considerable assess-
ment and change in Europe as a result of a recent
EC Directive53 and the associated requirements for
noise mapping. At the time of this writing, a European
project HARMONOISE54 is developing a comprehen-
sive source-independent scheme for outdoor sound
prediction. As in NORD2000,55 various relatively sim-
ple formulas predicting the effect of topography, for
example, are being derived and tested against numer-
ical predictions.
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CHAPTER 6
SOUND RADIATION FROM STRUCTURES
AND THEIR RESPONSE TO SOUND

Jean-Louis Guyader
Vibration and Acoustics Laboratory
National Institute of Applied Sciences of Lyon
Villeurbanne, France

1 INTRODUCTION

Sound radiation from structures and their response to
sound can be seen as the interaction of two subsystems:
the structure and the acoustic medium, both being
excited by sources, mechanical for the structure and
acoustical in the fluid1–4. The interaction is generally
separated into two parts: (1) the radiation describing
the transmission from the structure to the acoustic
medium and (2) the fluid loading that takes into
account the effect of the fluid on the structure. The
resolution of the problem in general is difficult, and
it is preferable, in order to predict and understand the
underlying phenomena, to study separately 1) acoustic
radiation from structures and 2) structural excitation
by sound. Even with the separation into two problems,
simple explanations of the phenomena are difficult to
make, and for the sake of simplicity the case of plane
structures is used as a reference.

1.1 Chapter Contents

The chapter begins with an explanation of radiation
from simple sources, monopoles and dipoles, and a
discussion on indicators like radiation factors used
in more complicated cases. The generalization to
multipolar sources is then presented which leads
to the concept of equivalent sources to predict
radiation from structures. In Section 2 wave analysis
of radiation from planar sources is presented and
this permits the separation of structural waves into
radiating and nonradiating components; this approach
explains why the reduction of vibration does not
introduce in general an equivalent decrease of noise
radiated.

The integral equation to predict radiation from
structures is presented in Section 3. The application to
finite, baffled plates is described using modal expan-
sion for the plate response. For modal frequencies
below the critical frequency, the radiation is poor
because of acoustical short circuiting. Physically, only
the edges or corners of the plate are responsible for
noise emission. Finally the excitation of structures
by sound waves is studied. The presence of acoustic
media produces added mass and additional damping
on structures. For heavy fluids, the effect is con-
siderable. With light fluids only slight modifications
of modal mass and modal damping are observed.

The plate excitation by propagating acoustic waves
depends on the acoustic and mechanical wavelengths;
for infinite plates the phenomenon of coincidence is
described, which appears also in finite plates when
resonant modes with maximum joint acceptance are
excited.

2 ELEMENTARY SOURCES OF SOUND
RADIATION

Acoustic fields associated with elementary sources are
of great interest 1) because they characterize some
basic behaviors of radiating bodies; for example, one
can introduce easily the concepts of radiation effi-
ciency and directivity, and 2) because they can be
used to express the radiation of complicated objects.
The method to predict the radiated pressure of vibrat-
ing surfaces with multipole decomposition (or equiv-
alent source decomposition) is briefly presented here.
A second method that constitutes the standard calcula-
tion of the radiated field is the integral representation
of the pressure field. In this method two elemen-
tary sources are of basic importance: the monopole
and the dipole. This importance is due to the pos-
sibility of representing all acoustic sources associ-
ated with structural vibration by a layer of monopoles
and a layer of dipoles. This approach is presented in
Section 3.

2.1 Sound Radiated by a Pulsating Sphere:
Monopole

The sound radiated by a pulsating sphere of radius
a, centered at point M0, and having a radial surface
velocity V is a spherical wave having the well-known
expression :

p(M,M0) = V ρ0c
jka2

1 + jka
exp(jka)

exp(−jkr)

r
(1)

where r = |MM0| is the distance between points M
and M0, c is the speed of sound, and ρ0 is the mass
density of the acoustic medium. The expression for
the sound pressure radiated is only valid outside the
sphere, namely when r > a.

The acoustic radiation can be characterized through
energy quantities, in particular the sound power
radiated and the radiation factor.
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The radial velocity Vr and radial sound intensity Ir

of the spherical wave are, respectively,

Vr = V
ka2

1 + jka

1 + jkr

kr2
exp(jka) exp(−jkr) (2)

Ir = V 2 k2a2

1 + k2a2

a2

r2
ρ0c (3)

The acoustic field radiated by a pulsating sphere is
nondirectional. This is, of course, due to the spherical
symmetry of the source. The radiated power �rad can
be calculated on be sphere’s surface or on a sphere at
a distance r , the result being the same and given by

�rad = 4πV 2 k2a2

1 + k2a2
a2ρ0c (4)

An important parameter to describe the radiation from
the vibrating object is the radiation factor σ. It is
defined as the ratio of the sound power radiated to the
square of the velocity of the source times the acoustic
impedance ρ0c. It is nondimensional and indicates the
radiation efficiency of the vibration field. In the present
case one has

σ = k2a2

1 + k2a2
(5)

The radiation efficiency of a pulsating sphere depends
on the nondimensional frequency ka. For small values
of ka, the efficiency is low and tends to unity when ka
increases. This means also that, at a given frequency, a
large sphere is a better radiator than a small one This
tendency is true in general; a small object is not an
efficient radiator of noise at low frequency.

The monopole is the limiting case of a pulsating
sphere when its radius tends to zero; however, to have
a nonzero pressure field, the amplitude of the sphere’s
vibration velocity must increase as the inverse of the
radius squared. Thus, it tends to infinity when r → 0.
A major conclusion is that a monopole is an ideal
model and not a real physical source because it is not
defined mathematically when r = 0.

The sound pressure field radiated by a monopole
has the form given by Eq. (1) but is characterized by
its strength S:

p(M,M0) = S
exp(−jkr)

r
= S4πg(M, M0) (6)

where

g(M, M0) = exp(−jkr)

4πr

is called the Green’s function for a free field. (It is the
basic tool for integral representation of radiated sound
pressure fields (see Section 4).)

2.2 Sound Radiated by Two Pulsating Spheres
in Opposite Phase, Dipole
A second elementary source consists of two equal out-
of-phase pulsating spheres separated by a distance 2d .

Because the problem is linear, the total sound pressure
radiated is the sum of that radiated independently by
each pulsating sphere:

p(M,M0) = V ρ0c
jka2

1 + jka
exp(jka)

×
[

exp(−jkr1)

r1
− exp(−jkr2)

r2

]
(7)

where M1 and M2, are the centers of the two spheres;
r1 = |MM1| and r2 = |MM2| are the distances from
those centers to point M , and M0 is the point located
at middistance from the centers of the two spheres.

The dipole is the limiting case of this physical
problem. One first assumes that the pulsating spheres
are monopoles of opposite strength of the form S =
D/2d . The sound pressure is thus given by

p(M,M0) = D

{[
exp(−jkr1)

r1
− exp(−jkr2)

r2

]
/2d

}

(8)
The dipole is the limiting case when the distance d
tends to zero, that is, by using the definition of the

derivative in the direction
−−−→
M1M2:

p(M, M0) = D4π
∂g(M, M0)

∂d

= D

{
∂

∂x

[
exp(−jkr)

r

]
dx

+ ∂

∂y

[
exp(−jkr)

r

]
dy

+ ∂

∂z

[
exp(−jkr)

r

]
dz

}
(9)

where (dx, dy, dz) are the components of the unit

vector of direction
−−−→
M1M2, which indicates the axis of

the dipole. The dipole source strength is D.
The dipole is a theoretical model only and not a real

physical source because it consists of two monopoles.
An elementary calculation leads to another expres-

sion for the sound pressure radiated by a dipole:

p(M, M0) = D
∂

∂r

[
exp(−jkr)

r

]

×
(

∂r

∂x
dx + ∂r

∂y
dy + ∂r

∂z
dz

)
(10)

The sound pressure field has now a strong directivity.
In particular, in the plane normal to the axis of the
dipole the radiated pressure is zero and in the direction
of the axis the pressure is maximum.
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2.3 Multipoles
Let us consider the pressure field of a monopole. It
satisfies the homogeneous Helmholtz equation in the
entire space, except at the source point:

�g(M, M0) + k2g(M, M0) = 0

for all points M �= M0 (11)

where � is the Laplacian operator.
One can derive this equation and obtain the

following result:

∂n+m+q

∂xn∂ym∂zq
[�g(M, M0) + k2g(M, M0)]

= 0 for all points M �= M0 (12)

Because the order of derivation is not important, this
equation can also be written as

�gnmq(M, M0) + k2gnmq(M, M0)

= 0 for all points M �= M0 (13)

where

gnmq(M, M0) = ∂n+m+q

∂xn∂ym∂zq
g(M, M0)

for all points M �= M0 (14)

All the functions gnmq(M, M0), are solutions of the
homogeneous Helmholtz equation, except at the source
point M0. They constitute a set of elementary solutions
that can be used to represent radiated sound fields.
If n = m = q = 0, the corresponding solution is a
monopole. The first derivative corresponds to dipole
pressure fields; for example, n = 1, m = q = 0, is
the pressure field created by a dipole of axis x, the
two others by dipoles of axis y and z (the dipole
described in Section 1.2 is a linear combination of
these three elementary dipoles). The second derivatives
are characteristic of quadrupoles and higher derivatives
of multipole pressure fields characterized by more and
more complicated directivity patterns.

2.4 Equivalent Source Decomposition
Technique
The functions gnmq(M, M0) constitute an infinite num-
ber of independent pressure field solutions of the Hel-
moltz equation in whole space, except at the point
source M0 and verify the Sommerfeld conditions at
an infinite distance from the source point. This set of
functions can be used to express the sound radiated by
vibrating objects. This is commonly called the equiva-
lent sources decomposition technique. Let us consider
a closed vibrating surface and study the sound pres-
sure radiated into the surrounding external acoustic
medium.

The solution is calculated as the linear combination
of multipole contributions:

p(M) =
∞∑

n=0

∞∑
m=0

∞∑
q=0

Anmqgnmq(M, M0) (15)

where M0 is located inside the vibrating surface and
the coefficients Anmq of the expansion must be adjusted
in order to agree with the normal velocity of the
vibrating surface.

Equation (15) satisfies the Helmholtz equation and
the radiation conditions at infinity because it is the
sum of functions verifying these conditions. To be
the solution of the problem, it has also to verify the
velocity continuity on the vibrating surface:

−1

jωρ

∂p

∂n
(Q) = Vn(Q) (16)

where ∂p/∂n is the normal derivative and Vn(Q) is
the normal velocity of the point Q of the vibrating
surface.

Substituting Eq. (15) into Eq. (16) one obtains

∞∑
n=0

∞∑
m=0

∞∑
q=0

Anmq

∂gnmq

∂n
(Q, M0) = −jωρVn(Q)

(17)
Numerically, only a finite number of functions can be
considered in the evaluation of Eq. (17), and, thus, a
finite number of equations is necessary to calculate the
unknown amplitudes Anmq . The simplest possibility is
to verify Eq. (17) at a number of points on the surface
equal to the number of terms of the expansion:

N∑
n=0

M∑
m=0

Q∑
q=0

Anmq

∂gnmq

∂n
(Qi, M0) = −jωρVn(Qi)

for i = 0, 1, 2, . . . , N + M + Q (18)

This is a linear system that can be solved to obtain the
unknown term Anmq . Introducing the corresponding
values in Eq. (15) allows one to calculate the radiated
sound pressure field.

The equivalent source technique has been applied
in several studies5–12 in the form presented or in other
forms. Among different possibilities one can use sev-
eral monopoles placed at different locations inside
the vibrating surface instead of multipoles located at
one point source. A second possibility is to adapt the
sources to a particular geometry, for example, cylin-
drical harmonics to predict radiation from cylinders.

As an example the following two-dimensional case
is presented (see Fig. 1). The calculations were made
by Pavic.12 For low wavenumbers the reconstructed
velocity field shows some small discrepancies at
the corners, particularly when they are close to the
vibrating part of the box. (See Fig 2.)

3 WAVE APPROACH
The analysis presented in this section treats a partic-
ular case that is quite different from real structures.
However, it is a fruitful approach because basic radi-
ation phenomenon can be demonstrated analytically.
In particular, the fundamental notion of radiating and
nonradiating structural vibration waves presented here
is essential for a good understanding of sound radiation
phenomena.
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Figure 1 Box-type structure geometry (dimensions in
metres).

3.1 Radiation from a Traveling Wave on an
Infinite Vibrating Plane
Let us consider an infinite plane where a propagating
wave is traveling, creating a velocity field in the

z direction, of the form

Vz(x, y) = A exp(jλx + jµy) (19)

where Vz(x, y) is the velocity in the z direction
(normal to the plane), A is the amplitude of the
velocity, and λ, µ are the wavenumbers in the x and
y directions. A physical illustration of the problem
is the velocity field produced by a plate in bending
vibration, located in the plane z = 0.

Let us study the sound pressure created by this
source, in the infinite medium located in the half space
z > 0. The sound pressure p(x, y, z) must satisfy the
Helmholtz equation in the half space [Eq. (20)] and
the continuity of acoustic velocity in the z direction
and the velocity field (1) [Eq. (21)]:

�p + k2p = 0 (20)

where k = ω/c is the acoustic wave number, ω is the
angular frequency, and c is the speed of sound.

Vz(x, y) = j

ωρ0

∂p

∂z
(x, y, 0) (21)

where ρ0 is the fluid density.
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dB

−30 −20 −10 0 10
dB

−30 −20 −10 0 10
dB

k = 0.2 k = 2 k = 20

Figure 2 Calculated radiated sound pressure at three wavenumbers (top) and reconstructed velocity field on the boundary
(bottom). High-pressure level corresponds to white and low to black. The equivalent source positions are indicated by
points inside the box, their strengths are indicated by the darkness. (From Pavic.12)
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The velocity continuity over the plane implies a
sound pressure field having the same form in the x
and y directions as the propagating wave Eq. (19):

p(x, y, z) = F(z) exp(jλx + jµy) (22)

Using Eqs. (20)–(22), one can obtain the following
equations for F(z):

d2F

dz2
(z) + (k2 − λ2 − µ2)F (z) = 0 (23)

dF

dz
(0) = −jωρ0A (24)

The solution of Eqs. (23) and (24) has two different
forms depending on the frequency. Let us first define
the cutoff frequency ωco:

ωco = c
√

λ2 + µ2 (25)

If ω > ωco, the solution is

F(z) = −ωρ0

kz

A exp(−jkzz) (26)

and kz =
√

k2 − λ2 − µ2 (27)

The sound pressure in the acoustic medium can be
obtained from Eq. (22):

p(x, y, z) = −ωρ0

kz

A exp(jλx + jµy − jkzz) (28)

If ω < ωco, the solution is

F(z) = j
ωρ0

γz

A exp(−γzz) (29)

and γz =
√

−k2 + λ2 + µ2 (30)

The sound pressure is given by

p(x, y, z) = j
ωρ0

γz

A exp(jλx + jµy − γzz) (31)

Equation (28) indicates that the sound pressure wave
propagates in the z direction, while the solution given
by Eq. (31) diminishes with the distance from the
plane. This is of major importance and indicates that
a vibration wave propagating on a plane can produce
two types of acoustic phenomena, which depend on
frequency. In the first case noise is emitted far from the
plate as opposed to the second case where the sound
pressure amplitude decreases exponentially with the
distance from the plane. This basic result is of great
importance for understanding radiation phenomena.

3.2 Radiating and Nonradiating Waves
A transverse vibration wave traveling on a plane can
produce two types of acoustic waves, commonly called
radiating waves and nonradiating waves for reasons
explained in this section.

3.2.1 Radiating Waves The sound pressure is of
the type given in Eq. (28). It is a wave propagating
in directions x, y, and z. The dependence of the
wavenumbers λ, µ and kz on the angles θ and ϕ can
be written as

λ = k sin(ϕ) sin(θ)

µ = k cos(ϕ) sin(θ) (32)

kz = k cos(θ)

whereϕ = arctan(λ/µ)andθ = arccos(
√

1 − ω2
co/ω

2).
When θ = 0, the sound wave is normal to the plane;

when θ = π/2, it is grazing. Using the expression for
θ versus frequency, one can see that just above the
cutoff frequency, θ = π/2 (kz = 0) and the radiated
wave is grazing, then the propagation angle θ decreases
with frequency and finally reaches 0 at high frequency,
meaning that the sound wave tends to be normal to
the plane. Directivity gives a first description of the
radiation phenomenon. A second one characterizing
energetically the noise emitted is also of interest.
The intensity propagated by a sound wave given in
Eq. (33) is the basic quantity. However, in order to
have a nondimensional quantity, the radiation factor
σ given in Eq. (34) is generally preferred to indicate
radiation strength. Due to the infinite nature of the
vibrating surface, the radiation factor is calculated for
a unit area; the ratio of the sound power radiated and
the square of the velocity of a unit area times the
acoustic impedance ρ0c, reduces to the ratio of the
sound intensity component in the z direction and the
square of the modulus of the vibration wave velocity
amplitude. It indicates the efficiency of the vibration
field to radiate noise far from the vibrating object:

I =
{

Ix

Iy

Iz

}
= 1

2
|A|2 ωρ0

k2
z

{ −λ
−µ
kz

}
(33)

σ = Iz

ρ0c|A|2 (34)

The sound intensity vector shows that the sound wave
follows the propagation of the vibration wave in the
(x, y) directions but also propagates energy in the
z direction.

After calculation, the radiation factor can be
expressed simply as

σ = 1√
1 − ω2

co/ω
2

(35)

Figure 3 presents the radiation factor versus frequency.
Just above the cutoff frequency it tends to infinity;
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Figure 3 Radiation factor σ versus frequency ratio
(ωco/ω)2.

then it decreases and tends to unity at high frequency.
Of course, an infinite radiation factor is not realistic.
Since fluid loading has not been considered in this
standard analysis, the vibration wave amplitude is not
affected by the sound pressure created. In reality, just
above the cutoff frequency the radiated pressure tends
to be infinite and blocks the vibration of the plane.
Consequently, when the radiation efficiency tends to
infinity, the wave amplitude tends to zero and the
radiated sound pressure remains finite.

It is interesting to notice the relation between the
angle of the radiated wave and the radiation efficiency:

θ = arccos

(
1

σ

)
(36)

So, for high values of the radiation factor, grazing
waves are radiated, and for values close to unity the
radiation is normal to the plane. This tendency is quite
general and remains true in more complicated cases
like finite plates.

3.2.2 Nonradiating Waves Nonradiating waves
are also called evanescent waves in the literature.
The pressure is of the form given in Eq. (31) that
corresponds to frequencies below the cutoff frequency.
The intensity vector of the sound wave can be
calculated easily:

I =
{

Ix

Iy

Iz

}
= 1

2
|A|2 ωρ0

γ2
z

exp(−2γzz)

{ −λ
−µ
0

}
(37)

The sound wave generated is different from those
observed in the radiating wave case. Sound intensity
still propagates along the plane but no longer in the
z direction. Having the intensity component in the
z direction equal to zero does not mean an absolute

silence exists in the fluid medium but that the pressure
amplitude decreases exponentially with distance from
the plane. To hear the acoustic effect of the vibration
wave, one has to listen in the vicinity of the plane.

Obviously, the radiation factor is equal to zero, and
no directivity of the sound field can be defined because
of the vanishing nature of the radiated wave.

3.3 Radiation from a Baffled Plane Vibration
Field

3.3.1 Plane Wave Decomposition of a Vibration
Field The previous results can be extended to finite
vibrating plane surfaces very easily. Let us consider a
vibration field on an infinite plane of the form:

Vz(x, y) =
{

0 if(x, y) /∈ S
Vp(x, y) if(x, y) ∈ S

(38)

where Vp(x, y) is the transverse velocity of surface S.
The following analysis is based on the two-

dimensional space Fourier transform of the vibration
field (38):

Ṽz(λ, µ) =
∫∫

S

exp[−j (λx + µy)]Vp(x, y) dx dy

(39)

Because the transverse velocity is zero except on the
surface S, the integral over the infinite plane reduces
to the integral over the surface S.

Calculating the inverse transform gives the velocity
vibration field on the whole plane:

Vz(x, y) =
+∞∫

−∞

+∞∫

−∞

Ṽz(λ, µ)

4π2

× exp[j (λx + µy)] dλ dµ (40)

This expression demonstrates that each vibration field
defined on the surface S can be decomposed in an
infinite number of propagating waves having the same
form used in Eq. (19), where A = Ṽz(λ, µ)/4π2.

3.3.2 Sound Pressure Radiated Because the
problem is linear, the sound pressure radiated by a
group of waves traveling on the plane is the sum
of the pressures radiated by each wave separately.
Section 4 demonstrates that two types of waves exist
which depend on frequency: radiating waves and
nonradiating waves. Thus, the radiated sound pressure
can be calculated by separating the vibration waves
into two groups: pR(x, y, z), the pressure due to
radiating waves, and pNR(x, y, z), the pressure due
to nonradiating waves. Then, the total sound pressure
radiated is the sum of the two terms:

p(x, y, z) = pR(x, y, z) + pNR(x, y, z) (41)
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where

pNR(x, y, z) =
∫∫

√
λ2+µ2>ω/c

jωρ0√
λ2 + µ2 − (ω/c)2

× Ṽz(λ, µ)

4π2
exp

[
jλx + jµy

−
√

λ2 + µ2 − (ω/c)2 z
]
dλ dµ

(42)

pR(x, y, z) =
∫∫

√
λ2+µ2<ω/c

ωρ0√
(ω/c)2 − λ2 − µ2

× Ṽz(λ, µ)

4π2
exp

[
jλx + jµy

−j
√

(ω/c)2 − λ2 − µ2 z
]

× dλ dµ (43)

Several interesting points can be understood from
Eqs. (42) and (43):

1. The pressure due to the radiating waves
is easier to calculate than the one due to
nonradiating waves because the integration
domain is finite in Eq. (43) and infinite in
Eq. (42).

2. If one is interested in the sound pressure
in the far field of the radiating surface,
the part due to nonradiating waves can be
neglected because of its exponential decay
with z.

3. In the near field of the radiating surface both
types of waves contribute to the pressure.

4. To reduce the sound power radiated by the
vibration field one has to decrease the ampli-
tude of the radiating wave. This explains why
reducing the vibration level can have a very
small effect on the radiated sound.

3.3.3 Wave Decomposition of the Vibration
Field of a Piston Let us consider a rectangular
piston of length 2a and width 2b. The vibration field
of the baffled piston is given by Eq. (44):

Vz(x, y) =
{

1
0 if

{
(x, y) ∈ [−a,+a] × [−b,+b]
(x, y) /∈ [−a,+a] × [−b,+b]

(44)
A simple calculation gives the two-dimensional space
Fourier transform:

Ṽz(λ, µ) = 4
sin(λa)

λ

sin(µb)

µ
(45)
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Figure 4 Space Fourier transform
[
Ṽz(λ, 0)/4ab

= sin(λa)/λa] of the rectangular piston vibration field
versus λa.

Figure 4 presents the variation with λa of the function

Ṽz(λ, 0)

4ab
= sin(λa)

λa

It can be concluded that the waves of greatest
amplitude are those with low values of λa. Of course,
the same tendency applies for Ṽz(0, µ)/4ab, and it can
be concluded that waves dominating the piston motion
are those with small values of λa and µb.

Substituting Eq. (45) into Eqs. (42) and (43) and
calculating the integral leads to the sound pressure field
radiated by the rectangular piston. However, our goal
here is not to carry out this calculation but to use wave
decomposition to understand the phenomenon.

The radiating waves are frequency dependent and
have wavenumbers located in a circle given by

λ2 + µ2 < (ω/c)2 (46)

This circle decomposes the wavenumber plane into
two domains: inside the circle are located wavenumber
components of radiating waves, and outside are
located those of nonradiating waves. All wavenumber
components participate in the vibration field, but only
the radiating wave components contribute to sound
power radiation. One can conclude that the proportion
of radiating waves is a good indicator of the radiation
efficiency of the piston.

At low frequency the radius of the circle is small and
the proportion of radiating waves is small compared
to that of nonradiating waves. As a consequence, the
radiation efficiency is much less than one. When the
frequency increases the radius of the circle does the
same, and more and more wavenumber components
become radiating, leading to a greater radiation effi-
ciency of the piston. Finally due to the decrease of
wave amplitude with wavenumber [see Eq. (45)], at a
sufficiently high frequency all nonradiating components
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Figure 5 Radiating (light grey) and nonradiating (dark grey) wavenumber components of the piston vibration field. The
left figure shows a lower frequency than the right figure.

have very low amplitudes and do not contribute signif-
icantly to the vibration field and sound radiation. This
means that all wave components which participate sig-
nificantly in the vibration field radiate noise and the
radiation factor tends toward unity. This point is illus-
trated in Fig. 5, however, for the sake of simplicity,
only the one-dimensional representation is presented.
The radiating components are located in the light grey
wavenumber region and the nonradiating in the dark
grey region; when the frequency increases the light grey
part increases too.

The wave analysis of vibration fields described here
for the rectangular piston can be extended directly
to all planar baffled sources. It demonstrates quite
simply a fundamental property of radiation phenom-
ena. Reduction of vibration levels is not equivalent to
reduction of radiated noise. If the decrease of vibration
velocity is due to that of nonradiating wave compo-
nents, the sound power radiated remains unchanged.

3.4 Sound Radiated by an Infinite Plate
Up to now the velocity of vibration waves was defined
independently of the mechanical structure. Of course,
in real cases one has to take into account the structure
where the propagation takes place. Let us consider a
thin plate; the equation of motion is

− ω2MW(x, y)

+ D

(
∂4 W

∂x4
+ 2

∂4W

∂x2 ∂y2
+ ∂4 W

∂y4

)
= 0 (47)

where M is the mass per unit area of the plate, D
is the bending stiffness, and W(x, y) is the transverse
displacement.

If a propagating wave in Eq. (48) is traveling on the
plate, it must satisfy the equation of motion Eq. (47).
That is to say:

W(x, y) = B exp(jλx + jµy) (48)

[−ω2M + D(λ2 + µ2)2
]
B

× exp(jλx + jµy) = 0 (49)

To be satisfied, Eq. (49) introduces a relation between
ω and (λ, µ):

ω =
√

D

M
(λ2 + µ2) (50)

When Eq. (50) is satisfied, the propagating wave
corresponds to a natural bending wave in the plate.
To fit with the calculation of the sound radiation from
a velocity propagating wave made in Section 2, one
can calculate the vibration velocity associated with the
bending displacement, Eq. (48):

Vz(x, y) = jωB exp(jλx + jµy) (51)

Calculations made in Section 2.3 can be used here by
replacing the wave amplitude A by jωA; however,
the cutoff frequency limiting the frequency domain
of radiating and nonradiating waves must take into
account Eq. (50).

The cutoff frequency depends on wavenumbers λ
and µ through Eq. (25):

ωco = c
√

λ2 + µ2

In addition at each frequency and in particular at the
cutoff frequency, ωco, the wavenumbers (λ, µ) must
also satisfy Eq. (50):

ωco =
√

D

M
(λ2 + µ2)

Both relations can be verified simultaneously at only
one frequency:

ωco = ωc = c2

√
M

D
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where ωc is the critical frequency. This frequency
depends on the plate characteristics and speed of
sound. With standard expressions of mass per unit area
of the plate and bending stiffness, the critical frequency
can be written

ωc = c2

√
ρp(1 − ν2)12

E

1

h
(52)

where ρp is the mass per unit volume, E the Young’s
modulus, ν the Poisson ratio, and h the thickness of
the plate.

Thus, radiation from an infinite plate in bending
motion is characterized by one cutoff frequency, called
the critical frequency. For ω < ωc the sound wave
is of the form in Eq. (31), it is evanescent in the z
direction and the vibration wave is nonradiating. For
ω > ωc the acoustic wave is of the form in Eq. (28);
it is propagating in the z direction, and the vibration
wave is radiating.

The radiation factor of an infinite plate has
the form given in Fig. 4; below the critical fre-
quency it is equal to zero, just above it tends
to infinity and is asymptotic to one at high fre-
quency. It is shown later that this trend is real-
istic to describe the sound radiation from finite
plates.

To give a second explanation for the phenomenon,
one can compare the velocity of bending waves
cB in the plate [Eq. (53)] and the speed of sound (see
Fig. 6):

cB = √
ω

4

√
4

D

M
(53)

Let us consider a propagating acoustic wave generated
by the vibration wave in the plate. Due to the conti-
nuity of plate and acoustic velocities, the projection of

100 1000 1000010

100

300

500

700

900

0

Acoustic
wave
velocity

Bending
wave
velocity

Frequency (Hz)

W
av

e 
V

el
oc

ity
 (

m
/s

)

Figure 6 Acoustic and bending wave velocities versus
frequency. The intersection of the two curves occurs at
the critical frequency.

the acoustic wavelength on the plane of the plate must
be equal to the bending wavelength:

cB

ω
= c

ω
sin(θ) ⇒ sin(θ) = c

cB

(54)

where θ is the angle between the direction of
propagation of the acoustic wave and the normal to
the plane of the plate. From Eq. (54) it is easy to see
that this angle only exists when cB > c, that is, when
bending waves are supersonic. For cB < c (subsonic
bending waves), the sound wave no longer propagates
in the z direction.

Finally using Eq. (53) for the bending wave speed,
one can conclude that below the critical frequency
bending waves are subsonic while above they are
supersonic. A parallel can be established between
supersonic and radiating waves and also between
subsonic and non-radiating waves.

4 INTEGRAL EQUATION FOR NOISE
RADIATION

In this section the main method used for the prediction
of the sound pressure radiated by the vibrating
object is presented. It is based on the concept of
Green’s function; that is, an elementary solution of
the Helmholtz equation used to calculate the radiated
sound field from the vibrating objects. The method is
related to Huygens’ principle where objects placed in
an acoustic field appear as secondary sources.

4.1 Kirchhoff Integral Equation

Let us consider the following acoustical problem.
Acoustic sources S(M) are emitting noise in an infinite
acoustic medium. An object is placed in this medium,
which occupies the volume V inside the surface V .

The sound pressure has to satisfy the following
equations:

�p(M) + k2p(M) = S(M) (55)

where M is a point in the infinite space outside the
object of surface V .

At each point Q on the surface V the acoustic
normal velocity must be equal to that of the vibrating
object vn(Q) (in the following the outer normal to the
fluid medium is considered):

vn(Q) = j

ωρ

∂p

∂n
(Q) (56)

where ∂/∂n is the derivative of the sound pressure
normal to the surface V at point Q.

Let us also consider the following problem that
characterizes the sound pressure field created by a
point source located at M0:

�g(M, M0) + k2g(M, M0) = δ(M − M0) (57)
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where δ(M − M0) is the Dirac delta function.
This is the fundamental equation satisfied by the

Green’s function. It has also to satisfy the Sommerfeld
condition at infinity; g(M, M0) is named the Green’s
function in infinite space. It corresponds to the pressure
field of a monopole of strength 1/4π placed at point M0.

g(M, M0) = exp(−jkr)

4πr
where r = |M − M0|

(58)
Using the previous equations one can write∫∫∫

R3−V

[�p(M) + k2p(M)]g(M, M0) dM

=
∫∫∫

R3−V

S(M)g(M, M0) dM (59)

Then transforming the integral of the left hand s ı̈de of
the equation by use of the Ostrogradsky formula, one
obtains

∫∫∫

R3−V

[�g(M, M0) + k2g(M, M0)]p(M) dM

=
∫∫∫

R3−V

S(M)g(M, M0) dM

−
∫∫

V

∂p

∂n
(Q)g(Q, M0) − ∂g

∂n
(Q, M0)p(Q) dQ

Finally taking into account the fundamental equation
verified by the Green’s function and the property of
the Dirac delta function, the sound pressure at point
M0 can be expressed as follows:

p(M0) =
∫∫∫

R3−V

S(M)g(M, M0)dM

−
∫∫

V

∂p

∂n
(Q)g(Q, M0)

− ∂g

∂n
(Q, M0)p(Q) dQ (60)

This expression is known as the Kirchhoff integral
equation. Two terms appear: the first is the direct field;
the second is the diffracted the field. The direct field can
be interpreted as the superposition of monopoles located
at source points in the volume occupied by the fluid
medium; thesoundsourceamplitudebeing themonopole
strength. The diffracted field is the superposition of
monopoles of strength ∂p/∂n(Q) anddipoles of strength
p(Q) located on the surface of the object. The presence
of the object in the sound field of the sound source

produces secondary sources of monopole and dipole
types responsible for the diffraction of the sound.

To calculate the sound pressure at point M0 in the
volume, it is necessary to know the boundary sound
pressure and velocity on the surface V , In our case
the velocity is given, but the pressure is unknown. The
general expression, Eq., (60) reduces to

p(M0) =
∫∫∫

R3−V

S(M)g(M, M0) dM

−
∫∫

V

−jωρvn(Q)g(Q, M0)

− ∂g

∂n
(Q, M0)p(Q)dQ (61)

To determine the sound pressure at the boundary
one can use the previous integral equation for point
Q0 situated on the surface, However, in this case,
due to the presence of the Dirac delta function on the
boundary surface, the expression for the pressure is
modified:

p(Q0)

2
=

∫∫∫

R3−V

S(M)g(M, Q0) dM

−
∫∫

V

∂p

∂n
(Q)g(Q, Q0)

− ∂g

∂n
(Q, Q0)p(Q) dQ (62)

or for a given normal velocity on the object:

p(Q0)

2
=

∫∫∫

R3−V

S(M)g(M, Q0) dM

−
∫∫

v

−jωρvn(Q)g(Q, Q0)

− ∂g

∂n
(Q, Q0)p(Q) dQ (63)

This equation is generally solved numerically by the
collocation technique in order to obtain the boundary
pressure, which is then used in Eq (61) to calculate
the sound pressure in the fluid medium. The Kirchhoff
integral equation presents a problem in the prediction
of the radiated sound pressure, known as singular
frequencies, where the calculation is not possible.
The singular frequencies correspond to the resonance
frequencies of the acoustic cavityhaving thevolumeV of
the object responsible for diffraction. Different methods
can be used to avoid the problem of singular frequency;
some of them are described in the literature.32–36
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The same approach can be used for internal cavity
problems. The Kirchhoff integral equation has the form
of Eqs. (64) and (65) for points, respectively, inside the
cavity of volume V and on the boundary surface V :

p(M0) =
∫∫∫

V

S(M)g(M, M0) dM

−
∫∫

V

−jωρvn(Q)g(Q, M0)

− ∂g

∂n
(Q, M0)p(Q) dQ (64)

p(Q0)

2
=

∫∫∫

V

S(M)g(M, Q0) dM

−
∫∫

V

−jωρvn(Q)g(Q, Q0)

− ∂g

∂n
(Q, Q0)p(Q) dQ (65)

In this case, the problem of singular frequency is
physically realistic and corresponds to resonances of
the cavity.

4.2 Rayleigh Integral Equation
Other Kirchhoff-type integral equations can be
obtained using the modified Green’s functions. For
example, let us consider the Green’s function
g0(M, M0) that satisfies

�g0(M, M0) + k2g0(M, M0)

= δ(M − M0) (66)

and
j

ωρ

∂g0

∂n
(Q, M0) = 0 ∀Q ∈ V (67)

Using this new Green’s function in Eq. (61) produces
a modified integral equation:

p(M0) =
∫∫∫

V

S(M)g0(M, M0) dM

−
∫∫

V

−jωρvn(Q)g0(Q, M0) dQ (68)

This integral equation is much simpler than Eq. (61)
because it is explicit, and the radiated sound pressure
can be directly calculated without previous calcula-
tion of boundary unknowns. Several other integral
equations derived from the basic Kirchhoff integral can
be obtained by modification of the Green’s function.
One has to notice, as a general rule, that the sim-
plification of the integral equation is balanced by the

difficulty of calculation of the modified Green’s func-
tion. However, in one particular case, one can simplify
the integral equation and keep a simple Green’s func-
tion; it is the case of a planar radiator, which leads to
the Rayleigh integral equation. In this case the Green’s
function is gR(M, M0), and it satisfies Eqs. (69) and
(70):

�gR(M, M0) + k2gR(M, M0)

= δ(M − M0) + δ(M − Mim
0 ) (69)

and
j

ωρ

∂gR

∂n
(Q, M0) = 0 ∀Q ∈ V (70)

In this problem the surface V is the plane z = 0,
and the point Mim

0 is the symmetrical point of M0

relative to the plane V . The Green’s function is thus
the sound pressure created by a monopole placed at M0
and by its image source, which is a second monopole
placed at point Mim

0 . This Green’s function is the
superposition of both sound pressure fields:

gR(M, M0) = exp(−jkr)

4πr
+ exp(−jkrim)

4πrim

where r = |M − M0| and rim

= |M − Mim
0 | (71)

The sound pressure field in the half space z > 0 can
be calculated with the following integral equation:

p(M0) =
∫∫∫

V

S(M)gR(M, M0) dM

−
∫∫

V

−jωρvn(Q)gR(Q, M0) dQ (72)

When no volume sources are present, the equation
reduces to

p(M0) =
∫∫

V

jωρvn(Q)gR(Q, M0) dQ (73)

In addition, because point Q is located on the plane,
one has r = rim and the Rayleigh Green’s function is
written as

gR(Q, M0) = exp(−jkr)

2πr

Finally, the Raleigh integral equation, Eq. (74), is
obtained (Rayleigh first integral formula),

p(M0) =
∫∫

V

jωρvn(Q)
exp(−jkr)

2πr
dQ (74)
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This equation is quite simple both in the integral
equation and in the Green’s function expression. The
Raleigh integral equation relies on the concept of
image sources and is restricted to planar radiators.
Physically it demonstrates that the radiated sound
pressure is the effect of the superposition of monopoles
whose strength is proportional to the vibration velocity
of the object.

One important point is that the equation is also valid
for point Q0 on the plate, which is different from the
general Kirchhoff integral where a factor of 1/2 must
be introduced in the integral equation for points on the
boundary surface.

5 SOUND RADIATION FROM FINITE PLATES
AND MODAL ANALYSIS OF RADIATION13– 30

5.1 Plate Vibration Modes and Modal
Expansion of the Radiated Pressure and Power
The plate under study is rectangular and simply
supported. It is a simple case where the vibration
modes are well known. The natural frequencies ωil

and the mode shapes fil(x, y) are given by

ωil =
√

D

M

[(
iπ

a

)2

+
(

lπ

b

)2
]

(75)

fil(x, y) = sin

(
iπ

a
x

)
sin

(
lπ

b
y

)
(76)

where D and M are the bending stiffness and mass
per unit area of the plate, and a is the width and b the
length.

The response of the plate can be calculated as a
modal response superposition:

W(x, y) =
∞∑
i=1

∞∑
l=1

ailfil (x, y) (77)

Assuming the plate is baffled, the sound pressure
radiated can be calculated using the Rayleigh integral
approach or the radiating and nonradiating wave
decomposition technique. Here the Rayleigh integral
approach is used. The normal velocity can be obtained
from the plate displacement:

vn(x, y) =
∞∑
i=1

∞∑
l=1

jωailfil(x, y) (78)

Substituting this expression in Eq. (74), the radiated
sound pressure is

p(x0, y0, z0) =
∞∑
i=1

∞∑
l=1

jωρail

×
a∫

0

b∫

0

fil(x, y)

× gR(x, y, 0; x0, y0, z0) dx dy (79)

where

gR(x, y, 0; x0, y0, z0)

= exp(−jkr)

2πr
and

r =
√

(x − x0)2 + (y − y0)2 + (z0)2 (80)

The sound radiation is generally characterized by the
sound power radiated �rad in order to have a global
quantity. The calculation can be made integrating the
sound intensity normal to the plate on the plate surface.
After calculation one obtains

�rad = 1

2

∞∑
i=1

∞∑
l=1

∞∑
s=1

∞∑
r=1

ω2ρ Re


a∗

rsail

×
a∫

0

b∫

0

a∫

0

b∫

0

fil(x, y)gR(x, y, 0; x0, y0, 0)

× fsr (x0, y0) dx dy dx0 dy0





this expression can be concisely written by introducing
the radiation impedances Zilrs :

�rad = 1

2

∞∑
i=1

∞∑
l=1

∞∑
s=1

∞∑
r=1

ω2 Re{a∗
rsailZilrs} (81)

where

Zilrs =
a∫

0

b∫

0

a∫

0

b∫

0

ρfil(x, y)

× gR(x, y, 0; x0, y0, 0)fsr (x0, y0)

× dx dy dx0 dy0 (82)

Radiation impedances are complex quantities, and they
are often separated into two parts, radiation resistances
Rilrs and radiation reactances Xilrs :

Zilrs = Rilrs + jXilrs (83)

When two different modes (i, l) and (r, s) are con-
sidered, Zilrs is known as the modal cross-radiation
impedance. When the same mode (i, l) is considered,
Zilil is known as the mode radiation impedance.

In Fig. 7 an example is presented. The first
tendency that appears is that the cross-radiation
resistance and reactance oscillate around zero when the
frequency is varied, as opposed to the direct radiation
resistance and reactance, which remain positive at all
frequencies. However, the radiation reactance tends
to be negligible at high frequencies, as opposed to
radiation resistance which tends to the fluid acoustic
impedance.
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Figure 7 Radiation impedance of rectangular plate modes versus frequency. (a) Mode radiation resistance (solid line)
and reactance (dashed line) for mode (1,1). (b) Modal cross-radiation resistance (dashed line) and reactance (solid line) for
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Figure 8 Sound power level radiated by a baffled
cylinder in water versus frequency. (a) Calculation with
modal cross-radiation impedances and (b) calculation
without modal cross-radiation impedances. (From
Guyader and Laulagnet.23)

In Fig. 8 the influence of neglecting cross-modal
radiation impedance is presented. The case considered
is extreme in the sense that the fluid is water and has an
acoustic impedance more than a thousand times greater
than air.

It can be seen in Fig. 8, that the general trend does
not change when cross-modal radiation impedances
are neglected. However, the power radiated by the
cylinder can be modified by up to 10 dB at higher
frequencies. This result is related to the heavy fluid
loading of the structure. For light fluid loading the
influence of cross-modal radiation impedances is quite
small, and in general the cross-modal contributions are
neglected. An approximate expression for the radiated
sound power can be found:

�rad = 1

2

∞∑
i=1

∞∑
l=1

ω2|ail |2Rilil (84)

To a first approximation the radiated sound power
of the plate is the sum of the power radiated by each
mode separately. The modal radiation is characterized
by the modal resistance.

Modal resistances (or mode radiation factor σmn,

σmn = Rmnmn

ρcNmn

where Nmn is the norm of the mode) of rectangular
simply supported plates have been calculated in
different studies using the Rayleigh integral approach
or wave decomposition. The expressions of Wallace14

are given in Table 1, and Fig. 4 presents some typical
results.

The main trends that can be observed in Fig. 9
are the radiation properties of plate modes below and
above the mode critical frequency

ωmn
c = c

[(nπ

b

)2 +
(mπ

a

)2
]0.5

Below ωmn
c the radiation factor is small and decreases

with frequency, while above it is equal to unity. In
addition, depending on the mode shape, the radiation
factor below ωmn

c is small. This is due to the acoustic
short-circuit effect. The short-circuit strength is larger
for plate modes of high orders than low orders and
also for odd mode orders rather than even ones.

To explain the phenomenon, let us consider the
mode shape of Fig 10. When some parts of the
plate are pushing the fluid (positive contribution), the
other parts are pulling it (negative contribution). Both
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Table 1 Radiation Factor σmn for Modes of Rectangular Simply Supported Plate

k < kmn and kx < k < ky σmn = k(k2
x + k2

mn − k2)

akx(k2
mn − k2)

3/2

k < kmn and kx > k > ky σmn = k(k2
y + k2

mn − k2)

bky(k2
mn − k2)

3/2

k < kmn and kx > k and ky > k σmn = 8k2

abk2
y k2

x

{
1 − (−1)m sin(ak)

ak
− (−1)n sin(bk)

bk
+ (−1)m+n sin

[
k(a2 + b2)0.5

]

k(a2 + b2)0.5

}

k < kmn and kx < k and ky < k σmn = k

[
k2

x + k2
mn − k2

akx(k2
mn − k2)1.5

+ k2
y + k2

mn − k2

bky(k2
mn − k2)1.5

]

k > kmn σmn = k
(k2 − k2

mn)
0.5

k ≈ kmn σmn = k
3π

(
a√
m

+ b√
n

)

Approximate values after Maidanik.13 n and m are mode indices, kmn =
[(mπ

a

)2
+

(nπ

b

)2
]0.5

, kx = mπ

a
, and ky = nπ

b
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contributions cancel when the acoustic wavelength is
greater than the flexural one. Physically the effect is
equivalent to the case of a long boat (here the acoustic
medium) excited by water waves of short wavelengths
(the plate motion). The boat remains almost motionless
(the radiated sound pressure is small). The importance
of the short circuit depends on the mode shape. As
a general rule the acoustical short circuit implies
radiation of plate modes essentially produced by the
boundary. Edge radiation modes exist when k < kmn

and kx < k < ky or k < kmn and kx > k > ky , and
corner radiation modes when k < kmn and kx > k and
ky > k. See Fig 10.

5.2 Directivity of the Radiated Pressure Field
One important result concerning the radiated sound
pressure in the far field of the plate is given here
without derivation. Introducing polar coordinates for
the acoustic medium (R, θ,ϕ) where R is the distance
from the central point of the plate to a listening
point in the far field, one has the geometry shown in
Fig 11.

The radiated sound pressure in the far field of
the plate is given by Eq. (85), and for a complete
derivation one can consult Junger and Feit.1

p(R, θ,�) = ρω2W̃ [−k sin(θ) sin(�),

− k sin(θ) cos(�)]
exp(−jkR)

R
(85)

where W̃ (λ, µ) is the double space Fourier transform
of the plate displacement

W̃ (λ, µ) = 1

2π

∞∫

−∞

∞∫

−∞
exp(−jλx − jµy)

× W(x, y) dx dy (86)

The application of this expression to plate modes
of a simply supported rectangular plate is quite

elementary and gives the directivity of the sound
pressure field radiated by the modes:

W̃rs(λ, µ) = 2

π

(rπ/a)(sπ/b)(
λ2 −

( rπ

a

)2
)(

µ2 −
( sπ

b

)2
)

× d(λ,µ) (87)

where

d(λ,µ) =




cos

(
λa

2

)
cos

(
µb

2

)
,

r = odd, s = odd

− cos

(
λa

2

)
sin

(
µb

2

)
,

r = odd, s = even

− sin

(
λa

2

)
cos

(
µb

2

)
,

r = even, s = odd

sin

(
λa

2

)
sin

(
µb

2

)
,

r = even, s = even

(88)

The phenomena associated with the directivity of
the modal radiated sound pressure in the far field are
complicated. First, the symmetry and antisymmetry of
plate modes produce symmetrical or antisymmetrical
sound pressure fields. Consequently, the radiated sound
pressure normal to the plate midpoint is zero if one
index of the plate mode is even. To this effect one
has to add the influence of the plate area. For a given
frequency the number of radiation lobes increases with
the plate dimensions (or for a given size of the plate the
number of directivity lobes increases with frequency).
Finally a maximum of the radiated sound pressure
appears at an angle θ̂, which depends on the frequency
and mode order as given by Eq. (89):

θ̂ = arcsin

[
c

ω

√( rπ

a

)2 +
( sπ

b

)2
]

(89)

The angle of maximum sound radiation exists only for
frequencies above c

√
(rπ/a)2 + (sπ/b)2.

Figure 12 presents the phenomenon described here
for the case of mode (15,15); the angle θ̂ of
maximum radiation can be seen for frequencies above
2400 Hz.

5.3 Frequency Averaged Radiation from
Plates Subjected to Rain on the Roof Excitation

For this type of excitation all the modes are equally
excited, and the resonant modes in a frequency band of
excitation have the same responses (〈ω2|ail |2〉 constant
for all resonant modes). The radiated sound power
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Figure 12 Directivity of the sound pressure radiated in
the far field by rectangular plate mode (15,15), for different
frequencies. (From Guyader and Laulagnet.23)

of the plate is the superposition of resonant mode
radiation:

〈�rad〉 =
∑

i=resonant

∑
l=resonant

ρ〈ω2|ail |2〉〈Rilil〉

= ρ〈ω2|ail |2〉
∑

i=resonant

∑
l=resonant

〈Rilil〉(90)

where 〈 〉 indicates frequency averaging over a
frequency band centered at f .

Defining the plate radiation factor σ as the ratio of
radiated sound power and the plate velocity squared
times the acoustic impedance, one has

σ = 〈�rad〉
ρc〈V 2〉

=
〈ω2|ail |2〉

∑
i=resonant

∑
l=resonant

〈Rilil〉

ρc〈ω2|ail |2〉
∑

i=resonant

∑
l=resonant

Nil

= 1

Nres

∑
i=resonant

∑
l=resonant

〈σil〉 (91)

where Nres is the number of resonant modes.
The plate radiation factor σ has been estimated (see

reference 13 and the correction in reference 31), and

Table 2 Radiation Factor σ for
Rectangular Simply Supported Plate
of Length a and Width b

f < fc σ = 2λaλc

ab
f
fc

g1 + 2(a + b)λc

ab
g2

f ≈ fc σ =
√

a
λc

+
√

b
λc

f > fc σ = 1√
fc/f

Sources: After Refs. 6 and 31.

analytical expressions obtained are given in Table 2.
It permits one to quickly get an approximate value
for the radiated sound power from a knowledge of the
plate mechanical response. The major phenomenon is
the low radiation below the critical frequency of the
plate fc = c2√M/D, because of the acoustical short
circuit, and a radiation factor equal to unity above. The
maximum efficiency occurs at the critical frequency.
The expressions given in Table 2 are approximations
and may differ from those of different authors.

In Table 2, λ is the acoustic wavelength, and λc

is the acoustic wavelength at the critical frequency.
The two coefficients g1 and g2 characterize the sound
radiation from the corners and the edges of the plate.
One has

g1 =



4(1 − 2f/fc)

π4
√

f/fc − f 2/f 2
c

whenf < fc/2

0 whenf > fc/2

g2 = 1

π2

1 − f/fc

(1 − f/fc)1.5
log

(
1 + √

f/fc

1 − √
f/fc

+ 2
√

f/fc

)

The influence of boundary conditions on the radiation
factor is not negligible. Following the results presented
in Fig. 13 and demonstrated in Berry et al.,22 one
can conclude that translational and rotational bound-
ary stiffness modify the radiation efficiency, However,
the main influence is associated with the translational
one. Below the critical frequency the radiation factor
of a rectangular plate having free or guided boundary
conditions is much smaller than the radiation factor of
the same plate simply supported or clamped. This indi-
cates that blocking the translational motion of the plate
boundary strongly increases the radiation efficiency.
On the other hand, clamped or simply supported plates
(resp. guided or free) have approximately the same
radiation efficiency, indicating that blocking the rota-
tional motion at the boundaries is not so important.
Above the critical frequency the radiation factor tends
to unity whatever the boundary conditions of the plate.

6 RESPONSE OF STRUCTURES TO SOUND
EXCITATION
6.1 Infinite Plate Excited by a Plane Wave
A basic case to understand the phenomena of structural
excitation by field pressure a sound is the infinite plate
excited by a plane wave. The advantage of this case
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supported, E clamped. (b) Radiation factor of a rectangular
plate for different types of boundary conditions. G guided,
L free. (From Berry et al.22)

is the simplicity of the structural response calculation,
which permits one to clearly explain the governing
mechanisms.

Let us consider an infinite plate separating an
acoustic medium into two parts. In the first one a plane
incident wave is reflected by the plate, while in the
second a plane wave is transmitted.

The sound pressure in the emitting half-space is
given by

p1(x, y, z) = exp[−jk sin(θ) sin(φ)x

− jk sin(θ) cos(φ)y]{exp[−jk cos(θ)z]

+ B exp[jk cos(θ)z]} (92)

The sound pressure in the receiving half-space is given
by

p2(x, y, z) = exp[−jk sin(θ) sin(φ)x

− jk sin(θ) cos(φ)y]

× {A exp[−jk cos(θ)z]} (93)

The plate displacement has the form

W(x, y) = C exp[−jk sin(θ) sin(φ)x

− jk sin(θ) cos(φ)y] (94)

The verification of velocity continuity of the plate and
the acoustic normal velocity and of the plate equation
of motion allows us to find the amplitudes of sound
pressures and plate waves:

C = 2{
−ω2M + D(1 + jη)[k4 sin4(θ)]

+ 2jω[ρc/ cos(θ)]
}

(95)

B = 1 − jω
ρc

cos(θ)
C (96)

A = jω
ρc

cos(θ)
C (97)

The amplitude C of the plate vibration depends, of
course, on its mass and bending stiffness. These effects
are quite different and depend on frequency. Figure 14
presents the plate velocity level versus frequency for
different angles of incidence.

At the angular coincidence frequency ωcoi, the plate
amplitude is maximum:

C = 2

M(jη)ω2
coi + 2jωcoi[ρc/ cos (θ)]

(98)

where

ωcoi = c2

sin2(θ)

√
M

D
(99)

This maximum plate response is due to the coincidence
phenomenon, which appears when the projection of
the acoustic wavelength is equal to the plate natural
bending wavelength. This situation is only possible at
the coincidence frequency. If, in addition, the plate
damping loss factor η is equal to zero the plate
does not modify the sound propagation. One has B =
0 and A = 1, which indicates no reflection by the
plate.

At low frequency, ω < ωcoi, the plate response is
governed by its mass; the plate amplitude of vibration
is equal to

C ≈ 2

−Mω2

At high frequency, ω > ωcoi, the plate response is
governed by the stiffness effect; the plate amplitude
is equal to

C ≈ 2

D[k4 sin4(θ)]

The presence of the fluid appears like additional
damping for the plate. When the plate is in vac-
uum, the damping effect is associated with the
term D(jη)(k4 sin4(θ)), and when it is immersed in
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Figure 14 Plate velocity level be consistent, Lv, versus frequency (Hz) for three angles of incidence (π/3, π/4, π/5). Steel
plate of 0.01 m thickness and damping loss factor equal to 0.01.

the fluid it is associated with D(jη)[k4 sin4(θ)] +
2j [ρc/ cos(θ)]. Thus, one can define an equivalent
plate loss factor ηeq including dissipation in the plate
and acoustic emission from the plate:

ηeq = η + 2[ρc/ cos(θ)]

D[k4 sin4(θ)]
(100)

To summarize, one can say that the level of vibration
induced by acoustic excitation is controlled by the
mass of the plate below the coincidence frequency.
Then the maximum appears with the coincidence effect,
and the plate amplitude is limited by damping due to
internal dissipation but also to sound re-radiation by
the plate (see Fig. 15). At higher frequency the plate
velocity level is controlled by the bending stiffness. It
decreases with increasing frequency. The coincidence
phenomenon appears at the coincidence frequency
and depends on the incidence angle; see Fig. 14. Its
minimum value is obtained for grazing incidence waves
and is equal to the critical frequency as was discussed
in Section 5.2 as the frequency limit of radiation
from infinite plates. The coincidence frequency tends
to infinity for normal incidence, meaning that the
coincidence phenomenon does not exist anymore.

The excitation of the infinite plate by a reverberant
sound field can be studied by summing the effect
of plane waves of different angles of incidence. (see
Fig. 16.) The square of the velocity of a plate excited
by a sound diffuse field can be calculated adding plate

squared velocities created by each wave of the diffuse
field, and the following result can be obtained:

2π∫

0

π/2∫

0

ω2|W(x, y)|2dθ dφ = 2π

π/2∫

0

|C|2 dθ

π/2∫

0

{(8πω2)/[{1 − ω2M + D[k4 sin4(θ)]}2

+ {Dη[k4 sin4(θ)]

+ 2ω[ρc/ cos(θ)]}2]} sin θdθ (101)

For diffuse field excitation the averaging effect does
not change the general trends observed for oblique
incidence. The maximum of the plate response appears
at the critical frequency ωc = c2√M/D, and the peak
of maximum velocity is not so sharp as it is for a single
angle of incidence.

6.2 Sound Excitation of Finite Baffled Plates

Let us consider a finite rectangular simply supported
plate mounted in an infinite rigid baffle, separating
the surrounding acoustic medium into two parts,
the emitting and receiving half-spaces. An incident
plane wave excites the plate, assumed to be and the
resulting vibrations produce reflected and transmitted
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Figure 15 Plate velocity level, Lv, versus frequency (Hz)
for various values of damping loss factor. Steel plate of
0.01 m thickness and angle of incidence of 45◦. At the
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Figure 16 Plate velocity level versus frequency (Hz), for
diffuse field excitation. Steel plate of 0.01 m thickness
with damping loss factor equal to 0.02.

sound waves. Classically, the reflected sound wave
is assumed to be decomposed into a reflected plane
wave, assuming that the plate is motionless, and a
radiated wave due to the plate vibration. The sound
pressures in the emitting and receiving half-space, have
the following form:

p1(x, y, z) = pblocked
1 (x, y, z)

+ prad
1 (x, y, z) (102)

p2(x, y, z) = prad
2 (x, y, z) (103)

where the blocked and radiated sound pressures
are given by Eqs. (104) and (105), respectively.
The blocked sound pressure is the superposition of
incident and reflected plane waves when the plate is

motionless:

pblocked
1 (x, y, z) = exp(−jk sin θ sinφx

− jk sin θ cosφy)[exp(−jk cos θz)

+ exp(jk cos θz)] (104)

The expression for the radiated sound pressure has
been derived in Section 4, taking into account the
modal expansion of the plate response:

prad
m (x, y, z) =

∞∑
i=1

∞∑
l=1

jωρail

×
a∫

0

b∫

0

fil(x0, y0)g
m
R (x0, y0, 0; x, y, z)

× dx dy, m = 1, 2 (105)

To calculate sound pressure fields one has to solve the
plate equation of motion:

− ω2MW(x, y) + D

(
∂4 W

∂x4
+ 2

∂4 W

∂x2∂y2
+ ∂4 W

∂y4

)

× (x, y) = p1(x, y, 0) − p2(x, y, 0) (106)

The solution of this equation is obtained by modal
decomposition, with resonance frequencies ωil and
mode shapes fil(x, y) given by

ωil =
√

D

M

[(
iπ

a

)2

+
(

lπ

b

)2
]

,

fil (x, y) = sin

(
iπ

a
x

)
sin

(
lπ

b
y

)
(107)

where D is the bending stiffness and M is the mass
per unit area of the plate, a is the width and b is the
length.

The plate response is calculated by expanding it in
its in vacuo plate modes.

W(x, y) =
∞∑
i=1

∞∑
l=1

ailfil(x, y)

=
∞∑
i=1

∞∑
l=1

ail sin

(
iπ

a
x

)

× sin

(
lπ

b
y

)
(108)

After substitution of the modal expansion into the
plate equation of motion and use of orthogonality
properties, the modal amplitudes are found to satisfy
Eq. (109):
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− ω2Mnmanm + Knm(1 + jη)anm

=Pnm−
∞∑

r=1

∞∑
s=1

jωanm(Z1
nmrs + Z2

nmrs)Nnm (109)

where anm is the plate mode (n,m) amplitude, Mnm is
the generalized mass, knm is the generalized stiffness
of mode (n,m) and η the damping loss factor of the
plate.

In the right hand side of the equation, two terms
appear. The first one

Pnm =
a∫

0

b∫

0

pblocked
1 (x, y, 0)

× sin
(nπ

a
x
)

sin
(mπ

b
y
)

dx dy (110)

is the generalized force due to the acoustic excitation.
The second represents the influence of the plate
radiation on the response. It can be calculated as
in Section 5.1. The term is characterized by modal
responses of two modes (n, m) and (r, s) and

Zi
nmrs = 1

Nrs

a∫

0

b∫

0

a∫

0

b∫

0

sin
(nπ

a
x
)

sin
(mπ

b
y
)

× gi
R(x, y, 0; x0, y0, 0) sin

( rπ

a
x0

)

× sin
( sπ

b
y0

)
dx dy dx0 dy0 (111)

their radiation impedance in the fluid medium i.
A first conclusion that can be drawn concerning

the influence of the fluid surrounding the plate
is the coupling of in vacuum modes through the
radiation impedances. For heavy fluids like water this
coupling cannot be ignored, and in vacuum resonance
frequencies and mode shapes are completely different
when the plate is fluid loaded. On the other hand
for light fluids the structural behavior is not strongly
modified by fluid loading, and the modal response can
be approximated by neglecting modal cross coupling.

− ω2Mnmanm + Knm(1 + jη)anm

= Pnm − jωanm(Z1
nmnm + Z2

nmnm)Nnm (112)

The radiation impedance of mode (n,m) is a complex
quantity, so one can separate modal resistance and
reactance into real and imaginary part, respectively:

Zi
nmnm = Ri

nmnm + jXi
nmnm

The amplitude of mode (n,m) is then governed by the
following equation :

− ω2[Mnm + (X1
nmnm + X2

nmnm)/ωNnm]anm

+ Knm{1 + j (η + [R1
nmnm + R2

nmnm)/Knm

× ωNnm]}anm = Pnm (113)

Physically, one can see that radiation reactances
produce an effect of added modal mass, and the
resonance frequencies of panels tend to decrease
when they are fluid loaded. The radiation resistances
introduce an additional damping compared to the in
vacuo situation. In fact, the additional losses of one
plate mode are equal to the power it radiates into both
fluid media.

In the case of an infinite plate, the fluid load-
ing introduces only additional damping and no addi-
tional mass on the plate. This is due to the type of
sound wave created: Only propagating waves exist for
infinite plates compared to the finite plate vibration
case which produces both propagating and evanescent
waves. Propagating waves are responsible for addi-
tional damping; evanescent waves are responsible for
additional mass.

The generalized force takes into account the
excitation of plate modes by the blocked pressure:

Pnm = 2

a∫

0

b∫

0

exp[−jk sin(θ) sin(φ)x

× −jk sin(θ) cos(φ)y] sin
(nπ

a
x
)

× sin
(mπ

b
y
)

dx dy (114)

The calculation of the generalized force shows the
important phenomenon of joint acceptance. After
calculation one has

Pnm =
64

(nπ

a

)2 (mπ

b

)2

{[
(k sin θ sinφ)2 −

(nπ

a

)2
]2

×
[
(k sin θ cosφ)2 −

(mπ

b

)2
]2

}

×




cos2
(
k sin θ sinφ

a

2

)

× cos2

(
k sin θ cos φ

b

2

)

cos2
(
k sin θ sinφ

a

2

)

× sin2

(
k sin θ cosφ

b

2

)

sin2
(
k sin θ sinφ

a

2

)

× cos2

(
k sin θ cos φ

b

2

)

sin2
(
k sin θ sinφ

a

2

)

× sin2

(
k sin θ cosφ

b

2

)

(115)
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In Eq. (115), four cases are possible: from top to
bottom they corresponds to (odd, odd), (odd, even),
(even, odd), and (even, even) modes.

Because of the singularity of the denominator in
Eq. (115), one can see that modes satisfying Eqs. (116)
and (117) are highly excited; their joint acceptances are
large:

ω =
(nπ

a

) c

sin θ sinφ
(116)

ω =
(mπ

b

) c

sin θ cosφ
(117)

However, a high level of excitation is not sufficient to
produce a high level of response of the mode. It is also
necessary to excite it at its resonance frequency, and
thus to satisfy Eq. (118).

ω = ωnm =
√

D

M

[(nπ

a

)2 +
(mπ

b

)2
]

(118)

The fulfilment of these three conditions is only
possible at one frequency, the coincidence frequency:

ωcoin =
√

M

D

c2

(sin θ)2
(119)

For infinite plates the coincidence frequency already
exists and is characterized by a high amplitude of
vibration due to the coincidence of the acoustics and
plate natural wavenumbers. For finite plates a second
interpretation of the same phenomenon can be made,
the high level of vibration being due to resonant modes
having maximum joint acceptance values.

7 CONCLUSIONS
In this section the basic phenomenon of sound
radiation from structures has been presented on the
case of plates. Of course, more complicated structures
have specific behavior, but the major trends remain
close to plates. In particular an acoustic short circuit
appears for frequencies below the critical frequency,
and the radiation efficiency is low, meaning that
structural vibrations have difficulty to produce noise.
Modal decomposition and wave decomposition of
the vibration fields have been used to describe the
radiation phenomenon leading to concepts of radiating
and nonradiating waves or modal radiation efficiency.
The influence of structural boundary conditions is
important below the critical frequency. However,
blocking the translational motion has a stronger
influence than blocking the rotational motion.

The classical approach to predict sound radiation
is based on integral equations. The method has been
described here and different possibilities presented
based on Kirchhoff or Rayleigh integrals. A second
possibility is presented that consists of replacing the
structure by equivalent acoustic sources located inside
the volume that is occupied by the structure and which
produce the same vibration field.

Finally, the excitation of structures by a sound field
has been presented. The major tendency that appears is
the reciprocity of the radiation of sound from structures
and the structural response excited by sound. Many
studies have been made during the past three decades
and numerical tools have been developed for prediction
of radiated sound pressure by industrial structures.
The remaining problems are associated with time-
consuming calculations and dispersion of experimental
results. This leads the research in this field toward
energy methods and frequency averaging to predict the
sound radiation from structures. These new trends can
be found in the literature.37–41
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CHAPTER 7
NUMERICAL ACOUSTICAL MODELING
(FINITE ELEMENT MODELING)

R. Jeremy Astley
Institute of Sound and Vibration Research
University of Southampton
Southampton, United Kingdom

1 INTRODUCTION
The finite element (FE) method has become a practical
technique for acoustical analysis and solution of noise
and vibration problems. In recent years, the method
has become relatively accessible to practicing engi-
neers and acousticians through specialized acoustical
codes or as an adjunct to larger general-purpose FE
programs. The intention here is not to educate the
reader in programming the finite element method for
acoustics but rather to present the essential features
of the method and to indicate the types of analysis for
which it can be used. The accuracy and limitations that
may be expected from current models will also be dis-
cussed. More advanced FE formulations, which are the
subject of research rather than industrial application,
will also be reviewed.

2 FINITE ELEMENT METHOD
The finite element method emerged in the early
1960s as one of several computer-based techniques
competing to replace traditional analytic and graphical
methods of structural analysis. It rapidly achieved a
position of dominance and spread to other branches of
continuum mechanics and engineering physics.

The first indication that the FE approach could
be applied to acoustics came with pioneering work
by Gladwell, Craggs, Kagawa, and others in the late
1960s and early 1970s.1 The boundary element (BE)
technique was also being developed at this time,
and the first commercial computer code to focus
specifically on acoustics and vibration embodied both
methods.∗ The further development of specialized
codes for acoustics† and the inclusion of more
extensive acoustical capabilities in general-purpose FE
codes‡ has continued to the present day.

Accurate prediction of noise has become increas-
ingly important in many areas of engineering design
as environmental considerations play a larger role in
defining the public acceptance and commercial viabil-
ity of new technologies. In the aircraft and automotive
industries, for example, acceptable levels of interior
noise and exterior community noise are critical factors
in determining the viability of new engine and airframe

∗SYSNOISE, released by Dynamic Engineering in 1988.
†For example, SYSNOISE, ACTRAN, and COMET.
‡For example, MSC/NASTRAN, ANSYS, and ABAQUS.

concepts. The need for precise acoustical predictions
for such applications acts as a driving force for current
developments in BE and FE methods for acoustics.

The question of whether BE or FE methods are
the more effective for acoustical computations remains
an open one. BE models that discretize only the
bounding surface require fewer degrees of freedom but
are nonlocal in space. FE models require many more
variables but are local in space and time, which greatly
reduces the solution time for the resulting equations.2
In the case of homogeneous, uncoupled problems, it
is generally true that BE methods produce a faster
solution; certainly this is the case for “fastmultipole”BE
methods,3 which are currently unassailable as regards
efficiency for scattering computations in homogeneous
media. The strength of FE models lies in their general
robustness and in their ability to treat inhomogeneous
media and to take advantage of the sparse nature
of structural discrete models in coupled acoustical-
structural computations.4

3 AN ACOUSTICAL FE MODEL

The FE method is “domain-based”.§ It is based on the
notion of polynomial interpolation of acoustic pressure
over small but finite subregions of an acoustical
domain. A typical¶ FE acoustical model is illustrated
in Fig. 1. This shows a three-dimensional FE model
for an acoustical muffler of fairly complex geometry||
The FE mesh is formed by dividing the interior of
the muffler into a large number of nonoverlapping
elements. These are subregions of finite extent, in
this case tetrahedra. A finite number of nodes define
the topology of each element. These are placed on
the vertices, edges, or surfaces of the element or
at interior points. In the current instance, the nodes
are placed at the four vertices of the tetrahedron.
The FE method facilitates the use of an unstructured

§It is based on a discrete model for the entire solution domain.
It differs in this regard from the Boundary Element Method
(BEM) which involves a discrtetization only of the bounding
surfaces of the region.
¶The model is “typical” in that it represents the sort of
acoustical problem that can be treated in a routine fashion
by commercially available FE acoustical codes.
||Courtesy of Free Field Technologies S. A. (FFT). The mesh
shown was used for an acoustical study using MSC-Actran.
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Figure 1 Acoustical finite element mesh and topology of
a single element (enlarged).

mesh, in that elements can vary arbitrarily in size and
position provided that contiguous elements are joined
node for node in a “compatible” way. This in turn
facilitates automatic mesh generation for arbitrarily
shaped domains, an important practical consideration.
The FE model differs in this regard from low-
dispersion finite difference (FD) schemes,5 which have
also been applied to acoustical problems but which
rely upon a “structured” mesh in which grid points are
aligned in regular rows or planes.∗

In the FE formulation, the acoustic pressures at each
node—pj , say, at node j —become the degrees of
freedom of a discrete model. For problems of linear
acoustics, the resulting equations are linear in the
unknown nodal pressures. They must then be solved
at each instant in time in the case of a transient
solution or for each frequency of interest in the
case of time harmonic excitation. The approximate
FE solution exists not just at the nodes but at all
points throughout the elements. The nature of the
interpolation used within an element is central to the
FE concept. It leads to the notion of shape functions,
which define the variation of the dependent variable
in terms of nodal values. The ability of the mesh
to accurately represent the physical solution depends
upon the complexity of the shape functions and the
size of the elements. Central to estimates of accuracy
in acoustical problems is the relationship between the
node spacing and the characteristic wavelength of the
solution, often characterized as a target figure for
“nodes per wavelength.”

The following types of analysis can be performed
by current FE acoustical codes, some more routinely
than others:

• Calculation of the natural frequencies and
eigenmodes of acoustical enclosures

• Calculation of the response of interior acous-
tic volumes to structural excitation and/or dis-
tributed acoustic sources

∗There are greater similarities between finite element and
finite volume schemes, see subsequent comments in Section
9.2.

• Coupled acoustical-structural analysis of types
1 and 2

• Propagation through porous media and absorp-
tion by acoustically treated surfaces

• Radiation and scattering in unbounded domains
• Transmission in ducts and waveguides
• The analysis of acoustic propagation on mean

flows

Not all of these capabilities are available in all
program. Indeed, they have been listed roughly
in order of increasing complexity. The first two
or three will be found in many general-purpose,
predominantly structural FE codes while the remainder
are progressively the preserve of codes that specialize
in acoustics and vibration. Most of these analyses are
performed in the frequency domain.

The remainder of this chapter is organized in the
following way. The field equations and boundary con-
ditions of linear acoustics are introduced in Section 4.
A derivation of the discrete FE equations is given in
Section 5, followed by a discussion of the types of
discrete analysis that can then be performed. Element
interpolation and its impact on accuracy and conver-
gence are detailed in Section 6. Applications to ducts
and waveguides are dealt with in Section 7, and the use
of FE models for unbounded problems is covered in
Section 8. FE models for flow acoustics are discussed
in Section 9. The particular issues involved in the solu-
tion of very large sets of FE equations are reviewed
in Section 10, along with current attempts to reduce
problem size by using functions other than polynomi-
als as a basis for FE models. Some general comments
follow in Section 11.

4 EQUATIONS OF ACOUSTICS

4.1 Acoustic Wave Equation and the
Helmholtz Equation
The acoustic pressure P(x, t) at location x and time
t in a quiescent, compressible, lossless medium is
governed by the linearized wave equation

ρ0∇ ·
(

1

ρ0
∇P

)
− 1

c2
0

∂2P

∂t2
= S(x, t) (1)

where ρ0(x) and c0(x) are the local density and sound
speed, and S(x, t) is a distributed acoustic source†. The
corresponding acoustic velocity U(x, t) is related to the
acoustic pressure by the linearized inviscid momentum
equation

∂U
∂t

= − 1

ρ0
∇P (2)

In the case of time harmonic disturbances of radian fre-
quency ω, for which P(x, t) = p(x)eiωt , the resulting

†Often expressed in terms of monopole, dipole, and
quadrupole components.
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complex pressure amplitudes p and velocity amplitude
u∗ satisfy

ρ0∇ ·
(

1

ρ0
∇p

)
+ k2p = s where iωu = − 1

ρ0
∇p

(3)
where k is the characteristic wavenumber (= ω/c0).
Equation (1) or (3) form the starting point for most
FE acoustical models. If the acoustic medium is
homogeneous (ρ0, c0 constant) Eq. (3) reduces to the
standard Helmholtz equation.

4.2 Acoustical Boundary Conditions

Acoustical boundary conditions applied on a bounding
surface � with a unit outward normal n̂ include the
following “standard” cases:

A Rigid Impervious Boundary The normal com-
ponent of the acoustic velocity is zero on such a bound-
ary. From Eq. (2) this gives

∇P · n̂ = 0 or ∇p · n̂ = 0 (4)

A Locally Reacting Boundary (Frequency
Domain) The performance of a locally reacting
acoustical surface is characterized by a frequency-
dependent normal impedance z(ω), such that p(ω) =
z(ω)un(ω) where un = u · n̂. By using the second of
equations (3) this can be written as a “Robin” boundary
condition on acoustic pressure, that is,

∇p · n̂ = −ikA(ω)p (5)

where A(ω) is the nondimensional admittance [=
ρ0c0/z(ω)]. A zero admittance corresponds to rigid
impervious boundary [cf. (5) and (4)].

A Locally Reacting Boundary (Time Domain). A
locally reacting boundary in the time domain is more
difficult to define. The inverse Fourier transform of
the frequency-domain impedance relationship, p(ω) =
z(ω)un(ω), gives a convolution integral

P(t) =
+∞∫

−∞
Z(τ)Un(t − τ) dτ (6)

where Z(t) is the inverse Fourier transform of z(ω).
Equation (6) is difficult to implement in practice since
it requires the time history of Un(t) to be retained
for all subsequent times. Also, the form of z(ω) must
be such that Z(t) exists and is causal, which is not
necessarily the case for impedance models defined
empirically in the frequency domain.

∗In the remainder of this chapter, time-domain quantities
are denoted by upper-case variables P, U, S . . . and corre-
sponding frequency-domain quantities by lower case vari-
ables p, u, s, . . . .

A time-domain impedance condition based on
expression (6) but suitable for FE implementation has
been proposed by Van den Nieuwenhof and Coyette.6
It gives stable and accurate solutions provided that
the impedance can be approximated by a rational
expression

z(ω)

ρ0c0
= r1 + r2 − r1

1 + iωr3
+ iωr4

1 + iωr5 − ω2/r2
6

+ iωr7

(7)
where the constants r1, . . . , r7 must satisfy stability
constraints. Alternatively, and this has only been
implemented in finite difference (FD) models to date
rather than FE models, one-dimensional elements can
be attached to the impedance surface to explicitly
represent the effect of cavity liners.7

A Prescribed Normal Displacement If the
bounding surface experiences a prescribed, structural
displacement, continuity of normal acceleration at the
surface gives

∇P · n̂ = ρ0Ẅ or ∇p · n̂ = −ω2ρ0w (8)

where W(x, t) = w(x)eiωt is the normal displacement
into the acoustical domain.

The Sommerfeld Radiation Condition At a large
but finite radius R from an acoustical source or scatter-
ing surface, an unbounded solution of the Helmholtz
equation must contain only outwardly propagating
components. This constraint must be included in any
mathematical statement of the problem for unbounded
domains. The Sommerfeld condition, that

∂p

∂r
+ ikp = o(R−α), (9)

ensures that this is the case where α = 1
2 or 1

for two-dimensional (2D) and three-dimensional (3D)
problems, respectively.

The Sommerfeld condition can be approximated on
a distant but finite cylinder (2D) or sphere (3D) by
specifying a ρc impedance—or unit nondimensional
admittance A(ω) = 1. This is a plane damper, which
is transparent to plane waves propagating normal to
the boundary. More accurate spherical and cylindrical
dampers, transparent to cylindrical and spherically
symmetric waves, are obtained by setting A(ω) equal
to (ik + R−1) and (ik + 1

2R−1/2), respectively.
Higher order nonreflecting boundary conditions

(NRBCs), which can be applied closer to the scat-
tering surface, have also been derived. Many involve
higher order radial derivatives, which are difficult to
accommodate in a weak Helmholtz sense. The second-
order NRBC proposed by Bayliss, Gunzberger, and
Turkel8 is, however, widely used and can be imposed
weakly by replacing the admittance A(ω) of Eq. (5) by
a differential operator involving only first-order radial
derivatives.
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Many nonlocal approximations for the far-field
boundary have also been developed but are generally
less attractive for FE implementation. These include
the DtN approach of Givoli and Keller, mode match-
ing, and coupling to boundary integral schemes. A
general review of these methods is found in Givoli’s
monograph.9

5 GENERAL FINITE ELEMENT FORMULATION
FOR INTERIOR PROBLEMS

Consider an acoustical region � bounded by a
surface �. Such an arrangement is illustrated in two
dimensions in Fig. 2. The bounding surface � is
divided into nonoverlapping segments that correspond
to an acoustically hard segment (�h), a locally reacting
soft segment (�z), and a structural boundary (�st) on
which a normal displacement w is prescribed. These
are modeled by boundary conditions (4), (5), and (8).
The solution domain � is divided into a discrete
number of finite elements. In Fig. 2 these take the
form of two-dimensional triangles defined by corner
nodes. Many other element topologies are possible (see
Section 6).

5.1 Trial Solution and Shape Functions

The acoustic pressure P(x, t)—or the acoustic pres-
sure amplitude p(x,ω) in the time-harmonic case—are
approximated by trial solutions P̃ or p̃ of the form

P̃ (x, t) =
n∑

j=1

Pj (t)Nj (x) and

p̃(x,ω) =
n∑

j=1

pj (ω)Nj (x) (10)

where Pj or pj denotes nodal values of pressure
or pressure amplitude at node j , and n is the total
number of nodes. The function Nj(x) is termed a
shape function. It takes the value of unity at node
j and zero at all other nodes.∗ The shape functions
act globally as interpolation functions for the trial
solution but are defined locally within each element as
polynomials in physical or mapped spatial coordinates.
For example, the shape functions of the triangular
elements shown in Fig. 2a are formed from the basis
set {1, x, y}. Within each triangle they take the form
(a1 + a2x + a3y) where a1, a2, and a3 are constants
chosen so that the trial solution within the element
takes the correct value at each node. This means that
the number of polynomial terms in the basis set must
be the same as the number of nodes in the element
topology (three in this case).

The element shape functions defined in this way
combine to form a global shape function Nj (x) that
itself takes a value of unity at node j and zero at
all other nodes. This is indicated by the “hat shaped”
function in Fig. 2b. The trial solution itself, which is
given by expression (10), is then a summation of these
functions weighted by the nodal values of pressure. In
the case of the model ilustrated in Fig. 2, this gives
a trial solution that can be visualized as a piecewise
continuous assembly of plane facets when plotted as
a surface over the x –y plane, as shown in Fig. 2c.
Although the notion of a global trial solution and
of global shape functions are useful in a conceptual
sense, all of the operations required to form the finite
element equations are performed at the element level.

∗This is not strictly true in the case of hierarchical elements
where shape functions are associated with edges or faces
rather than with nodes.
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Figure 2 The FE model. (a) Geometry, mesh, and boundary conditions. (b) Global shape function Nj(x). (c) Trial solution.
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A definition of the shape functions within each element
is therefore all that is needed in practice.

5.2 Weak Variational Formulation

Consider the problem posed by Eq. (3) subject to
boundary conditions (4), (5), and (8). By multiplying
Eq. (3) by a test function f (x), integrating over �
and applying the divergence theorem, we obtain an
equivalent integral statement that

∫

�

1

ρ0
[∇f · ∇p̃ − ω2

c2
0

f p̃] d� + iω

∫

�z

A(ω)

ρ0c0
f p̃ d�

+
∫

�st

ω2f wn d� +
∫

�

1

ρ0
fs d� = 0 (11)

where f is continuous and differentiable.∗ The second
and third terms in the above expression are obtained
by assuming that the normal derivatives of pressure on
�z and �st satisfy Eqs. (5) and (8). This integral state-
ment therefore embodies a weak expression of these
boundary conditions. Note also that when the admit-
tance is zero, the integral over �z disappears, so that
the default natural boundary condition on an external
surface—if no other condition is specified—is that of
a hard acoustical surface.

5.3 Discrete Equations

When the trial solution of expression (10) is substituted
into the integral relationship (11), a linear equation
is obtained in the unknown coefficients pj (ω). By
using a complete set of test functions, fk say (k =
1, 2, . . . , n), a complete set of linear equations is gen-
erated. This requires the selection of suitable test func-
tions that satisfy appropriate continuity requirements.
The shape functions Nj(x) are a natural choice. By set-
ting fk(x) = Nk(x), (k = 1, . . . , n), we obtain a sym-
metric system of linear equations:

[K + iωC − ω2M]{p} = {fst} + {fs} (12)

where M, K, and C are acoustic mass, stiffness, and
damping matrices given by

Mjk =
∫

�

NjNk

ρ0c
2
0

d�, Kjk =
∫

�

∇Nj · ∇Nk

ρ0
d�,

Cjk =
∫

�z

A(ω)

ρ0c0
NjNk d� (13)

∗More formally, f ∈ H 1(�) where H 1(�) = {q:
∫
�

[|q|2 +
|∇q|2]d� < ∞}.

and the vectors {fst} and {fs} are forcing terms due
to structural excitation and acoustic sources. They are
given by

{fst}j = −
∫

�w

ω2Njwn d� and

{fs}j = −
∫

�

1

ρ0
Njs d� (14)

The above integrals are evaluated element by element
and assembled to form the global matrices K, C, and
M and the forcing vectors fs and fst. The assembly
procedure is common to all FE models and is described
elsewhere.10 Numerical integration is generally used
within each element.

5.4 Types of Analysis

Frequency Response The solution of Eq. (12)
over a range of frequencies gives the forced acous-
tical response of the system. The presence of bulk
absorbing materials within such a system is accommo-
dated quite easily since continuity of normal particle
velocity is weakly enforced at any discontinuity of
material properties within �. Inhomogeneous reactive
regions within the finite element model are, therefore,
treated by using different material properties—c0 and
ρ0 —within different elements. Absorptive materials
can be modeled in the same way by using complex val-
ues of sound speed and density. Empirical models for
rigid-porous materials that express c0 and ρ0 in terms
of a nondimensional parameter (σ/ρ0f ) where σ is the
flow resistivity and f the frequency11 are commonly
used. Elastic-porous materials can also be modeled,
but here additional FE equations for the displacement
of the elastic frame must be used to supplement the
acoustic equations.12,13

Normal Mode Analysis When the forcing term is
removed from Eq. (12) and if no absorption is present,
the undamped acoustic modes of the enclosure are
solutions of the eigenvalue problem:

[K − ω2M]{p} = 0 (15)

The eigenmodes obtained in this way are useful in
characterizing the system but can also be used as a
reduced basis with which to calculate its frequency
response using Eq. (12), as in analogous structural
models.10

Acousto-structural Coupling Structural coupling
can be included by supplementing Eq. (12) with an
equivalent set of FE equations for the structural
displacement on �st. This allows the effect of the
acoustical loading on the structure to be modelled
and vice versa. If the trial solution of the structural
FE model is analogous to expression (10), but with
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nodal displacements wj (j = 1, 2, . . . , nst) as degrees
of freedom, a coupled system of equations results of
the form

[[
K 0

−AT Kst

]
+ iω

[
C 0
0 Cst

]

− ω2

[
M −ρA
0 Mst

]] [
p
w

]
=

[
fs
fext

]
(16)

where Kst, Cst, and Mst are stiffness, damping, and
mass matrices for the structure, and A is a coupling
matrix that contains integral products of the acoustical
and structural shape functions over �st. The vector fext
contains external nodal forces and moments applied to
the structure. The unsymmetric nature of the coupled
mass and stiffness matrices can be inconvenient. If
so, Eq. (16) can be symmetrized. This is most simply
achieved by using the velocity potential rather than
the pressure to describe the acoustic field, but other
methods are also used.14

Transient Response Provided that the acoustic
damping matrix is frequency independent, the inverse
Fourier transform of Eq. (12) yields an equivalent set
of transient equations:

[K]P + [C]Ṗ + [M]P̈ = {Fst} + {Fs} (17)

where Fst and Fs are obtained from time-domain ver-
sions of expressions (14).∗ The above equations can be
integrated in time by using a numerical time-stepping

∗A similar set of time-domain equations can be obtained from
Eq. (16) for the coupled structural-acoustical problem.

scheme. Implicit schemes, such as Newmark-β, are
favored for their accuracy and stability, but explicit
and indirect implicit schemes are used for large prob-
lems, being less memory intensive and more suited to
parallel implementation.15,16 In cases where frequency-
dependent acoustic damping is present, the derivation
of suitable time-domain equations is less straightfor-
ward. When the damping arises from a frequency-
dependent local admittance, for example, a suitable
transient impedance boundary condition, along the
lines of those discussed in Section 4.2, must be incor-
porated in to the discrete problem. An example of such
a treatment is given in Ref. 6.

6 ELEMENT ORDER, ACCURACY,
AND CONVERGENCE

6.1 Types of Element

The elements commonly used for acoustical analysis
—and indeed for general FE application —are based
on polynomial shape functions of physical or mapped
coordinates. Some elements of this type are shown
in Fig. 3. Triangular and quadrilateral elements for
two-dimensional analysis are shown in the first two
columns of the figure, and analogous tetrahedral and
hexahedral elements for three dimensions are shown
in the last two columns. In the case of the 2D
quadrilateral and 3D hexahedral elements the shape
functions are obtained in terms of mapped coordinates
(ζ, η) and (ζ, η, ξ) rather than Cartesian coordinates
(x, y, z). Details of the shape functions for such
elements are given in general FE texts17 and will not
be repeated here. In Fig. 3 the appropriate polynomial
basis set is indicated under each element. Note that
the number of polynomial terms in each case is
equal to the number of nodes. It is simple also to

(1, x, y ) (1, x, y, z )

(1, x, y, xy, x2, y 2) (1, x, y, z, xz, xy,
yz, x2, y2, z2)

(1, ξ, η, ξη, ξ2, η2,
ξ2η, ξη2)

(1, ξ, η, ξη) (1, ξ, η, ζ, ζξ, ζη, ξη, ζξη)

(1, ξ, η, ζ, ζξ, ζη, ξη, ζ2, ξ2,
η2, ξ2η, ξη2, ξ2ζ, ξζ2, ζη2, 
ζ2η, ζ2η2, ξ2ζ2, ξ2η2, ξζη)

ξξ

ξ ξ

η
η

η
η

ζ

ζ

Figure 3 Element topologies.
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verify that by holding x or y or z (or ζ or η or
ξ) constant, the trial solution within each element
varies linearly with the other variables for elements
in the top row of Fig. 3 and quadratically for those
in the bottom row. The polynomial order p of these
elements is p = 1 and p = 2, respectively. Elements
of arbitrary polynomial order can be formulated quite
easily, but in practice elements of orders p > 2
are not common in general-purpose FE codes. The
use of p elements of higher order is, however,
attractive as a means of combatting pollution error
in acoustics (see Section 6.2). High-order spectral
elements, which substitute orthogonal polynomials for
node-based Lagrangian shape functions, are also used.
The reader is referred elsewhere18 for a more complete
discussion of such elements.

6.2 Numerical Error

The error present in the FE solution derives from
two sources: approximability error and pollution error.
The approximability error is a measure of the best
approximation, which can be achieved for a given
spatial interpolation. The pollution error is associated
with the numerical representation of phase or dispersion
and depends on the variational statement itself.

Approximability The best approximation that can
be achieved by representing a sinusoidal, time-
harmonic disturbance by piecewise continuous poly-
nomial interpolation gives a global error that is
proportional to (kh)p where k is the wavenumber, h
is the node spacing, and p is the polynomial order of
the shape functions. This is the approximability error
of the discrete solution.

In terms of the characteristic wavelength λ of
a solution, the approximability error decreases as
(λ/h)−p where λ/h can be interpreted in a physical
sense as the number of nodes that are used to model
a single wavelength. The error will decrease more
rapidly for higher order elements than for lower
order ones due to the index p. An absolute lower
limit is λ/h = 2 (2 nodes per wavelength), which
corresponds to an alternating sawtooth pattern in the
discrete solution at successive nodes. Larger values
of λ/h are clearly needed for any reasonable FE
representation using polynomial shape functions. A
rule of thumb that is often used is ten nodes per
wavelength. This is adequate at low frequencies when
few wavelength variations are present within the
computational domain. It should be used with great
caution at higher frequencies for reasons that will
become apparent shortly.

Pollution Effect The pollution error in the FE
solution is significant when the wavelength of the
disturbance is small compared to the dimensions
of the computational domain. The magnitude of
the pollution effect depends on the underpinning
variational statement. It is associated with the notion
of numerical dispersion. Small phase differences
between the exact and computed solution may not
contribute significantly to numerical error over a single

wavelength but accumulate over many wavelengths to
give a large global error. The pollution error therefore
varies not only with the mesh resolution (nodes
per wavelength) but also with the absolute value of
frequency. The overall global error for a conventional
variational FE solution of the type discussed so far
takes the form19

ε = C1(kh)p + C2kL(kh)2p (18)

where L is a geometric length scale, p is the element
order, and C1 and C2 are constants. The first term
represents the approximability error, the second the
pollution effect. This can be appreciable even for
modest values of kL. This is illustrated by the data
in Table 1, which is obtained for linear (p = 1) one-
dimensional elements.∗ The numbers of nodes per
wavelength required to achieve a global error ε† of
less that 10% are tabulated for increasing values of kL.
In multidimensional situations the pollution effect
is further complicated by considerations of element
orientation with respect to wave direction.20

Given the form of expression (18), the accuracy of
a solution at a given frequency can be improved either
by refining the mesh and reducing h for a fixed value
of p (h refinement) or by retaining the same mesh and
increasing the order of the elements (p refinement) or
by some selective application of both techniques (h-p
refinement).18 h refinement remains the most common
approach in acoustical applications, although the use
of second-order elements rather than linear or bilinear
ones is widely recognized as being worthwhile it the
are available. Higher order spectral elements (typically
p ∼ 5) have, however, been shown to be effective for
short-wave problems,21 and high-order elements of this
type (p ∼ 10 − 15) have been used in transient FE
modeling of seismic wave propagation.22 A difficulty
encountered in using very high order elements is that
the conditioning of the equations deteriorates as the
order increases, particularly when Lagrangian shape
functions are used. This is reduced by the use of
orthogonal polynomials as shape functions, but the
degrees of freedom then relate to edges or faces
rather than nodes (for details see Ref. 18). More
radical methods for combatting pollution error by
using nonpolynomial interpolation will be discussed
in Section 10.3.

Table 1 Mesh Resolution Required to Ensure Global
Solution Error ε Does Not Exceed 10%a

kL 10 50 100 200 400 800
Nodes/λ 16 25 38 57 82 107

a1D uniform duct. p = 1.

∗This table contains selected data from Ref. 19.

†ε = 1

L

L∫
0

|pc − pex|dx , pc computed solution, pex exact

solution.
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7 DUCTS AND WAVEGUIDES

7.1 Transmission in Nonuniform Ducts

FE models for transmission in nonuniform ducts differ
from those for general interior problems only in their
treatment of boundary conditions at the inlet and
outlet planes. Often it is possible to neglect higher
order modes at the inlet and outlet, and in such
cases the most straightforward approach is to use the
four-pole method proposed by Young and Crocker.23

This characterizes the transmission properties of an
arbitrary duct by means of a transfer matrix that
relates arbitrary inlet values of pressure and volume
velocity, P1 and U1, to equivalent outlet values, P2
and U2 (see Fig. 4). The four terms in the transfer
matrix are obtained by solving an FE problem for two
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Figure 4 Characterization of acoustical transmission in
a nonuniform duct.

different combinations of inlet and outlet parameters.
This method can also be applied to systems with mean
flow24 and to more complex branched systems by
combining transfer matrices for individual components
arranged either in series or in parallel.25 A modification
proposed by Craggs permits the behavior of a limited
number of higher order modes to be modeled in a
similar way.26

Such models do not, however, deal accurately with
systems where an incident mode is scattered into
multiple higher order modes by nonuniform geometry
or the presence of liners. Modal boundary conditions
should then be used. These involve matching the FE
solution at the inlet and outlet planes to truncated series
of positively and negatively propagating modes. This
yields a set of equations that contains both nodal values
of pressure within the duct and modal coefficients at
the end planes as unknown variables. The solution of
these equations gives a transmission matrix B —see
Fig. 4 —that relates vectors of the modal coefficients
at the inlet (a+ and a−) to those at the outlet (b+
and b−). Such models have been used extensively for
propagation in turbofan inlet and bypass ducts where
many modes are generally cut-on.27 A solution for
propagation in a lined axisymmetric bypass duct is
shown in Fig. 5.28 The power in each cut-on mode
is plotted against azimuthal and radial mode order at
the inlet and exhaust planes. Equipartition of incident
modal power is assumed at the inlet. The selective
effect of the acoustical treatment in attenuating specific
modes is evident in the solution. Although intended for
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Figure 5 FE computation of transmission in a turbofan bypass duct.28 (a) Duct geometry, (b) FE mesh and modal
variables, (c) incident modal powers, and (d) transmitted modal powers.
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multimode solutions, the modal approach can also be
applied to exhaust and induction systems where only
one mode is cut-on.29

7.2 Eigenmodes in Uniform Ducts
The acoustic field in a prismatic duct of constant
cross section can be expressed as a sum of discrete
eigenmodes. These are solutions of the homogeneous
acoustic wave equation [see Eq. (1)], which take the
form

P(x, t) = ψ(x, y)eiωt−ikλz (19)

where z is the duct axis, ψ(x, y) is a transverse eigen-
mode and λ is a nondimensional axial wavenumber.
The attenuation per unit length along the duct is pro-
portional to the imaginary part of kλ. Substitution of
expression (19) into the homogeneous version of (1)
gives a two-dimensional Helmholtz equation of the
form

ρ0∇2

(
1

ρ0
∇2p

)
+ k2(1 − λ2)p = 0 (20)

where ∇2 = (∂/∂x, ∂/∂y). A finite element discretiza-
tion in two dimensions analogous to that of Section
5 then gives an algebraic eigenvalue problem of the
form

[K + iωC − ω2M]{ψ} = −λ2ω2[M]{ψ} (21)

where [K], [C], and [M] are two-dimensional equiva-
lents of expressions (13) obtained by integrating over
the duct cross section and around its perimeter. Eigen-
problems of this type can be formed for local and bulk
lined ducts and can include also structural coupling
with the duct walls. The inclusion of mean flow in
the airway of such ducts leads to a higher order prob-
lem in λ.30 Results obtained from such a study are
shown in Fig. 6. This shows an FE model for one
cell of a “bar silencer” and includes a comparison of

measured and predicted axial attenuations. Such mod-
els have proven to be reliable predictors of the least
attenuated mode that often dominates observed behav-
ior. A similar approach has been applied in a modified
form to predict attenuation in the capillary pores of
automotive catalytic converters.31

8 UNBOUNDED PROBLEMS

New issues arise when FE methods are applied to
unbounded problems. First, how to construct an artifi-
cial outer boundary to the FE domain, which will be
transparent to outgoing disturbances, and second, how
to reconstruct a far-field solution, which lies beyond
the computational domain. Both issues are resolved by
BE schemes that require no truncation surface and that
embody an exact far-field representation. However, the
BE approach is restricted in practice to problems for
which an analytic free field Green’s function exists
—in effect homogeneous problems. With this proviso,
BE method schemes, particularly those based on fast
multipole and associated methods3,32 currently offer
the most efficient solution for homogeneous exterior
problems. The case for traditional BE method is less
conclusive.2 Domain-based FE methods are important,
however, in situations where the exterior field is inho-
mogeneous —due to temperature gradients or convec-
tive terms, for example —or at lower frequencies in
situations where problem size is less important than
ease of implementation and robustness, particularly in
terms of coupling to structural models.

Many methods have been used to terminate the
computational domain of exterior FE models. A com-
prehensive review of them lies beyond the scope of this
chapter. Many are described in Refs. 33 and 34. They
divide broadly into schemes that are local and non-
local on the truncation boundary. Nonlocal methods
include traditional mode matching, FE-DtN, and FE-
BE models in which the FE domain is matched to a BE
model at the truncation boundary. Local methods are
generally preferable, especially for larger problems. FE
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Figure 7 IE model for scattering by a rigid sphere (kD = 20, element order = 10). (Reprinted with permission from R. J.
Astley et al., Journal of the Acoustical Society of America, Vol. 103, 1998, pp. 49–63. Copyright 1998, Acoustical Society
of America.)

implementation of the first- or second-order boundary
conditions of Bayliss, Gunzberger, and Turkel8 have
been used extensively. Local conditions developed by
Engquist and Majda and by Feng have also been used.
Both are reviewed and summarized in Ref. 35. Absorb-
ing and perfectly matched layers (PMLs) are also used,
as are infinite element (IE) schemes. The latter have
proved the most robust of all these methods for com-
mercial exploitation and are implemented in major
commercial codes such as SYSNOISE, ACTRAN,
ABAQUS, and COMET. They have the advantage
of being simple to integrate within conventional FE
programs while offering a variable, high-order nonre-
flecting boundary condition. The order of the boundary
treatment can be increased indefinitely subject only
to conditioning issues at high orders.36 The use of
relatively high-order elements (typically in the range
10 to 15) means that an anechoic termination can
be applied very close to the radiating or scattering
body. The far-field directivity is given directly by such
formulations and does not necessitate a Kirchhoff or
Ffowcs-Williams Hawkings integration. The effective-
ness of high-order infinite elements in resolving com-
plex exterior fields is illustrated in Fig. 7. This shows a
comparison of the exact and computed sound pressure
amplitude for a plane wave scattered by a rigid sphere
of diameter D for kD = 20. The exterior region is
modeled entirely by infinite elements. These are shown
on the left of the figure, truncated at r = D. Such mod-
els can also be used in the time domain37 and extended
to spheroidal and elliptical coordinate systems.38

9 ACOUSTIC PROPAGATION
ON MEAN FLOWS

9.1 Irrotational Mean Flow
When mean flow is present, the propagation of an
acoustical disturbance is modified by convection.
When the mean flow is irrotational, the convective
effect can be modeled by formulating the acoustical
problem in terms of the acoustic velocity potential and
by solving a convected form of the wave equation
or Helmholtz equation. FE and IE models based on

this approach have been used quite extensively to
predict acoustic propagation in aeroengine intakes.28,39

A solution of this type is illustrated in Fig. 8. This
shows the FE mesh and solution contours for a high-
order spinning mode that is generated on the fan plane
of a high bypass ratio turbofan engine and propagates
to the free field. Increased resolution is required in
the FE mesh in the near-sonic region close to the lip
of the nacelle to capture the wave shortening effect
of the adverse mean flow. The solution shown was
obtained using the ACTRAN-AE code with quadratic
finite elements and infinite elements of order 15. High-
order spectral elements have been applied to similar
three-dimensional problems with flow.21

9.2 Rotational Mean Flow
When the mean flow is rotational, the acoustical dis-
turbance is coupled to vortical and entropy waves.
The linearized Euler equations (LEE) must then be
used. Structured, high-order, dispersion relation pre-
serving (DRP) finite difference schemes5 are the
method of choice for such problems, but FE time-
domain schemes based on the discontinuous Galerkin
method (DGM) have also proved effective. These
combine low numerical dispersion with an unstruc-
tured grid.40 Time-domain DGM is also well suited
to parallel implementation. As with other time-domain
LEE methods, DGM has the disadvantage, however,
of introducing shear flow instabilities that must be
damped or filtered to preserve the acoustical solution.41

Frequency-domain FE models based on the LEE for-
mulation avoid these problems but are known to be
unstable when a conventional Bubnov–Galerkin for-
mulation is used with continuous test functions. A
streamwise upwind Petrov Galerkin (SUPG) FE model
has been proposed to remedy this deficiency.42 Alter-
natively, the Galbrun equations, which pose the flow
acoustical problem in terms of Lagrangian displace-
ments, can be used as the basis for a stable frequency-
domain mixed FE model for propagation on shear
flows.43 Many uncertainties remain, however, regard-
ing the treatment of shear instabilities and time-domain
impedance boundary conditions in rotational flows.
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Figure 8 FE/IE solution for radiation from a engine intake with mean flow. FE mesh (left). Contours of instantaneous sound
pressure (right). A spinning mode of azimuthal order 26 and radial order 1 is incident at the fan. kR = 34, Mmax = 0.85.

10 SOLVING LARGE PROBLEMS
Practical difficulties arise in solving the FE equations
at high frequencies, particularly for three-dimensional
problems where very large numbers of nodes are
needed for short-wavelength solutions. This situation
arises when the computational domain is much larger
than the characteristic acoustic wavelength. Such
problems are not uncommon in application areas
such as medical ultrasound, aeroacoutics, underwater
structural acoustics, and outdoor propagation. For two-
dimensional or axisymmetric problems, the situation
is tenable. If the 10 nodes per wavelength rule is
applied in two dimensions to a solution domain that
extends for 10 acoustic wavelengths in each direction,
the required mesh contains approximately 10, 000
nodes. Such problems can be solved relatively easily
using a direct solver and require only seconds or
minutes of CPU time on a single 32-bit processor.
An equivalent three-dimensional model of the same
dimensions and with a similar acoustic wavelength
and mesh resolution contains approximately 1,000,000
nodes. This poses an altogether different computational
challenge. The direct solution of such a problem scales
poorly with problem size,∗ and requires very many
CPU hours and unacceptable memory requirements.
Different approaches must, therefore, be adopted for
such problems. Several strategies exist.

10.1 Indirect Solvers
The use of indirect solvers allows fully condensed stor-
age to be used for the assembled coefficient matrices

∗Technically, the scaling is as the third power of the
matrix dimension for conventional direct solvers, but better
performance is observed when advanced sparse solvers are
used.

and greatly reduces overall strong requirements. Iter-
ative solvers can also exploit fast vector operations
and lend themselves to efficient parallel computation.
However, the rate of convergence of standard iterative
solvers† is poor for discrete Helmholtz problems and
deteriorates with frequency. Diagonal and incomplete
LU preconditioning leads to some improvement for
problems of modest size,44 but effective and robust
general preconditioners for the Helmholtz problem
have yet to be developed. An interesting variant here
is the fictitious domain method 45 in which a regu-
lar rectangular mesh is used over most of the domain,
adjusted only at domain boundaries to accommodate
irregular shapes. The regularity of the mesh permits
the construction of a highly effective preconditioner
and permits the solution of very large homogeneous
Helmholtz problems using an indirect parallel solver.

10.2 Domain Decomposition

Irrespective of whether iterative or direct methods are
used, the key to developing a practical FE acoustical
code for large problems lies currently in efficient par-
allelization on a distributed memory system such as a
PC cluster. By distributing the solution over N proces-
sors the required CPU time can in theory be reduced
by a factor 1/N . This sharing of the solution across
a number of processors is commonly achieved by
domain decomposition whereby the physical solution
domain is subdivided into overlapping or nonoverlap-
ping subregions within which the solution is localized
and dealt with by a single processor. Communica-
tion between processors is necessary and the extent
to which this can be reduced tends to dominate the

†GMRES, QMR, and BiCGstab, for example.48
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relative efficiency of different domain decomposition
approaches. General tools such as METIS∗ and PETsc†

are available to assist the user in putting together
combinations of solver and domain segmentation that
balance the load on each processor and optimize par-
allel speedup. The reader is referred elsewhere for a
full treatment of domain decomposition.46 In the fre-
quency domain, the finite element tearing and integra-
tion method (FETI) has been applied quite extensively
to large Helmholtz problems, particularly in underwa-
ter scattering,47 while more straightforward Schur-type
methods have been applied to problems in aeroacoustic
propagation.21 In both cases, problem sizes of the order
106 to 107 degrees of freedom are solved, albeit with
some effort. In the case of Ref. 21, for example, 2.5
days of process time was required on 192 processors
to solve a Helmholtz problem with 6.7 × 106 degrees
of freedom. An equivalent time-domain DGM par-
allel formulation with 22 × 106 discretization points
required comparable effort (10 days on 32 processors).
While specialized acoustical FE codes such as SYS-
NOISE and ACTRAN offer limited parallel capability
at the time of writing, a truly efficient and robust,
parallel acoustical FE code has yet to appear in the
commercial domain.

A sort of domain decomposition which is widely
used for large structural models but equally applica-
ble to FE acoustics is automated multilevel substruc-
turing (AMLS).49 Here the problem size is reduced
by projecting the FE solution vector onto a smaller
set of eigenmodes. These are calculated not for the
model as a whole but for substructures obtained by
using an automated domain decomposition procedure
(such as METIS). This reduces a large and intractable
eigenvalue problem to a series of smaller problems of
reduced dimensions. While AMLS is routinely used for
structural problems—within the automated component
mode synthesis (ACMS) facility of MSC/NASTRAN,
for example—its potential for purely acoustical prob-
lems has not yet been realized.

10.3 Alternative Spatial Representations

As an alternative—or adjunct—to the use of more
efficient solvers to reduce solution times for large prob-
lems, the number of equations itself can be reduced
prior to solution by more effective discretization. The
constraint here in conventional FE codes is the nodes
per wavelength requirement, exacerbated by pollution
error at high frequencies. A possible remedy for this
impasse is the use of nonpolynomial bases that are
able to capture more accurately the wavelike charac-
ter of the solution. More specifically, an argument can
be made that the inclusion of approximate or exact
local solutions of the governing equations within the

∗See METIS homepage, http://www-users.cs.umn.edu/
karypis/metis.
†Portable Extensible Toolkit for Scientific computation, see
http://www.mcs.anl.gov/petsc.

trial solution will improve spatial resolution. This con-
cept underpins several contemporary approaches to FE
computation of wave problems. In the case of the
Helmholtz equation, local plane wave solutions are
used for this purpose. It then becomes possible, in the-
ory, to accurately represent many wavelengths of the
solution within a single element, eliminating the nodes
per wavelength requirement altogether.

The partition of unity (PUM) approach proposed
initially by Babuska and Melenk and developed by
Bettess and Laghrouche50 provides a simple illustra-
tion of this philosophy. In an FE implementation of
the PUM for the Helmholtz problem, the trial solution
of Eq. (10) is replaced by one in which each nodal
shape function is “enriched” by a set of discrete plane
waves. This gives a trial solution of the form

p̃(x, ω) =
n∑

j=1

m∑
l=1

qjl(ω)ψj l(x) where

ψj l(x) = Nj (x)e−iklj (x−xj ) (22)

The numerical solution is, therefore, defined by
m × n unknown parameters (qjl, j = 1, . . . , n, l =
1, . . . , m, ) where each node has m degrees of freedom.
Each of these represents the amplitude of a plane
wave propagating with a discrete wavenumber klj . In
the case of an inhomogeneous or anisotropic medium
the magnitude and direction of the wavenumber klj

can be chosen so that it represents an exact or
approximate local solution at node j . In this sense
the basis functions, ψj l(x), have been enriched by the
inclusion of information about the local solution. The
construction of ψj l(x) as the product of a conventional
nodal shape function and a local wave approximation
is illustrated in Fig. 9.

In all other respects the PUM variational formula-
tion is the same as that of a conventional FE model,
although element integrations become more time con-
suming since the basis functions are highly oscillatory
within each element. If the true solution corresponds
to a plane wave propagating in one of the discrete
wave directions, the numerical solution will represent
it without approximation. In real cases, where a spec-
trum of wave components are present, the PUM solu-
tion will attempt to fit these to an ensemble of discrete
waves modulated by the conventional element shape
functions.

The accuracy of PUM and conventional FE models
are compared in Fig. 9b. Mesh resolution is character-
ized by the number of degrees of freedom per wave-
length.‡ Figure 9 shows the L2 error for the computed
acoustic field in a 2D lined duct. A prescribed set
of positive and negative running modes are injected
at one end of the duct and a compatible impedance

‡This is obtained for an unstructured 2D mesh by multiplying
the square root of the number of degrees of freedom per unit
area by the characteristic acoustic wavelength λ = 2π/k.
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Figure 9 (a) The PUM basis function. (b) PUM and quadratic FEM (QFEM) solution error as a function of mesh resolution.
2D uniform lined duct, kL = 40, M = 0.25. Condition number indicated in parentheses (10n) for selected data points.

condition is applied at the other. The comparison is
made for a mean flow of Mach number 0.25. The per-
centage L2 error is plotted against mesh resolution for
a number of PUM meshes with different numbers of
wave directions at each node, and for coarse, medium,
and fine conventional FE meshes based on quadratic
polynomial elements (QFEM). The PUM meshes are
characterized by the number of wave directions, m.
It is clear that the accuracy of the PUM solution can
be improved either by refining the mesh (dashed line)
or by increasing the number of wave directions (solid
line), the latter being the more effective. In the case
of the conventional scheme, the first option only is
available. In all cases, however, the PUM is clearly
more accurate for a given number of degrees of free-
dom than the conventional QFEM. The only obstacle
to improving accuracy indefinitely is one of condition-
ing. The condition number of the coefficient matrix
for the PUM model becomes large as the number of
waves increases or as the frequency decreases. This is
undesirable and mitigates against any use of iterative
solution methods. The order of magnitude of the con-
dition number for selected data points is indicated in
parentheses in Fig. 9b.

The PUM approach is by no means alone in using a
plane wave basis to improve resolution. The same phi-
losophy underpins a number of recent FE formulations.
These include the discontinuous enrichment method51

and the ultraweak variational formulation.52 A similar
concept is implicit in recent meshless methods pro-
posed for the Helmholtz problem.53

11 CONCLUDING COMMENTS
The application of finite elements in acoustics is now
a relatively mature technology. Robust commercial

codes are available that deal well with standard
linear analyses and permit accurate predictions to be
made for acoustical and acoustical-structural problems
that include the effects of absorbtion and radiation.
Acoustic propagation on mean flows is also becoming
available to general users and this trend will continue
as the demand for accurate aeroacoustic modeling
grows for turbomachinery, automotive, and other
applications. FE acoustical analysis is restricted at the
current time mainly to low and moderate frequency
cases. This is a practical rather than a theoretical
limitation and will diminish in the years to come as
more effective parallel acoustical codes are developed
and as new more efficient element formulations are
improved and refined. The principal advantages of
the finite element approach remain its ability to
model arbitrarily shaped acoustical domains using
unstructured meshes and its inherent capacity for
dealing with material and other inhomogeneities in a
seamless fashion.
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1 INTRODUCTION

Both the boundary element method (BEM) and
the finite element method (FEM) approximate the
solution in a piecewise fashion. The chief difference
between the two methods is that the BEM solves
the acoustical quantities on the boundary of the
acoustical domain (or air) instead of in the acoustical
domain itself. The solution within the acoustical
domain is then determined based on the boundary
solution. This is accomplished by expressing the
acoustical variables within the acoustical domain as
a surface integral over the domain boundary. The
BEM has been used to successfully predict (1) the
transmission loss of complicated exhaust components,
(2) the sound radiation from engines and compressors,
and (3) passenger compartment noise.

In this chapter, a basic theoretical development of the
BEM is presented, and then each step of the process for
conducting an analysis is summarized. Three practical
examples illustrate the reliability and application of the
method to a wide range of real-world problems.

2 BEM THEORY

An important class of problems in acoustics is the
propagation of sound waves at a constant frequency
ω. For this case, the sound pressure P̂ at any point
fluctuates sinusoidally with frequency ω so that P̂ =
peiωt where p is the complex amplitude of the sound
pressure fluctuation. The complex exponential allows
us to take into account sound pressure magnitude and
phase from point-to-point in the medium.

The governing differential equation for linear
acoustics in the frequency domain for p is the
Helmholtz equation:

∇2p + k2p = 0 (1)

where k is the wavenumber (k = ω/c). The boundary
conditions for the Helmholtz equation are summarized
in Table 1.

For exterior problems, the boundary integral
equation1

C(P )p(P ) =
∫

S

(
∂p

∂n
G(r) − p

∂G(r)

∂n

)
dS (2)

can be developed using the Helmholtz equation
[Eq. (1)], Green’s second identity, and the Sommerfeld

Table 1 Boundary Conditions for Helmholtz
Equation

Boundary
Condition

Physical
Quantity

Mathematical
Relation

Dirichlet Sound pressure p = pe(pe)
Neumann Normal velocity ∂p

∂n
= −iωρvn(vn)

Robin Acoustic impedance ∂p
∂n

= −iωρ
1
Za

p
(Za)

vn and p

n̂

V
S

Q

P

r

Fluid

Figure 1 Schematic showing the variables for the direct
boundary element method.

radiation condition.1–3 The variables are identified in
Fig. 1. If complex exponential notation is adopted, the
kernel in Eq. (2) or the Green’s function is

G(r) = e−ikr

4πr
(3)

where r is the distance between the collocation
point P and the integration point Q on the surface.
Equation (3) is the expression for a point monopole
source in three dimensions. The lead coefficient C(P )
in Eq. (2) is a constant that depends on the location
of the collocation point P . For interior problems, the
direct BEM formulation is identical to that shown
in Eq. (2) except that the lead coefficient C(P ) is
replaced by C0(P ), which is defined differently.1,2

Table 2 shows how both lead coefficients are defined
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Table 2 Lead Coefficient Definitions at Different
Locations

Location of P C(P) C0(P)

In acoustical domain
V

1 1

Outside acoustical
domain V

0 0

Smooth boundary 1
2

1
2

Corners/edges 1 −
∫

S

∂

∂n

(
1

4πr

)
dS −

∫

S

∂

∂n

(
1

4πr

)
dS

depending on whether the problem is an interior or
exterior one.

For direct or collocation approaches,1–19 the bound-
ary must be closed, and the primary variables are the
sound pressure and normal velocity on the side of the
boundary that is in contact with the fluid. The nor-
mal velocity (vn) can be related to the ∂p/∂n term in
Eq. (2) via the momentum equation that is expressed
as

∂p

∂n
= −iρωvn (4)

where ρ is the mean density of the fluid.
When using the direct BEM, there is a distinction

between an interior and exterior problem. However,
there is no such distinction using indirect BEM
approaches.20–28 Both sides of the boundary are
considered simultaneously even though only one side
of the boundary may be in contact with the fluid. As
Fig. 2 indicates, the boundary consists of the inside
(S1) and outside surfaces (S2), and both sides are
analyzed at the same time.

In short, boundary integral equations like Eq. (2)
can be written on both sides of the boundary and
then summed resulting in an indirect boundary integral
formulation that can be expressed as

p(P ) =
∫

S

[
G(r)δ dp − ∂G(r)

∂n
δp

]
dS (5)

Q
P

Fluid on One or Both Sides

r

n̂

Vn2, p2

Vn1, p1

V
S2

S1

Figure 2 Schematic showing the variables for the
indirect boundary element method.

In Eq. (5), the primary variables are the single-
(δ dp) and double-layer (δp) potentials. The single-
layer potential (δ dp) is the difference in the normal
gradient of the pressure and can be related to the
normal velocities (vn1 and vn2), and the double-layer
potential (δp) is the difference in acoustic pressure (p1
and p2) across the boundary of the BEM model. Since
S1 is identical to S2, the symbol S is used for both in
Eq. (5) and the normal vector is defined as pointing
away from the acoustical domain.

Table 3 summarizes how the single- and double-
layer potentials are related to the normal velocity and
sound pressure. If a Galerkin discretization is adopted,
the boundary element matrices will be symmetric,
and the solution of the matrices will be faster than
the direct method provided a direct solver is used.21

Additionally, the symmetric matrices are preferable for
structural-acoustical coupling.25 The boundary condi-
tions for the indirect BEM are developed by relating
the acoustic pressure, normal velocity, and normal
impedance to the single- and double-layer potentials.

More thorough descriptions for the direct and indi-
rect BEM are presented by Wu3 and Vlahopolous,27

respectively. It should be mentioned that the dif-
ferences between the so-called direct and indirect
approaches have blurred recently. In fact, high-level
studies by Wu29 and Chen et al.30,31 combine both
procedures into one set of equations. Chen et al. devel-
oped a direct scheme using Galerkin discretization,
which generated symmetric matrices. However, these
state-of-the-art approaches are not used in commercial
software at the time of this writing.

3 MESH PREPARATION

Building the mesh is the first step in using the BEM to
solve a problem. Figure 3 shows a BEM model used
for predicting the sound radiation from a gear housing.
The geometry of the housing is represented by a BEM
mesh, a series of points called nodes on the surface of
the body that are connected to form elements of either
quadrilateral or triangular shape.

Most commercially available pre- and postprocess-
ing programs developed for the FEM may also be used
for constructing BEM meshes. In many instances, a
solid model can be built, and the surface of the solid
can be meshed automatically creating a mesh repre-
sentative of the boundary. Alternatively, a wire frame
or surface model of the boundary could be created
using computer-aided design (CAD) software and then
meshed. Regardless of the way the mesh is prepared,
shell elements are typically used in the finite element

Table 3 Relationship of Single- and Double-Layer
Potentials to Boundary Conditions

Potential Symbol
Mathematical

Relation

Single layer δdp
δp1

δn
− δp2

δn
Double layer δp p1 − p2
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Figure 3 Boundary element model of a gear housing.

preprocessor, and the nodes and elements are trans-
ferred to the boundary element software. The material
properties and thickness of the elements are irrelevant
since the boundary elements only bound the domain.

Sometimes a structural finite element mesh is used
as a starting point for creating the boundary ele-
ment mesh. Sometimes a boundary element mesh
can be obtained by simply “skinning” the structural
finite element mesh. However, the structural finite
element mesh is often excessively fine for the sub-
sequent acoustical boundary element analyses, lead-
ing to excessive CPU (central processing unit) time.
Commercially available software packages have been
developed to skin and then coarsen structural finite ele-
ment meshes.32,33 These packages can automatically
remove one-dimensional elements like bars and beams,
and skin three-dimensional elements like tetrahedrons
with two-dimensional boundary elements. Then, the
skinned model can be coarsened providing the user
with the desired BEM mesh. An example of a skinned
and coarsened model is shown in Figure 4.

It is well known that the BEM can be CPU intensive
if the model has a large number of nodes (i.e., degrees
of freedom). The solution time is roughly proportional
to the number of nodes cubed for a BEM analysis,
although iterative solvers may reduce the solution
time. Nevertheless, if solution time is an issue and
it normally is, it will be advantageous to minimize the
number of nodes in a BEM model.

Unfortunately, the accuracy of the analysis depends
on having a sufficient number of nodes in the
model. Thus, most engineers try to straddle the
line between having a mesh that will yield accurate
results yet can be solved quickly. The general rule
of thumb is that six linear or three parabolic ele-
ments are needed per acoustic wavelength. However,
these guidelines depend on the geometry, boundary
conditions, desired accuracy, integration quadrature,
and solver algorithm.34,35 Therefore, these guidelines
should not be treated as strict rules.

One notable exception to the guidelines is the case
where the normal velocity or sound pressure on the
boundary is complicated. Accordingly, the boundary
mesh and the interpolation scheme will need to be
sufficient to represent the complexity of this boundary
condition. This may require a much finer mesh than
the guidelines would normally dictate. Regardless of
the element size, the shape of the element appears to
have little impact on the accuracy of the analysis, and
triangular boundary elements are nearly as accurate as
their quadrilateral counterparts.34

One way to minimize the number of nodes without
losing any precision is to utilize symmetry when
appropriate. The common free space Green’s function
[Eq. (3)] was used for the derivation earlier in the
chapter. However, the Green’s function can take
different forms if it is convenient to do so. For
example, the half-space Green’s function could be
used for modeling a hemispace radiation problem.

Coarsened

FEM Model BEM Model

Figure 4 Schematic showing a boundary element model that was created using the finite element model as a starting
point.
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Similarly, different Green’s functions can be used
for the axisymmetric and two-dimensional cases.2
Symmetry planes may also be used to model rigid
floors or walls provided that the surface is infinite or
can be approximated as such.

The direction of the element normal to the surface
is another important aspect of mesh preparation.
The element normal direction is determined by the
sequence of the nodes defining a particular element. If
the sequence is defined in a counterclockwise fashion,
the normal direction will point outward. Figure 5
illustrates this for a quadrilateral element. The element
normal direction should be consistent throughout the
boundary element mesh. If the direct BEM is used,
the normal direction should point to or away from the
acoustical domain depending on the convention used
by the BEM software. In most instances, adjusting the
normal direction is trivial since most commercial BEM
software has the built-in smarts to reverse the normal
direction of a mesh or to make the normal direction
consistent.

4 FLUID PROPERTY SPECIFICATION
After the mesh is defined, the fluid properties for the
acoustical domain can be specified. The BEM assumes
that the fluid is a homogeneous ideal fluid in the linear
regime. The fluid properties consist of the speed of
sound and the mean density.

In a BEM model, a sound-absorbing material can
be modeled as either locally reacting or bulk reacting.
In the local reacting case, the surface impedance
is used as a boundary condition (see Table 1). In
the bulk-reacting case, a multidomain36,37 or direct-
mixed body BEM38 analysis should be performed,
using bulk-reacting properties to model the absorption.
Any homogeneous sound-absorbing material can be
described in terms of its bulk properties. These
bulk properties include both the complex density
and speed of sound for a medium39 and provide
an ideal mechanism for modeling the losses of a
sound-absorbing material. Bulk-reacting properties are
especially important for thick sections of sound-
absorbing materials.

As mentioned previously, the BEM assumes that
the domain is homogeneous. However, a nonhomoge-
neous domain could be divided into several smaller

i j

kl

i l

kj

n̂

n̂

Figure 5 Manner in which the normal direction is defined
for a boundary element.

Domain 1—Air

Domain 2—Seat

Figure 6 Passenger compartment modeled as two
separate acoustical domains.
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Figure 7 Comparison of the transmission loss for a lined
expansion chamber using local and bulk reacting models.

subdomains having different fluid properties. Where
the boundaries are joined, continuity of particle veloc-
ity and pressure is enforced. For example, the passen-
ger compartment shown in Figure 6 could be modeled
as two separate acoustical domains, one for the air and
another for the seat. The seat material properties would
be the complex density and speed of sound of the seat
material. Another application is muffler analysis with
a temperature variation. Since the temperature varia-
tions in a muffler are substantial, the speed of sound
and density of the air will vary from chamber to cham-
ber. Using a multidomain BEM, each chamber can be
modeled as a separate subdomain having different fluid
properties.

The advantage of using a bulk-reacting model is
illustrated in Figure 7. BEM transmission loss predic-
tions are compared to experimental results for a packed
expansion chamber with 1-inch-thick sound-absorbing
material.38 Both locally and bulk-reacting models were
used to simulate the sound absorption. The results
using a bulk-reacting model are superior, correspond-
ing closely to the measured transmission loss.

5 BOUNDARY CONDITIONS

The boundary conditions for the BEM correspond
to the Dirichlet, Neumann, and Robin conditions for
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Boundary Mesh
(2D surface mesh)

Interior (cavity)

ps

z
vn

n̂

Figure 8 Schematic showing the boundary conditions
for the direct BEM.

Helmholtz equation (as shown in Table 1). Figure 8
shows a boundary element domain for the direct BEM.
The boundary element mesh covers the entire sur-
face of the acoustical domain. At each node on the
boundary, a Dirichlet, Neumann, or Robin boundary
condition should be specified. In other words, a sound
pressure, normal velocity, or surface impedance should
be identified for each node. Obtaining and/or select-
ing these boundary conditions may be problematic.
In many instances, the boundary conditions may be
assumed or measured. For example, the normal veloc-
ity can be obtained by a FEM structural analysis, and
the surface impedance can be measured using a two-
microphone test.40 Both the magnitude and the phase
of the boundary condition are important. Most com-
mercial BEM packages select a default zero normal
velocity boundary condition (which corresponds to a
rigid boundary) if the user specifies no other condition.

The normal velocity on the boundary is often
obtained from a preliminary structural finite element
analysis. The frequency response can be read into
BEM software as a normal velocity boundary condi-
tion. It is likely that the nodes in the FEM and BEM
models are not coincident with one another. However,
most commercial BEM packages can interpolate the
results from the finite element mesh onto the boundary
element mesh.

For the indirect BEM, the boundary conditions
are the differences in the pressure, normal velocity,
and surface impedance across the boundary. Figure 9
illustrates the setup for an indirect BEM problem.
Boundary conditions are applied to both sides of the
elements. Each element has a positive and negative
side that is identified by the element normal direction
(see Fig. 9). Most difficulties using the indirect BEM
are a result of not recognizing the ramifications of
specifying boundary conditions on both sides of the
element.

To model an opening using the indirect BEM, a
zero jump in pressure27,28 should be applied to the
edges of the opening in the BEM mesh (Fig. 10).
Most commercial BEM software has the ability to
locate nodes around an opening so that the user can
easily apply the zero jump in pressure. Additionally,

Openings

– Side
+ Side

Noise
Source

Sound-Absorbing
Material

ps

z

vn

vn

n̂

Figure 9 Schematic showing the boundary conditions
for the indirect BEM.

Zero Jump Condition Junction

Figure 10 Special boundary conditions that may be
used with the indirect BEM.

special treatment is important when modeling three
or more surfaces that intersect (also illustrated in
Fig. 10). Nodes must be duplicated along the edge and
compatibility conditions must be applied.27,28 Though
this seems complicated, commercial BEM software
can easily detect and create these junctions applying
the appropriate compatibility conditions.

Many mufflers utilize perforated panels as attenua-
tion mechanisms, and these panels may be modeled by
specifying the transfer impedance of the perforate.41,42

The assumption is that the particle velocity is con-
tinuous on both sides of the perforated plate but the
sound pressure is not. For example, a perforated plate
is shown in Fig. 11. A transfer impedance boundary
condition can be defined at the perforated panel and
expressed as

Ztr = p1 − p2

vn

(6)

Perforated Plate

P2P1

vn

Figure 11 Schematic showing the variables used to
define the transfer impedance of a perforate.
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Figure 12 Transmission loss for a concentric tube reso-
nator with a perforate.

where Ztr is the transfer impedance, p1 and p2 are
the sound pressures on each side of the plate, and vn

is the particle velocity. The transfer impedance can
be measured or estimated using empirical formulas.
In these empirical formulas, the transfer impedance is
related to factors like the porosity, thickness, and hole
diameter of a perforated plate.43,44 Figure 12 shows
the transmission loss results computed using the BEM
results for an expansion chamber with a perforated
tube.

Another useful capability is the ability to specify
acoustic point sources in a BEM model. Noise
sources can be modeled as a point source if they are
acoustically small (i.e., the dimensions of a source
are small compared to an acoustic wavelength) and
omnidirectional. Both the magnitude and the phase of
the point source should be specified.

6 SPECIAL HANDLING OF ACOUSTIC
RADIATION PROBLEMS

The BEM is sometimes preferred to the FEM for
acoustic radiation problems because of the ease in
meshing. However, there are some solution difficulties
with the BEM for acoustic radiation problems. Both
the direct and indirect methods have difficulties that
are similar but not identical. With the direct BEM,
the exterior boundary integral equation does not
have a unique solution at certain frequencies. These
frequencies correspond to the resonance frequencies
of the airspace interior to the boundary (with Dirichlet
boundary conditions). Though the direct BEM results
will be accurate at most frequencies, the sound
pressure results will be incorrect at these characteristic
frequencies.

The most common approach to overcome the
nonuniqueness difficulty is to use the combined
Helmholtz integral equation formulation, or CHIEF,
method.11 A few overdetermination or CHIEF points
are placed inside the boundary, and CHIEF equations
are written that force the sound pressure to be equal to
zero at each of these points. Several CHIEF points
should be identified inside the boundary because a
CHIEF point that falls on or near the interior nodal
surface of a particular eigenfrequency will not provide

a strong constraint since the pressure on that interior
nodal surface is also zero for the interior problem. As
the frequency increases, the problem is compounded
by the fact that the eigenfrequencies and the nodal sur-
faces become more closely spaced. Therefore, analysts
normally add CHIEF points liberally if higher fre-
quencies are considered. Although the CHIEF method
is very effective at low and intermediate frequen-
cies, a more theoretically robust way to overcome
the nonuniqueness difficulty is the Burton and Miller
method.5

Similarly, for an indirect BEM analysis, there is a
nonexistence difficulty associated with exterior radi-
ation problems. Since there is no distinction between
the interior and exterior analysis, the primary variables
of the indirect BEM solution capture information on
both sides of the boundary.27 At the resonance fre-
quencies for the interior, the solution for points on the
exterior is contaminated by large differences in pres-
sure between the exterior and interior surfaces of the
boundary. The nonexistence difficulty can be solved
by adding absorptive planes inside or by specifying an
impedance boundary condition on the interior surface
of the boundary.27

The lesson to be learned is that exterior radiation
problems should be approached carefully. However,
excellent acoustical predictions can be made using the
BEM, provided appropriate precautions are taken.

7 BEM SOLUTION
Even though BEM matrices are based on a surface
mesh, the BEM is often computationally and memory
intensive. Both the indirect and direct procedures
produce dense matrices that are not sparse, as is typical
of finite element matrices. For realistic models, the size
of the matrix could easily be on the order of tens of
thousands. The memory storage of an N × N matrix
is on the order of N2, while the solution time using a
direct solver is on the order of N 3. As the BEM model
grows, the method sometimes becomes impractical due
to computer limitations.

One way to overcome the solution time difficulty
is to use an iterative solver45 with some appropriate
preconditioning.46,47 Iterative solvers are much faster
than conventional direct solvers for large problems.48

Also, there is no need to keep the matrix in memory,
although the solution is slower in that case.49 Addition-
ally, BEM researchers have been working on different
variations of the so-called fast multipole expansion
method based on the original idea by Rokhlin50–53 in
applied physics.

8 POSTPROCESSING

Boundary element results can be viewed and assessed
in a number of different ways. The BEM matrix
solution only computes the acoustical quantities on the
surface of the boundary element mesh. Thus, only the
sound pressure and/or normal velocity is computed on
the boundary using the direct method, and only the
single- and/or double-layer potentials are computed
using the indirect BEM. Following this, the acoustical
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quantities at points in the field can be determined
from the boundary solution by integrating the surface
acoustical quantities over the boundary, a process
requiring minimal computer resources. As a result,
once an acoustical BEM analysis has been completed,
results can be examined at any number of field points
in a matter of minutes. This is a clear advantage of
using numerical approaches like the BEM over the
time-intensive nature of experimental work. However,
the numerical results in the field are only as reliable as
the calculated acoustical quantities on the boundary,
and the results should be carefully examined to assure
they make good engineering sense.

To help evaluate the results, commercial software
includes convenient postprocessing capabilities to
determine and then plot the sound pressure results
on standard geometric shapes like planes, spheres,
or hemispheres in the sound field. These shapes do
not have to be defined beforehand, making it very
convenient to examine results at various locations of
interest in the sound field. Furthermore, the user can
more closely inspect the solution at strategic positions.
For example, Fig. 13 shows a sound pressure contour
for the sound radiated by an engine cover. A contour
plot of the surface vibration is shown under the
engine cover proper, and the sound pressure results
are displayed on a field point mesh above the cover
and give a good indication of the directivity of the
sound at that particular frequency.

Additionally, the sound power can be computed
after the matrix solution is completed. One advantage
of the direct BEM is that the sound power and radiation
efficiency can be determined from the boundary
solution directly. This is a direct result of only one
side of the boundary being considered for the solution.
However, determining the sound power using the
indirect BEM is a little more problematic. Normally,
the user defines a sphere or some other geometric
shape that encloses the sound radiator. After the sound
pressure and particle velocity are computed on the

Surface Vibration Contour

Sound Pressure Contour

Figure 13 Contour plot showing the sound pressure
variation on a field point plane located above an engine
cover.

geometric shape, the sound power can be determined
by integrating the sound intensity over the area of the
shape. Results are normally better if the field points
are located in the far field.

Another possible use of BEM technology can be to
identify the panels that contribute most to the sound at
a point or to the sound field as a whole. For instance, a
BEM mesh was painted onto a diesel engine and then
vibration measurements were made at each node on the
engine surface. The measured vibrations were used as
the input velocity boundary condition for a subsequent
BEM calculation. The sound power contributions (in
decibels) from the oil pan and the front cover of
a diesel engine are shown in Fig. 14. As the figure
indicates, the front cover is the prime culprit at 240 Hz.
This example illustrates how the BEM can be used as
a diagnostic tool even after a prototype is developed.

Boundary element method postprocessing is not
always a turnkey operation. The user should carefully
examine the results first to judge whether confidence
is warranted in the analysis. Furthermore, unlike
measurement results, raw BEM results are always
on a narrow-band basis. Obtaining the overall or
A-weighted sound pressure or sound power may
require additional postprocessing depending on the
commercial software used. Also, the transmission loss
for a muffler or a plenum system cannot be exported
directly using many BEM software packages. This
requires additional postprocessing using a spreadsheet
or mathematical software.

9 EXAMPLE 1: CONSTRUCTION CAB
A construction cab is an example of an interior acous-
tics problem. The construction cab under considera-
tion is 1.9 × 1.5 × 0.9 m3. Due to the thickness of
the walls, and the high damping, the boundary was
assumed to be rigid. A loudspeaker and tube were
attached to the construction cab, and the sound pres-
sure was measured using a microphone where the tube
connects to the cab. All analyses were conducted at
low enough frequencies so that plane waves could be
assumed inside the tube. Medium-density foam was
placed on the floor of the cab.

First, a solid model of the acoustical domain was
prepared, and the boundary was meshed using shell
elements. A commercial preprocessor was used to pre-
pare the mesh, which was then transferred into BEM
software. In accordance with the normal convention for
the commercial BEM software in use, the element nor-
mal direction was checked for consistency and chosen
to point toward the acoustical domain. For the indi-
rect BEM, the normal direction must be consistent,
pointing toward the inside or outside.

In this case, both the direct and indirect BEM
approaches were used. For the indirect BEM, the
boundary conditions are placed on the inner surface,
and the outer surface is assumed to be rigid (normal
velocity of zero). For both approaches, the measured
sound pressure at the tube inlet was used as a boundary
condition, and a surface impedance was applied to the
floor to model the foam. (The surface impedance of
the foam was measured in an impedance tube.40) All
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Figure 14 BEM predicted sound power contributions from the oil pan and front cover of a diesel engine.

Figure 15 Schematic showing the BEM mesh and
boundary conditions for the passenger compartment of a
construction cab.

other surfaces aside from the floor were assumed to be
rigid. The boundary conditions are shown in Fig. 15.

Since the passenger compartment airspace is
modally dense, a fine frequency resolution of 5 Hz
was used. The sound pressure results are compared at a
point in the interior to measured results in Fig. 16. The
results demonstrate the limits of the BEM. Although
the boundary element results do not exactly match the
measured results, the trends are predicted well and the
overall sound pressure level is quite close. Determining

the pressure at a single point is arguably the most chal-
lenging test for a boundary element analysis. The BEM
fares better when the sound power is predicted since
the sound pressure results are used in an overall sense.

10 EXAMPLE 2: ENGINE COVER IN A
PARTIAL ENCLOSURE
The sound radiation from an aluminum engine cover
in a partial enclosure was predicted using the indirect
BEM.54 The experimental setup is shown in Fig. 17
The engine cover was bolted down at 15 locations to
three steel plates bolted together ( 3

4 inches thick each).
The steel plates were rigid and massive compared
to the engine cover and were thus considered rigid
for modeling purposes. A shaker was attached to the
engine cover by positioning the stinger through a
hole drilled through the steel plates, and high-density
particleboard was placed around the periphery of the
steel plates. The experiment was designed so that the
engine cover could be assumed to lie on a rigid half
space. The engine cover was excited using white-noise
excitation inside a hemianechoic chamber.

To complicate the experiment, a partial enclosure
was placed around the engine cover. The plywood
partial enclosure was 0.4 m in height and was lined
with glass fiber on each wall. Although the added
enclosure is a simple experimental change, it had
a significant impact on the sound radiation and the
way in which the acoustical system is modeled. This
problem is no longer strictly exterior or interior since
the enclosure is open, making the model unsuitable for
the direct BEM; the indirect BEM was used.
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Figure 16 Sound pressure level comparison at a point inside the construction cab. (The overall A-weighted sound
pressure levels predicted by BEM and measured were 99.7 dB and 97.7 respective.)

Figure 17 Schematic showing the experimental setup of
an engine cover located inside a partial enclosure.

A structural finite element model of the cover was
created from a solid model of the engine cover. The
solid model was automatically meshed using parabolic
tetrahedral finite elements, and a frequency response
analysis was performed. The results of the finite
element analysis were used as a boundary condition
for the acoustical analysis that followed.

Using the same solid model as a starting point,
the boundary element mesh was created by meshing
the outer surface of the solid with linear quadrilateral
elements. The boundary element mesh is simpler and
coarser than the structural finite element mesh. Since
features like the small ribs have dimensions much less
than an acoustic wavelength, they have a negligible
effect on the acoustics even though they are significant
structurally. Those features were removed from the
solid model before meshing so that the mesh was
coarser and could be analyzed in a timely manner.
The boundary condition for the engine cover is the
vibration on the cover (i.e., the particle velocity). The
commercial BEM software used was able to interpolate

the vibration results from the structural finite element
model onto the surface of the boundary element mesh.

A symmetry plane was placed at the base of the
engine cover to close the mesh. Since this is an
acoustic radiation problem, precautions were taken to
avoid errors in the solution due to the nonexistence
difficulty for the indirect BEM discussed earlier.
Two rectangular planes of boundary elements were
positioned at right angles to one another in the space
between the engine cover boundary and the symmetry
plane (Fig. 18). An impedance boundary condition was
applied to each side of the planes. Since the edges
of each plane are free, a zero jump in pressure was
applied along the edges.

Symmetry Plane

Acoustic
Impedance
Planes

Local Acoustic
ImpedanceZero Jump in

Sound Pressure

Engine Cover
Vibration

Figure 18 Schematic showing the boundary conditions
that were assumed for a vibrating engine cover inside a
partial enclosure.
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Figure 19 Comparison of the sound power from the partial enclosure. Indirect BEM results are compared with those
obtained by measurement. (The overall A-weighted sound power levels predicted by BEM and obtained by measurement
were both 97.6 dB.)

The thickness of the partial enclosure was neglected
since the enclosure is thin in the acoustical sense
(i.e., the combined thickness of the wood and the
absorptive lining is small compared to an acoustic
wavelength). A surface impedance boundary condition
was applied on the inside surface of the elements,
and the outside surface was assumed to be rigid (zero
velocity boundary condition). As indicated in Fig. 18,
a zero jump in pressure was applied to the nodes on
the top edge.

As Fig. 19 shows, the BEM results compared
reasonably well with the experimental results. The
closely matched A-weighted sound power results
are largely a result of predicting the value of the
highest peak accurately. The differences at the other
peaks can be attributed to errors in measuring the
damping of the engine cover. A small change in the
damping will have a large effect on the structural FEM
analysis and a corresponding effect on any acoustic
computational analysis that follows. Measuring the
structural damping accurately is tedious due to data
collection and experimental setup issues involved.

11 CONCLUSION

The objective of this chapter was to introduce the
BEM, noting some of the more important develop-
ments as well as the practical application of the method
to a wide variety of acoustic problems. The BEM is
a tool that can provide quick answers provided that a
suitable model and realistic boundary conditions can
be applied. However, when the BEM is looked at
objectively, many practitioners find that it is not quite

what they had hoped for. Today, many problems are
still intractable using numerical tools in a purely pre-
dictive fashion. For example, forces inside machinery
(i.e., engines and compressors) are difficult to quan-
tify. Without realistic input forces and damping in
the structural FEM model, numerical results obtained
by a subsequent BEM analysis should be considered
critically. Certainly, the BEM may still be useful for
determining the possible merits of one design over
another. Nevertheless, it is hard to escape the suspi-
cion that many models may not resemble reality as
much as we would like.
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1 INTRODUCTION

In many practical cases, the propagation, reflection,
transmission, refraction, diffraction, and attenuation of
sound can be described using the linear wave equation.
If the sound wave amplitude becomes large enough,
or if sound waves are transmitted over considerable
distances, then nonlinear effects occur. These effects
cannot be explained with linear acoustics theory. Such
nonlinear phenomena include waveform distortion
and subsequent shock front formation, frequency
spreading, nonlinear wave interaction (in contrast to
simple wave superposition) when two or more waves
intermingle, nonlinear attenuation, radiation pressure,
and streaming. Additionally in liquids, cavitation and
“water hammer” and even sonoluminescence can occur.

2 DISCUSSION

In most noise control problems, only a few nonlinear
effects are normally of interest and these occur either
first in intense noise situations, for example, close to
jet or rocket engines or in the exhaust systems of
internal combustion engines, or second in sound prop-
agation over great distances in environmental noise
problems. The first effect—the propagation of large
amplitude sound waves—can be quite pronounced,
even for propagation over short distances. The sec-
ond, however, is often just as important as the first,
and is really the effect that most characterizes nonlin-
ear sound propagation. In this case nonlinear effects
occur when small, but finite amplitude waves travel
over sufficiently large distances. Small local nonlinear
phenomena occur, which, by accumulating effects over
sufficient distances, seriously distort the sound wave-
form and thus its frequency content. We shall mainly
deal with these two situations in this brief chapter. For
more detailed discussions the reader is referred to sev-
eral useful and specialized books or book chapters on
nonlinear acoustics.1–9

The second effect described, waveform distortion
occurring over large distances, has been known for a
long time. Stokes described this effect in a paper10 in

∗Present address: Department of Acoustics, Physics Faculty,
Moscow State University, 119992 Moscow, Russia.
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Figure 1 Wave steepening predicted by Stokes.10

1848 and gave the first clear description of waveform
distortion and steepening. See Fig. 1.

More recent theoretical and experimental results
show that nonlinear effects cause any periodic dis-
turbance propagating though a nondispersive medium
to be transformed into a sawtooth one at large dis-
tances from its origin. In its travel through a medium,
which is quadratically nonlinear, the plane wave takes
the form of a “saw blade” with triangular “teeth.”
The transformation of periodic wave signals into saw-
tooth signals is shown in Fig. 2a. As the distance, x,

−t

2
1

−t −t

(a)

2

1

(b)

x = 0 x1 > 0 x2 > x1

(c)

Figure 2 Examples of wave steepening from Rudenko.22
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from the origin of the sound signal increases, any fine
details in the initial wave profile become smoothed
out through dissipation, during the wave propagation.
The final wave profile is the same for both a sim-
ple harmonic signal (curve 1) and a more complicated
complex harmonic signal (curve 2) at some distance
from the source (x = x2 in Fig. 2a).

A single impulsive sound signal becomes trans-
formed into an N-wave (Fig. 2b) at large distances
from its origin if the medium is quadratically non-
linear. Note that the integral of the time history of
the function tends to zero as x → ∞ as a result of
diffraction.

In cubically nonlinear media the teeth of the saw
blade have a trapezoidal form (Fig 2c). Each wave
period has two shocks, one compression and the other
rarefaction. The existence of sawtooth-shaped waves
other than those shown in Fig. 2 is possible in media
with more intricate nonlinear dissipative and dispersive
behaviors. The disturbances shown in Fig. 2, however,
are the most typical.

These effects shown in Fig. 2 can be explained
using very simple physical arguments.11 Theoretically,
the wave motion in a fluid in which there is an
infinitesimally small disturbance, which results in a
sound pressure fluctuation field, p, can be described
by the well-known wave equation:

∂2p

∂x2
− 1

c2
0

∂2p

∂t2
= 0 (1)

Theoretically, sound waves of infinitesimally small
amplitude travel without distortion since all regions of
the waveform have the same wave speed dx/dt = c0.
However, even in a lossless medium (one theoretically
without the presence of dispersion), progressive waves
of small but finite amplitude become distorted with
distance and time. This is because, in the regions
of the wave with positive sound pressure (and thus
positive particle velocity), the sound wave travels
faster than in the regions with negative sound pressure
(and thus particle velocity). This effect is caused by
two phenomena11:

1. The sound wave is traveling through a velocity
field consisting of the particle velocity u. So with
waves of finite amplitude, the wave speed (with respect
to a fixed frame of reference) is

dx/dt = c + u (2)

where c is the speed of sound with respect to the fluid
moving with velocity u.

2. The sound speed c is slightly different from the
equilibrium sound speed c0. This is because where the
particle velocity is positive (so is the sound pressure)
the gas is compressed and the absolute temperature T
is increased. Where the particle velocity is negative
(and the sound pressure is too) then the temperature
is decreased. An increased temperature results in a
slightly higher sound speed c and a decreased tem-
perature results in a slightly decreased sound speed c.

Mathematically we can show that the speed of
sound is given by

c = c0 + [(γ − 1)/2]u (3)

where γ is the ratio of specific heats of the gas. We
can also show that the deviation of c from c0 can
be related to the nonlinearity of the pressure–density
relationship. If Eqs. (2) and (3) are combined, we
obtain

dx/dt = c0 + βu (4)

where β is called the coefficient of nonlinearity and is
given by

β = (γ + 1)/2 (5)

The fact that the sound wave propagation speed
depends on the local particle velocity as given by
Eq. (4) shows that strong disturbances will travel faster
than those of small magnitude and provides a simple
demonstration of the essential nonlinearity of sound
propagation.

We note in Fig. 3 that up is the particle velocity
at the wave peak, and uv is the particle velocity at
the wave valley. The time used in the bottom figure
of Fig. 3 is the retarded time τ = t − x/c0, which
is used to present all of the waveforms together for
comparison. The distance x in Fig. 3c is the distance
needed for the formation of a vertical wavefront.

Mathematically, nonlinear phenomena can be
related to the presence of nonlinear terms in analytical
models, for example, in wave equations. Physically,
nonlinearity leads to a violation of the superposition
principle, and waves start to interact with each other.
As a result of the interaction between frequency
components of the wave, new spectral regions appear
and the wave energy is redistributed throughout
the frequency spectrum. Nonlinear effects depend on
the “strength” of the wave; they are well-defined if the
intensity of the noise, the amplitude of the harmonic
signal, or the peak pressure of a single pulse is large
enough.

The interactions of intense noise waves can
be studied by the use of statistical nonlinear
acoustics.1,4,14,16 Such studies are important because
different sources of high-intensity noise exist both
in nature and engineering. Explosive waves in
the atmosphere and in the ocean, acoustic shock
pulses (sonic booms), noise generated by jets,
and intense fluctuating sonar signals are examples
of low-frequency disturbances for which nonlinear
phenomena become significant at large distances.
There also exist smaller noise sources whose
spectra lie in the ultrasonic frequency range. These
include, for instance, ordinary electromechanical
transducers whose field always contains fluctuations,
and microscopic sources like bubble (cavitation) noise
and acoustic emission created during growth of cracks.
Finally, intense noise of natural origin exists, such as
thunder and seismic waves. There are obvious links
between statistical nonlinear acoustics and “nonwave”
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Figure 3 Wave steepening predicted by Eq. (4).20

problems—turbulence, aeroacoustic interactions, and
hydrodynamic instabilities.

3 BASIC MATHEMATICAL MODELS
3.1 Plane Waves
We shall start by considering the simple case of a plane
progressive wave without the presence of reflections.
For waves traveling only in the positive x direction,
we have from Eq. (1), remembering that p/u = ρ0c0,

∂2u

∂x2
− 1

c2
0

∂2u

∂t2
= 0 (6)

Equation (6) may be integrated once to yield a first-
order wave equation:

∂u

∂x
+ 1

c0

∂u

∂t
= 0 (7)

We note that the solution of the first-order Eq. (7)
is u = f (t − x/c0), where f is any function. Equa-
tion (7) can also be simplified further by transforming
it from the coordinates x and t to the coordinates x and
τ, where τ = t − x/c0 is the so-called retarded time.
This most simple form of equation for a linear traveling
wave is ∂u(x, τ)/∂x = 0. This form is equivalent to
the form of Eq. (7).

The model equation containing an additional non-
linear term that describes source-generated waves of

finite amplitude in a lossless fluid is known as the
Riemann wave equation:

∂u

∂x
− β

c2
0

u
∂u

∂τ
= 0 (8)

Physically, its general solution is u = f (τ + βux/c2
0).

For sinusoidal source excitation, u = u0 sin(ωt)
at x = 0, the solution is represented by the Fubini
series1,2:

u

u0
=

∞∑
n=1

2

nz
Jn(nz) sin(nωτ) (9)

Here z = x/x is the normalized coordinate (see
Fig. 3), and x = c2

0/(βωu0) is the shock formation
distance. As shown in Fig. 4, at the distance z =
1, or at x = x, the amplitude of the second and
third harmonics reach correspondingly 0.35 and 0.2
of the initial amplitude of the fundamental harmonic.
Consequently, at distances x ≈ x nonlinearity comes
into particular prominence.

For example, if an ultrasonic wave having an
intensity of 10 W/cm2 and a frequency of 1 MHz
propagates in water (β ≈ 4), the shock formation
distance is about 25 cm. For a sound wave propagating
in the air (β ≈ 1.2) and having a sound pressure level
of 140 dB (relative to the root-mean-square pressure
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Figure 4 Schematic of energy ‘‘pumping’’ to higher
frequencies predicted by the Fubini solution.

2 × 10−5 Pa) and at a frequency 3.3 kHz, one can
estimate that x ≈ 6m.

Many of the physical phenomena accompanying
high-intensity wave propagation can compete with the

nonlinearity and weaken its effect. Phenomena such
as dissipation, diffraction, reflection, and scattering
decrease the characteristic amplitude u0 of the initial
wave and, consequently, increase the shock formation
distance x. The influence of dissipation can be evalu-
ated by use of an inverse acoustical Reynolds number
� = αx,1 where α is the normal absorption coeffi-
cient of a linear wave. Numerical studies (Rudenko23)
show that nonlinearity is clearly observed at � ≤ 0.1.
The absorption predominates at high values of �, and
nonlinear transformation of the temporal profile and
spectrum is weak. For two examples given above, the
parameter � is equal to 0.0057 (water) and 0.0014
(air), and conditions to observe nonlinear distortion
are very good.

The competition between nonlinearity and absorp-
tion is shown in Fig. 5. In the first stage, for distances
x < x, the distortion of the initial harmonic wave pro-
file goes on in accordance with the Fubini solution [Eq.
(9)]. Thereafter, during the second stage, x < x < 2/α,
a leading steep shock front forms inside each wave-
length, and the wave profile takes on a sawtooth-
shaped form. The nonlinear absorption leads to the
decay of the peak disturbance, and after considerable
energy loss has occurred, at distances x > 2/α, the
wave profile becomes harmonic again. So, in this third
stage x > 2/α, the propagation of the impaired wave
is described by the linear wave equation.

z = 0; 0.5;  1;  1.5;
3;  10; 20

0,5

−0,5

−1

0

1 V

q
−p −p/2

p/2 p

Γ = 0.1

Figure 5 Transformation of one period of harmonic initial signal in the nonlinear and dissipative medium.23 Normalized
variables are used here: V = u/u0 and Z = x/x.
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3.2 General Wave Equation for Nonlinear
Wave Propagation

The general equation that describes one-dimensional
propagation of a nonlinear wave is

∂p

∂x
+ p

2

d

dx
ln S(x) − β

c3
0ρ0

p
∂p

∂τ
− b

2c3
0ρ0

∂2p

∂τ2
= 0

(10)
Here p(x, τ) is the acoustic pressure, which depends
on the distance x and the retarded time τ = t −
x/c0, which is measured in the coordinate system
accompanying the wave and moves with the sound
velocity c0; β, b are coefficients of nonlinearity and
effective viscosity,1 and ρ0 is the equilibrium density
of the medium. Equation (1) can describe waves
traveling in horns or concentrators having a cross-
section area S(x). If S = const, Eq. (10) transforms
to the ordinary Burgers equation for plane waves.1
If S ∼ x, Eq. (10) describes cylindrical waves, and if
S ∼ x2, it describes spherical ones. Equation (10) is
applicable also as a transfer equation to describe waves
propagating through media with large inhomogeneities
if a nonlinear geometrical approach is used; for such
problems, S(x) is the cross-section area of the ray
tube, and the distance x is measured along the central
curvilinear ray. Using new variables

V = p

p0

√
S(x)

S(0)
θ = ω0τ,

z = ω0p0

x∫

0

β

c3
0ρ0

√
S(0)

S(x ′)
dx ′

one can reduce Eq. (10) to the generalized Burgers
equation

∂V

∂z
− V

∂V

∂θ
= �(z)

∂2V

∂θ2
(11)

whose properties are described in the literature.1,17

Here p0 and ω0 are typical magnitudes of the initial
acoustic pressure and frequency, and

�(z) =
[

bω0

2βp0

√
S(x)

S(0)

]

x=x(z)

(12)

is the normalized effective viscosity.
Next a one-dimensional model can be derived to

describe nonlinear waves in a hereditary medium (i.e.,
a medium with a memory)1:

∂p

∂x
− β

c3
0ρ0

p
∂p

∂τ
− m

2c0

∂

∂τ

τ∫

−∞
K(τ − τ′)

∂p

∂τ′ dτ′ = 0

(13)

Here m is a constant that characterizes the “strength
of memory,” and the kernel K(t) is a decaying
function that describes the temporal weakening of
the memory. In relaxing fluids K(t) = exp(−t/tr ),
where tr is the relaxation time. Such an exponential
kernel is valid for atmospheric gases; it leads to the
appearance of dispersion and additional absorption,
which is responsible for shock front broadening during
the propagation of a sonic boom. For solids, reinforced
plastics and biological tissues K(t) has a more
complicated form.

If it is necessary to describe the behavior of acous-
tical beams and to account for diffraction phenomena,
the following equation can be used:

∂

∂τ
[�̂(p)] = c0

2
�⊥p (14)

where �⊥ is the “transverse” Laplace operator acting
on coordinates in the cross section of the acousti-
cal beam; �̂(p) = 0 is one of the one-dimensional
equations that is to be generalized [e.g. Eqs. (10)
or (13)]. The Khokhlov–Zabolotskaya–Kuznetsov
Eq. (15)5,9:

∂

∂τ

[
∂p

∂x
− β

c3
0ρ0

p
∂p

∂τ
− b

2c3
0ρ0

∂2p

∂τ2

]
= c0

2
�p (15)

is the most well-known example; it generalizes the
Burgers equation for beams and takes into account
diffraction, in addition to nonlinearity and absorption.

4 NONLINEAR TRANSFORMATION OF NOISE
SPECTRA

The following are examples and results obtained from
numerical or analytical solutions to the models listed
above. All tendencies described below have been
observed in laboratory experiments or in full-scale
measurements, for example, jet and rocket noise (see
details in the literature1,14,16).

4.1 Narrow-Band Noise

Initially, a randomly modulated quasi-harmonic signal
generates higher harmonics nω0, where ω0 is the fun-
damental frequency. At short distances in a Gaussian
noise field the mean intensity of the nth harmonic is
n! times higher than the intensity of the nth harmonic
of a regular wave. This phenomenon is related to the
dominating influence of high-intensity spikes caused
by nonlinear wave transformations. The characteristic
width of the spectral line of the nth harmonic increases
with increases in both the harmonic number n and the
distance of propagation x.

4.2 Broadband Noise

During the propagation of the initial broadband noise
(a segment of the temporal profile of the waveform
is shown by curve 1 in Fig. 6a) continuous distortion
occurs. Curves 2 and 3 are constructed for successively
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Figure 6 (a) Nonlinear distortion of a segment of
the temporal profile of initial broadband noise p.
Curves 1, 2, and 3 correspond to increasing distances
x1 = 0, x2 > 0, x3 > x2. (b) Nonlinear distortion of the
spectrum G(ω, x) of broadband noise. Curves 1, 2, and 3
correspond to the temporal profiles shown in (a).

increasing distance and display two main tendencies.
The first one is the steepening of the leading fronts and
the formation of shock waves; it produces a broadening
of the spectrum toward the high-frequency region.

The second tendency is a spreading out of the
shocks, collisions of pairs of them and their joining
together; these processes are similar to the adhesion of
absolutely inelastic particles and lead to energy flow
into the low-frequency region.

Nonlinear processes of energy redistribution are
shown in Fig. 6b. Curves 1, 2, and 3 in Fig. 6b are
the mean intensity spectra G(ω, x) of random noise
waves 1, 2, and 3 whose retarded time histories are
shown in Fig. 6a.

The general statistical solution of Eq. (10), which
describes the transformation of high-intensity noise
spectra in a nondissipative medium, is known for
b = 01:

G(ω, x) =
exp

[
−

(
ε

c3
0ρ0

ωσx

)2
]

2π

(
ε

c3
0ρ0

ωσx

)2

×
∞∫

−∞

{
exp

[(
ε

c3
0ρ0

ωx

)2

R(θ)

]
− 1

}

× exp(−iωθ) dθ (16)

Here R(θ = θ1 − θ2) = 〈p(θ1)p(θ2)〉 is the correlation
function of an initial stationary and Gaussian random

process, and σ2 = R(0). For simplicity, the solution,
Eq. (16), is written here for plane waves; but one
can easily generalize it for arbitrary one-dimensional
waves [for any cross-section area S(x)] using the
transformation of variables. See Eq. (12).

4.3 Noise–Signal Interactions

The initial spectrum shown in Fig. 7a consists of
a spectral line of a pure tone harmonic signal and
broadband noise. The spectrum, after distortion by
nonlinear effects, is shown in Fig. 7b.

As a result of the interaction, the intensity of the
fundamental pure tone wave ω0 is decreased, due to
the transfer of energy into the noise component and
because of the generation of the higher harmonics,
nω0. New spectral wave noise components appear in
the vicinity ω = nω0, where n = 1, 2, 3, . . . . These
noise components grow rapidly during the wave
propagation, flow together, and form the continuous
part of the spectrum (see Fig. 7b).

In addition to being intensified, the noise spectrum
can also be somewhat suppressed. To observe this
phenomenon, it is necessary to irradiate noise with an
intense signal whose frequency is high enough so that
the initial noise spectrum, and the noise component
generated near to the first harmonic, do not overlap.14

Weak high-frequency noise can be also partly sup-
pressed due to nonlinear modulation by high-intensity
low-frequency regular waves. Some possibilities for
the control of nonlinear intense noise are described in
the literature.8,14

The attenuation of a weak harmonic signal due to
nonlinear interaction with a noise wave propagating in
the same direction occurs according to the law

p = p0 exp

[
−1

2

(
ε

c3
oρ0

ω0σx

)2
]

(17)
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Figure 7 Nonlinear interaction of spectra of the
tone signal and broadband noise. Initial spectrum
(a) corresponds to the distance x = 0. Spectrum
(b) measured at the distance x > 0 consists of higher
harmonics nω0 and new broadband spectral areas.
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here σ2 = 〈p2〉 is the mean noise intensity. The
dependence of the absorption with distance x in
Eq. (17) is given by exp(−βx2), which does not
depend on either the location of the noise or the signal
spectrum. The standard dependence exp(−αx) takes
place if a deterministic harmonic signal propagates in
a spatially isotropic noise field. Here21

α = πε2

4c5
0ρ

2
0




ω0∫

0

ω2
0 +ω2

ω
G(ω) dω + 2ω0

∞∫

ω0

G(ω) dω




(18)
where G(ω) is the spectrum of the noise intensity:

σ2 =
∞∫

0

G(ω) dω

5 TRANSFORMATION OF STATISTICAL
DISTRIBUTION

The nonlinear distortion of the probability distribution
for nonlinear quasi-harmonic noise is illustrated in
Fig. 8. Curve 1 shows the initial Gaussian distribution.
Because of shock wave formation and subsequent
nonlinear absorption, the probability of small values of
the acoustic pressure p increases owing to the decrease
in the probability of large high-peak pressure jumps
(curves 2 and 3).

A regular signal passing through a random medium
gains statistical properties. Typical examples are con-
nected with underwater and atmospheric long-range
propagation, as well as with medical devices using
shock pulses and nonlinear ultrasound in such an inho-
mogeneous medium as the human body.

A sonic boom (N-wave) generated by a supersonic
aircraft propagates through the turbulent boundary

0

p

1

2

3

W(p)

Figure 8 Nonlinear distortion of the probability of
detection W(p) of the given value of acoustic pressure
p. Curves 1, 2, and 3 correspond to increasing distances
x1 = 0, x2 > 0, and x3 > x2.

1
W (p)

2

3

0 p0 p

Figure 9 Nonlinear distortion of the statistical distribu-
tion of the peak pressure of a sonic boom wave passed
through a turbulent layer. Line 1 is the intitial distribution,
curves 2 and 3 correspond to distances x1, x2 > x1.

layers of the atmosphere. Transformation of the
statistical distribution of its peak pressure is shown
in Fig. 9.18 Initial distribution is a delta-function (line
1), peak pressure is pre-determined and is equal to p0.

At increasing distances (after passing through the
turbulent layer, curves 2 and 3), this distribution
broadens; the probability increases that both small- and
large-amplitude outbursts are observed. So, turbulence
leads to a decrease in the mean peak pressure, but
fluctuations increase as a result of random focusing
and defocusing caused by the random inhomogeneities
in the atmosphere.

Nonlinear propagation in media containing small
inhomogeneities responsible for wave scattering is
governed by an equation like Eq. (10), but one which
contains a fourth-order dissipative term instead of a
second-order one19:

− b

2c3
0ρ0

∂2p

∂τ2
⇒ + β

∂4p

∂τ4
β = 8〈µ2〉a3

c4
0

(19)

Here 〈µ2〉 is the mean square of fluctuations of the
refractive index, and a is the radius of correlation.
Scattering losses are proportional to ω4 instead of ω2

in viscous media. Such dependence has an influence on
the temporal profile and the spectrum of the nonlinear
wave; in particular, the increase of pressure at the
shock front has a nonmonotonic (oscillatory) character.

6 SAMPLE PRACTICAL CALCULATIONS

It is of interest in practice to consider the parameter
values for which the nonlinear phenomena discussed
above are physically significant. For instance, in
measuring the exhaust noise of a commercial airliner
or of a spacecraft rocket engine at distances of 100 to
200 m, is it necessary to consider nonlinear spectral
distortion or not? To answer this question we evaluate
the shock formation distance for wave propagation in
air in more detail than in Section 3.
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For a plane simple harmonic wave, the shock
formation distance is equal to

xpl = c2
0

βωu0
= c3

0ρ0

2πβfp0
(20)

where p0 is the amplitude of the sound pressure, and
f = ω/2π is the frequency. For a spherical wave
one can derive the shock formation distance using
Eqs. (10) and (11):

xsph = x0 exp

(
c3
0ρ0

2πβfp0x0

)
(21)

Here x0 is the radius of the initial spherical front of
the diverging wave. In other words, x0 is the radius of
a spherical surface surrounding the source of intense
noise, at which the initial wave shape or spectrum is
measured.

Let the sound pressure level of the noise measured
at a distance of x0 = 10 m be 140 dB, and the
typical peak frequency f of the spectrum be 1 kHz.
Evaluating the situation for propagation in air using
the parameters:

β = 1.2 c0 = 330 m/s ρ0 = 1.3 kg/m3

gives the following values for the shock formation
distances:

xpl ∼ 20 m xsph ∼ 80m

So in this situation, shocks form in spherical wave
propagation at a greater distance than in plane wave
propagation because the spherical spreading decreases
the wave intensity and, consequently, nonlinear phe-
nomena accumulate more slowly in the spherical than
in the plane wave propagation case.

In all practical cases, the real shock front formation
length x obeys the inequality

xpl < x < xsph

At distances, for which x ∼ x, nonlinear distortion is
significant.

During experiments performed by Pestorius and
Blackstock,25 which used a long tube filled with
air, strong nonlinear distortion of the noise spectrum
was observed at distances between as little as 2
to 10 m, for sound pressure levels of 160 dB. This
result agrees with predictions made using Eq. (20) for
a frequency f of about 1 kHz. Morfey26 analyzed
several experiments and observed nonlinear distortion
in the spectra of four-engine jet aircraft at distances
between 262 and 501 m, for frequencies between f =
2 and 10 kHz. He also analyzed the noise spectrum
of an Atlas-D rocket engine at distances of 1250
to 5257 m, at frequencies in the range of f = 0.3
to 2.4 kHz. These observations correspond to the

analytical case of spherically diverging waves. See
Eq. (21).

Extremely strong noise is produced near the
rocket exhausts of large spacecraft during launch.
For example, assume that the sound pressure level is
170 dB at 10 m from a powerful space vehicle such as
the Saturn V or the space shuttle. The shock formation
distance is predicted from Eq. (21) to be a further
distance of xsph ≈ 13 m for a frequency of 500 Hz.
The approximate temporal duration tfr of the shock
front at a distance x can be calculated using Eq. (22),
which is found in Rudenko and Soluyan1:

tfr = 1

π2f

xpl

xabs

x

x0

[
1 + x0

xpl
ln

(
x

x0

)]
(22)

where xabs = α−1 = (4π2f 2δ)−1 is the absorption
length, and the value of δ = 0.5 × 10−12 s2/m is
assumed for air. For the assumed sound pressure level
of 170 dB and the frequency 500 Hz, we substitute
the values xpl = x0 = 10 m and evaluate the width
of the shock front lfr = c0tfr at small distances of
25 to 30 m from the center of the rocket exhaust
nozzles. This shock width being of the order of lfr ≈
0.01 − 0.1 mm is much less than the wavelength,
λ ≈ 67 cm. Such a steep shock front is formed
because of strong nonlinear effects. As the sound wave
propagates, the shock width increases and reaches
lfr ≈ 7 cm at distances of about 23 km. It is evident
that nonlinear phenomena will be experienced at large
distances from the rocket. That is the reason why it
is possible to hear the “crackling sound” standing far
from the launch position. However, the value of 23
km for the distance at which the shock disappears
is realistic only if the atmosphere is assumed to be
an unlimited and homogeneous medium. In reality,
due to reflection from the ground and the refraction
of sound rays in the real inhomogeneous atmosphere,
the audibility range for shocks can be somewhat less.
To describe nonlinear sound propagation in the real
atmosphere, the numerical solution of the analysis
of more complicated mathematical models such as
Rudenko22 needs to be undertaken.

It is necessary to draw attention to the strong
exponential dependence of nonlinear effects on the
frequency f0, the sound wave amplitude p0, and the
initial propagation radius x0, for spherical waves. From
Eq. (21) we have

xsph = x0 exp

(
const

fp0x0

)

Consequently, the shock formation distance xsph is
very sensitive to the accuracy of measurement of these
parameters. Other numerical examples concerning
nonlinear noise control are given in the literature.8,14,16

Consider now a sonic boom wave propagating as a
cylindrical diverging wave from a supersonic aircraft.
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The shock formation distance for this case is

xcyl = x0

(
1 + c3

0ρ0

4πβfp0x0

)2

(23)

At small distances from the aircraft, for example,
at 50 m, the peak sound pressure is about 3000 Pa
and the pulse duration t0 = f −1 ∼ l/v, where l is the
length of the aircraft fuselage, and v > c0 is the speed
of supersonic flight. For the parameters of aircraft
length and speed, l = 10 m, v = 1.3c0, evaluation of
Eq. (23) gives xcyl ∼ 100 m. This means that at several
hundred metres from the aircraft, the multiple colli-
sions of shocks generated by singularities of the aero-
dynamic profile come to an end, and the sonic boom
wave changes into an N-wave, as shown in Fig. 2b.

At greater distances, the peak pressure of the N-
wave decreases, and the value of the distance xcyl
increases. For a peak pressure of 200 Pa measured at
x0 = 1 km, and for a pulse duration t0 = f −1 = 0.05s
we obtain a distance of xcyl ∼ 3 km, according to Eq.
(23). So, for a distance of x0 = 1 km from the aircraft,
an additional distance xcyl − x0 = 2 km will produce
a significant change in the shape of the N-wave due to
the nonlinear wave propagation effects.

Nonlinear phenomena appear also near to the sharp
tips of bodies and orifices in the high-speed streamlines
of an oscillating fluid. These nonlinearities are caused
by the large spatial gradients in the hydrodynamic field
and are related to the convective term (u∇) u in the
equation of motion of the fluid, in the form of the
Navier–Stokes or Euler equations. This effect is quite
distinct from the more common nonlinear phenomena
already described. Nonlinear wave distortion cannot
build up during wave propagation since the effect only
has a “local” character. To determine the necessary
sound pressure level at which we can observe these
phenomena in an oscillating flow, we evaluate the
velocity gradients. (Note that in the case of harmonic
vibrations in the streamlines around an incompressible
liquid, higher harmonics will appear.) We assume that
the gradient is of the order of u/ max(r0, δ), where δ =√

ν/ω is the width of the acoustical boundary layer,
r0 is the minimum radius of the edge of the body, u is
the vibration velocity, and ν = η/ρ0 is the kinematic
viscosity. The width is the dominating factor for sharp
edges, if r0 < δ. This “boundary nonlinearity” is sig-
nificant at Reynolds numbers of Re ∼ 1, which are pro-
portional to the ratio of the terms in the Navier–Stokes
or Euler equations of motion of the fluid:

Re ∼
∣∣∣∣∣(u∇)u

(
∂u
∂t

)−1
∣∣∣∣∣ ∼ u√

ων
=

√
2I

cωη
(24)

As can be determined by Eq. (24), this nonlinearity
manifests itself in air at a sound pressure level of
120 dB, at a frequency of about 500 Hz. If vortices
form near to the edge of a body immersed in an
oscillating flow, nonlinearity in such a flow can be

observed even at a sound pressure level as low
as 90 dB. Boundary layer nonlinearity is significant
in the determination of the resonance frequency of
sound absorbers, which contain Helmholtz resonators
with sound-absorbing material in their necks. This
nonlinearity can detune the resonance condition at the
frequency given by linear approximations. It can even
have the opposite effect of enhancing the dissipation
of acoustic energy by the absorber, if it is excited off
resonance, according to the linear approximations.8

7 FURTHER COMMENTS AND CONCLUSIONS
Only common nonlinear events occurring in typical
media have been discussed. However, nonlinear phe-
nomena of much more variety can occur. Nonlinearity
manifests itself markedly in conditions of resonance, if
the standing waves that form in spatially limited sys-
tems have a high Q factor. Using high-Q resonators,
it is possible to accumulate a considerable amount of
acoustic energy and provide conditions for the clear
manifestation of nonlinear phenomena even in the case
of weak sound sources.23

Some structures (such as components of the fuse-
lage of an aircraft) can have huge nonlinearities caused
by special types of inhomogeneous inclusions (in
cases such as the delamination of layered compos-
ites, with cracks and grain boundaries in metals, and
with clamped or impacting parts, etc.). These nonlin-
ear phenomena can be used to advantage in sensitive
nondestructive tests.

It is necessary to mention a nonlinear device
known as a “parametric array.” Its use is common in
underwater acoustics.9 Recently, it has also been put to
use in air in the design of parametric loudspeakers.27,28

The difference between linear and nonlinear prob-
lems is sometimes only relative. For example, aero-
dynamic sound generation can be referred to as a
linear problem; but some people say that this is a non-
linear phenomenon described by the nonlinear terms
in the Lighthill equation. Both viewpoints are true.
Chapter 9 in this book, which is written by Morris
and Lilley, is devoted to the subject of aerodynamic
sound. The aerodynamic exhaust noise generated by
turbojet and turbofan engines is discussed by Huff and
Envia in Chapter 89 of this book. Lighthill, Powell
and Ffowcs Williams also discuss jet noise genera-
tion in Chapters 24, 25, and 26 in the Handbook of
Acoustics.29
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CHAPTER 9
AERODYNAMIC NOISE: THEORY
AND APPLICATIONS

Philip J. Morris and Geoffrey M. Lilley∗
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1 INTRODUCTION

This chapter provides an overview of aerodynamic
noise. The theory of aerodynamic noise, founded
by Sir James Lighthill,1 embraces the disciplines
of acoustics and unsteady aerodynamics, including
turbulent flow. Aerodynamic noise is generated by
the unsteady, nonlinear, turbulent flow. Thus, it is
self-generated rather than being the response to an
externally imposed source. It is sometimes referred to
as flow noise, as, for instance, in duct acoustics, and
is also related to the theory of hydrodynamic noise.
In its applications to aeronautical problems we will
often mention aeroacoustics in referring to problems
of both sound propagation and generation. The source
of aerodynamic noise is often a turbulent flow. So some
description of the characteristics of turbulence in jets,
mixing regions, wakes, and boundary layers will give
the reader sufficient information on the properties of
turbulent flows relevant to noise prediction.

2 BACKGROUND
In 1957, Henning von Gierke2 wrote:

Jet aircraft, predominating with military aviation,
create one of the most powerful sources of man-
made sound, which by far exceeds the noise
power of conventional propeller engines. The
sound [pressure] levels around jet engines, where
personnel must work efficiently, have risen to a
point where they are a hazard to man’s health and
safety and are now at the limit of human tolerance.
Further increase of sound [pressure] levels should
not be made without adequate protection and
control; technical and operational solutions must be
found to the noise problem if it is not to be a serious
impediment to further progress in aviation.

In spite of tremendous progress in the reduction
of aircraft engine noise (see Chapters 89 and 90 of
this handbook), the issues referred to by von Gierke
continue to exist. Aircraft noise at takeoff remains
an engine noise problem. However, for modern
commercial aircraft powered by high bypass ratio

∗Present address: School of Engineering Sciences, University
of Southampton, Southampton, SO17 1BJ, United Kingdom
and NASA Langley Research Center, Mail Stop 128,
Hampton, Virginia, 23681, United States of America.

turbofan engines, during the low-level approach path
of all aircraft to landing, it is found that engine and
airframe make almost equal contributions to the total
aircraft noise as heard in residential communities close
to all airports. Thus, the physical understanding of both
aircraft engine and airframe noise, together with their
prediction and control, remain important challenges in
the overall control of environmental pollution.

In this chapter, following a brief introduction into
the theory of linear and nonlinear acoustics, the general
theory of aerodynamic noise is presented. The discus-
sion is then divided between the applications of the
theory of Lighthill1,3 to the noise generation of free
turbulent flows, such as the mixing region noise of a
jet at subsonic and supersonic speeds, and its extension
by Curle,4 referred to as the theory of Lighthill–Curle,
to the noise generation from aircraft and other bodies
in motion. The other major development of Lighthill’s
theory, which is discussed in this chapter, is its solu-
tion due to Ffowcs Williams and Hawkings5 for arbi-
trary surfaces in motion. Lighthill’s theory as origi-
nally developed considered the effects of convective
amplification, which was later extended to include
transonic and supersonic jet Mach numbers by Ffowcs
Williams.6 It is referred to as the Lighthill–Ffowcs
Williams convective amplification theory. In its appli-
cation, Lighthill’s theory neglects any interaction
between the turbulent flow and the sound field gen-
erated by it. The extension of Lighthill’s theory to
include flow-acoustical interaction was due to Lilley.7
This is also described in this chapter, along with a more
general treatment of its practical application, using the
linearized Euler equations with the nonlinear sources
similar to those found in Lighthill’s theory, and the
adjoint method due to Tam and Auriault.8

In the discussion on the applications to jet noise,
the noise arising from turbulent mixing is shown to
be enhanced at supersonic speeds by the presence of
a shock and expansion cell structure in the region of
the jet potential core. This results in both broadband
shock associated noise and tonal components called
screech. The noise sources revert to those associated
with turbulent mixing only downstream of the station
where the flow velocity on the jet axis has decayed to
the local sonic velocity.

The practical application of the combined theory
of generation and propagation of aerodynamic noise
is introduced in Section 8, which discusses com-
putational aeroacoustics (CAA). This relatively new

128 Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.



AERODYNAMIC NOISE: THEORY AND APPLICATIONS 129

field uses the computational power of modern high-
performance computers to simulate both the turbulent
flow and the noise it generates and radiates.

The final sections of this chapter consider appli-
cations of aerodynamic noise theory to the noise
radiated from turbulent boundary layers developing
over the wings of aircraft and their control surfaces.
The two major developments in this field are the
Lighthill–Curle4 theory applicable to solid bodies and
the more general theory due to Ffowcs Williams and
Hawkings5 for arbitrary surfaces in motion. The the-
ory has applications to the noise from closed bod-
ies in motion at sufficiently high Reynolds numbers
for the boundary layers to be turbulent. The theory
applies to both attached and separated boundary lay-
ers around bluff bodies and aircraft wings at high lift.
Noise radiation is absent from steady laminar bound-
ary layers but strong noise radiation occurs from the
unsteady flow in the transition region between lam-
inar and turbulent flow. A further important aspect
of the noise from bodies in motion is the diffrac-
tion of sound that occurs at a wing trailing edge.
The theory of trailing edge noise involves a further
extension of Lighthill’s theory and was introduced by
Ffowcs Williams and Hall.9 In aeronautics today, one
of the major applications of boundary layer noise is
the prediction and reduction of noise generated by
the airframe, which includes the wings, control sur-
faces, and the undercarriage. This subject is known as
airframe noise. Its theory is discussed with relevant
results together with brief references to methods of
noise control.

Throughout the chapter simple descriptions of the
physical processes involving noise generation from tur-
bulent flows are given along with elementary scaling
laws. Wherever possible, detailed analysis is omit-
ted, although some analysis is unavoidable. A com-
prehensive list of references has been provided to
assist the interested reader. In addition, there are sev-
eral books that cover the general areas of acous-
tics and aeroacoustics. These include, Goldstein,10

Lighthill,11 Pierce,12 Dowling and Ffowcs Williams, 13

Hubbard,14 Crighton et al.,15 and Howe.16 Additional
reviews are contained in Ribner,17 and Crocker.18,19

In this chapter we do not discuss problems where
aerodynamic noise is influenced by the vibration of
solid surfaces, such as in fluid–structure interactions,
where reference should be made to Cremer, Heckl, and
Petersson20 and Howe.16

3 DIFFERENCES BETWEEN AERODYNAMIC
NOISE AND LINEAR AND NONLINEAR
ACOUSTICS

The theory of linear acoustics is based on the
linearization of the Navier–Stokes equations for an
inviscid and isentropic flow in which the propagation
of weak acoustic waves are small perturbations on the
fluid at rest. The circular frequency, ω, of the acoustic,
or sound, waves is given by

ω = kc (1)

where k = 2π/λ is the wavenumber, λ is the acous-
tic wavelength, and c is the speed of sound. The
frequency in hertz, f = ω/2π. Linear acoustics uses
the linearized Euler equations, derived from the
Navier–Stokes equations, incorporating the thermody-
namic properties of a perfect gas at rest. The properties
of the undisturbed fluid at rest are defined by the sub-
script zero and involve the density ρ0, pressure p0, and
enthalpy h0, with p0 = ρ0h0(γ − 1)/γ, and the speed
of sound squared, c2

0 = γp0/ρ0 = (γ − 1)h0. The rel-
evant perturbation conservation equations of mass and
momentum for a fluid at rest are, respectively,

∂ρ′

∂t
+ ρ0θ

′ = 0
∂ρ0v′

∂t
+ ∇p′ = 0 (2)

where θ′ = ∇·v′ is the fluctuation in the rate of
dilatation, and v′ is the acoustic particle velocity. In
the propagation of plane waves p′ = ρ0c0v

′. Since the
flow is isentropic p′ = c2

0ρ
′.

From these governing equations of linearized
acoustics we find, on elimination of θ′, the unique
acoustic wave equation for a fluid at rest, namely

(
∂2

∂t2
− c2

0∇2

)
ρ′ = 0 (3)

When the background fluid is in motion, with the uni-
form velocity V0, the linear operator following the
motion is D0/Dt ≡ ∂/∂t + V0·∇, and we obtain the
Galilean invariant convected acoustic wave equation,

(
D2

0

Dt2
− c2

0∇2

)
ρ′ = 0 (4)

Problems in acoustics can be solved by introduc-
ing both volume and surface distributions of sound
sources, which are classified by type as monopole,
dipole, quadrupole, and so on, representing, respec-
tively, a single simple source, and two and four simple
sources in close proximity, and are similar to the point
sources in ideal potential flow fluid dynamics. The
inhomogeneous acoustic wave equations are obtained
by adding the distribution of acoustic sources, A(x, t),
to form the right-hand side of the homogeneous con-
vection equation (4):

(
D2

0

Dt2
− c2

0∇2

)
ρ′ = A(x, t) (5)

and similarly for the unique wave equation (3).
The energy conservation equation is obtained by

multiplying, respectively, the above conservation of
mass and momentum equations by p′ and v′ to give

1

2ρ0c
2
0

∂(p′)2

∂t
= −θ′p′

∂ρ0(v
′)2/2

∂t
= −∇ · p′v′ + θ′p′ (6)
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By elimination of p′θ′ we find the energy conservation
equation in linear acoustics, namely

∂w

∂t
+ ∇·I = 0 (7)

where w = ρ0(v
′)2/2 + ( 1

2 )(p′)2/(ρ0c
2
0) is the sum of

the acoustic kinetic and potential energies and I = p ′v′
is the acoustic intensity.

When the acoustic waves are of finite amplitude,
we must use the complete Navier–Stokes equations.
However, on the assumption that the diffusive terms
have negligible influence on wave propagation at high
Reynolds numbers, we find that for acoustic waves of
finite amplitude propagating in one dimension only,
the following exact nonlinear inhomogeneous acoustic
wave equation can be obtained:

D2χ

Dt2
− ∂

∂x

(
c2 ∂χ

∂x

)
−

(
Dχ

Dt

)2

= 0 (8)

where χ = ln ρ/ρ0, D/Dt ≡ ∂/∂t + u∂/∂x is the non-
linear convective operator following the motion, and
the variable sound speed c2 = c2

0 exp
[
(γ − 1)χ

]
. The

nonlinearity is shown by the addition of (Dχ/Dt)2 to
the linear acoustic wave equation, together with the
dependence of the speed of sound on the amplitude χ.
Problems in nonlinear acoustics require the solution of
the corresponding nonlinear inhomogeneous equation
incorporating the distribution of acoustic source mul-
tipoles on the right-hand side of the above homo-
geneous equation. A simpler approach is to use the
Lighthill–Whitham21 theory whereby the linear acous-
tical solution is obtained and then its characteristics
are modified to include the effects of the finite ampli-
tude wave motion and the consequent changes in the
sound speed. It is also found from the Navier–Stokes
equations, including the viscous terms, that in one
dimension, and using the equation for χ, the nonlinear
equation for the particle velocity, u, is given approxi-
mately, due to the vanishingly small rate of dilatation
inside the flow, by Burgers equation,

Du

Dt
= ν∇2u (9)

which explains the nonlinear steepening arising in the
wave propagation plus its viscous broadening. It has an
exact solution based on the Cole–Hopf transformation.
The fluid’s kinematic viscosity is ν. The solutions
to Burgers equation in the case of inviscid flow are
equivalent to the method of Lighthill–Whitham. The
latter method was extended to the theory of “bunching”
of multiple random shock waves by Lighthill22 and
Punekar et al.23 using Burgers equation. Additional
information on nonlinear acoustics is given in Chapter
10 of this handbook.

We now turn to aerodynamic noise, the science of
which was founded by Lighthill.1 It is based on the

exact Navier–Stokes equations of compressible fluid
flow, which apply equally to both viscous and turbulent
flows. However, all mathematical theories need to
be validated by experiments, and it was fortunate
that such verification—that turbulence was the source
of noise—was available in full from the earlier
experiments on jet noise, begun in 1948, by Westley
and Lilley24 in England and Lassiter and Hubbard25

in the United States. The theory and experiments had
been motivated by the experience gained in measuring
the jet noise of World War II military aircraft, the wider
certain noise impact on residential areas, due to the
rapid growth of civil aviation, and the introduction of
jet propulsion in powering commercial aircraft. At the
time of the introduction of Lighthill’s theory, a range
of methods for jet noise reduction had already been
invented by Lilley, Westley, and Young,24 which were
later fitted to all commercial jet aircraft from 1960 to
1980, before the introduction of the quieter turbofan
bypass engine in 1970.

Aerodynamic noise problems differ from those of
classical acoustics in that the noise is self-generated,
being derived from the properties of the unsteady flow,
where the intensity of the radiated sound, with its
broadband frequency spectrum and its total acoustic
power, are a small by-product of the kinetic energy of
the unsteady flow. At low Mach numbers, the dominant
wavelength of the sound generated is typically much
larger than the dimensions of the flow unsteadiness.
In this case we regard the sound source as compact.
At high frequencies and/or higher Mach numbers the
opposite occurs and the source is noncompact.

The frequency ω and wavenumber k are the param-
eters used in the Fourier transforms of space–time
functions used in defining the wavenumber/frequency
spectrum in both acoustics and turbulence analysis.
Apart from the Doppler changes in frequency due to
the source motion relative to a receiver, the wavenum-
ber and frequency in the sound field generated by
turbulent motion must equal the same wavenumber and
frequency in the turbulence. But here we must add a
word of caution since, in turbulence, the dynamic pro-
cesses are nonlinear and the low wavenumber section
of the turbulent energy wavenumber spectrum receives
contributions from all frequencies. Thus, in a turbu-
lent flow, where the source of noise is an eddy whose
length scale is very small compared with the acous-
tic wavelength for the same frequency, the match-
ing acoustic wavenumber will be found in the low
wavenumber end of the turbulent energy spectrum,
referred to as the acoustical range. At low Mach num-
bers its amplitude will be very small compared with
that of wavenumbers in the so-called convective range
of the turbulent energy spectrum corresponding to the
same frequency in the acoustical spectrum. This may
at first cause confusion, but it must be remembered that
turbulent eddies of all frequencies contribute to the low
wavenumber end of the energy spectrum. There is no
difficulty in handling these problems in aerodynamic
noise theory if we remember that ω and k always refer
to the acoustic field external to the turbulent flow,
with ω/k = c, the speed of sound, and λ = 2π/k,
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is the sound wavelength. The amplitude is measured
by its intensity I = n(c3∞/ρ∞)〈(ρ′)2〉, where ρ′ is the
density perturbation due to the sound waves. The nor-
mal to the wave front is n. On the other hand, the
properties of the turbulence are defined by the turbu-
lent kinetic energy,∗ kT = ( 1

2 )〈(v′)2〉 = u2
0, its integral

length scale, �0, and the corresponding frequency of
the sound generated, ω0, satisfying the Strouhal num-
ber sT = ω0�0/u0. In most turbulent flows sT ≈ 1 to
1.7. If we follow these simple rules and use relevant
frequency spectra for both the acoustics and turbu-
lence problems, the use of the wavenumber spectrum
in the turbulence becomes unnecessary. This in itself
is a useful reminder since the wavenumber spectrum,
in the important low wavenumber acoustic region, is
rarely measured, at least to the accuracy required in
aeroacoustics. It is important to recognize that almost
the same compressible flow wavenumber spectrum
appears in the turbulence analysis for an incompress-
ible flow, where no noise is generated. In many appli-
cations of Lighthill’s theory we may put the acoustic
wavenumber in the turbulence equal to zero, which is
its value in an incompressible flow where the prop-
agation speed is infinite. There are, however, many
aerodynamic noise problems of interest in the field of
aeroacoustics at low Mach numbers, where the equiv-
alent acoustic sources are compact. In such cases the
fluid may be treated as though it were approximately
an unsteady incompressible flow.

There is no unique method available to describe
the equations of aerodynamic noise generated by a
turbulent flow. The beauty of Lighthill’s approach,
as discussed below, is that it provides a consistent
method for defining the source of aerodynamic noise
and its propagation external to the flow as an acoustic
wave to a far-field observer. It avoids the problem
of nonlinear wave propagation within the turbulent
flow and ensures that the rate of dilatation fluctuations
within the flow are accounted for exactly and are
not subject to any approximation. Thus, it is found
possible in low Mach number, and high Reynolds
number, flows for many practical purposes to regard
the turbulent flow field as almost incompressible. The
reason for this is that both the turbulent kinetic energy
and the rate of energy transfer across the turbulent
energy spectrum in the compressible flow are almost
the same as in an incompressible flow. It follows that,
in those regions of the flow where diffusive effects
are almost negligible and the thermodynamic processes
are, therefore, quasi-isentropic, the density and the
rate of dilatation fluctuations in the compressible flow
are directly related to the fluctuations in the pressure,
turbulent kinetic energy, and rate of energy transfer
in the incompressible flow. They are obtained by
introducing a finite speed of sound, which replaces
the infinite propagation speed in the case of the
incompressible flow.

∗The turbulent kinetic energy is often denoted simply by
k. kT is used here to avoid confusion with the acoustic
wavenumber.

The theory of aerodynamic noise then becomes
simplified since the effects of compressibility, includ-
ing the propagation of sound waves, only enter the
problem in the uniform flow external to the unsteady
almost incompressible sound sources replacing the
flow. It is found that the unsteady flow is dominated
by its unsteady vorticity, ω = ∇ × v, which is closely
related to the angular momentum in the flow. The
dimensions of the vorticity are the same as those of
frequency. The noise generated is closely related to
the cutting of the streamlines in the fluid flow by vor-
tex lines, analogous to the properties of the lines of
magnetic force in the theory of electricity and mag-
netism. A large body of experience has been built on
such models, referred to as the theory of vortex-sound
by Howe,26 based on earlier work by Powell.27 These
methods require the distribution of the unsteady vor-
ticity field to be known. (The success of the method is
very much in the skill of the mathematician in finding a
suitable model for the unsteady vortex motion.) It then
follows that, based on the assumption of an inviscid
fluid, that the given unsteady vorticity creates a poten-
tial flow having an unsteady flow field based on the
Biot–Savart law. As shown by Howe,16 the method is
exact and is easily applied to a range of unsteady flows,
including those with both solid and permeable bound-
aries and flows involving complex geometries. Some
simple acoustic problems involving turbulent flow can
also be modeled approximately using the theory of
vortex-sound.

The problems first considered by Lighthill were
of much wider application and were applicable to
turbulent flows. Turbulence is an unsteady, vortical,
nonlinear, space–time random process that is self-
generated. Although some compact turbulent flows
at low Mach numbers can be treated by the theory
of vortex-sound, the broader theory embracing the
multiscale characteristics of this highly nonlinear
turbulent motion, requires the treatment proposed by
Lighthill, extended to higher Mach numbers by Ffowcs
Williams,6 and by Lilley,7 Goldstein,10 and others to
include the effects of flow-acoustic interaction.

Lighthill’s theory, based on the exact compressible
Navier–Stokes equations, considers the equations for
the fluctuations in pressure, density, and enthalpy
within an isolated domain of turbulent flow, which
is being convected with the surrounding compressible
and irrotational fluid, and on which it feeds to create
the unsteady random vortical motion. Within the
turbulent fluid of limited extent, the equations for the
unsteady pressure, and the other flow variables, are all
nonlinear. However, Lighthill was able to show that
beyond a certain distance from the flow, of the order
of an acoustic wavelength, the sound waves generated
by the turbulent motion satisfy the standard linear wave
equation and are thus propagating outward at the speed
of sound in the uniform medium external to the flow. In
Lighthill’s original work the uniform medium external
to the flow was at rest.

Lighthill realized that much of the unsteadiness
within the flow and close to its free boundaries,
related to nonlinear turbulent fluid dynamics, with
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the influence of the turbulence decaying rapidly with
distance from the flow. Moreover, an extremely small
fraction of the compressible flow kinetic energy
escapes from the flow as radiated sound. In the near
field of the source of noise, the surging to and fro of
the full flow energy produces almost no net transport of
energy along the sound ray from the source to far-field
observer. Lighthill devised a method by which this
small fraction of the kinetic energy of the nonlinear
turbulent motion, escaping in the form of radiated
sound, could be calculated without having first to
find the full characteristics of the nonlinear wave
propagation within the flow. Lighthill was concerned
that the resulting theory should not only include
the characteristics of the turbulent flow but also the
corresponding sound field created within the flow and
the interaction of the turbulence on that sound field as it
propagated through the flow field before escaping into
the external medium. But all these effects contributing
to the amplitude of the noise sources within the flow
were, of course, unknown a priori. Lighthill thus
assumed that, for most practical purposes, the flow
could be regarded as devoid of all sound effects, so
that at all positions within the flow, sound waves
and their resulting sound rays generated by the flow
unsteadiness, would travel along straight lines between
each source and a stationary observer in the far
acoustic field in the medium at rest. Such an observer
would receive packets of sound waves in phase from
turbulence correlated zones, as well as packets from
uncorrelated regions, where the latter would make
no contribution to the overall sound intensity. Thus
Lighthill reduced the complex nonlinear turbulent
motion and its accompanying noise radiation, into an
equivalent linearized acoustical problem, or acoustical
analogy, in which the complete flow field, together
with its uniform external medium at rest, was replaced
by an equivalent distribution of moving acoustic
sources, where the sources may move but not the
fluid. The properties of this equivalent distribution
of moving acoustic sources has to be determined a
priori from calculations based on simulations to the
full Navier–Stokes equations or from experiment.

Therefore, we find that Lighthill’s inhomogeneous
wave equation includes a left-hand side, the propaga-
tion part, which is the homogeneous wave equation for
sound waves traveling in a uniform medium at rest, and
a right-hand side, the generation part, which represents
the distribution of equivalent acoustic sources within
what was the flow domain. The latter domain involves
that part of the nonlinear turbulent motion that gener-
ates the sound field. As written, Lighthill’s equation
is exact and is as accurate as the Navier–Stokes
equations on which it is based. In its applications,
its right-hand side involves the best available database
obtained from theory or experiment. Ideally, this is a
time-accurate measurement or calculation of the prop-
erties of the given compressible turbulent flow, satis-
fying appropriate boundary and initial conditions. In
general, this flow would be measured or calculated on
the assumption that the sound field present in the flow
has a negligible back reaction on the turbulent flow.

However, Ffowcs Williams and Hawkings5 found a
solution to Lighthill’s equation, which can be used to
find the far-field sound intensity, directivity, and spec-
trum, once the time-dependent properties of the turbu-
lent flow, together with its acoustic field, are known
on any arbitrary moving permeable surface within the
flow, called the Ffowcs Williams–Hawkings acousti-
cal data surface, and embracing the dominant noise
sources within the flow. Volume sources external to
the Ffowcs Williams–Hawkings surface have to be
calculated separately. It should be noted that in all
computer simulations, the required information on the
data surface is rarely available. The exception is direct
numerical simulation (DNS); see Section 8. The data
are normally unresolved at high frequencies that are
well within the range of interest in aeronautical appli-
cations.

Earlier in this section, the theory of nonlinear
acoustics was introduced along with the Lighthill–
Whitham theory, with its application to derive the
pattern of shock waves around a body, such as an
aircraft, traveling at supersonic speeds. Shock waves
are finite-amplitude sound waves. Their speed of
propagation is a function of their strength, or pressure
rise, and therefore they travel at speeds greater than the
speed of sound. Shock waves are absent from aircraft
flying at subsonic speeds. The acoustical disturbances
generated by the passage of subsonic aircraft travel
at the speed of sound, and the sound waves suffer
attenuation with distance from the aircraft due to
spherical spreading. The noise created by subsonic
aircraft is discussed in Section 9.4. An aircraft flying
at supersonic speeds at constant speed and height
creates a pattern of oblique shock waves surrounding
the aircraft, which move attached to the aircraft
while propagating normal to themselves at the speed
of sound. These shock waves propagate toward the
ground and are heard as a double boom, called the
sonic boom, arising from the shock waves created
from the aircraft’s nose and tail. The pressure signature
at ground level forms an N-wave comprising the
overpressure of the bow shock wave followed by
an expansion and then the pressure rise due to the
tail wave. The strength of the sonic boom at ground
level for an aircraft the size of the Concorde flying
straight and level at M = 2 is about 96 N/m2 or
2 lbf/ft2. An aircraft in accelerated flight flying at
supersonic speeds, such as in climbing flight from
takeoff to the cruising altitude, develops a superboom,
or focused boom. The shock waves created from the
time the aircraft first reached sonic speed pile up,
since the aircraft is flying faster than the waves created
earlier along its flight trajectory. The superboom has
a strength at ground level many times that of the
boom from the aircraft flying at a constant cruise Mach
number. The flight of supersonic aircraft over land over
towns and cities is presently banned to avoid minor
damage to buildings and startle to people and animals.
The theory of the sonic boom is given by Whitham.21

Further references are given in Schwartz.28
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4 DERIVATION OF LIGHTHILL’S EQUATION
FOR AERODYNAMIC NOISE
The exact equations governing the flow of a compress-
ible fluid are the nonlinear Navier–Stokes equations.
These equations for the conservation of mass, momen-
tum, and heat energy are, respectively,

Dρ

Dt
+ ρ∇ · v = 0 ρ

Dv
Dt

+ ∇p = ∇ · τ

ρ
Dh

Dt
− Dp

Dt
= ∇ · q + τ : ∇v (10)

where the conservation of entropy is represented by
ρT Ds/Dt ≡ ρDh/Dt − Dp/Dt . The heat flux vector
is q, the viscous stress tensor (dyadic∗) is τ, γ =
CP /CV is the ratio of the specific heats, and s is
the specific entropy. The nonlinear operator following
the motion is D/Dt ≡ ∂/∂t + v · ∇. We see that,
with the diffusive terms included, the thermodynamic
processes are nonisentropic. The equation of state for
a perfect gas is p = (γ − 1)ρh/γ, and the enthalpy,
h = CP T , where T is the absolute temperature. These
are six equations for the six unknowns ρ, p, h, and v.

To clarify the generation of aerodynamic noise
by turbulence, defined as random unsteady vortical
motion, we consider the special case of a finite
cloud of turbulence moving with an otherwise uniform
flow of velocity, V0. In the uniform mean flow
all flow quantities are described by the subscript
zero. The fluctuations of all quantities are denoted
by primes. Internal to the flow, primed quantities
will be predominately turbulent fluctuations since the
fluctuations due to sound waves are relatively very
small. External to the turbulent flow, the flow is
irrotational and includes not only the unsteady sound
field but also the entrainment induced by the turbulent
flow and on which the turbulent flow feeds. The
characteristics of the entrainment are an essential part
of the characteristics of the turbulent flow, but its
contribution to the radiated noise is known to be small
and will be neglected in our analysis. We introduce the
linear operator following the uniform mean motion,
D0/Dt ≡ ∂/∂t + V0 · ∇, which is equivalent to a
coordinate frame moving with the mean flow velocity
V0. In many turbulent flows the density fluctuations,
internal to the turbulent flow, do not greatly influence
the structure of the turbulent flow and, except in
the case of high-temperature and/or high-velocity

∗We have chosen to use vector notation throughout this
chapter for consistency. In order to accommodate tensor
forms, it is necessary to introduce dyadics.29 Thus, the shear
stress tensor is represented by the dyadic τ and has nine
components. The operation ∇ · τ is equivalent to ∂τij /∂xj

and gives a vector. The colon denotes a scalar or inner
product of two dyadics and gives a scalar. For example,
τ : ∇v is equivalent to τij ∂vi/∂xj . The dyadic or tensor
product of two vectors gives a tensor. For example, vv
(sometimes v ⊗ v) is equivalent to uiuj . The identity dyadic,
equivalent to the Kronecker delta, is denoted by I.

flows, are small in comparison with the mean flow
density. Here we shall neglect, for convenience only,
the product ρ′v′ and ρ′h′ compared with ρ0v′ and
ρ0h

′. respectively. Thus, our simplified conservation
equations for mass, momentum, heat energy, and
turbulent kinetic energy for a turbulent flow, noting
that the derivatives of all quantities appear as their
fluctuations only become, respectively†

D0ρ
′

Dt
+ ∇ · ρ0v ′ = 0 (11)

D0

Dt
(ρ0v ′) + ∇ · (ρ0v ′v ′ − τ′) + ∇p′ = 0 (12)

D0ρ0h
′

Dt
+ ∇ · ρ0v ′h′ − D0p

′

Dt
− v ′ · ∇p′

= ∇ · q′ + τ′ : ∇v ′ (13)

D0ρ0(v
′)2/2

Dt
+ ∇ · ρ0v ′(v ′)2

2
+ v ′ · ∇p′

= ∇ · (τ′ · v ′) − τ′ : ∇v ′ (14)

where at high Reynolds numbers, except in the region
close to solid boundaries, the viscous diffusion term,
∇ · (τ′ · v′), can be neglected. However, the viscous
dissipation function, τ ′ : ∇v′ = ρ0ε

′
diss is always finite

and positive in a turbulent flow. The heat flux, ∇ · q′,
also contains a diffusion part, which is negligible
at high Reynolds numbers except close to solid
boundaries, plus a dissipation part, which must be
added to τ ′ : ∇v′ in the heat energy equation. In
the section below describing the characteristics of
turbulent motion, we will discuss how the dissipation
function equals the rate of energy exchange across the
turbulent energy spectrum. Turbulent flow processes
are never completely isentropic, but since energy
dissipation only occurs in the smallest scales of
turbulence, the rate of energy transfer is almost

†In this set of equations there is no flow-acoustics interaction
since the mean velocity is a constant everywhere and no
gradients exist. In a nonuniform flow, gradients exist and
additional terms arise involving products of mean velocity
gradients and linear perturbations. These additional terms,
which have zero mean, are not only responsible for flow-
acoustics interaction, but play an important role in the
properties of the turbulence structure, and the turbulence
characteristics. They do not control the generation of
aerodynamic noise. Lighthill, in his original work, assumed
their bulk presence could be regarded as an effective source
of sound, but this interpretation was incorrect since their
contribution to the generated sound must be zero. Flow-
acoustic interaction could be considered after the solution
to Lighthill’s equation has been performed for the given
distribution of noise sources.The alternative is to include the
mean velocity and temperature gradients in the turbulent flow
as modifications to the propagation in Lighthill’s equation,
but not the generation terms. The latter proposal is the
extension to Lighthill’s theory introduced by Lilley.7
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constant from the largest to the smallest eddies. From
the time derivative of the equation of continuity and
the divergence of the equation of motion, we find,
respectively, two equations for the time variation of
the rate of dilatation:

D0

Dt
(ρ0θ

′) = −D2
0ρ

′

Dt2

D0

Dt
(ρ0θ

′)

= −∇ · ∇ · (
ρ0v′v′ − τ′) − ∇2p′ (15)

These equations for the fluctuations in θ′ show that
inside the turbulent flow the fluctuations in the rate
of dilatation are almost negligible compared with the
dominant terms on the right-hand side. Nevertheless if
they were zero there would be no density fluctuations
and therefore no noise would be radiated from the flow.

This was a most significant feature of Lighthill’s
theory of aerodynamic noise, in that although θ′ is
an extremely small quantity, and is almost impossible
to measure, it must never be put equal to zero in a
compressible flow. Its value∗ θ′ = O(ε′

T /c2
0), where†

ε′
T ≈ ε′

diss , and shows the relative smallness of the rate
of loss of energy relating to noise radiation from the
turbulent kinetic energy and the rate of energy transfer
in the nonlinear turbulent energy cascade.

Hence, on eliminating D0/Dt(ρ0θ
′) between the

two equations, we find Lighthill’s Galilean invariant,
convected wave equation for the fluctuating pressure:

(
1

c2∞

D2
0

Dt2
− ∇2

)
p′ = ∇ · ∇ · (

ρ0v′v′ − τ′)

+ 1

c2∞

D2
0

Dt2

(
p′ − c2

∞ρ′) (16)

and for the fluctuating density, as was shown earlier
by both Lilley7 and Dowling et al.,30

(
D2

0

Dt2
− c2

∞∇2

)
ρ′ = ∇ · ∇ · T (17)

where Lighthill’s stress tensor is T = ρ0v′v′ − τ′ +
I

(
p′ − c2∞ρ′). We note the different right-hand sides

to these wave equations for p′ and ρ′. However,
their solutions lead to the same value for the acoustic
intensity in the radiation field.

The turbulent energy conservation equation is
important in all work involving turbulent flow and

∗Since c−2
0 D0p

′/Dt = D0ρ
′/Dt = −ρ0θ

′, we find, D0p
′/Dt

= −ρ0c
2
0θ

′ = O(ρ0ω0u
2
0), which confirms the value given.

†ε′
T is the rate of energy transfer from the large to the small

eddies, which almost equals the rate of energy dissipation,
ε′
diss in both compressible and incompressible flow. ε′T ≈

O(u3
0/�0) ≈ O(u2

0ω0).

aeroacoustics. If we assume p′ = c2
0ρ

′, as in linear
acoustics above, we find

D0

Dt

[
ρ0(v

′)2

2
+ (p′)2

2ρ0c
2
0

]
+ ∇ · v′

[
p′ + ρ0(v

′)2

2

]

= −ρ0ε
′
diss (18)

which is the turbulent kinetic energy conservation
equation. This may be written in a similar form to
that of the corresponding equation in linear acoustics
given above, namely

D0w

Dt
+ ∇ · I = −ρ0ε

′
diss (19)

where in the turbulent flow w = [ρ0(v
′)2/2 + (p′)2/

(2ρ0c
2
0)] and I = v′ [p′ + ρ0(v

′)2/2
]
. Within the tur-

bulent flow the velocity and pressure fluctuations are
dominated by the turbulent fluctuations, but external
to the turbulent cloud ρ0ε

′
diss is effectively zero and p′

and v′ are then just the acoustical fluctuations arising
from the propagating sound waves generated by the
turbulence in the moving cloud. In the acoustic field
external to the flow, ρ0(v

′)2/2 
 |p′|. Within the tur-
bulent flow the fluctuating pressure, p′ = O[ρ0(v

′)2].
In Lighthill’s convected wave equation for aerody-
namic noise, when the flow variable is p′, the source
includes (1/c2∞)(D2

0/Dt2)(p′ − c2∞ρ′) and was called
by Lighthill the nonisentropic term. For flows at near
ambient temperature this term can be neglected. How-
ever, we can show, following Lilley,7 by neglecting the
diffusion terms in high Reynolds number flows in the
equation for the conservation of stagnation enthalpy,
that

1

c2∞

D0

Dt

(
p′ − c2

∞ρ′) = −γ − 1

2c2∞

D0

Dt
ρ0(v

′)2

− γ − 1

2c2∞
∇ · ρ0v′(v′)2 − ∇ · ρ0v′

(
h′

h∞

)
(20)

noting c2∞ = (γ − 1)h∞. All the equivalent acoustic
source terms in Lighthill’s equation are nonlinear in the
fluctuations of the turbulence velocity and enthalpy or
temperature. In most turbulent flows at high Reynolds
number the fluctuations in the viscous stress tensor,
τ′, can be neglected compared with the fluctuations in
the Reynolds stress tensor ρ0v′v′, but the fluctuations
in the dissipation function, ρ0ε

′
diss are always finite. In

an incompressible flow, generating zero noise, ∇2p′ =
−∇ · ∇ · (ρ0v′v′), and in a compressible flow this
same relation almost holds, where the difference is
entirely due to the removal of the rate of dilatation
constraint, ∇ · v′ = 0. It was shown by Lighthill that
the effective strength of the equivalent noise sources
could be obtained by writing ∇ ≈ −(1/c∞)D0/Dt ,
multiplied by the direction cosine of the position of
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the observer relative to that of the source. Thus for the
far-field noise

(
D2

0

Dt2
− c2

∞∇2

)
ρ′ ∼ 1

c2∞

D2
0Txx

Dt2
(21)

where

Txx = c2
∞

[
ρ0(v

′
x)

2

c2∞
− γ − 1

2

ρ0(v
′)2

c2∞

+ γ − 1

2

ρ0v
′
x(v

′)2

c3∞
+ ρ0

v′
x

c∞
h′

h∞

]
(22)

and the subscript x refers to components resolved in
the direction between source and observer. The first
term was derived from a double divergence and is an
acoustic quadrupole source. It equals the fluctuations
in the normal components of the turbulence Reynolds
stress in the direction of the observer, since in turbulent
flows of ambient temperature Txx = ρ0(v

′
x)

2. The
second is a monopole having the same strength as a
quadrupole. The third and fourth terms were derived
from a single divergence and are therefore dipole. The
two dominant sources are the first and the last. The first
term leads to a far-field acoustic intensity proportional
to the eighth power of the turbulent velocity, while
the last term is proportional to the sixth power of the
turbulent velocity. In an unheated flow the last term is
absent, but in a heated flow at low Mach numbers it
exceeds the first in magnitude.

The special case, originally considered by Lighthill,
was for a cloud of turbulence moving at a constant
convection speed through an external medium at rest.
This case can be recovered by putting V0 = 0. The
solution to Lighthill’s unique wave equation in the
coordinates of the observer in the far field at rest is
given by the convolution of the source terms with the
free space Green’s function. If the acoustic wavelength
is assumed to be much greater than the characteristic
dimension of the source region, a compact source
distribution, then the far-field density fluctuation is
given approximately by

ρ′ (x, t) ∼ 1

4πc4∞R

∫

V

∂2Txx

∂τ2

(
y, t − R

c∞

)
d3y (23)

where R = |x| � |x − y|, and V denotes the flow
volume containing the equivalent noise sources. The
retarded time, τ = t − R/c∞, is equal to the source,
or emission time. The observer time is t .

Here the distribution of the equivalent sound
sources is given by Txx = Tij xixj /x

2, which is also
Lighthill’s fluctuating normal stress in the direction of
the observer at x, and the variation with observer loca-
tion ∂/∂xi has been replaced by − (1/c∞) (xi/x) ∂/∂t .
Equation (23) shows that the far-field density is given
by the integral over the source volume of the second

time derivative of the Lighthill stress tensor evaluated
at the emission, or retarded time, τ = (t − R/c∞).

Lighthill considered the emission of sound from
each moving source as it crossed a fixed point, y, in the
coordinates at rest at the retarded time, τ = t − |x −
y|/c∞ where the observer’s coordinates are (x, t). If
the velocity of each source relative to the observer at
rest is Vc, then the frequency of the sound received by
the observer, ω = ω0/Cθ, where ω0 is the frequency
of the source at emission in the moving frame, and

Cθ =
√

(1 − Mc cos θ)2 + (ω0�1/c∞)2

× (
cos2 θ + (�⊥/�1)

2 sin2 θ
) (24)

is the generalized Doppler factor, which is finite even
when Mc cos θ = 1. The different integral turbulence
length scales �1 and �⊥, which are in the directions
of the mean motion and transverse, respectively, are
discussed later. Mc = Vc/c∞ is the “acoustical” con-
vection Mach number. The equivalent acoustic source
in the moving frame has the same strength per unit vol-
ume, namely T , as discussed above involving the non-
linear turbulence fluctuations alone. Lighthill’s model
is always a “good” first approximation even though it
neglects flow-acoustical interaction, caused by refrac-
tion and diffraction effects on sound emitted by the
sources and then traveling through a nonuniform mean
flow. Although it is permitted to use different convec-
tion speeds according to the local distribution of mean
velocity in a free shear or boundary layer flow, it is
normally found sufficient to use an averaged convec-
tion speed for any cross section of the moving “cloud”
of turbulence. The convection theory of aerodynamic
noise is referred to as the Lighthill–Ffowcs Williams
convection theory and is applicable to all Mach num-
bers. The success of this theory is seen by the results
shown in Fig. 1 obtained from experiment over an
extended range of subsonic and supersonic jet exit
Mach numbers from jet aircraft and rockets. The solid
line in this figure is simply an empirical curve con-
necting the theoretical asymptotic limits of jet noise
proportionality of V 8

j at moderate to high subsonic jet
exit Mach numbers, with V 3

j at high supersonic speeds.
The full extent of confirmation between experiment
and theory cannot be obtained by comparison with one
single curve since the theory is dependent on both the
values of jet exit Mach number and jet exit temperature
and applies to shock-free jets only. A more relevant
comparison is shown in Figs. 3 and 4 for jets of var-
ious temperature ratios at subsonic to low supersonic
speeds, where the “acoustical” convection Mach num-
ber, Mc = Vc/c∞, is less than unity, and the jets are
therefore free of shocks. The theoretical curve in these
figures is that calculated from the Lighthill–Ffowcs
Williams formula and is shown also in Fig. 2 for the
single jet temperature ratio of unity. It is based on the
generalized Doppler factor, Cθ , given by Eq. (24) for
a constant turbulence Strouhal number, sT , a charac-
teristic turbulence velocity, u0, proportional to the jet
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Jet Exit Mach Number, Mj (c∞ = 305 m/s)
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Figure 2 Lighthill–Ffowcs Williams convective amplifi-
cation theory of jet noise. Sound power level as a
function of jet exit Mach number, Mj. , including
flow–acoustical interaction; - - - - , convective amplifi-
cation theory, Eq. (26).

exit velocity Vj , and a mean convection velocity Vc

proportional to Vj , such that

Cθ =
√

(1 − Mc cos θ)2 + α2M2
c (25)

exists for all values of Mj , for shock-free conditions
in the jet. In Fig. 1.2 α has the value of 1

2 and
Vc/Vj = 0.62. The total acoustic power for such an
ideal jet operating at ambient temperature and for a

constant nozzle exit area is given by

Pac = constant × M8
j




π∫

0

C
−5/2
θ sin θ dθ


 (26)

Equation (26) shows that when Mj 
 1, the total
acoustic power varies as M8

j . In the limit of Mj � 1,
the total acoustic power varies as M3

j , but this limit is
not reached until Mj = 3.

The constant is a function of the jet exit temperature
ratio. The theoretical curve is for one temperature
ratio only. Therefore, it is not possible to compare
this theoretical result with experimental results for a
range of temperature ratios in one figure with a single
curve. However, the spread of results with temperature
ratio, except at low jet Mach numbers, is far less
important than with the variation in jet velocity. Thus,
Fig. 2 demonstrates the change in velocity dependency
of the total jet acoustic power that occurs as the
jet exit velocity changes from subsonic to supersonic
speeds, with respect to the ambient speed of sound.
In particular, the velocity power law changes from
V 8

j at low subsonic Mach numbers to V 3
j at high

supersonic Mach numbers. But a remarkable feature of
this comparison between the convective amplification
theory and experiment, is that it clearly shows that
in the experiments the departure from the V 8

j law
at high subsonic Mach numbers is not present. The
explanation is simply that although the convective
amplification theory is correct in respect of sound
amplitude, the directivity of the propagated sound is
modified as a result of flow-acoustical interaction.
The latter is clearly demonstrated in the downstream
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direction of a jet by the almost complete zone of
silence, especially at high frequencies, present in an
angular range around the jet centerline. Thus, we find
for much of the subsonic range, for jets at ambient
temperatures or for heated jets, except at low jet Mach
numbers, the noise intensity varies as V 8

j , and similarly
for much of the supersonic and hypersonic regime, the
variation is with V 3

j . This is also shown in Figs. 3
and 4.

When the flow is supersonic and shock waves
appear inside the turbulent flow, models need to be
introduced to include the effects of shock and expan-
sion waves on the turbulent shear layer development.
The theory is modified when turbulence is in the pres-
ence of solid walls, and when the turbulence is scat-
tered as it crosses the trailing edge of a wing in flowing
to form the wing wake. All these separate cases are
considered below, and in each case the Lighthill stress
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tensor, T , provides the major characteristics of the
equivalent source of noise per unit volume, but whose
value must be obtained from experiment or from mod-
els based on solutions to the Navier–Stokes equations.

The case of turbulent flows, where the mean flow
is nonuniform, presents a special case. In Lighthill’s
original work the turbulent flow Mach numbers were
small and sound sources were compact with the
acoustic wavelength exceeding the dimensions of the
flow. Lighthill argued that the flow fluctuations should
include not only the turbulent flow fluctuations but also
the fluctuations arising from the sound field created
by the turbulence in the flow. Nevertheless, it had to
be assumed when considering the propagation of the
sound that no sound existed inside the flow. However,
it also had to be assumed that the sound, generated at a
source within the flow, traveled at the speed of sound
along the ray following the straight line joining the
emission point y with the observer at x, in the external
ambient medium at rest. In this model there was no
flow-acoustical interaction.

Early measurements showed flow-acoustics interac-
tion was important with respect to the directivity of the
far-field sound intensity. The investigations of pres-
sure fluctuations by Lilley32 within a turbulent flow
suggested that the wavenumber spectrum was domi-
nated by two dominant processes, one was called the
mean shear interaction and the other was called the
turbulence–turbulence interaction. The former process
dominated the lower frequencies, including the peak in
the spectrum, and most of the inertial range. The latter
dominated the higher frequencies and wavenumbers.
The resultant models for the mean square of the tur-
bulent pressure fluctuations fitted the available exper-
imental data, confirming that the linear products in
the complete Reynolds stress tensor were responsible
for the dominant characteristics of turbulent mixing.
But this presented a conflict since, if the same mod-
els were used in Lighthill’s stress tensor, it implied
that it should include linear terms involving products
of mean and turbulent velocity components. But, as
derived above, we found that Lighthill’s stress ten-
sor must only include products of turbulent velocity
fluctuations, and measurements had confirmed that the
amplitude of the radiated sound depended on the prod-
uct of the turbulent velocity components in the fluctu-
ations of the Reynolds stress tensor, which dominate
Lighthill’s stress tensor.

Lilley7 and Goldstein10 showed that all linear fluc-
tuations in the conservation equations were responsible
for flow-acoustic interactions, which is part of propa-
gation, and only nonlinear fluctuations were responsi-
ble for noise generation. It was demonstrated that the
linear perturbation terms in the Euler equations were
responsible for flow-acoustic interaction and modified
the propagation section of Lighthill’s wave equation,
which became an exact generalized third-order lin-
ear wave equation for the simple case of a parallel
mean shear turbulent flow. Its homogeneous form is
known as the Pridmore-Brown equation.33 The gen-
eration part of the equation was also modified and
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included a modified form of Lighthill’s source func-
tion plus an additional contribution from a product
term, involving the local mean shear times compo-
nents of the nonlinear Lighthill stress tensor. Other
authors have tried to replace Lilley’s third-order inho-
mogeneous equation with approximate second-order
equations, claiming these can include the effects of
both generation and flow-acoustical interaction. How-
ever, all these attempts have failed as can easily be
seen from inspection of the complete Euler equations,
from which Lilley’s equation was derived.∗ These
equations, written as linearized Euler equations with
the nonlinear source terms similar to the components
of Lighthill’s stress tensor, can be solved using the
adjoint method introduced by Tam and Auriault.8 The
solution to Lilley’s equations involves Green’s func-
tions expressed in Airy functions and is similar to
the solution of equations found by Brekhovskikh34 in
wave propagation in multilayered media. The theory
of acoustical-flow interaction shows the importance

∗Howe26 derived an exact second-order nonlinear wave
equation for aerodynamic noise in the flow variable B =
h + v2/2:

D

Dt

(
1

c2

DB

Dt

)
− ∇2B + ∇h · ∇B

c2
= −∇ · (v × ω)

+ v × ω

c2
· Dv

Dt
(27)

which only has simple analytic solutions when both the
nonlinear operators and source terms are linearized. Most
of the terms discarded in the linearization in applications
to turbulent flows, are turbulent fluctuating quantities,
which should rightly be included in the noise generating
terms. The resultant approximate equation is, therefore, not
applicable for turbulent flows and problems involving flow-
acoustic interaction. Its merit is in showing that a “good”
approximation to Lighthill’s stress tensor is ∇ · (v × ω),
which is known to be important in the theory of vortex-
sound and in the structure of turbulent flows. The claim
that the convected wave equation based on the stagnation
enthalpy, B, provides the true source of aerodynamic noise
is, we believe, an overstatement because unless all convective
terms are removed from the source terms and all turbulent
fluctuations are removed from the propagation it is impossible
to judge the true nonlinear qualities of the source. This has
been achieved with our presentation of Lighthill’s theory and
the generalized theory of Lilley presented below. Indeed the
starting point of the latter work was the second-order equation

(
D2

Dt2
− ∇(c2∇)

)
χ = ∇v : v∇ (28)

where χ = ln ρ, which is an even simpler nonlinear equation
than that derived by Howe. But the expanded version of this
equation reduces to a third-order generalized inhomogeneous
wave equation, where its left-hand side involves only a linear
operator. The expanded form of Howe’s equation required in
turbulent shear flows also reduces to a third-order equation.

of sound refraction within the flow especially in the
higher frequencies of sound generation within the tur-
bulence. In the case of jet noise, high-frequency sound
waves propagating in directions close to the jet axis
are refracted by the flow and form a zone of silence
close to the jet boundary. Figure 3 shows how sound
refraction almost cancels the convective amplification
effects of the Lighthill–Ffowcs Williams theory in the
case of the total acoustic power from “cold,” or ambi-
ent, jet flows at high subsonic and low supersonic
Mach numbers. Figure 4 shows similar results for the
total acoustic power of hot jets showing that, at high
Reynolds numbers, hot jets at low Mach numbers radi-
ate proportional to M6

j , while at Mach numbers greater
than about Mj = 0.7 they radiate proportional to M8

j .
Reference should also be made to Mani.35 For recent
experiments on heated jet noise, reference should also
be made to Viswanathan.36

Before using these results to obtain scaling laws
for the noise radiated by jets, some discussion of the
characteristics of the structure of turbulent shear flows
is given.

5 STRUCTURE OF TURBULENT
SHEAR FLOWS

Before considering the special properties of the
turbulent structure of a turbulent jet at high Reynolds
numbers, we will first discuss some general properties
of turbulent shear flows.

The experimental work of Townsend42 and oth-
ers over the past 50 years have provided details of
the mean structure of turbulent shear flows and have
enabled models to be developed for the mean velocity
and pressure distributions in both incompressible and
compressible flows. However, in aerodynamic noise
calculations we require not only the details of the
averaged structure of the turbulent shear flow but
also the time-accurate properties of the flow, involv-
ing the fluctuations in all the physical variables. Such
details are difficult to obtain experimentally, both in
respect of the instrumentation required, and that the
time for measurements having the required accuracy is
normally prohibitive. Even with today’s large super-
computers, and with the use of computer clusters, it
is still impossible to simulate turbulent flows at high
Reynolds number with meaningful data to predict the
full-scale noise characteristics from turbulent jets and
boundary layers. Direct numerical simulation (DNS)
has produced results at low Reynolds numbers, but
such calculations are very expensive and time con-
suming. Moreover, important changes in the structure
of jets and boundary layers, including attached and
separated flows, occurs with increases in Reynolds
number, so that noise prediction is heavily reliant
on accumulated full-scale experimental data, includ-
ing noise measurements involving phased arrays, and
particle image velocimetry (PIV) and laser Doppler
velocimetry (LDV) within the flow. However, the use
of approximate results for the determination of the
noise generation from turbulent shear flows, based
largely on a knowledge of the averaged turbulent
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structure, has produced results that have helped in the
formulation of approximate methods, which can then
be calibrated against the full-scale flow and far-field
noise databases.

It is from flow visualizations, using smoke,
schlieren, and shadowgraph, that a qualitative under-
standing is obtained of the global features of the
turbulent flow field, as well as many of its time-
dependent features. Moreover, such results can usually
be obtained quickly and always help in planning more
quantitative follow-on experiments. At sufficiently
high Reynolds numbers, the mixing between two or
more adjacent fluids flowing at different speeds, and/or
temperatures, generates a shear layer of finite thick-
ness, where the perturbation fluctuations are unstable
and the mixing, which is initially laminar, eventually
passes through a transition zone and becomes turbu-
lent. Turbulence is described as a random eddying
motion in space and time and possesses the property
vorticity, ω = ∇ × v, relating to the development of
spatial velocity gradients in the flow, typical of the
vortices seen in flow visualizations. Outside any tur-
bulent flow the motion is irrotational. All turbulent
flow feeds on the external irrotational motion and the
vorticity in the turbulent motion cannot be sustained
without entrainment of the irrotational ambient fluid.
The entrainment into a turbulent flow may be at a lower
velocity than the turbulent flow, but its rate of mass
flow, in general, far exceeds that of the primary tur-
bulent flow. Important changes such as stretching and
distortion occur to the flow as it crosses the boundary,
known as the superlayer, between the irrotational and
turbulent motion. The generation of sound in a com-
pressible turbulent flow relates to its density fluctua-
tions, corresponding to its pressure fluctuations, which
are almost adiabatic, as well as local changes in vol-
ume, relating to the rate of dilatation in the turbulent
fluid, where the latter are zero in an incompressible
flow, where sound waves do not exist.

Townsend42 showed that although turbulence con-
tains a very broad range of length scales and frequen-
cies, its structure can be represented approximately in
terms of three scales. These include a large-scale struc-
ture, the order of the local width of the shear layer,
and a smaller scale structure containing the bulk of
the kinetic energy in the turbulence. The third scale
had been suggested earlier by Kolmogorov43 as the
scale of the very small dissipating eddies, whereby the
energy of the turbulence is lost in transformation into
heat. Kolmogorov proposed that, whereas the large-
scale turbulent motion was dependent on the initial
and boundary conditions for the flow and therefore was
flow dependent and anisotropic, the small-scale motion
was so far removed from the large-scale and energy-
containing scales, that its dynamics were the same for
all flows and should be locally isotropic. The hypoth-
esis was introduced that the small-scale structure of
turbulence was in almost universal equilibrium. An
energy cascade was visualized, whereby energy was
exchanged nonlinearly between the large-scale eddies
and those containing most of the energy and followed
by further nonlinear energy exchange from one scale

to the next smaller, finally down to the Kolmogorov
dissipation scale. Remarkably, it has been shown that
the rate of energy transferred in the energy cascade
is almost lossless, even though the detailed physical
processes involved are not fully understood. Work by
Gaster et al.44 and Morris et al.45 has shown that the
large-scale motion in shear flow turbulence is struc-
tured on the instability of the disturbed motion and can
be calculated on the basis of the eigenmodes of linear
instability theory. The full motion is nonlinear. (That
the large-scale structure of shear flow turbulence could
be calculated from the eigenmodes of linear instability
theory was a surprising deduction, but a highly impor-
tant one in the theory of turbulence. It is consistent
with the notion that the structure of turbulent flows
is dominated by solutions to the nonlinear inhomoge-
neous unsteady diffusion equation, which involve the
eigenmodes of the linear homogeneous equation. The
uncovering of the complexity of this nonlinear theory
of turbulent mixing and evaluation of its time-accurate
properties is the goal of all turbulent flow research.)

In a jet at high Reynolds number, the turbulent
mixing region immediately downstream of the nozzle
exit grows linearly with distance, with its origin
close to the nozzle exit. The conical mixing region
closes on the nozzle centerline approximately five jet
diameters from the nozzle exit for a circular nozzle.
This region is known as the potential core of the jet
since the velocity along the nozzle centerline remains
constant and equal to the jet exit velocity. Beyond
the potential core, for a circular jet, the centerline
velocity varies inversely with axial distance and the
jet expands linearly. The variation of jet geometry
with distance from the nozzle exit varies with the
shape of the nozzle. Similar changes occur in both
the density and temperature distributions. For the
jet discharging into an ambient medium at rest, the
mean pressure distribution remains almost constant
everywhere, although, arising from the strong turbulent
intensity in the turbulent mixing regions, the mean
pressure in these mixing regions is slightly lower
than ambient when the jet velocity is subsonic. When
the jet velocity is supersonic the structure of the jet
is controlled by a pattern of expansion and shock
waves. It is only when the supersonic field of flow
has decayed to subsonic velocities that the jet mixing
region recovers the form of the subsonic jet.

Returning to the subsonic jet, the discussion so far
has related to the mean rate of growth of the mixing
regions upstream and downstream of the end of the
potential core. The boundary of the turbulent jet is far
from uniform and undulates randomly as it embraces
the entrainment of irrotational flow from the ambient
medium. The large eddy structure in the outer region
of the jet reflects this entrainment, which increases
linearly with distance downstream of the nozzle exit.
Nevertheless in a frame of reference moving with the
local averaged mean velocity, referred to as the mean
convection velocity, we find it is sufficient to define
averaged turbulent characteristic velocities and length
scales, u0 and �0, respectively, which become only
functions of the distance downstream of the nozzle
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exit. These quantities can then be used to define the
strength of the equivalent sound sources within the
mixing layers. More complete data can be obtained by
computing the distributions of kT and εT , which are,
respectively, the averaged turbulent kinetic energy and
the rate of turbulent energy transfer, using steady flow
RANS (Reynolds averaged Navier–Stokes equations)
throughout the flow. Here we have put kT = u2

0 and
εT = u3

0/�0 = ω0u
2
0.

Under an assumption of flow similarity, which
is supported by experimental observations in a high
Reynolds number jet, u0 becomes proportional to
the local centerline mean velocity, and �0 becomes
proportional to the local width of the mixing layer.
Density fluctuations within the flow are normally
neglected as they are small and have little influence on
the properties of the mean flow. However, the effect
of temperature fluctuations can never be neglected
in heated turbulent flows. Even when the motion is
supersonic and Mach waves are generated, which as
described below can be analyzed by linear theory, the
generation of sound still involves nonlinear processes.
Lighthill’s theory of aerodynamic noise describes the
input required in order to evaluate the generation of
noise in such a turbulent flow.

When the mixing regions are fully turbulent at
a sufficiently high Reynolds number, for any given
jet Mach number, and the flow is self-preserving,
its average structure becomes independent of the
jet Reynolds number, based on the nozzle diameter,
and the jet velocity at the nozzle exit. Experiment
suggests this jet Reynolds number, based on the jet
exit conditions and the jet diameter, must exceed
about 500,000 for turbulent flow independence to be
achieved. This is a stringent condition, especially for
hot jets in a laboratory simulation, since the high jet
temperature generates a low jet density and increased
molecular viscosity, with the result that the Reynolds
number, for a given jet Mach number, is lowered. For
details of recent laboratory experiments on the far-
field noise of hot jets reference should be made to
Viswanathan.36

6 SIMPLE JET NOISE SCALING FORMULAS

The far-field pressure and density fluctuations are
related by p′ (x, t) = c2∞ρ′ (x, t). The acoustic inten-
sity I (x) is the average flux of acoustic power per
unit area. It is given by

I (x) =
〈
p′2〉

ρ∞c∞
= c3∞

ρ∞

〈
ρ′2〉 (29)

where 〈· · ·〉 denotes the time average of a quantity. The
source region is characterized by velocity and length
scales u0 and �0, respectively, which are assumed to be
functions of the distance downstream from the jet exit
only. Lighthill’s stress tensor is given by Txx ∼ ρ0u

2
0

and the characteristic frequency ω0 is determined from
the turbulence Strouhal number, sT = ω0�0/u0, which
has a value based on measurements of about 1.7.

From Lighthill’s solution, the sound intensity per unit
volume of flow at a distance R from the nozzle exit is
of the order

i(x) ∼ 1.74

16π2R2�0C
5
θ

ρ2
0

ρ∞
u3

0m
5
0 (30)

where the turbulence Mach number, with respect to
the ambient speed of sound, is m0 = u0/c∞.

Consider first the early mixing region of a circular
jet of diameter DJ , extending to the end of the
potential core. The annular mixing region has nearly
zero width at the nozzle exit and grows linearly over
the potential core of length L. Its width at an axial
distance y1 = L is assumed to be DJ . The average
turbulent velocity fluctuation, u0, remains constant
over the distance L, since u0 is proportional to the
mean velocity difference across the initial mixing
region, which equals VJ , when the jet is exhausting
into a medium at rest, having the density, ρ∞, and
speed of sound, c∞. The average length scale of the
turbulence, �0, is proportional to the local width of
the mixing region, b(y1). So b(y1) = y1DJ /L and we
put K = b/�0. In order to determine the total intensity
Eq. (30) must be integrated over the average mixing
region volume from y1 = 0 to L. Since a slice of
the mixing region has a volume of approximately
πDJ b(y1)dy1,

I (x) ∼ 1.74KD2
J

16πR2C5
θ

ρ2
0

ρ∞
u3

0m
5
0

L

DJ

(31)

A similar integration is required for the jet downstream
of the potential core, where the mixing region is
growing linearly with y1, and the centerline velocity
is decreasing inversely with y1. A constant property
mixing region of approximate length 2DJ between
the end of the potential core and the decaying jet
downstream is also included. The contributions from
the three regions are then added to obtain

I (x) ∼ 1.74KD2
J

16πR2
ρJ u3

Lm5
L

(
L

DJ

+ 2

)

×
(

C−5
θ + 1

6

TJ

T∞

)
(32)

where in the initial mixing region and the transition
region we have assumed ρ2

0/ρ∞ = ρ∞T∞/TJ , and in
the decaying region ρ2

0/ρ∞ = ρ∞. Then uL and mL are
the values, respectively, of u0 and m0 at the end of the
potential core and within the transitional region.

In this simple analysis the directivity is based on
the effect of convective amplification on the radiated
sound. The effects of refraction can be included
approximately by using Snell’s law, and assuming
the existence of a zone of silence extending in the
downstream direction to an angle θcr , from the jet axis.
An approximate result for the total acoustic power in
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watts, P is found from the integration of I (x) over a
sphere of radius R, leading to

P ∼ 1.74K(πD2
J /4)

2
ρJ u3

Lm5
L

(
L

DJ

+ 2

)

×
π∫

θcr

(
C−5

θ + 1

6

TJ

T∞

)
sin θ dθ (33)

Alternatively,

P

LP

= K1.74

π

(
uL

VJ

)8 (
L

DJ

+ 2

)

×
π∫

θcr

(
C−5

θ + 1

6

TJ

T∞

)
sin θ dθ (34)

where the jet operating conditions are expressed
in the Lighthill parameter, LP = (πD2

J /4)
[
( 1

2 )ρJ V 3
J

]
M5

J , which is the mean energy flux at the jet exit
multiplied by M5

J . The right-hand side embraces the
mean geometry of the jet mixing region and its flow
parameters.

The total acoustic power in decibels is given
by N(dB re 10−12 W) = 120 + 10 log10 P . As an
example, the total acoustic power from a jet of
diameter DJ = 0.025 m, exhausting at VJ = 340 m/s,
and a static temperature of 288 K, equals approxi-
mately N(dB) = 132 dB re10−12 W, where it has been
assumed that K = 4.8, uL/VJ = 0.2, and L/DJ = 5.
The half-angle of the zone of silence is θcr = 52◦.
The Lighthill parameter in this case is LP = 1.182 ×
104W .

Estimates can also be made for the axial source
strength distribution and the shape of the spectrum
for the acoustic power. The axial source strength, the
power emitted per unit axial distance, dP (W)/dy1,
can be found by multiplying the source intensity
per unit volume by the source cross-sectional area,
which, as given above, is πDJ b(y1) in the early
mixing region and by πb2(y1) in the jet downstream
region. The source strength is constant in the initial
mixing region and decays rapidly with seven powers
of the axial distance in the downstream jet region. The
acoustic power spectral density, the acoustic power
per unit frequency, can be obtained by dividing the
power per unit length of the jet by the rate of
change of characteristic frequency with axial distance.
That is dP/dω = dP/dy1/|dω/dy1|. In the initial
mixing region the characteristic frequency is inversely
proportional to axial distance and in the downstream jet
is inversely proportional to the square of axial distance.
The acoustic power spectral density for the far-field
noise from the entire jet is found in the low frequencies
to increase as ω2 and in the high frequencies to fall
as ω−2. These useful results show that the major
contribution to the overall noise is generated in the

region just beyond the end of the potential core.
In addition, the bulk of the high frequency noise
generation comes from the initial mixing region and
correspondingly the bulk of the low-frequency noise is
generated downstream of the potential core, where the
axial velocity is decaying to small values compared
with the nozzle exit velocity. Of course, this refers
to the dominant contributions to the noise generation,
it being understood that at all stations in the jet the
noise generation is broadband and covers the noise
from both large- and small-scale energy-containing
eddies.

These simple scaling laws form the basis for
empirical jet noise prediction methods such as the
SAE Aerospace Recommended Practice 87646 and the
methods distributed by ESDU International.47 These
methods include predictions for single and dual stream
jets including the effects of forward flight and jet
heating. To obtain the overall sound pressure level
(OASPL) and one-third octave spectra for different
observer angles, interpolation from an experimental
database is used. An important contribution to the
prediction of full-scale shock-free jet noise over a
wide range of jet velocity and temperature, was
made by Tam et al.48 who showed, from a wide
experimental database, that the jet noise spectrum
at most angles to the jet axis could be represented
by a combination of two universal spectra shown
in Fig. 5. Figures 6 and 7 show how well these
two spectra fit the experiments for a wide range of
operating conditions near the peak noise directions
(χ ≈ 150◦) and in the sideline direction (χ ≈ 90◦)
where χ is the polar angle measured from the jet
inlet axis. At intermediate angles the measured spectra
can be fitted by a weighted combination of these two
spectra. Tam et al.48 used this excellent correlation as
justification for the existence of two noise sources for
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Figure 5 Similarity spectra for the two components
of turbulent mixing noise. , large turbulence
structures/instability waves noise, F(f/fpeak); — – —,
fine-scale turbulence noise, G(f/fpeak). (From Tam et al.48)
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Figure 6 Comparison of the similarity spectrum of
large-turbulence structure/instability waves noise and
measurements:

(a) Mj = 2.0, Tr/T∞ = 4.89, χ = 160.1◦,
SPLmax = 124.7 dB

(b) Mj = 2.0, Tr/T∞ = 1.12, χ = 160.1◦,
SPLmax = 121.6 dB

(c) Mj = 1.96, Tr/T∞ = 1.78, χ = 138.6◦,
SPLmax = 121.0 dB

(d) Mj = 1.49, Tr/T∞ = 1.11, χ = 138.6◦,
SPLmax = 106.5 dB

(From Tam et al.48) All levels referenced to 2 × 10−5 N/m2,
122-Hz bandwidth.

jet noise: a “large-scale” structure source and a “fine-
scale” structure source. Though, as discussed below,
this is likely to be a reasonable assumption at high
speeds, its validity for subsonic jets has yet to be
established. Additional comparisons of these similarity
spectra with jet noise measurements, for both subsonic
as well as supersonic jets, are given by Viswanathan.36

The turbulent jet noise far-field acoustical spectra
receive contributions from all regions of the jet
with the major contributions being generated by the
scales of turbulence near the energy-containing ranges.
These scales range from extremely small close to the
nozzle exit to extremely large far downstream. The
acoustical spectrum for the complete jet is therefore
very different from that generated locally at any
downstream station of the jet, where it has many of
the characteristics of local anisotropic or even isotropic
turbulence. In the latter case, in the range of high
frequencies far beyond the peak in the spectra, and
therefore of the contribution made by the energy

10 dB

(a)

(b)

(c)

(d )

S
ou

nd
 P

re
ss

ur
e 

Le
ve

l, 
dB

, a
t r

 =
 1

00
D

j
Frequency (Hz)

102 103 104 105

Figure 7 Comparison of the similarity spectrum of
fine-scale turbulence and measurements:

(a) Mj = 1.49, Tr/T∞ = 2.35, χ = 92.9◦,
SPLmax = 96 dB

(b) Mj = 2.0, Tr/T∞ = 4.89, χ = 83.8◦,
SPLmax = 107 dB

(c) Mj = 1.96, Tr/T∞ = 0.99, χ = 83.3◦,
SPLmax = 95 dB

(d) Mj = 1.96, Tr/T∞ = 0.98, χ = 120.2◦,
SPLmax = 100 dB

(From Tam et al.48) All levels referenced to 2 × 10−5 N/m2,
122-Hz bandwidth.

containing eddies, the laws for the decay of high-
frequency noise can be represented by universal laws
based on the local equilibrium theory of turbulence
as found by Lilley.49 To predict the noise radiation in
more detail, additional analysis is needed. The details
are beyond the scope of this chapter. They can be
found in the original papers by Lighthill,1,3 Ffowcs
Williams,6 and a review of classical aeroacoustics,
with applications to jet noise, by Lilley.50 The spectral
density of the pressure in the far field is given by
the Fourier transform of the autocorrelation of the far-
field pressure. The instantaneous pressure involves an
integral over the source region of the equivalent source
evaluated at the retarded time, τ = t − R/c∞. Thus the
autocorrelation of the pressure must be related to the
cross correlation of the source evaluated at emission
times that would contribute to the pressure fluctuations
at the observer at the same time. Since the Fourier
transform of the source cross correlation is the source
wavenumber–frequency spectrum, it is not surprising
that it is closely related to the far-field spectral density.
In fact, a rather simple relationship exists. Based on
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Lighthill’s acoustical analogy,

S (x,ω) = πω4

2ρ∞c5∞R2

∫

V

H

(
y,

ωx
c∞R

,ω

)
d3y (35)

where S (x,ω) is the spectral density at the observer
location x and frequency ω. H (y, k,ω) is the
wavenumber–frequency spectrum at the source loca-
tion y and acoustic wavenumber k. This apparently
complicated mathematical result has a simple physical
explanation.

The wavenumber–frequency representation of the
source is a decomposition into a superposition of
waves of the form exp[i(k · y − ωt)]. To follow a
point on one wave component, such as a wave crest,
k · y − ωt = constant. The phase velocity of the wave
is dy/dt . But, from Eq. (35), only those wavenumber
components with k = ωx/(c∞R) contribute to the
radiated noise. The phase velocity in the direction
of the observer is (x/R) · (dy/dt). Thus, only those
waves whose phase velocity in the direction of the
observer is equal to the ambient speed of sound ever
escape the source region and emerge as radiated noise.

To proceed further it is necessary to provide a
model for the source statistics. This can be a model
for the two-point cross-correlation or the cross spectral
density (see, Harper-Bourne51). The former is most
often used. Detailed measurements of the two-point
cross-correlation function of the turbulence sources
have been attempted, but usually they are modeled
based on measurements of correlations of the axial
velocity fluctuation.∗ A typical measurement is shown

∗In isotropic turbulence Lilley39 used the DNS data of Sarkar
and Hussaini52 to find the space/retarded time covariance of

in Fig. 8. Each curve represents a different axial
separation. As the separation distance increases, so
the maximum correlation decreases. If the separation
distances are divided by the time delays for the
maximum correlation a nearly linear relationship is
found. This gives the average convection velocity of
the turbulence, Uc = Mcc∞. The envelope of the cross
correlation curves represents the autocorrelation in a

Txx and the wavenumber-frequency spectrum of the source. In
their nondimensional form these space/time covariances were
used to obtain the far-field acoustic intensity per unit flow
volume in the mixing regions of the jet. The corresponding
radiated power spectral density per unit volume of flow is
then given by

pac =
(

4

15
π

) (
ρ∞〈u′2〉2ω4/c5

∞
) ∞∫

0

r4 dr

×
∞∫

0

cos ωτ (∂f (r, τ)/∂r)2 dτ (36)

where f (r, τ) is the longitudinal velocity correlation coeffi-
cient in isotropic turbulence. Here r and τ are, respectively,
the two-point space and retarded time separation variables.
This model of the turbulence was used to calculate the total
acoustic power from jets over a wide range of jet velocity
and temperature using the distribution of turbulent kinetic
energy, kT , and the rate of energy transfer, εT , as determined
by experiment and RANS calculations. The results of these
computations are shown in Figs. 3 and 4 in comparison with
experimental data. The numerical results for the total acous-
tic power thus differ slightly from those obtained from the
simple scaling laws discussed above and the approximations
using the Gaussian forms.
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Figure 8 Cross correlation of axial velocity fluctuations with downstream wire separation. Numbers on curves represent
separation (in.). Y/D = 0.5, X/D = 1.5 (fixed wire). 1.0 in. = 2.54 cm. (From Davies et al.)53
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reference frame moving at the convection velocity.
Various analytic functions have been used to model the
cross-correlation function. The analysis is simplified if
the temporal and spatial correlations are assumed to
have a Gaussian form. But other functions provide a
better fit to the experimental data.

The far-field spectral density is then found to be
given by

S(x, ω) = 1

32πc4∞R2

∫
ρ2

0u
2
0�1�

2
⊥ω3

0
ω4

ω4
0

× exp

(
−C2

θω
2

4ω2
0

)
dy (37)

For a compact source, ω0�1/c∞ 
 1, and the modified
Doppler factor reduces to the Doppler factor. However,
at high speeds, this term cannot be neglected and is
important to ensure that the sound field is finite at the
Mach angle, cos−1(1/Mc).

The OASPL directivity for the intensity is obtained
by integration with respect to frequency, giving

I (x, θ) =
〈
(p′)2

〉
(R, θ)
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dy (38)

If �1 and �⊥ are assumed to scale with �0, then the
intensity per unit volume of the turbulence is given by

i(x, θ) ∼ ρ2
0

ρ∞

(
�0

R

)2
u5

0m
3
0

�3
0

C−5
θ (39)

which is in agreement with Eq. (30). C−5
θ is called

the convective amplification factor. It is due to the
apparent change in frequency of the source, the Dop-
pler effect, as well as effective change in the spatial
extent of the source region. This latter effect is
associated with the requirement that sources closer to
the observer must radiate sound later than those farther
from the observer to contribute to sound at the same
time. During this time the convecting sources change
their location relative to the observer. The net effect is
that the sound is amplified if the sources are convecting
toward the observer. This effect is described in detail
by Ffowcs Williams.6

At 90◦ to the jet axis there is no convective
amplification. Thus, a comparison of the noise spectra
at any observer angle should be related to the 90◦
spectrum, when a Doppler frequency shift is also
applied, through the convective amplification factor.
Measurements (see, e.g., Lush37) show this to be
reasonably accurate at low frequencies, though there
is generally an underprediction of the levels at small
observer angles to the jet downstream axis. However,
the peak frequency in the spectrum actually decreases

with decreasing observer angle (relative to the jet
downstream axis), and convective amplification is
apparently completely absent at high frequencies. The
measurements show a “zone of silence” for observers
at small angles to the jet downstream axis.

The zone of silence is due to mean flow/acoustical
interaction effects. That is, sound that is radiated in
the downstream direction is refracted away from the
jet’s downstream axis. This is because the propagation
speed of the wavefronts is the sum of the local sound
speed and the local mean velocity. Thus, points on
the wavefronts along the jet centerline travel faster
then those away from the axis, and the wavefronts are
bent away from the downstream direction. A similar
effect, described by Snell’s law, is observed in optics.
Though, in principle, Lighthill’s acoustical analogy
accounts for this propagation effect, it relies on subtle
phase variations in the equivalent sources that are
difficult, if not impossible, to model. Lilley7,54 showed
that linear propagation effects can be separated from
sound generation effects if the equations of motion are
rearranged so that the equivalent sources are at least
second order in the fluctuations about the mean flow.
This emphasizes the nonlinear nature of the sound
generation process. Then, in the limit of infinitesimal
fluctuations, the acoustical limit, the homogeneous
equation describes the propagation of sound through
a variable mean flow. Lilley showed that such a
separation can be achieved for a parallel mean flow.
That is, one in which the mean flow properties vary
only in the cross stream direction. This is a good
approximation to both free and bounded shear flows
at high Reynolds numbers. The resulting acoustical
analogy, which has been derived in many different
forms, is known as Lilley’s equation. Its solution
forms the basis for jet noise prediction methods
that do not rely on empirical databases (see, e.g.,
Khavaran et al.55).

In recent years, different versions of the acoustical
analogy have been formulated. Goldstein56 rearranged
the Navier–Stokes equations into a set of inhomoge-
neous linearized Euler equations with source terms that
are exactly those that would result from externally
imposed shear stress and energy flux perturbations.
He introduced a new dependent variable to simplify
the equations and considered different choices of base
flow. Morris and Farassat57 argued that a simple acous-
tical analogy would involve the inhomogeneous lin-
earized Euler equations as the sound propagator. This
also simplifies the equivalent source terms. Morris and
Boluriaan58 derived the relationship between Green’s
function of Lilley’s equation and Green’s functions for
the linearized Euler equations. In a slight departure
from the fundamental acoustical analogy approach,
Tam and Auriault59 argued that the physical sources of
sound are associated with fluctuations in the turbulent
kinetic energy that causes local pressure fluctuations.
Then the gradient of the pressure fluctuations are the
acoustic sources. Again, the sound propagation was
calculated based on the linearized Euler equations. It
is expected that new versions of the original acoustical
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analogy will be developed. This is because the acous-
tical analogy approach offers a relatively inexpensive
method of predicting the radiated noise from a limited
knowledge of the turbulent flow, such as a steady Com-
putational Fluid Dynamics (CFD) solution. However,
it has yet to be shown that these approaches can be
used with confidence when subtle changes in the flow
are made, such as when “chevrons” or “serrations” are
added to the jet nozzle exhaust. In such cases, either
extensive measurements or detailed CAA (as described
below) may be necessary.

7 SUPERSONIC JET NOISE
As the speed of the jet increases, both the structure
of the jet and the noise radiation mechanisms change.
Ffowcs Williams6 used Lighthill’s acoustical analogy
to show that the eighth velocity power law scaling
for the intensity changes to a velocity cubed scaling
when the jet velocity significantly exceeds the ambient
speed of sound, as shown in Fig. 1. However, at these
high speeds, two new phenomena become important
for noise generation and radiation. The first is related to
the supersonic convection of the turbulent large-scale
structures and the second is related to the presence
of shock cells in the jet when operating off-design.
The physical mechanism of turbulent shear layer-shock
interaction and the consequent generation of shock
noise is complex. Contributions to its understanding
have been given experimentally by Westley and
Wooley60 and Panda,61 and theoretically by Ribner62

and Manning and Lele.63 A review of supersonic jet
noise is provided by Tam.64

7.1 Noise from Large-Scale
Structures/Instability Waves

The experiments of Winant and Browand65 and Brown
and Roshko66 were the first to demonstrate that the
turbulent mixing process in free shear flows is con-
trolled by large-scale structures. These large eddies
engulf the ambient fluid and transport it across the
shear layer. Similarly, high-speed fluid is moved into
the ambient medium. This is different from the tra-
ditional view of turbulent mixing involving random,
small eddies, performing mixing in a similar man-
ner to molecular mixing. Though it was first thought
that these large-scale structures were an artifact of
low Reynolds number transitional flows, subsequent
experiments by Papamoschou and Roshko,67 Lepicov-
sky, et al.,68 and Martens et al.,69 demonstrated their
existence for a wide range of Reynolds and Mach
numbers. Experiments (see, e.g., Gaster et al.44) also
showed that the characteristics of the large-scale struc-
tures were related to the stability characteristics of the
mean flow. A turbulence closure scheme based on this
observation was developed by Morris et al.45 Such so-
called instability wave models have also been used to
describe the large-scale turbulence structures in shear
layers and jets and their associated noise radiation (see,
e.g., Tam70 and Morris71).

A complete analysis of the noise radiation by
large-scale turbulence structures in shear layers and

jets at supersonic speeds, and comparisons with
measurements, is given by Tam and Morris72 and Tam
and Burton.73 The analysis involves the matching of
a near-field solution for the large-scale structures with
the radiated sound field using the method of matched
asymptotic expansions. However, the basic physical
mechanism is easily understood in terms of a “wavy
wall analogy.” It is well known that if a wall with
a small-amplitude sinusoidal oscillation in height is
moved parallel to its surface then, if the speed of the
surface is less than the ambient speed of sound in the
fluid above the wall, the pressure fluctuations decay
exponentially with distance from the wall. However, if
the wall is pulled supersonically, then Mach waves are
generated and these waves do not decay with distance
from the wall (in the plane wall case). These Mach
waves represent a highly directional acoustic field.
The direction of this radiation, relative to the wall,
is given by θ = cos−1(1/M) , where M is the wall
Mach number. This is another manifestation of the
requirement that for sound radiation to occur the source
variation must have a phase velocity with a component
in the direction of the observer that is sonic. In the case
of the turbulent shear flow, the large-scale structures,
that are observed to take the form of a train of
eddies, generate a pressure field that is quasi-periodic
in space and convects with a velocity of the order of
the mean flow velocity. At low speeds, the pressure
fluctuations generated by the wave train are confined to
the near field. However, when the convection velocity
of the structures is supersonic with respect to the
ambient speed of sound, they radiate sound directly
to the far field. The result is a highly directional
sound radiation pattern. Figure 9 shows a comparison
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Predictions based on an instability wave model for the
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of the predicted directivity, based on an instability
wave model, with measurements. The agreement is
excellent in the peak noise direction. At larger angles
to the downstream axis the predictions fall below the
measurements. At these angles, the subsonic noise
generation mechanisms are more efficient than the
instability wave radiation.

Though the evidence is strongly in favor of large-
scale structure or instability wave radiation at super-
sonic convection velocities being the dominant noise
source, it does not provide a true prediction capa-
bility. This is because the analysis to this time has
been linear. So absolute noise radiation levels are not
predicted: just the relative levels. An aeroacoustics
problem that has been fully represented by an insta-
bility wave model is the excitation of jets by sound.
Tam and Morris76 modeled the acoustical excitation
of a high Reynolds number jet. The complete model
includes a “receptivity” analysis, which determines to
what level the instability wave is excited by the sound
near the jet exit, the calculation of the axial develop-
ment of the instability wave, based on linear instability
analysis, and the interaction between the finite ampli-
tude instability wave and the small-scale turbulence.
The agreement with experiment was excellent, provid-
ing strong support for the modeling of the large-scale
structures as instability waves.

7.2 Shock-Associated Noise

The large-scale structures, modeled as instability
waves, also play an important role in shock-associated
noise. Shock-associated noise occurs when a super-
sonic jet is operating “off-design.” That is, the pressure
at the nozzle exit is different from the ambient pres-
sure. For a converging nozzle, the exit pressure is
always equal to the ambient pressure when the pres-
sure ratio (the ratio of the stagnation or reservoir to
the ambient pressure) is less than the critical value
of

[
1 + (γ − 1) /2

]γ/(γ−1)
, where γ is the specific heat

ratio. The ratio is 1.893 for air at standard tempera-
ture. Above this pressure ratio the converging nozzle is
always “under expanded.” Converging–diverging noz-
zles can be either under- or overexpanded. When a jet
is operating off-design, a shock cell system is estab-
lished in the jet plume. This diamond-shaped pattern
of alternating regions of pressure and temperature can
often be seen in the jet exhaust flow of a military jet
aircraft taking off at night or in humid air conditions.

Pack77 extended a model first proposed by Prandtl
that describes the shock cell structure, for jets oper-
ating close to their design condition, with a linear
analysis. If the jet is modeled by a cylindrical vor-
tex sheet, then inside the jet the pressure perturbations
satisfy a convected wave equation. The jet acts as a
waveguide that reflects waves from its boundary. This
is a steady problem in which the waveguide is excited
by the pressure mismatch at the nozzle exit. This sim-
ple model provides a very good approximation to the
shock cell structure. Tam et al.78 extended the basic
model to include the effects of the finite thickness of
the jet shear layer and its growth in the axial direction.

They showed excellent agreement with measurements
of the shock cell structure. Morris et al.79 applied this
model to jets of arbitrary exit geometry.

Fig. 10 shows a jet noise spectrum measured at
30◦ to the jet inlet direction. Three components are
identified. The jet mixing noise occurs at relatively
low frequencies and is broadband with a peak Strouhal
number of approximately St = 0.1. Also identified
are broadband shock noise and screech. These noise
mechanisms and models for their prediction are
described next.

The first model for shock-associated noise was
developed by Harper-Bourne and Fisher.81 They
argued that it was the interaction between the turbu-
lence in the jet shear layer and the quasi-periodic shock
cell structure that set a phased array of sources at the
locations where the shock cells intersected the shear
layer. Tam and Tanna82 developed a wave model for
this process. Let the axial variation of the steady shock
cell structure pressure ps in the jet be modeled, follow-
ing Pack,77 in terms of Fourier modes. The amplitude
of the modes is determined by the pressure mismatch
at the jet exit. That is, let

ps =
∞∑

n=0

an exp(iknx) + complex conjugate (40)

where 2π/kn is the wavelength of the nth mode. So,
2π/k1 gives the fundamental shock cell spacing, L1.
Let the pressure perturbations pt , associated with the
shear layer turbulence, be represented by traveling
waves of frequency ω and wavenumber α. That is,

pt = bn exp [i (αx − ωt)] + complex conjugate (41)

Screech Tone

Broadband 
Shock Noise

Turbulent Mixing Noise

130

110

90

70

50

Strouhal Number, St = fD/Uj

0.03 0.1 1 3

30°

S
ou

nd
 P

re
ss

ur
e 

Le
ve

l (
dB

 r
e 

2 
× 

10
−5

 N
/m

2 )

Figure 10 Typical far-field narrow-band supersonic jet
noise spectrum level showing the three components of
supersonic jet noise: turbulent mixing noise, broadband
shock-associated noise, and screech 1-Hz bandwidth.
(From Tam.64) (Data from Seiner.80)
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A weak interaction between the steady and traveling
wave patterns generates an interference pattern pi ∼
ps × pt , where

pi ∼ anbn exp{i[(α + kn)x − ωt]}
+ anb

∗
n exp{−i[(α − kn)x − ωt]}

+ complex conjugate (42)

The phase velocity of the traveling wave given by the
first term in (42) is given by ω/(α + kn). Thus, this
pattern travels more slowly than the instability wave
and will only generate sound at very high jet velocities.
The wave represented by the second term has a phase
velocity of ω/(α − kn). Clearly, this is a very fast wave
pattern and can even have a negative phase velocity so
that it can radiate sound to the forward arc.

As noted before, for sound radiation to occur,
the phase velocity of the source must have a sonic
component in the direction of the observer. Let
the observer be at a polar angle θ relative to the
downstream jet axis. Then, for sound radiation to occur
from the fast moving wave pattern,

ω cos θ

α − kn

= c∞ (43)

If the phase velocity of the instability wave or large-
scale turbulence structures is uc = ω/α, then the
radiated frequency is given by

f = uc

L1 (1 − Mc cos θ)
(44)

where Mc = uc/c∞. It should be remembered that the
turbulence does not consist of a single traveling wave
but a superposition of waves of different frequencies
moving with approximately the same convection
velocity. Thus, the formula given by (44) represents
how the peak of the broadband shock-associated noise
varies with observer angle. Based on this modeling
approach, Tam83 developed a prediction scheme for
broadband shock-associated noise. It includes a finite
frequency bandwidth for the large-scale structures.
An example of the prediction is shown in Fig. 11.
The decrease in the peak frequency of the broadband
shock-associated noise with increasing angle to the jet
downstream axis is observed. Note that the observer
angles in the figure are measured relative to the
jet inlet axis: a procedure used primarily by aircraft
engine companies. As the observer moves toward the
inlet, the width of the shock-associated noise spectrum
decreases, in agreement with the measurements. Also
noticeable is a second oscillation in the noise spectrum
at higher frequencies. This is associated with the
interaction of the turbulence with the next Fourier
mode representing the shock cell structure.

Screech tones are very difficult to predict. Though
the frequency of the screech tones are relatively easy to
predict, their amplitude is very sensitive to the details
of the surrounding environment. Screech tones were
first observed by Powell.85,86 He recognized that the
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Figure 11 Comparison between calculated broadband
shock noise spectrum levels and measurements of Norum
and Seiner.84 Predictions based on stochastic model
for broadband shock-associated noise of Tam,83 40-Hz
bandwidth. (From, Tam.64)

tones were associated with a feedback phenomenon.
The components of the feedback loop involve the
downstream propagation of turbulence in the jet shear
layer, its interaction with the shock cell structure,
which generates an acoustic field that can propagate
upstream, and the triggering of shear layer turbulence
due to excitation of the shear layer at the nozzle
lip. Tam et al.87 suggested a link between broadband
shock-associated noise and screech. It was argued that
the component of broadband shock-associated noise
that travels directly upstream should set the frequency
of the screech. Thus, from (1.44), with θ = π, the
screech frequency fs is given by

fs = uc

L1

1

1 + Mc

(45)

An empirical frequency formula, based on uc ≈ 0.7
and accounting for the fact the shock cell spacing
is approximately 20% smaller than that given by the
vortex sheet model, is given by Tam.64

fsdj

Uj

= 0.67
(
M2

j − 1
)−1/2

[
1 + 0.7Mj

×
(

1 + γ − 1

2
M2

j

)−1/2 (
Tr

T∞

)1/2
]−1

(46)
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Figure 12 Comparisons between measured88 and
calculated87 screech tone frequencies at different total
temperature Tr . (From Tam.64)

where Tr and T∞ are the jet reservoir and the
ambient temperature, respectively. Figure 12 shows a
comparison of the calculated screech tone frequencies
based on (46) and the measurements by Rosfjord and
Toms88 for different temperature jets. The agreement
is very good. Tam89 extended these ideas to give a
formula for screech frequency tones in a rectangular
jet. Morris90 included the effects of forward flight on
the shock cell spacing and screech frequencies, and
Morris et al.79 performed calculations for rectangular
and elliptic jets. In all cases the agreement with
experiment was good.

Full-scale hot jets show less ability to screech than
laboratory cold jets at similar pressure ratios. This was
observed on the Concorde. However, screech tones
can occur at full scale and be so intense that they
can result in structural damage. Intense pressure levels
have been observed in the internozzle region of twin
supersonic jets. This is the configuration found in the
F-15 jet fighter. Seiner et al.91 describe the resulting
sonic fatigue damage. They also conducted model
experiments. Tam and Seiner92 and Morris93 studied
the instability of twin supersonic jets as a way to
understand the screech mechanisms.

Numerical simulations of jet screech have been
performed by Shen and Tam.94,95 They examined the
effect of jet temperature and nozzle lip thickness on
the screech tone frequencies and amplitude. Very good
agreement was achieved with measurements by Ponton
and Seiner.96 These simulations are an example of
the relatively new field of computational aeroacoustics

(CAA). A very brief introduction to this area is given
in the next section.

Military aircraft powered by jet engines and rocket
motors, the launchers of space vehicles, and supersonic
civil transports, can have a jet exit Mach number
sufficiently large for the eddy convection Mach
number to be highly supersonic with respect to the
ambient medium. Such very high speed jets generate
a phenomenon known as “crackle.” This arises due
to the motion of supersonic eddies that, during their
lifetime, create a pattern of weak shock waves attached
to the eddy, having the character of a sonic boom as
discussed in Section 3. Thus, in the direction normal to
the shock waves, the propagating sound field external
to the jet comprises an array of weak sonic booms
and is heard by an observer as a crackle. Further
details of this phenomenon are given by Ffowcs
Williams et al.97 and Petitjean et al.98

8 COMPUTATIONAL AEROACOUSTICS
With the increased availability of high-performance
computing power, the last 15 years have seen the
emergence of the field of computational aeroacoustics
(CAA). This involves the direct numerical simulation
of both the unsteady turbulent flow and the noise it
generates. Excellent reviews of this new field have
been given by Tam,99 Lele,100 Bailly and Bogey,101

Colonius and Lele,102 and Tam.103 In addition, an issue
of the International Journal of Computational Fluid
Dynamics104 is dedicated to issues and methods in
CAA.

There are several factors that make CAA far
more challenging than traditional computational fluid
dynamics (CFD). First, the typical acoustic pressure
fluctuation is orders of magnitude smaller than the
mean pressure or the fluctuations in the source region.
Second, acoustic wave propagation is both nondis-
persive and nondissipative (except when atmospheric
absorption effects are included). The range of frequen-
cies generated in, for example, jet noise, cover at least
two decades. Also, aeroacoustics is a multiscale phe-
nomenon, with the acoustic wavelengths being much
greater than the smallest scales of the turbulence. This
is especially important, as most aeroacoustic prob-
lems of practical interest involve turbulence at high
Reynolds numbers. Finally, acoustic radiation usually
occurs in unbounded domains, so nonreflecting bound-
ary treatments are essential.

The requirements of high accuracy and low dis-
persion and dissipation have resulted in the use of
high-order discretization schemes for CAA. Spectral
and pseudospectral schemes have been widely used for
turbulence simulation in simple geometries. They have
also been used in CAA105 to compute the near field
with the far field being calculated with an acoustical
analogy formulation. Finite element methods have also
been used. In particular, the discontinuous Galerkin
method106,107 has become popular. The advantage of
this method is that the discretization is local to an
individual element and no global matrix needs to be
constructed. This makes their implementation on par-
allel computers particularly efficient. The most popular
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methods for spatial discretization have been finite dif-
ference methods. These include compact finite differ-
ence methods108 and the dispersion-relation-preserving
(DRP) schemes introduced by Tam and Webb.109 The
latter method optimizes the coefficients in a traditional
finite-difference scheme to minimize dispersion and
dissipation. CAA algorithms are reviewed by Hixon.110

Boundary conditions are very important as the
slightest nonphysical reflection can contaminate the
acoustical solution. In addition, nonreflecting boundary
conditions must allow for mean entrainment of ambi-
ent fluid by the jet. Without this, the axial evolution of
the jet would be constrained. An overview of bound-
ary conditions for CAA is given by Kurbatskii and
Mankbadi.111 Boundary conditions can be either lin-
ear or nonlinear in nature. Among the linear methods,
there are characteristic schemes such as a method for
the Euler equations by Giles,112 and methods based on
the form of the asymptotic solution far from the
source region, such as given by Bayliss and Turkel113

and Tam and Webb.109 The perfectly matched layer
(PML) was first introduced in electromagnetics by
Berenger114 and adapted to the linearized Euler
equations by Hu.115 Hu116 has made recent improve-
ments to the method’s stability. The PML involves
a buffer domain around the computational domain in
which the outgoing sounds waves are damped. Nonlin-
ear methods include the approximate multidimensional
characteristics-based schemes by Thompson,117,118 as
well as buffer zone techniques, originally introduced
by Israeli and Orszag,119 and also implemented by
Freund120 and Wasistho et al.121 among many oth-
ers. Absorbing boundary conditions are reviewed by
Hu.122

Finite difference discretization of the equations
of motion generally yields two solutions. One is
the longer wavelength solution that is resolved by
the grid. The second is a short wavelength solution
that is unresolved. The short wavelength solutions
are called spurious waves. These waves can be
produced at boundaries, in regions of nonuniform
grid, and near discontinuities such as shocks. They
can also be generated by the nonlinearity of the
equations themselves, such as the physical transfer
of energy from large to small scales in the Navier–
Stokes equations, and by poorly resolved initial
conditions. Various approaches have been taken to
eliminate these spurious waves. These include the use
of biased algorithms,123 the application of artificial
dissipation,109,124 and explicit or implicit filtering.125

Whatever method is used, care must be taken not to
dissipate the resolved, physical solution.

Many of the difficulties faced in CAA stem from
the turbulent nature of source region. Clearly, if the tur-
bulence cannot be simulated accurately, the associated
acoustic radiation will be in error. The direct numerical
simulation (DNS) of the turbulence is limited to rela-
tively Reynolds numbers as the ratio of largest to the
smallest length scales of the turbulence is proportional
to Re3/4. Thus the number of grid points required for
the simulation of one large-scale eddy is at least Re9/4.

Freund126 performed a DNS of a ReD = 3.6 × 103

jet at a Mach number of 0.9 and used 25.6 × 106

grid points. To simulate higher Reynolds turbulent
flows either large eddy simulation (LES) or detached
eddy simulation (DES) has been used. In the former
case, only the largest scales are simulated and the
smaller, subgrid scales are modeled. Examples include
simulations by Bogey et al.,127 Morris et al.,128 and
Uzun et al.129 DES was originally proposed for exter-
nal aerodynamics problems by Spalart et al.130 This
turbulence model behaves like a traditional Reynolds-
averaged Navier–Stokes (RANS) model for attached
flows and automatically transitions to an LES-like
model for separated flows. The model has been used
in cavity flow aeroacoustic simulations,131 and in
jet noise simulations.132,133 All of these simulations
involve large computational resources and the com-
putations are routinely performed on parallel comput-
ers. A review of parallel computing in computational
aeroacoustics is given by Long et al.134∗

Early studies in CAA emphasized the propagation
of sound waves over large distances to check on the
dispersion and dissipation characteristics of the algo-
rithms. However, more recent practical applications
have focused on a detailed simulation of the turbu-
lent source region and the near field. The far field
is then obtained from the acoustical analogy devel-
oped by Ffowcs Williams and Hawkings.5 This anal-
ogy was developed with applications in propeller and
rotorcraft noise in mind. It extends Lighthill’s acous-
tic analogy to include arbitrary surfaces in motion. Its
application in propeller noise is described in Chapter
90 of this handbook. The source terms in the Ffowcs
Williams–Hawkings (FW–H) equation include two
surface sources in addition to the source contained in
Lighthill’s equation (17). In propeller and rotorcraft
noise applications these are referred to as “thickness”
and “loading noise.” However, the surfaces need not
correspond to physical surfaces such as the propeller
blade. They can be permeable. The advantage of the
permeable surface formulation is that if all the sources
of sound are contained within the surface, then the
radiated sound field is obtained by surface integra-
tion only. Brentner and Farassat135 have shown the

∗The attempts to find time-accurate calculations of a turbulent
flow at moderate to high Reynolds numbers for noise
predictions have shown that, outside the range of DNS
calculations, the range of frequencies covered is restricted,
arising from computer limitations, when compared with the
noise spectra from the aircraft propulsion engines in flight.
It appears that the turbulence model equations used for the
averaged properties in a steady flow are less reliable when
used for the unsteady time-accurate properties and calibration
of unsteady methods poses many difficult problems. Hence
the need continues to exist for acoustical models based on the
steady-state averaged turbulence quantities in noise prediction
methods, where the methods need to be carefully calibrated
against experimental data. Emphasis should also be placed
on modeling the noise generated by the unresolved scales of
turbulence in LES and DES.
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general relationship between the FW–H equation and
the Kirchhoff equation (see Farassat and Myers136). di
Francescantonio137 implemented the permeable surface
form of the FW–H equation for rotor noise predic-
tion. The advantage of the FW–H equation, clearly
demonstrated by Brentner and Farassat, is that it is
applicable to any surface embedded in a fluid that sat-
isfies the Navier–Stokes equations. On the other hand,
the Kirchhoff formulation relies on the wave equation
being satisfied outside the integration surface. Brentner
and Farassat135 show examples where noise predictions
based on the Kirchhoff formulation can be in error by
orders of magnitude in cases where nonlinear effects
are present outside the integration surface. Examples
include situations where a wake crosses the surface,
such as in calculations of noise radiated by a cylinder
in uniform flow, or in the presence of shocks, such
as occur in transonic flow over a rotor blade. Most
recent CAA noise predictions have used the FW–H
formulation.

9 BOUNDARY LAYER NOISE
In this section, the noise radiated from external surface
boundary layers is discussed. The noise radiated from
internal boundary layers in ducts is a separate problem
and reference should be made to later chapters in
this handbook. Here applications of aerodynamic noise
theory to the noise radiated from the boundary layers
developing over the upper and lower surfaces of
aircraft wings and control surfaces are considered. This
forms a major component of airframe noise, which
together with engine noise contribute to aircraft noise
as heard on the ground in residential communities
close to airports. At takeoff, with full engine power,
aircraft noise is dominated by the noise from the
engine. But, on the approach to landing at low flight
altitudes, airframe and engine noise make roughly
equal contributions to aircraft noise. Thus, in terms
of aircraft noise control it is necessary to reduce both
engine and airframe noise for residents on the ground
to notice a subjective noise reduction. Methods of
airframe noise control are not discussed in detail in
this section and the interested reader should refer to the
growing literature on this subject. A review of airframe
noise is given by Crighton.138 The complexity of the
various boundary layers and their interactions on an
aircraft forming its wake is shown in Fig. 13.

The structure of the turbulent compressible bound-
ary layer varies little from that of the boundary layer in
an incompressible layer. The distribution of the mean
flow velocity, however, changes from that in an incom-
pressible flow due to the variation of the mean temper-
ature and mean density for a given external pressure
distribution. At low aircraft flight Mach numbers the
boundary layer density fluctuations relate directly to
the pressure fluctuations. The presence of sound waves
represents a very weak disturbance in turbulent bound-
ary layers and does not greatly modify the structure of
the pressure fluctuations as measured in incompressible
flows. The wall pressure fluctuations under a turbu-
lent boundary layer are often referred to as boundary
layer noise, or pseudonoise, since they are measured

Figure 13 Structure of the wake downstream of high-lift
extended flaps (photograph using the Wake Imaging
System). (From Crowder.139)

by pressure transducers and microphones. However,
they are defined here as flow pressure fluctuations and
not noise. Turbulent boundary layer noise refers to the
propagation of noise emerging out of a boundary layer
and radiated to an observer in the acoustic far field.
Steady flow laminar boundary layers do not generate
noise, but this is not true of the region of transition
between laminar and fully developed turbulent flow,
where the flow is violently unsteady. Here, only the
case where the turbulence in the boundary layer com-
mences at the wing leading edge is considered. Let
us first consider the radiation from the region of the
boundary layer remote from the leading and trailing
edges, where it can be assumed that the boundary
layer is part of an idealized infinite flat plate having
no edges.

9.1 Noise Radiation from an Infinite Flat Plate
For a rigid flat plate the governing wave equation for
this theoretical problem is called the Lighthill–Curle
equation. In this case the radiated sound field is shown
to be a combination of quadrupole noise generated by
the volume distribution of the Reynolds stresses in Tij ,
and the dipole noise generated by the distribution of
surface stresses pij . For the infinite plate, the source
distribution resulting from a turbulent flow is clearly
noncompact. For the infinite plate it was found by
Phillips 140 and Kraichnan 141 that the strength of the
total dipole noise was zero due to cancelation by the
image sound field. The quadrupole noise is, however,
doubled by reflection from the surface, as found by
Powell. 142 It has been shown by Crighton 143 and
Howe 144 that, for upper surface sources not close to
the edge of a half-plane, the sound radiation is upward
and quadrupole, similar to that occurring with the
infinite plate. Equivalent sound sources in a boundary
layer on the lower surface radiate downward, and the
radiation is quadrupole, for sources not close to the
edge. Thus, for an aircraft, the sound radiation from
the normal surface pressure fluctuations over the wing
are negligible, in spite of the large surface wing area,
compared with (i) the noise radiated from the jet of
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the propulsion engines, since in the jet the turbulence
intensity is much greater, and (ii) the diffracted noise
radiated from the wing trailing edge, as will be shown
below.

9.2 The Half-Plane Problem
The propagation of sound waves from sources
of sound close to a sharp edge behave differently
from sound propagating from the equivalent sources
of sound in free turbulence. The pressure field close to
a sound source, and within a wavelength of that source,
becomes amplified by the proximity to the edge. The
edge then becomes the origin for a diffracted sound
field, which is highly amplified compared with that
generated by free turbulence. In the pioneering work
of Ffowcs Williams and Hall, 9 the aeroplane wing is
replaced by a half-plane with its sharp trailing edge
representing the scattering edge. The theory is similar
to that in electromagnetic diffraction theory introduced
by Macdonald. 145 In this representation of the the-
ory there is no flow. However, subsequent work by
Crighton 143 and Howe 144 and others has shown that
the theory can be applied to moving sources cross-
ing the edge, which can be interpreted as representing
turbulence crossing the wing trailing edge from the
boundary layer into the wake. Therefore, Lighthill’s
theory, as used in the theory of free turbulence, as
modified in the Lighthill–Curle theory to include the
flow over a plane surface, and now further modified
by Ffowcs Williams and Hall 9 to include the effect of
the finite wing trailing edge, can be used. The theory is
similar to that of Lighthill, but instead of the free-field
Green’s function a special Green’s function is used
that has its normal derivative zero on the half-plane,
and represents an outgoing wave in the far field. It is
found that with this Green’s function the surface con-
tribution to the far-field noise involves only viscous
stresses and at high Reynolds numbers their contribu-
tion is negligible. In most applications to aircraft noise
the lower surface boundary layer is much thinner than
the upper surface boundary layer and hence the greater
contribution to the noise below the aircraft arises from
the upper surface boundary layer as its pressure field
is scattered at the wing trailing edge, and the sound
radiated is diffracted to the observer. Thus following
Goldstein 10 the acoustic field is given by,

(ρ − ρ∞)(x, t) ∼ 1

c2∞

∫
∂2G

∂yi∂yj

T∗
ij dy

+ 1

c2∞

∫
∂G

∂yi

f ∗
i dS(y) (47)

where dy represents an elemental volume close to
the edge of the half-plane, fi are the unsteady forces
acting on the surface S(y), and the asterisk denotes
evaluation at the retarded or emission time, t − R/c∞.
The distribution of sound sources per unit volume is
proportional to Tij , but their contribution to the far-
field sound is now enhanced compared with that in
free turbulence, since (i) they no longer appear with

derivatives, and (ii) the term involving the derivatives
of the Green’s function is singular at the edge.

The Green’s function, G for the half-plane, satisfies
the boundary condition that ∂G/∂y2 = 0 on y1 > 0
and y2 = 0. The outgoing wave Green’s function for
the Helmholtz equation Gω is related to the Green’s
function G by (see Goldstein,10 page 63):

G(x, t |y, τ) = 1

2π

∞∫

−∞
exp [−iω (t − τ)]Gω (x, y) dω

(48)
Its far-field expansion is given by

Gω = 1

4π

[
eikx

x
F (a) + eikx ′

x ′ F(a′)

]
(49)

where x and x ′ are, respectively, the distances between
the stationary observer at x and the stationary source
at y above the plane and its image position y′ below
the plane. k = ω/c∞ is the free space wavenumber.
F(a) is the Fresnel integral,∗ and since acoustic
wavenumbers are small for typical frequencies of
interest in problems of aircraft noise, it follows that
the Fresnel integral is approximately equal to a/

√
π.

Note that this special Green’s function is simply the
sum of two free-field Green’s functions, each weighted
by Fresnel integrals. It follows that the diffracted sound
field below an aircraft has a distinct radiation pattern
of cardioid shape, which is almost independent of the
turbulent sound sources.

The solution to Lighthill’s integral in the frequency
domain is

ρ̃ = 1

c2∞

∫
∂2Gω

∂yi∂yj

T̃ij dy (52)

where T̃ij is the Fourier transform of Tij . On
introducing the approximation to the Fresnel integrals

∗The Fresnel integral is given by

F(a) = 1

2
+ eiπ/4

√
π

a∫
eiu2

du (50)

where the diffraction parameters for the source and its image
are, respectively,

a = (2kr0 sin θ)1/2 cos[ 1
2 (φ − φ0)]

a′ = (2kr0 sin θ)1/2 cos [ 1
2 (φ + φ0)] (51)

The source position is given in cylindrical coordinates
(r0,φ0) relative to the edge, while the line from the origin
on the edge to the observer is given in terms of the angles
(θ,φ). For sources close to the plane the differences between
R and R′ in the far field can be ignored.
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for small values of a, and noting that for a given
frequency ω

a + a′ = (2ω sin θ)1/2

c
1/2
∞

r
1/2
0 cos

(
φ

2

)
cos

(
φ0

2

)
(53)

where the distance from the edge to the sound source at

y is r0 =
√

(y2
1 + y2

2 ) and tanφ0 = y2/y1, it is found
that for all frequencies of the turbulent fluctuations,
the Fourier transform of the far-field density has a
proportionality with ω1/2. When the averaged values
of the Tij covariance are introduced, the far-field sound
intensity per unit flow volume is accordingly

i(x) ∼ 1

2π3

ρ∞ω0u
4
0

c2∞R2

(
�0

r0

)2

sin θ cos2

(
φ

2

)
(54)

Clearly, the distance of the source from the edge,
r0 is of the order of the scale of the turbulence, �0.
However, it should be recalled that the turbulence
covers a wide range of scales and frequencies and
all such sources are compact with �0/λ 
 1, even
when � = δ, the boundary layer thickness, where the
acoustic wavelength, λ = 2πc∞/ω. The theory is valid
when kr0 
 1. If the scale of the turbulence is �0,
equal to the integral scale, which is assumed to be the
scale of the energy containing eddies, then ω�0/u0 =
sT , where the turbulence Strouhal number, sT = 1.7,
approximately. It is found that, for all frequencies of
interest in aircraft noise problems, kr0 
 1.

9.3 Frequency Spectrum of Trailing
Edge Noise
From dimensional reasoning, the high-frequency local
law of decay can be found in the inertial subrange
of the turbulence. First, the acoustic power spectral
density per unit volume of turbulence, p̃s , is given by

p̃s ∼ 2

π2

ρ∞
c2∞

F (εT ,ω) (55)

since the spectral density at high frequencies depends
only on the frequency, ω, and the rate of energy trans-
fer, εT . It follows that F(εT ,ω) has the dimensions of
the fourth power of the velocity. Dimensional analysis
shows that

F (εT ,ω) = β
( εT

ω

)2
(56)

But since εT = νω2
s with ωs = us/�s and us�s/ν = 1

(where the subscript s denotes the smallest scales of
the turbulence), it follows that with β, a dimensionless
constant,

F (εT ,ω) = β

(
u2

s

ω/ωs

)2

(57)

Also since εT = u3
0/�0, and experiment shows that

the power spectral density continues smoothly from

its value in the inertial subrange into the energy-
containing range, it is found that

p̃s(ω) ∼
(

u2
0

ω/ω0

)2

(58)

and this same law applies for the total power spectral
density. This result can be compared with that found
by Meecham146 for isotropic free turbulence where
p̃(ω) ∼ [u2

0/(ω/ω0)]7/2. When the acoustic power is
measured in octave, one-third octave or any (1/n)th
octave bands, the above decay law becomes (ω/ω0)

−1,
a result of considerable importance in respect of
measurements of airframe subjective noise in terms
of perceived noise levels.

9.4 Noise from Aircraft Flying in ‘‘Clean’’
Configuration

Now, consider the special case of an aircraft flying
at an altitude of H past a stationary observer on the
ground. Here it is assumed that the aircraft is flying in
its “clean” configuration at an aircraft lift coefficient
of order CL = 0.5. By flying clean, it is meant that
the aircraft is flying with wheels up and flaps and slats
retracted. This flying configuration exists before the
aircraft is approaching an airport at its approach speed
where it flies in its high-lift or “dirty” configuration.
The noise from this latter aircraft configuration is not
considered here, since it goes beyond the scope of this
chapter centered on that part of aeroacoustics devoted
to jet and boundary layer noise. The flight speed is
V∞. The wing mean chord is c. We assume that over
both the upper and lower surfaces the boundary layers
are fully turbulent from the leading to the trailing edge
and are attached. However, due to the adverse pressure
gradient over the wing upper surface, corresponding to
a given flight lift coefficient, the thickness of the upper
surface boundary layer is considerably thicker than that
over the under surface. The structure of the turbulent
boundary layer is usually considered in coordinates
fixed in the aircraft, and in this frame of reference
it is easily demonstrated that the flow in the boundary
layers evolves through a self-generating cycle, which
convects the large-scale eddies in the outer boundary
layer past the wing surface at a speed, Vc, slightly
less than that of the freestream. The structure of
the outer region of the boundary layer is governed
by the entrainment of irrotational fluid from outside
the boundary layer and its conversion to turbulence
in crossing the superlayer, plus the diffusion of the
small-scale erupting wall layer, containing a layer of
longitudinal vortices, which were earlier attached to
the wall. On leaving the trailing edge both the outer
and inner regions combine and form the wake, which
trails downstream of the trailing edge.

In the corresponding case of the aircraft in motion,
the stationary observer, a distance H below the
aircraft, sees the outer boundary layer of the aircraft
wing and its wake moving very slowly, following the
aircraft, at a speed, V∞ − Vc. The merging of the wake
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and the turbulent boundary layers becomes smeared
and irregular. The wake decays slowly in time.

In Section 9.2 it was shown that the turbulence in
the upper surface boundary layer, as it approaches
the wing trailing edge, creates a pressure field that
is amplified and scattered at distances close to the
trailing edge, but small compared with the acoustic
wavelength, corresponding to the frequency of the
turbulence. It was shown that the scattered pressure
field generates a strong diffracted sound field centered
on the wing trailing edge, having an intensity per unit
flow volume of

i(x) ∼ 1

2π3

ρ∞ω0u
4
0

c2∞R2

(
�0

r0

)2

sin θ cos2

(
φ

2

)
(59)

To find the sound intensity, or sound pressure level,
at a ground observer, it is necessary to determine
the fraction of the flow volume embracing the sound
sources in the upper surface boundary layer that are
within an acoustic wavelength of the wing trailing
edge and which approach the trailing edge in their
passage to form the wing’s wake. First, it is noted
that the upper surface boundary layer is almost at
rest in the atmosphere following its formation by the
moving aircraft. Indeed it is seen by the stationary
observer as a layer of near stagnant air surrounding
the aircraft and forming its wake. It is assumed that
the mean chord of the wing, or control surface, is
small compared with the height of the aircraft, so
that the observer viewing the passage of the aircraft
along any slant distance defined by (x, φ) directly
below its flight trajectory, sees the trailing edge move
a distance c as the aircraft crosses the observer’s
line of sight. The total sound intensity, including the
sound of all frequencies, received along the conical
ray joining the aircraft to the observer, equals the
sound emitted by sound sources within approximately
a volume Ve = c × b × δ, where b is the wing span
and δ is the upper surface boundary layer thickness
at the wing trailing edge.∗ These sources emit from
the near stagnant turbulent fluid as the trailing edge
sweeps by, although the origin of the diffracted sound
is moving with the trailing edge. Since the flight Mach
numbers of interest are small, the Doppler effect on
the frequency between the emitted sound and that
received by the observer is neglected. The wind tunnel
experiments of Brooks and Hodgson 147 on the trailing
edge noise from an airfoil showed good agreement
with the theoretical predictions.

The flight parameters of the aircraft, apart from its
wing geometry, b, c, and wing area, S = b × c, involve
its vertical height, H , and slant height and angle (x, φ),
the flight speed V∞, and the Mach number with respect
to the ambient speed of sound, M∞. The all-up weight

∗The true volume of sound sources may be somewhat less,
but experiments confirm that all three quantities are involved
in the determination of the sound intensity at ground level
during an aircraft’s flyover.

of the aircraft can be written W = ( 1
2 )ρ∞V 2∞CLS,

where CL is the aircraft lift coefficient. The total sound
intensity in W/m2 is given by

I (W/m2) = 1.7

2π3

ρ∞SV 3∞M2∞
R2

(
u0

V∞

)5 (
�0

r0

)3

×
(

δ

�0

)

T E

cos2

(
φ

2

)
(60)

when θ = 90o; �0 is assumed equal to the upper surface
boundary layer displacement thickness, based on
experimental evidence relating to the peak frequency
in the far-field noise spectrum. Hence,

I
(
W/m2

) = 1.7

π3

WV∞M2∞
CLR2

(
u0

V∞

)5 (
�0

r0

)3

×
(

δ

�0

)

T E

cos2

(
φ

2

)
(61)

which is the value used for the lower bound estimates
of the airframe noise component for an aircraft flying
in the clean configuration at a CL = 0.5, as shown in
Fig. 14 as well as for the hypothetical clean aircraft
flying on the approach at a CL = 2, as shown in
Fig. 15.

The interest in an aircraft flying in the clean
configuration is that it provides a baseline value for
the lowest possible noise for an aircraft flying straight
and level of given weight and speed. Indeed, from
flight tests, it has been demonstrated that the airframe
noise component of all aircraft satisfies the simple V 5∞

WVM2/CL (W)

O
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 r
e 
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−1

2  W
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2 )

Figure 14 Lower bound for for overall sound pressure
level (OASPL) for clean pre-1980 aircraft flying at the
approach CL; aircraft height, H = 120 m and CL = 0.5. W=
All-up weight, V= flight velocity, M= flight Mach number
=V/c∞. (From Lockard and Lilley.148)
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Figure 15 Lower bound for OASPL for clean post-1980
aircraft flying at the approach CL; aircraft height, H = 120
m. W= All-up weight, V= flight velocity, M= flight Mach
number =V/c∞. (From Lockard and Lilley.148)

relationship derived above. The clean configuration
noise law applies also to gliders and birds, with
the exception of the owl, which flies silently.† This
demonstrates that the mechanism for airframe noise
generation on all flying vehicles is the scattering of
the boundary layer unsteady pressure field at the wing
trailing edge and all control surfaces. In the clean
configuration the aircraft is flying with wheels up, and
trailing edge flaps and leading edge slats retracted. It is
assumed that the aircraft lift coefficient, flying in this
configuration, is of the order CL = 0.5.

An aircraft on its approach to landing has to fly at
1.3 times the stalling speed of the aircraft, and hence its
lift coefficient has to be increased to about CL = 2.0.
For a CTOL (conventional takeoff and landing) air-
craft, such low speeds and high lift coefficients can
only be achieved by lowering trailing edge flaps and
opening leading edge slats. In addition, the undercar-
riage is lowered some distance from an airport to allow
the pilot time to trim the aircraft for safe landing. The

†The almost silent flight of the owl through its millions
of years of evolution is of considerable interest to aircraft
designers since it establishes that strictly there is no lower
limit to the noise that a flying vehicle can make. In the case
of the owl, its feathers, different from those of all other birds,
have been designed to eliminate scattering from the trailing
edge so that its noise is proportional to V 6∞ and not V 5∞. This
amounts to a large noise reduction at its low flight speed.
But the other remarkable feature of the owl’s special feathers
is that they eliminate sound of all frequencies above 2 kHz.
Thus, the owl is able to approach and capture its prey, who are
unaware of that approach, in spite of their sensitive hearing
to all sounds above 2 kHz. This is the reason that we can
claim that the owl is capable of silent flight.

aircraft is now flying in what is referred to as the dirty
configuration. The undercarriage, flaps, and slats all
introduce regions of highly separated turbulent flow
around the aircraft and thus the airframe noise com-
ponent of the aircraft noise is greatly increased. This
noise is of the same order as the noise of the engine
at its approach power. This is greater than the power
required to fly the aircraft in its clean configuration
due to the increase in drag of the aircraft flying in its
dirty, or high-lift, configuration. Noise control of an
aircraft is, therefore, directed toward noise reduction
of both the engine and the high-lift configuration. The
specified noise reduction imposes in addition the spe-
cial requirement that this must be achieved at no loss
of flight performance.

It is, therefore, important to establish not only a
lower bound for the airframe noise component for the
aircraft flying in its clean configuration, but also a
lower bound for the airframe noise component when
the aircraft is flying in its approach configuration.
For this second lower bound, the assumption is made
of a hypothetical aircraft that is able to fly at the
required approach CL and speed for the aircraft at its
required landing weight, with hush kits on its flaps
and slats so that they introduce no extra noise to that
of an essentially clean aircraft. For this second lower
bound it is assumed the undercarriage is stowed. The
approach of this hypothetical aircraft to an airport
would therefore require that the undercarriage be
lowered just before the airport was approached so that
its increased noise would be mainly confined to within
the airport and would not be heard in the residential
communities further away from the airports boundary
fence. The estimated increase in noise with increase
in aircraft lift coefficient and consequent reduction in
aircraft speed has been obtained by and Lockard and
Lilley148 from calculations of the increased boundary
layer thickness at the wing trailing edge and the
increase in the turbulent intensity as a result of the
increased adverse pressure gradient over the upper
surface of the wing.

9.5 Noise of Bluff Bodies

The aerodynamic noise generated by the turbulent
wake arising from separated flow past bluff cylindrical
bodies is of great practical importance. On aircraft it
is typified by the noise from the landing gear with
its assembly of cylinders in the form of its oleo strut,
support braces, and wheels. From the Lighthill–Curle
theory of aerodynamic noise it is shown that the
fluctuations in aerodynamic forces on each cylindrical
component can be represented as equivalent acoustical
dipoles with a noise intensity proportional to V 6∞.
No simple formula exists for landing gear noise,
and reference should be made to Crighton138. A
procedure for estimating landing gear noise is given
in the Aircraft Noise Prediction Program (ANOPP)149.
For detailed description of the complex flow around
a circular cylinder, for a wide range of Reynolds
numbers and Mach numbers, reference should be made
to Zdravkovich.150,151
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9.6 The Noise Control of Aircraft

This is an important area of aeroacoustics which is
considered in detail in later chapters of this handbook.
But a few remarks on this important subject need
to be made in this chapter dealing with aerodynamic
noise and, in particular, jet noise and boundary layer
noise. In all these subjects the noise generated from
turbulent flows in motion has been shown to be a high
power of the mean speed of the flow. Hence the most
important step in seeking to reduce noise comes from
flow speed reduction. But, in considering boundary
layer noise, it has been shown that the mechanism
for noise generation is the result of scattering of the
boundary layer’s pressure field at the trailing edge
resulting in a sound power proportional to M 5∞. Thus,
a prime method for noise reduction is to eliminate the
trailing edge scattering, resulting in a sound power
proportional to M6∞. A number of methods have been
proposed to achieve this noise reduction. These include
trailing edge serrations or brushes and the addition of
porosity of the surface close to the trailing edge.
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GENERAL INTRODUCTION TO VIBRATION

Bjorn A. T. Petersson
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Berlin, Germany

1 INTRODUCTION
An important class of dynamics concerns linear
and angular motions of bodies that respond to
applied disturbances in the presence of restoring
forces. Examples are building structure response to
an earthquake, unbalanced axle rotation, flow-induced
vibrations of a car body, and the rattling of tree
leaves. Owing to the importance of the subject for
engineering practice, much effort has been and is still
spent on developing useful analysis and predictive
tools, some of which are detailed in subsequent
chapters. Mechanical vibrations denote oscillations in a
mechanical system. Such vibrations not only comprise
the motion of a structure but also the associated forces
resulting or applied. The vibration is characterized by
its frequency or frequencies, amplitude, and phase.
Although the time history of vibrations encountered in
practice usually does not exhibit a regular pattern, the
sinusoidal oscillation serves as a basic representation.
The irregular vibration, then, can be decomposed in
several frequency components, each of which has its
own amplitude and phase.

2 BASIC CONCEPTS
It is customary to distinguish between determinis-
tic and random vibrations. For a process of the
former type, future events can be described from
knowledge of the past. For a random process, future
vibrations can only be probabilistically described.
Another categorization is with respect to the station-
arity of the vibration process. Hereby, a stationary
process is featured by time-invariant properties (root
mean square (rms) value, frequency range), whereas
those properties vary with time in a nonstationary
process.

Yet a third classification is the distinction between
free and forced vibrations. In a free vibration there
is no energy supplied to the vibrating system once
the initial excitation is removed. An undamped sys-
tem would continue to vibrate at its natural frequen-
cies forever. If the system is damped, however, it
continues to vibrate until all the energy is dissi-
pated. In contrast, energy is continuously supplied
to the system for a forced vibration. For a damped
system undergoing forced vibrations the vibrations
continue in a steady state after a transient phase
because the energy supplied compensates for that dis-
sipated. The forced vibration depends on the spec-
tral form and spatial distribution of the excitation
as well as on the dynamic characteristics of the
system.

Finally, it is necessary to distinguish between linear
and nonlinear vibrations. In this context, focus is on
the former, although some of the origins of nonlinear
processes will be mentioned. In a linear vibration,
there is a linear relationship between, for example,
an applied force and the resulting vibratory response.
If the force is doubled, the response, hence, will
be doubled. Also, if the force is harmonic of a
single frequency, the response will be harmonic of
the same frequency. This means that the principle
of superposition is generally applicable for linear
vibrations. No such general statements can be made
for nonlinear vibrations since the features are strongly
dependent on the kind of nonlinearity.

Encompassed in this section of the handbook is also
the area of fatigue. It can be argued that the transition
from linear to nonlinear vibration takes place just in
the area of fatigue. Although short-time samples of the
vibration appear linear or nearly linear, the long-term
effects of very many oscillations are irreversible.

The analysis of an engineering problem usually
involves the development of a physical model. For
simple systems vibrating at low frequencies, it is often
possible to represent truly continuous systems with
discrete or lumped parameter models. The simplest
model is the mass–spring–damper system, also termed
the single-degree-of-freedom system since its motion
can be described by means of one variable. For the
simple mass–spring–damper system, exposed to a
harmonic force excitation, thus, the motion of the mass
will have the frequency of the force, but the amplitude
will depend on the mass, spring stiffness, and damping.
Also the phase of the motion, for example, relative
that of the force, will depend on the properties of
the system constituents. If, on the other hand, the
simple system is exposed to random excitation, the
motion of the mass cannot be described by its value
at various time instances but is assessed in terms of
mean values and variances or spectra and correlation
functions. It is important to note that a random process
is a mathematical model, not the reality. Finally, a
sudden, nonperiodic excitation of the mass such as
an impact or shock usually leads to a strong initial
response with a gradual transition to free vibrations.
Depending upon the severity of the shock, the response
can be either linear or nonlinear. The motion of
the mass–spring–damper system, therefore, includes
both the frequencies of the shock and the natural
frequency of the system. Accordingly, it is common to
describe the motion in terms of a response spectrum,
which depicts the maximum acceleration, velocity, or
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displacement experienced by the simple system as a
function of time, normalized with respect to the period
of its natural vibration.

Common for all types of vibration is that the mass
gives rise to an inertia force, the spring an elastic
restoring force, and the damping acts as a converter
of mechanical energy into some other form, most
commonly heat. Additionally, an increase of the mass
lowers the natural frequency, whereas an increase of
the spring stiffness elevates it. The reduction of the
natural frequency resulting from an increase of the
damping can practically most often be neglected.

More complicated systems can be seen as
composed of multiple mass–spring–damper systems
termed multiple-degree-of-freedom systems. Such
models like the simple mass–spring–damper system
are usually only applicable for low frequencies.

As the frequency or the complexity of the system
increases, it becomes necessary to consider the system
as continuous, that is, the system parameters such
as mass, stiffness, and damping are distributed.
Simultaneously, analytical mathematical descriptions
are usually substituted by numerical analysis methods
such as finite element or boundary element methods.
Alternatively, the vibrations can be described in terms
of averages for the flow between and storage of energy
in various parts of the complex system by means of
statistical energy analysis.

The mechanical vibration process can be subdi-
vided into four main stages as depicted in Fig. 1. The
first stage—generation—comprises the origin of an
oscillation, that is, the mechanism behind it. The sec-
ond—transmission—covers the transfer of oscillatory
energy from the mechanisms of generation to a (pas-
sive) structure. In the structure, be it the passive part of
the source or an attached receiving structure, the third
stage—propagation—is recognized whereby energy is
distributed throughout this structural system. Fourth,
any structural part vibrating in a fluid environment
(air) will impart power to that fluid—radiation—that
is perceived as audible sound.

This subdivision also serves as a basis for the
activities in control of mechanical vibrations. Typical
problems relating to generation are:

• Unbalances
• Misalignments
• Rolling over rough surfaces
• Parametric excitation
• Impacts
• Combustion

They are of great importance in noise control.
Transmission entails problems such as:

• Shock and vibration isolation

Figure 1 Mechanical vibration as a process.

• Structural design (mismatch of structural
dynamic characteristics)

• Machine monitoring and diagnosis

They are often the best compromise for noise and
vibration control activities in view of cost and prac-
ticability. Prominent examples of problems belonging
to propagation are:

• Ground vibrations
• Nondestructive testing
• Measurement of material properties
• Damping

Herein both wave theoretical approaches and modal
synthesis can be employed. Finally, in the radiation
phase are encountered problems like:

• Sound transmission
• Sound radiation

Most of the areas mentioned above will be treated in
more detail in subsequent chapters.

3 BASIC RELATIONSHIPS AND VALIDITY

For small-scale mechanical vibrations, the process
most often can be considered linear and the underlying
equations are Newton’s second law and Hooke’s law.
For lumped parameter systems consisting of masses m
and massless springs of stiffnesses s, these laws read

m
∂2ξi

∂t2
= Fi i ∈ N (1)

and
Fi = s�ξi i ∈ N (2)

The two equations describe the inertia and elastic
forces, respectively, required for the existence of
elastic waves. The terms ξi are the displacement
components of the masses; Fi denote the force
components acting on the masses, and �ξi are
the changes in lengths of the springs due to the
forces Fi . Two approximations underlie Eqs. (1) and
(2), the first of which is the replacement of the
total derivative by the partial. This means that any
convection is neglected and large amplitudes cannot
be handled. The second approximation is that the
spring is considered to behave linearly. The equations
are frequently employed in Chapter 12 to derive the
equations of motion for single- and multidegree-of-
freedom systems.

For continuous systems, Eq. (1) and (2) have to be
modified slightly. The masses must be replaced by a
density ρ, the forces by stresses σij , and the changes
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in length are substituted by strains ∂ξ/∂x. In such a
way, the equations turn into1,2

ρ
∂2ξi

∂t2
= ∂σij

∂xj

+ βi i, j ∈ [1, 2, 3] (3)

σij = G

[
2µ

1 − 2µ

(
∂ξk

∂xk

)
δij +

(
∂ξi

∂xj

+ ∂ξj

∂xi

)]

i, j, k ∈ [1, 2, 3] (4)

for the practically important case with a homogeneous,
isotropic material of shear modulus G and Poisson’s
ratio µ. In Eqs. (3) and (4), use is made of the
summation convention for tensors, that is, summation
has to be made for repeated indices. The βi are any
body forces present. Alternatively, Eq. (4) can also be
written in terms of the shear modulus G and Young’s
modulus E, which are related as E = G(1 + 2µ).

For a rod, subject to an axial force, for instance,
the primary motion is, of course, in the axial direction,
but there occurs also a contraction of the cross section.
This contraction, expressed in terms of the axial strain
amounts to ε2 = ε3 = −µε1.

The main difference between waves in fluids
and elastic solids is that while only longitudinal or
compressional waves exist in fluids in the absence of
losses, also shear waves occur in solids. In the one-
dimensional case, compressional waves are governed
by the wave equation

(
d2

dx2
1

− k2
C

)
ξ1 = F ′(x1) (5)

whereas shear waves, with the displacement in direc-
tion 3, perpendicular to the propagation direction 1,
obey (

d2

dx2
1

− k2
S

)
ξ3 = T ′(x1) (6)

for harmonic processes. In Eqs. (5) and (6), k2
C =

ω2ρ/E and k2
S = ω2ρ/G are the wavenumbers of the

compressional and shear waves, respectively, where
ω = 2πf is the angular frequency. F ′ and T ′ are the
axial and transverse force distributions, respectively.
Other wave types such as bending, torsion, and
Rayleigh waves can be interpreted as combinations of
compressional and shear waves.

Owing to its great practical importance with respect
to noise, however, the bending wave equation is
given explicitly for the case of a thin, isotropic, and
homogeneous plate:

(∇4 − k4
B)ξ3 = 12(1 − µ2)

Eh3
σe (7)

Herein, k4
B = 12(1 − µ2)ρω2/(Eh2) is the bending

wavenumber, where h is the plate thickness. ξ3 is

the displacement normal to the plate surface and σe

is the externally applied force distribution. This wave
equation, which is based on Kirchhoff’s plate theory,
can normally be taken as valid for frequencies where
the bending wavelength is larger than six times the
plate thickness.

The equation is also applicable for slender beams
vibrating in bending. The only modifications necessary
for a beam of rectangular cross section are the removal
the factor 1 − µ2 in Eq. (7) as well as in the bending
wavenumber and insertion of the beam width b in the
denominator of the right-hand side. Also, the force
distribution changes to a force per unit length σ′

e.
Linear mechanical vibrations are often conveniently

described in exponential form:

ξ(t) = Re[Aejωt ] (8)

where A is an amplitude, which is complex in general,
that is, it has a phase shift relative to some reference.
This enables the description of vibrations in terms
of spectra, which means that the time dependence
is written as a sum or integral of terms in the form
of Eq. (8), all with different amplitudes, phases, and
frequencies.

For the assessment of, for instance, the merit of
design or vibration control measures, there is a grow-
ing consensus that this should be undertaken with
energy- or power-based quantities. Hereby, nonstation-
ary processes such as vibrations resulting from impacts
encompassing a finite amount of energy are assessed
by means of

E =
Tp∫

0

F(t)ξ(t) dt =
Tp∫

0

Re[F̂ ejωt ] Re[ξ̂ejωt ] dt

= 1

2
Re[F̂ ξ̂∗] (9)

while those that can be considered stationary, such
as, for example, the fuselage vibration of a cruising
aircraft, are appropriately assessed by means of the
power averaged over time:

W = lim
T →∞

1

T

T∫

0

F(t)
∂ξ(t)

∂t
dt

= lim
T →∞

1

T

T∫

0

Re[F̂ e
jωt

] Re[ ˆ̇ξejωt ] dt

= 1

2
Re[F̂ ˆ̇ξ∗

] (10)

In the two expressions above, the two latter
forms apply to harmonic processes. Moreover, the
vector nature of force, displacement, and velocity is
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herein suppressed such that collinear components are
assumed. The advantage of using energy or power
is seen in the fact that the transmission process
involves both kinematic (motion) and dynamic (force)
quantities. Hence, observation of one type only can
lead to false interpretations. Furthermore, the use
of energy or power circumvents the dimensional
incompatibility of the different kinematic as well as
dynamic field variables. The disadvantages lie mainly
in the general need of a phase, complicating the
analysis as well as the measurements.

As mentioned previously, the vibration energy in a
system undergoing free vibrations would remain con-
stant in the absence of damping. One consequence of
this would be that the vibration history of the sys-
tem would never fade. Since such behavior contra-
dicts our experience, the basic equations have to be
augmented to account for the effect of the inevitable
energy losses in physical systems. The conventional
way to account for linear damping is to modify
the force–displacement or stress–strain relations in
Eq. (2) or (4). The simplest damping model is a vis-
cous force, proportional to velocity, whereby Eq. (2)
becomes

F = s�ξ + C
∂

∂t
(�ξ) (11)

in which C is the damping constant. For continua, a
similar viscous term has to be added to Eq. (4). This
expression appropriately describes dampers situated in
parallel with the springs but do not correctly describe
the behavior of materials with inner dissipative losses.
Other models with a better performance, provided
the parameters are chosen properly, can be found in
Zener.3 One such is the Boltzmann model, which can
be represented by

F(t) = s0�ξ(t) −
∞∫

0

�ξ(t − τ)ϕ(τ) dτ (12)

In this expression, ϕ(τ) is the so-called relaxation
function, consisting of a sum of terms in the form
(D/τR) exp(−τ/τR) where D is a constant and τR

the relaxation time. The relaxation time spans a wide
range, from 10−9 up to 105 seconds. The model
represents a material that has memory such that the
instantaneous value of the viscous force F(t) not only
depends on the instantaneous value of the elongation
�ξ(t) but also on the previous history �ξ(t − τ).

Additional loss mechanisms are dry or Coulomb
friction at interfaces and junctions between two
structural elements and radiation damping, caused by
waves transmitted to an ambient medium. Here, it
should be noted that while the latter can be taken as a
linear phenomenon in most cases of practical interest,
the former is a nonlinear process.

Although Eq. (12) preserves linearity because no
product or powers of the field quantities appear,
it yields lengthy and intractable expressions when
employed in the derivation of the equations of

motion. In vibroacoustics, therefore, this is commonly
circumvented by introducing complex elastic moduli
for harmonic motion4

E = E0(1 + jη) G = G0(1 + jη) (13)

where E0 and G0 are the ordinary (static) Young’s and
shear moduli, respectively. The damping is accounted
for through the loss factor η = Ediss/(2πErev), that is,
the ratio of the dissipated-to-reversible energy within
one period. In many applications, the loss factor can be
taken as frequency independent. The advantage of this
formalism is that loss mechanisms are accounted for
simply by substituting the complex moduli for the real-
valued ones everywhere in the equations of motion.
It must be observed, however, that complex moduli
are mathematical constructs, which are essentially
applicable for harmonic motion or superimposed
harmonic motions. Problematic, therefore, is often a
transformation from the frequency domain to that of
time when assumed or coarsely estimated loss factors
are used.

The relations described above can be used to
develop the equations of motion of structural systems.
With the appropriate boundary and initial conditions,
the set of equations can be used in many practical
applications. There remain, however, situations where
their application is questionable or incorrect and
the results can become misleading. Most often, this
is in conjunction with nonlinear effects or when
parameters vary with time. Some important causes of
nonlinearities are:

• Material nonlinearities, that is, the properties s,
E, G, and C are amplitude dependent as can be
the case for very large scale vibrations or strong
shocks.

• Frictional forces that increase strongly with
amplitude, an effect that is often utilized for
shock absorbers.

• Geometric nonlinearities, which occur when a
linear relationship no longer approximates the
dynamic behavior of the vibrating structure.
Examples of this kind of nonlinearity are when
the elongation of a spring and the displacement
of attached bodies are not linearly related,
Hertzian contact with the contact area changing
with the displacement,5 and large amplitude
vibrations of thin plates and slender beams such
that the length variations of the neutral layer
cannot be neglected.6

• Boundary constraints, which cannot be express-
ed by linear equations such as, for example,
Coulomb friction or motion with clearances.7

• Convective forces that are neglected in the
inertia terms in Eqs. (1) and (3).

Slight nonlinearities give rise to harmonics in the
response that are not contained in the excitation. For
strong nonlinearities, a chaotic behavior may occur.
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Examples of parametric changes in time or space
are:

• Changes in a pendulum length.
• Stiffness changes due to variations of the point

of contact, for example, a tooth in a gear wheel
is considered as a short cantilever beam, for
which the forcing point is continuously moving.

• Impedance variations as experienced by a
body moving on a spatially varying supporting
system such as a wheel on a periodically
supported rail.

4 ENERGY-BASED PRINCIPLES

An alternative approach for developing the equations
of motion for a vibrating system is established via the
energies. The most powerful method of this kind is
based on Hamilton’s principle:

t2∫

t1

[δ(Ekin − Epot) + δV ] dt (14)

which states that “for an actual motion of the system,
under influence of the conservative forces, when it is
started according to any reasonable initial conditions,
the system will move so that the time average of the
difference between kinetic and potential energies will
be a minimum (or in a few cases a maximum).” 8

In Eq. (14), Ekin and Epot denote the total kinetic
and potential energies of the system and the symbol
δ indicates that a variation has to be made. For
dissipative systems, either the variation in Eq. (14)
is augmented by a dissipation function involving
quadratic expressions of relative velocities9,10 or the
loss factor is simply introduced. External excitation
or sinks can be incorporated by also including the
virtual work done δV . Accordingly, all kinds of linear,
forced vibrations can be handled. Hamilton’s principle
is highly useful in vibroacoustics. It can be seen as
the starting point for the finite element method,10,11 be
used for calculating the vibrations of fluid loaded as
well as coupled systems,12 and to determine the phase
speed of different wave types.13–15

A special solution to Eq. (14) is Ekin = Epot where
the overbar, as before, denotes time average. This
special solution is known as Rayleigh’s principle,15

which states that the time averages of the kinetic and
potential energies are equal at resonance. Since

Ekin ∝
(

∂ξi

∂t

)2

∝ ω2ξ2
i

the principle realizes a simple method to estimate
resonance frequencies using assumed spatial distribu-
tions of the displacements, required for establishing the
energies. Hereby, it should be noted that provided the
boundary conditions can be satisfied, a first-order error

in the assumed distribution only results in a second-
order one in the frequencies. In any case, Rayleigh’s
principle always renders an upper bound for the res-
onance frequency. An extension of this principle is
the so-called Rayleigh–Ritz method, which can be
applied to assess higher resonance frequencies as well
as mode shapes.14,15 In Mead,16 Rayleigh’s principle
is employed to calculate the first pass- and stop-bands
of periodic systems.

With respect to calculations of resonance frequen-
cies, mode shapes, impulse or frequency responses,
and the like for multidegree-of-freedom systems,
Lagrange’s equations of the second type

d

dt

{
∂(Ekin − Epot)

∂ ξ̇n

− ∂(Ekin − Epot)

∂ξn

}
= 0 (15)

constitute a practical means. In these equations, ξ̇n and
ξn are the nth velocity and displacement coordinates,
respectively. In cases with external excitation Fn, the
forces have to be included in the right-hand side.

Most differential equations describing linear mecha-
nical vibrations are symmetric or self-adjoint. This
means that the reciprocity principle is valid.17 The
principle is illustrated in Fig. 2 in which a beam is
excited by a force FA at a position A and the response
ξB is observed at the position B in a first realization. In
the second, reciprocal realization, the beam is excited
at position B and the response is observed at A. The
reciprocity now states that

FAξ′
A = F ′

BξB ⇔ FA

ξB

= F ′
B

ξ′
A

(16)

which means that excitation and response positions can
be interchanged as long as the directions of FA and ξ′

A

as well as F ′
B and ξB are retained. The principle is also

valid for other pairs of field variables, provided their
product results in an energy or power quantity such
as, for example, rotations and moments. An extension
of the reciprocity principle, invoking the superposition
principle, is termed the law of mutual energies.18

The reciprocity of linear systems has proven a most
useful property in both theoretical and experimental
work.19–21 If, for example, FA is cumbersome to
compute directly or position A is inaccessible in

F ′B

ζ′A

FA

ζ′B

Figure 2 Illustration of reciprocity.
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a measurement, the reciprocal realization can be
employed to indirectly determine the force sought.

5 DESCRIPTIONS OF VIBRATIONS

As mentioned previously, mechanical vibrations are
commonly represented in the frequency domain by
means of spectral functions. The functions are usually
ratios of two complex variables having the same time
dependence, for example, ejωt . The most common
spectral functions are frequency response functions and
transfer functions. Typical examples of the former kind
are defined as:

• Input mobility

Yξ̇F (xS |xS) = ξ̇(xS)/F (xS)

Yθ̇M(xS |xS) = θ̇(xS)/M(xS)

• Transfer mobility

Yξ̇F (xR|xS) = ξ̇(xR)/F (xS)

Yθ̇M(xR|xS) = θ̇(xR)/M(xS)

• Cross-transfer mobility

Yθ̇F (xR|xS) = θ̇(xR)/F (xS)

Yξ̇M(xR|xS) = ξ̇(xR)/M(xS)

In these expression, ξ̇ is the velocity in the direction
of the force F whereas θ̇ is the rotational velocity
directed as the moment M; xS and xR are the
positions of the excitation and some observation
point, removed from the excitation, respectively. The
mobility thus represents the response of a structure
due to a unit excitation. In the literature, other forms
of frequency response functions are also found, such
as receptance (R = ξ/F ), accelerance (A = ξ̇/F ),
and mechanical impedance (Z = F/ξ̇). A significant
advantage of frequency response functions is that they
can be used to predict the response of structures to
arbitrary excitations in practical applications. The input
mobility is particularly important since it is intimately
associated with the power, for example,

W = 1
2Re[Yξ̇F ]|F |2 W = 1

2Re[Yθ̇M ]|M|2 (17)

which describe the power transmitted to a structure by
a point force and moment excitation, respectively.

Transfer functions, on the other hand, are normally
ratios between two observations of the same field
variable, such as, for instance, H12 = ξ(x1)/ξ(x2),
where the displacement at position x1 is compared with
that at x2. Both kinds of spectral functions are today
conveniently measured by means of multichannel
signal analysers; see Chapter 40.

A representation of the vibrating system in the time
domain can be achieved by means of the impulse
response function or Green’s function g. This time-
dependent function is the solution to the equation

(
∂2

∂x2
− 1

c2
L

∂2

∂t2

)
g(x, t |xS, t0) = δ(x − xS)δ(t − t0)

(18)
in the one-dimensional case and represents the vibra-
tional response at a position x and a time instant t
due to a unit impulse, described by Dirac’s delta func-
tion δ, at a position xS at time t0. Similar impulse
response function can be defined for two- and three-
dimensional systems as well as coupled systems by
substituting the adequate set of differential equations
for that within parenthesis on the left-hand side. The
impulse response function can be said to be a solution
to the equation of motion for a special excitation. A
set of impulse response functions for various positions,
thus, can give all the information required about the
vibrating system.

This approach has the advantage in transient
analyses that the response to an arbitrary excitation
is obtained directly from the convolution integral:

ξ(x, t) =
∫

F ′(xS, t0)g(x, t |xS, t0) dxS dt0 (19)

In this form, the vibration response is expressed as
a sum of many very short and concentrated impulses.
Owing to this, impulse response functions are often
used for numerical computations of response time
histories such as those due to shocks, but they are
also suitable when nonlinear devices are attached or
applied to linearly vibrating systems.22

There is a strong relationship between the impulse
response function and the frequency response function
in that the Fourier transform of either yields the other,
save some constant. This relationship is often used to
develop the impulse response function.

As an alternative to the wave theoretical treatment
of vibrations dealt with above, a modal description of
the vibrations can be employed for finite structures.
As mentioned previously, a finite system responds
at preferred frequencies, the natural frequencies or
eigenfrequencies ωn, when exposed to a short, initial
disturbance. Associated with those eigenfrequencies
are preferred vibrational patterns, the natural vibrations
or eigenfunctions φn(x). The modal description draws
upon the fact that the vibrations can be expressed as
a sum of eigenfunctions or (normal) modes.23 In a
one-dimensional case this means that

ξ(x) =
∞∑

n=1

ξ̂nφn(x) (20)

where ξ is the displacement but can, of course, be any
other field variable. ξ̂n are the modal amplitudes. The
eigenfunctions are the solutions to the homogeneous
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equation of motion and have to satisfy the boundary
conditions. By employing this representation, it is
possible to express forced vibration through the modal
expansion theorem:

ξ(x) =
∞∑

n=1

φn(x)

�n[ω2
n(1 + jηn) − ω2]

×
∫

L

F ′(x)φn(x) dx (21)

where �n = ∫
L

m′(x)φ2
n(x) dx is the so-called norm

and F ′(x) is a harmonic force distribution. The damp-
ing of the system is accounted for through the modal
loss factors ηn, which have to be small. The theorem
states that the response of a system to some excitation
can be expressed in terms of the eigenfunctions and the
eigenfrequencies of the system.24 A sufficient condi-
tion for the validity is that the system is “closed,” that
is, no energy is leaving it. Otherwise, the orthogonal-
ity of the eigenfunctions must be verified. Such modal
expansions are practically useful mainly for problems
involving low or intermediate frequencies since the
number of modes grows rapidly with frequency in the
general case. For high frequencies, the modal summa-
tion in Eq. (21) can be approximated by an integral and
a transition made to spatially averaged descriptions of
the vibration.

Equation (21) can also be used for free vibrations in
the time domain, for example, for response calculations
from short pulses or shocks. The corresponding
expression, obtained by means of a Fourier transform,
can be written as24

ξ(x, t) =
∞∑

n=1

In

ωn

φn(x)e−jηnωnt/2 cosωnt t > 0

(22)
wherein In are functions of the excitation and its
position. The expression shows that the free vibration
is composed of decaying modes where the number of
significant modes is strongly dependent on the duration
of the exciting pulse. For short impulses, the number
of significant modes is generally quite substantial,
whereas only the first few might suffice for longer
pulses such as shocks.

When the number of modes in a frequency band
(modal density) gets sufficiently large, it is often more
appropriate and convenient to consider an energetic
description of the vibration. The primary aim is then
to estimate the distribution of energy throughout the
vibrating system. The energy is taken to be the long-
term averaged sum of kinetic and potential energy,
from which the practically relevant field variables can
be assessed. Such a description with spatially averaged
energies is also justified from the viewpoint that there
is always a variation in the vibration characteristics of
nominally equal systems such that a fully deterministic
description becomes less meaningful. The uncertainty

of deterministic predictions, moreover, increases with
system complexity and is also related to wavelength,
that is, to the frequency since small geometrical
deviations from a nominal design have a stronger
influence as their dimensions approach the wavelength.
As in room acoustics, therefore, statistical formulations
such as statistical energy analysis (SEA)25 are widely
employed in mechanical vibrations where subsystems
are assumed drawn from a population of similar
specimens but with random parameters.

The energy imparted to a structure leads to flows of
energy between the subsystems, which can be obtained
from a power balance whereby also the losses are
taken into account. This is most simply illustrated for
two coupled subsystems, as depicted in Fig. 3 where
power is injected in subsystem 1 W1in. This is partially
transmitted to subsystem 2 W21 and partially dissipated
W1diss. Similarly, the power transmitted to subsystem
2 is partially retransmitted to subsystem 1 W12 and
partially dissipated W2diss. This means that the power
balance for the system can be written as

W1in + W12 = W21 − W1diss

W21 = W12 + W2diss (23)

For linear subsystems, the power transmitted between
them is proportional to the energy of the emitting
subsystem and, hence, to the average mean square
velocity, where the equality of kinetic and potential
energies for resonantly vibrating systems is invoked.
A spatial average is denoted by 〈 〉 enclosing the vari-
able. Accordingly, the energy flows can formally be
written as

W21 = C21〈|ξ̇1|2〉 W12 = C12〈|ξ̇2|2〉 (24)

where C21 and C12 are coefficients that are dependent
on the spatial and temporal coupling of the two
vibration fields. The main advantages of SEA are the
“analysis philosophy,” transparency of the approach
and that it swiftly can furnish results, which give
good guidance to important parameters, also for rather

Figure 3 Energy flows in two coupled subsystems.
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Table 1 Material Properties

ρ E G µ cC cS

Material (kg/m3) (GPa) (GPa) — (m/s) (m/s)

Aluminum 2700 72 27 0.34 5160 3160
Brass 8400 100 38 0.36 3450 2100
Copper 8900 125 48 0.35 3750 2300
Gold 19300 80 28 0.43 2030 1200
Iron 7800 210 80 0.31 5180 3210
Lead 11300 16 5.6 0.44 1190 700
Magnesium 1740 45 17 0.33 5080 3100
Nickel 8860 200 76 0.31 4800 2960
Silver 10500 80 29 0.38 2760 1660
Steel 7800 200 77 0.3 5060 3170
Tin 7290 54 20 0.33 2720 1670
Zinc 7140 100 41 0.25 3700 2400
Perspex 1150 5.6 2.1 0.35 2200 1300
Polyamid 1100–1200 3.6–4.8 1.3–1.8 0.35 1800–2000 1100–1200
Polyethylene ≈900 3.3 — — 1900 540
Rubber

30 shore 1010 0.0017 0.0006 ≈0.5 41 24
50 shore 1110 0.0023 0.0008 ≈0.5 46 27
70 shore 1250 0.0046 0.0015 ≈0.5 61 35

Asphalt 1800–2300 7–21 — — 1900–3100
Brick

Solid 1800–2000 ≈16 — 0.1–0.2 2600–3100 1700–2000
Hollow 700–1000 3.1–7.8 — 0.1–0.2

Concrete
Dense 2200–2400 ≈26 — 0.1–0.2 3400 2200
Light 1300–1600 ≈4.0 — 0.1–0.2 1700 1100
Porous 600–800 ≈2.0 — 0.1–0.2 1700 1100

Cork 120–250 0.02–0.05 — — 430
Fir 540 1.0–16.0 0.07–1.7 — 1400–5000 350–1700
Glass 2500 40–80 20–35 0.25 4800 3100
Gypsum board 700–950 4.1 — — 2000–2500
Oak 500–650 1.0–5.8 0.4–1.3 — 1200–3000 800–1400
Chipboard 600–750 2.5–3.5 0.7–1.0 — 2000–2200 1000–1200
Plaster ≈1700 ≈4.3 — — ≈1600
Plywood 600 2.5 0.6–0.7 — 2000 1000

complicated systems. In Chapter 17, the topic is given
a comprehensive treatment.

6 LIST OF MATERIAL PROPERTIES

Table 1 lists the most important material properties in
relation to mechanical vibrations. Regarding data on
loss factors, the reader is referred to Chapter 15. cC

and cS are the compressional and shear wave speeds,
respectively.

REFERENCES

1. L. Brekhovskikh and V. Goncharov, in Mechanics of
Continua and Wave Dynamics, Springer, Berlin, 1985,
Chapters 1–4.

2. J. D. Achenbach, Wave Propagation in Elastic Solids,
North-Holland, Amsterdam, 1973.

3. C. Zener, Elasticity and Anelasticity of Metals.
University of Chicago Press, Chicago, 1948.

4. A. D. Nashif, D. I. G. Jones, and J. P. Henderson,
Vibration Damping, Wiley, New York, 1985.

5. K. L. Johnson, Contact Mechanics, Cambridge
University Press, Cambridge, 1985, Chapters 4 and 7.

6. S. P. Timoshenko and S. Woinowsky-Krieger, Theory
of Plates and Shells, McGraw-Hill, New York, 1959,
Chapter 13.

7. V. I. Babitsky, Dynamics of Vibro-Impact Systems,
Proceedings of the Euromech Colloqium, 15–18
September 1998, Springer, Berlin, 1999.

8. P. M. Morse and H. Feshbach, Methods of Theoretical
Physics, Vol. 1, McGraw-Hill, New York, 1953, Chapter
3.

9. J. W. Rayleigh, Theory of Sound, Vol. I, Dover, New
York, 1945, Sections 81 and 82.

10. M. Petyt, Introduction to Finite Element Vibration
Analysis, Cambridge University Press, Cambridge,
1990, Chapter 2.

11. O. Zienkiewicz, The Finite Element Method, McGraw-
Hill, London, 1977.

12. M. C. Junger and D. Feit, Sound, Structures and
Their Interaction, Acoustical Society of America, 1993,
Chapter 9.

13. L. Cremer, M. Heckl, and B. A. T. Petersson,
Structure-Borne Sound, 3rd ed., Springer, Berlin, 2005,
Chapter 3.



GENERAL INTRODUCTION TO VIBRATION 179

14. L. Meirowitch, Elements of Vibration Analysis,
McGraw-Hill, New York, 1986.

15. R. E. D. Bishop and D. C. Johnson, The Mechanics of
Vibration, Cambridge University Press, London, 1979,
Chapters 3, 5, and 7.

16. D. J. Mead, A General Theory of Harmonic Wave
Propagation in Linear Periodic Systems with Multiple
Coupling, J. Sound Vib., Vol. 27, 1973, pp. 235–260.

17. Y. I. Belousov and A. V. Rimskii-Korsakov, The
Reciprocity Principle in Acoustics and Its Application
to the Calculation of Sound Fields of Bodies, Sov. Phys.
Acoust., Vol. 21, 1975, pp. 103–106.

18. O. Heaviside, Electrical Papers, Vols. I and II,
Maximillan, 1892.

19. L. L. Beranek, Acoustic Measurements, Wiley, New
York, 1949.

20. M. Heckl, Anwendungen des Satzes von der
wechselseitigen Energie, Acustica, Vol. 58, 1985, pp.
111–117.

21. B. A. T. Petersson and P. Hammer, Strip Excitation
of Slender Beams, J. Sound Vib., Vol. 150, 1991, pp.
217–232.

22. M. E. McIntyre, R. T. Schumacher, and J. Woodhouse,
On the Oscillations of Musical Instruments, J. Acoust.
Soc. Am., Vol. 74, 1983, pp. 1325–1345.

23. R. Courant and D. Hilbert, Methods of Mathematical
Physics, Vol. I, Wiley Interscience, New York, 1953,
Chapter V.

24. L. Cremer, M. Heckl, and B. A. T. Petersson,
Structure-Borne Sound, 3rd ed., Springer, Berlin, 2005,
Chapter 5.

25. R. H. Lyon and R. G. DeJong, Theory and Application
of Statistical Energy Analysis, 2nd ed., Butterworth-
Heinemann, Boston, 1995.



CHAPTER 12
VIBRATION OF SIMPLE DISCRETE
AND CONTINUOUS SYSTEMS

Yuri I. Bobrovnitskii
Department of Vibroacoustics
Mechanical Engineering Research Institute
Russian Academy of Sciences
Moscow, Russia

1 INTRODUCTION

Both free and forced vibration models of simple linear
discrete and continuous vibratory mechanical systems
are widely used in analyzing vibrating engineering
structures. In discrete systems (also called lumped-
parameter systems), the spatial variation of the deflec-
tion from the equilibrium position is fully characterized
by a finite number of different amplitudes. In contin-
uous systems (or distributed parameter systems), the
deflection amplitude is defined by a continuous func-
tion of the spatial coordinates. Mathematically, the
difference between the two types of vibratory sys-
tems is that vibrations of discrete systems are described
by ordinary differential equations, while vibrations of
continuous systems are described by partial differen-
tial equations, which are much more difficult to solve.
Physically, the difference means that, in discrete sys-
tems, the most simple (elementary) motion is sinu-
soidal in time oscillation of inertia elements, while
in continuous systems the elementary motion is wave
motion that can travel along the system. In engineer-
ing practice, continuous systems are often replaced, for
example, using the finite element method, by discrete
systems.

1.1 Single-Degree-of-Freedom System

A system with single degree of freedom (SDOF
system) is the simplest among the vibratory systems.
It consists of three elements: inertia element, elastic
element, and damping element. Its dynamic state is
fully described by one variable that characterizes
deflection of the inertia element from the equilibrium
position. For illustration, some SDOF systems are
presented in Table 1, where indicated they are all three
elements and the corresponding variable.

The role of SDOF systems in vibration theory is
very important because any linear vibratory system
behaves like an SDOF system near an isolated natural
frequency and as a connection of SDOF systems in a
wider frequency range.1

It is commonly accepted to represent a general
SDOF system as the mass–spring–dashpot system
shown in Table 1 as number one. Therefore, all the
results are presented below for this SDOF system. To
apply the results to physically different SDOF systems,
the parameters m, k, c, and the displacement x should
be replaced by the corresponding quantities as done in

Table 1. Usually, the inertia and elastic parameters are
identified from the physical consideration, while the
damping coefficient is estimated from measurement.

The ordinary differential equation that describes
vibration of the mass–spring–dashpot system is
obtained from Newton’s second law and has the form

mẍ(t) + cẋ(t) + kx(t) = f (t) (1.1)

where x(t) is the displacement of the mass from the
equilibrium position, and f (t) is an external force
applied to the mass. The three terms in the left-hand
side of the equation represent the force of inertia,
dashpot reaction force, and the force with which the
spring acts on the mass.

1.2 Free Vibration
Free or unforced vibration of the SDOF system corre-
ponds to zero external loading, f (t) = 0; it is
described by solutions of homogeneous Eq. (1.1) and
uniquely determined by the initial conditions. If x0 =
x(0) and ẋ0 = ẋ(0) are the displacement and velocity
at the initial moment t = 0, the general solution for
free vibration at time t > 0 is

x(t) = x0e
−ζω0t cosωd t + ẋ0 + ζω0x0

ωd

e−ζω0 t sinωd t

(1.2)
Here ς is the damping ratio, ω0 is the undamped
natural frequency, and ωd is the natural frequency of
the damped system:

ω0 = √
k/m ζ = c/2mω0 ωd = ω0

√
1 − ζ2

(1.3)
Further, it is assumed that the amount of damping is
not very large, so that 1 > ζ and the natural frequency
ωd is real valued. (When damping is equal to or greater
than the critical value, ζ ≥ 1 or c2 ≥ 4mk, the system
is called overdamped and its motion is aperiodic.)

The time history of the vibration process (1.2) is
shown in Fig. 1. It is seen from Eq. (1.2) and Fig. 1
that the free vibration of a SDOF system, that is its
response function to any initial excitation x0 and ẋ0,
is always harmonic oscillation with natural frequency
ωd and exponentially decaying amplitude. The rate
of decay is characterized by the damping ratio ζ.
Sometime, instead of ζ, other characteristics of decay
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Figure 1 Free vibration of a mass–spring–dashpot sys-
tem with initial conditions:

x0 = 10−3 m; ẋ0 = 0 (solid line),
x0 = 0; ẋ0 = 0.2 ms−1 (dashed line).

are introduced. These are the logarithmic decrement
and loss factor η—see Section 1.4 and Chapter 15.

1.3 Forced Harmonic Vibration

If, beside the initial condition, an SDOF system is
acted upon by external force f (t), its motion is the
superposition of two components: free vibration (1.2)

and the vibration caused by f (t) and called forced
vibration. In the simplest case the force is harmonically
varying in time and represented, for the sake of
convenience, in the complex form as

f (t) = Re(f e−iωt ) (1.4)

where ω is an arbitrary frequency and f is the complex
amplitude (details of the complex representation see
in Chapter 11); the forced component of the system
response is also a harmonic function of the same
frequency ω. When represented in the similar complex
form, this component is characterized by the complex-
valued displacement amplitude x, which is equal to

x = f/k(ω) k(ω) = k − mω2 − iωc

= k�e(1 − ε2) − iη0ε� (1.5)

where ε = ω/ωo, k(ω) is the complex-valued dynamic
stiffness of the system, η0 being the resonance value
of the loss factor given by

η0 = c

mω0
= 2ζ (1.6)

Figure 2 presents the absolute value and phase of the
displacement amplitude (1.5) of the SDOF–system for
different rates of damping. The curves in Fig. 2a are
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frequency ω/ω0 for different values of the resonant loss factor η0 = 0; 0.03; 0.1; 0.3.
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commonly referred to as the frequency response func-
tions , or FRFs. It is seen from Fig. 2 that the displace-

ment FRF is maximum at frequency ω0

√
1 − η2

0/2.
The phenomenon when a system response has max-
imum values is called resonance. Resonance is also
observed in the velocity and acceleration responses of
the SDOF system. However, they reach maximum val-
ues at different frequencies. The resonance frequency
of the velocity response is equal to the undamped nat-
ural frequency ω0, the acceleration amplitude reaches

its maximum value at frequency ω0/

√
1 − η2

0/2, while
none of the physical variables resonates at the damped

natural frequency ωd = ω0

√
1 − η2

0/4. Note that for
small damping, all these frequencies are about equal.
The amplitude of the system response at the reso-
nance frequency is inversely proportional to the loss
factor η0.

In an SDOF system, one can also observe antireso-
nance—the phenomenon when the system response is
minimum. Consider the case of an external force that is
applied to the spring–dashpot connection point while
the mass is free from an external loading, as shown in
Fig. 3. Figure 4 presents the amplitude and phase of the
velocity response at the driving point normalized with
f/mω0 as a function of frequency for various rates of
damping. The antiresonance frequency is very close to
undamped natural frequency ω0 (although not exactly
equal). At this frequency, the velocity amplitude at the
driving point is minimum while the amplitude of the
mass velocity is maximum.

The displacement and acceleration at the driving
point also manifest antiresonance. However, their

m x2

x1

fe–iωt

Figure 3 SDOF system with an external force applied to
the spring–dashpot connection point.

antiresonance frequencies slightly differ from that of
the velocity response—higher for the displacement
and lower for the acceleration, the difference being
proportional to η2

0. The amplitude of the response at
the antiresonance frequency is proportional to the loss
factor η0.

From analysis of Figs. 2 and 4 one can conclude
that the phenomena of resonance and antiresonance
observed in forced vibration are closely related to free
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184 FUNDAMENTALS OF VIBRATION

vibration of the SDOF system at its natural frequency.
Their occurrence depends on the point the external
force is applied to and on what kind of response is
considered. These two phenomena are likely the main
features of the frequency response functions of all
known linear vibratory systems.

1.4 Energy Characteristics
For an SDOF system executing harmonic vibration
under the action of external force (1.4), applied to
the mass, the time-average kinetic energy T , potential
energy U , and the power � dissipated in the dashpot
are equal to

T = 1

4
m|ẋ|2 = |f |2

4k

ε2

(1 − ε2)2 + η2
0ε

2

U = 1

4
k|x|2 = |f |2

4k

1

(1 − ε2)2 + η2
0ε

2
(1.7)

� = 1

2
c|ẋ|2 = |f |2

2mω0

ηoε
2

(1 − ε2)2 + η2
0ε

2

where ε = ω/ω0. At low frequencies (ω < ω0) the
potential energy is greater than the kinetic energy. At
high frequencies (ω > ω0), on the contrary, the kinetic
energy dominates. The only frequency where they are
equal to each other is the natural undamped frequency
ω0.

The loss factor η(ω) of the system is defined
at frequency ω as the ratio of the vibration energy
dissipated in the dashpot during one period T = 2π/ω
to the time average total energy E = T + U of the
system:

η(ω) = �

ωE
= η0

2ε

1 + ε2
(1.8)

where η0 is the maximum value (1.6) of the loss factor.
The graph of the loss factor as a function of

frequency is shown in Fig. 5. It is seen from the figure
that the loss factor is small at low and high frequencies.
It reaches the maximum value at the undamped natural
frequency ω0.

Direct measurement of the dissipated power (1.7)
and loss factor (1.8) is practically impossible. How-
ever, there are some indirect methods for obtaining
η(ω), one of which is the following. When an exter-
nal harmonic force (1.4) acts on the system, one can
measure, for example, with the help of an impedance
head, the complex amplitude f of the force and the
complex velocity amplitude ẋ at the driving point, and
compute the complex power flow into the system:

P = 1

2
ẋ∗f = I + iQ. (1.9)

where the asterisk denotes the complex conjugate. The
real part of P , called the active power flow, is the time-
average vibration power injected into the system by the
external source. Due to the energy conservation law,
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Figure 5 The loss factor, Eq. (1.8), normalized with the
resonance value η0 = c/mω0 vs. dimensionless frequency
ω/ω0.

this power should be equal to the power dissipated in
the system so that the equality takes place:

I = � (1.10)

If, using the measured velocity amplitude ẋ, one can
compute the total energy of the system E, one also can
obtain the loss factor (1.8).

The imaginary part Q of the complex power
flow (1.9), called the reactive power flow, does not
relate to dissipation of energy. It satisfies the equation

Q = 2 ω(U − T ) (1.11)

and may be regarded as a measure of closeness of the
system vibration to resonance or antiresonance. Note
that Eqs. (1.10) and (1.11) hold for any linear vibratory
system.

Another indirect method of measuring the loss
factor (more exactly its resonance value η0) is based
on analysis of the velocity FRF. If ω1 and ω2 are the
frequencies where the velocity amplitude is equal to
0.707 of its maximum value at ω0, then the following
equation takes place:

η0 = �ω

ω0
(1.12)

where �ω = ω2 − ω1. It should be emphasized,
however, that this method is valid only for the velocity
FRF. For the displacement and acceleration frequency
response functions, Eq. (1.12) gives overestimated
values of the resonant loss factor η0 —see Fig. 6.
More details about measurement of the damping
characteristics can be found in Chapter 15.

1.5 Nonharmonic Forced Vibration
Vibration of real structures is mostly nonperiodic in
time. In noise and vibration control, there are two
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Figure 6 Estimates of the resonance value of the loss
factor of SDOF system using Eq. (1.12) and (1) the velocity
FRF, (2) displacement FRF, and (3) acceleration FRF.

main approaches in the analysis of nonharmonic forced
vibration—one in frequency domain and another in
time domain. The frequency-domain analysis is based
on the representation, with the help of the Fourier
transform, of any time signal as the superposition
of harmonic signals. The general procedure of the
analysis is the following. First, the external excitation
on the system is decomposed into the sum of
time-harmonic components. Then, the response of
the system to a harmonic excitation component is
obtained. And at last, all the harmonic responses are
collected into the final nonharmonic response, which
may then be used for solving the needed control
problems.

Apply now this procedure to the SDOF system
under study acted upon by a nonharmonic external
force f (t) and described by Eq. (1.1). Assume that
the force is deterministic and square integrable and,
therefore, may be represented as the Fourier integral
with the spectral density F(ω):

f (t) =
∞∫

−∞
F(ω)eiωt dω

F(ω) = 1

2π

∞∫

−∞
f (t)e−iωt dt (1.13)

(For details of the Fourier transform and how
to compute the spectral density, e.g., by the FFT,
see Chapter 42. The case of random excitation is
considered in Chapter 13.) Representing in a similar
manner displacement x(t) as a Fourier integral and
using the response (1.5) of the system to harmonic
excitation, one can obtain the following general

equation for the displacement response to arbitrary
external force:

x(t) = 1

m

∞∫

−∞

F(ω)eiωt dω

ω2
0 − ω2 + 2iζω0ω

(1.14)

where ω0 and ζ are given in Eq. (1.3).
As an example consider the response of the SDOF

system to a very short impulse that acts at moment
t = t0 and that mathematically can be written as the
Dirac delta function, f (t) = δ(t − t0). Solution (1.14)
gives in this case the following response, which is
known as the impulse response function , or IRF , and
is usually denoted by h(t − t0):

h(t − t0)=



0 for t < t0
1

mωd

e−ζω0(t−t0) sinωd (t − t0) for t ≥ t0

(1.15)
One can easily verify that IRF (1.15) corresponds to
the free vibration (1.2) of the SDOF system with initial
condition x0 = 0, ẋ0 = 1/m.

The other approach in the analysis of nonhar-
monic forced vibration is based on consideration in
time domain and employs the impulse response func-
tion (1.15):

x(t) =
∞∫

−∞
f (t0)h(t − t0) dt0 (1.16)

Physical meaning of this general equation is the
following. An external force may be represented as
the superposition of infinite number of δ impulses:

f (t0) =
∞∫

−∞
f (τ)δ(τ − t0) dτ

Since the response to the impulse f (τ)δ(τ − t0)
is equal to f (t0)h(t − t0), the superposition of the
responses to all the impulses is just the response (1.16).
Equation (1.16) is also called the integral of Duhamel.

As an example consider again forced harmonic
vibration of the SDOF system, but this time assume
that the harmonic force, say of frequency ω0, begins
to act at t = 0:

f (t) =
{

0 for t < 0
f0 cos ω0t for t ≥ 0

Assume also that before t = 0 the system was at rest.
Then, with the help of the integral of Duhamel (1.16),
one obtains the displacement response as

x(t) = f0

cω0

(
sinω0t − ω0

ωd

e−ζω0t sinωd t

)
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This response consists of two components. The first
component, (f0/cω0) sinω0t , presents the steady-state
forced vibration (1.5) at frequency ω0. The second
component is free vibration at natural frequency ωd

caused by the sudden application of the external force.
At the initial moment t = 0, both components have
comparable amplitudes. As time increases the free
vibration component decreases exponentially, while
the amplitude of the steady-state component remains
unchanged. For example, if the resonance loss factor
of the system is η0 = 0.05 (as in Fig. 1), the free
vibration amplitude becomes less than 5% of the
steady-state amplitude after 19 periods passed (t ≥
19T , where T = 2π/ωd ) and less than 1% for t ≥
30T .

2 MULTI-DEGREE-OF-FREEDOM SYSTEMS

Multi-degree-of-freedom systems (designated here as
NDOF systems) are linear vibratory systems that
require more than one variable to completely describe
their vibrational behavior. For example, vibration of
a machine on resilient supports is a combination
of its motions in various directions. If the machine
may be considered as a rigid body (this is the case
of low frequencies), one needs six variables (three
translational and three rotational deflections from the
equilibrium position) to describe the current position
of the machine. This machine–isolator system is said
to have six degrees of freedom (DOFs). The minimum
number of variables needed for the description of a
vibratory system defines its number of DOFs.

In this section, discrete vibratory systems with finite
numbers of DOFs are considered. Many modern meth-
ods of vibration analysis of engineering structures,
such as the finite element method, modal analysis, and
others, are based on vibration analysis of NDOF sys-
tems. The number of DOFs of such a system depends
on the structure as well as on the frequency range. The
machine mentioned above might undergo deformations
at higher frequencies, and this will require additional
variables for adequate description. However, it is not
reasonable to increase the number N of DOFs beyond
a certain limit, since computational efforts increase, in
general case, as N3. Other methods of analysis, for
example, the use of continuous models having infinite
number of DOFs, may often be more appropriate.

Many properties of vibratory NDOF systems are
identical to those of SDOF systems: NDOF system has
N natural frequencies, free vibrations are exponentially
decaying harmonic motions, forced vibration may
demonstrate resonance and antiresonance, and the like.
There are also specific properties that are absent in
SDOF system vibration being the consequence of the
multi-DOF nature. These are the existence of normal
modes of vibration, their orthogonality, decomposition
of arbitrary vibration into normal modes, and related
properties that constitute the basis of modal analysis.

2.1 Equations of Motion

Consider a general mass–spring–dashpot system with
N degrees of freedom vibration that is completely

described by N displacements, which, for simplicity,
are written as one displacement vector:

x(t) = [x1(t), x2(t), . . . , xN(t)]T (2.1)

where the upper index T means transposition. Vibra-
tion of the system is governed by the well-known set
of N linear ordinary differential equations:

Mẋ(t) + Cẋ(t) + Kx(t) = f(t) (2.2)

where
f(t) = [f1(t), f2(t), . . . , fN (t)]T (2.3)

is the vector of external forces acting on the masses,
M = [mjn] is a symmetric (mjn = mnj ) positive defi-
nite inertia matrix of order N , C = [cjn] is a symmetric
nonnegative damping N × N matrix, the square stiff-
ness matrix K = [kjn] is also assumed symmetric and
nonnegative. The assumption of symmetry means that,
in the system, there are no gyroscopic elements that
are described by antisymmetric matrices (cjn = −cnj ).
The symmetry of the matrices also means that the
Maxwell–Betti reciprocity theorem is valid for the sys-
tem. (The theorem states2: the dynamic response, i.e.,
the displacement amplitude and phase, of j th mass to
a harmonic external force applied to nth mass is equal
to the dynamic response of nth mass to the same force
applied to j th mass.) A more general case of NDOF
systems with nonsymmetric matrices is discussed in
Section 2.4.

Example 2DOF system (Fig. 7) consists of two
masses m1 and m2 moving in vertical direction, two
springs of stiffness k1 and k2, and two dashpots with
damping coefficients c1 and c2. The two variables for
description of system vibration are displacements x1(t)
and x2(t) of the two masses. External force f1 (t)
acts on the first mass while the second mass is free
of loading. The system vibration is governed by the
set of ordinary differential equations (2.2) with system
matrices

M =
[

m1 0
0 m2

]
C =

[
c1 + c2 −c2−c2 c2

]

K =
[

k1 + k2 −k2−k2 k2

]
(2.4)

and vector (2.3) that has two components, f1(t) �= 0
and f2(t) = 0.

2.2 Free Vibration

Free vibration of NDOF systems corresponds to solu-
tions of a homogeneous set of linear equations (2.2)
with f(t) = 0. As the coefficients of the equations are
assumed independent of time, the solutions are sought
in the form

x(t) = Re(xeγt ) (2.5)
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c1k1

c2k2

m1

m2

f1(t) x1(t)

x2(t)

Figure 7 Example of a two-degree-of-freedom system.
Arrows indicate the positive direction of the force and
displacements.

where x = [x1, x2, . . . , xN ]T is the vector of the
complex amplitudes of the mass displacements.

Undamped System Consider first the undamped
system for which matrix C is the null matrix. Sub-
stitution of (2.5) into Eq. (2.2) leads to the following
set of algebraic equations with respect to the complex
amplitudes:

(K + γ2M)x = 0 (2.6)

In linear algebra, this problem is known as the gen-
eralized eigenvalue problem.3 A solution to Eq. (2.6)
exists only for certain values of parameter γ that are the
roots of the characteristic equation det(K + γ2M) = 0.
For matrices M and K with the special properties indi-
cated above, all the roots of the characteristic equation
are pure imaginary:

γ(1,2)
n = ±iω0n n = 1, 2, . . . , N (2.7)

where the real-valued nonnegative undamped natural
frequencies

{ω01, ω02, . . . ,ω0N } (2.8)

constitute the spectrum of the system. Corresponding
to each natural frequency ω0n, the eigenvector xn of the
problem (2.6) exists. Its components are real valued
and equal to the amplitudes of the mass displacements
when the system is vibrating at frequency ω0n. The pair

{ω0n, xn} defines the nth natural or normal mode of
vibration, the vector xn being termed the mode shape.

Orthogonality Relations The theory3 says that the
mode shapes are M-orthogonal and K-orthogonal, that
is, orthogonal with weights M and K, so that

xT
j Mxn = δjn xT

j Kxn = ω2
0nδjn (2.9)

where δjn is the symbol of Kroneker that equals to
unity if j = n and to zero if j �= n.

Mathematically, orthogonality relations (2.9) mean
that two symmetric matrices, M and K, may be
simultaneously diagonalized by the congruence trans-
formation with the help of the modal matrix X =
[x1, . . . , xN ], composed of the mode shape vectors xn:

XTMX = I XTKX = �2
0 = diag (ω2

01, . . . , ω2
0N)

(2.10)
(Note that the modal matrix also diagonalizes matrix
M−1K by the similarity transformation: X−1(M−1K)

X = �0
2). As a consequence, the transition from

displacement variables (2.5) to the modal coordinates
q = [q1, . . . , qN ]T

x = Xq (2.11)

transforms the set of equations (2.6) into the following
set:

(�0
2 + γ2I)q = 0 (2.12)

the matrix of which is diagonal, and I is the identity
matrix. Set (2.12) principally differs from set (2.6):
in Eqs. (2.12), the modal coordinates are uncoupled,
while in Eqs. (2.6), the displacement coordinates are
coupled. Therefore, each equation of set (2.12) may
be solved with respect to the corresponding modal
coordinate independently from other equations.

Physically, the orthogonality relations (2.9), (2.10)
together with Eqs. (2.12) mean that the normal modes
are independent from each other. If a normal mode of
certain natural frequency and mode shape exists at a
given moment, it will exist unchanged all the later time
without interaction with other modes. In other words,
an NDOF system is equivalent to N uncoupled SDOF
systems.

Free Vibration If x0 = x(0) and ẋ0 = ẋ(0) are
initial values of the displacements and velocities, the
time history of free vibration is described by the sum
of the normal modes

x(t) =
N∑

n=1

(
an cos ω0nt + bn

ω0n

sin ω0nt

)
xn

(2.13)
where the decomposition coefficients are obtained
using the orthogonality relation (2.9) as

an = xT
nMx0 bn = xT

nMẋ0
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It is seen from these equations that in order to excite a
particular normal mode, say j th mode, apart from other
modes, the initial disturbances x0 and/or ẋ0 should be
equal exactly to j th mode shape.

NDOF System with Proportional Damping
When the NDOF system is damped, its free vibration
amplitudes satisfy the following set of linear algebraic
equations:

(Mγ2 + Cγ + K)x = 0 (2.14)

The simplest for analysis is the case of the so-called
proportional damping , or Rayleigh damping, when the
damping matrix is a linear combination of the mass and
stiffness matrices:

C = 2αM + 2βK (2.15)

Equation (2.14), in this case, can be transformed into

(K + µ2M)x = 0 µ2 = γ2 1 + 2α/γ

1 + 2βγ

This equation coincides with Eq. (2.6) for undamped
system. Hence, the parameter µ2 may be equal to
one of N real-valued quantities µ2

n = −ω2
0n —see Eq.

(2.7), while the parameter γ is complex valued:

γ(1,2)
n = −ζnω0n ± iωn n = 1, 2, . . . , N

ζn = α/ω0n + βω0n ωn = ω0n

√
1 − ζ2

n (2.16)

The mode shapes xn coincide with the undamped mode
shapes, that is, they are real valued and M-orthogonal
and K-orthogonal.

Free vibration of the damped NDOF system is
the superposition of N undamped normal modes,
amplitudes of which exponentially decrease with time.
The time history of free vibration is described by

x(t) =
N∑

n=1

e−ζnω0nt

(
an cos ωnt

+ bn + ζnω0nan

ωn

sin ωnt

)
xn (2.17)

where coefficients an and bn are obtained from the
initial conditions as in Eq. (2.13), modal damping
ratios ζn and natural frequencies being given in Eq.
(2.16). Note that if a system is undamped or it has
a Rayleigh damping, all its inertia elements move,
during free vibration, in phase or in counterphase as
seen from Eqs. (2.13) and (2.17).

NDOF System with Nonproportional Damping
When damping in the NDOF system is nonpropor-
tional, the characteristic equation of set (2.14), �(γ) =
det(γ2M + γC + K = 0), has N complex-conjugate

pairs of roots (2.16), just as in the case of pro-
portional damping, though with more complicated
expressions for the damping ratios ζn and natural
frequencies ωn. The main difference from the case
of proportional damping is that the eigenvectors of
the problem (2.14) are complex valued and constitute
N complex-conjugate pairs. Physically, it means that
each mass of the system has its own phase of free
vibration, which may differ from 0 and π. Another
difference is that these complex eigenvectors do not
satisfy the orthogonality relations (2.9). This makes
the solution (2.17) incorrect and requires more gen-
eral approaches to treating the problem. Two such
approaches are outlined in what follows.

The first and often used approach is based on
conversion of N equations of the second order (2.2)
into a set of 2N equations of the first order. This can
be done, for example, by introducing the state-space
2N vector s(t) = [xT(t), ẋT(t)]T. Set (2.2) is then cast
into

Aṡ(t) + Bs(t) = g(t)

A =
[

I 0
0 M

]
B =

[
0 −I
K C

]
,

g(t) =
[

0
f(t)

]
(2.18)

Seeking a solution of homogeneous equations (2.18) in
the form s(t) = s exp(γt), one can obtain 2N complex
eigenvalues and 2N eigenvectors sn. Simultaneously,
it is necessary to consider the adjoint to (2.18) set of
2N equations:

−A∗ṙ(t) + B∗r(t) = 0 (2.19)

and to find its eigenvectors rn. The asterisk denotes
the Hermitian conjugate, that is, complex conjugate
and transposition. The eigenvectors of the two adjoint
problems, sn and rn, are biorthogonal with weight A
and weight B

r∗
j Asm = δjm r∗

jBsm = γmδjm (2.20)

Decomposing the initial 2N vector s0 = s(0) into
eigenvectors sn and using the orthogonality rela-
tions (2.20), one can obtain the needed equation for the
free vibration. This equation is mathematically exact,
although not transparent physically. More details of
this approach can be found elsewhere.4

Another approach is physically more familiar but is
approximate mathematically. The solution of Eq. (2.2)
is sought as the superposition of the undamped
natural modes, that is, in the form (2.17). The
approximation is to neglect those damping terms that
are nonproportional and retain the proportional ones.
The accuracy of the approximation depends on how
the actual damping is close to the Rayleigh damping.
In the illustrative example of the next subsection, both
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approaches will be used for treating forced vibration
of a 2DOF system.

2.3 Forced Vibration

Forced vibration of NDOF systems corresponds to
solutions of inhomogeneous equation (2.2) with a
nonzero excitation force, f(t) �= 0.

Consider first the harmonic excitation f(t) = Re[f
exp(−iωt)]. The steady-state response of the sys-
tem is also a vector time function of the same fre-
quency, x(t) = Re[x exp(−iωt)]. The vector of the
complex displacement amplitudes x is determined from
Eq. (2.2):

x = [K(ω)]−1f = G(ω)f

K(ω) = K − ω2M − iωC
(2.21)

where the N × N matrix G(ω) of the dynamic flexi-
bilities is the inverse of the dynamic stiffness matrix
K(ω). For a given external force vector f, solu-
tion (2.21) gives the amplitudes and phases of all the
mass displacements. As each element of the flexibility
matrix is the ratio of two polynomials of frequency
ω, the denominator being equal to the characteristic
expression det K(ω), the frequency response func-
tions (2.21) demonstrate maxima near the system natu-
ral frequencies (resonance) and minima between them
(antiresonance)—see, for example, Fig. 8.

When the number of DOFs of the mechanical sys-
tem is not small, modal analysis is more appropriate
in practice for analyzing the system vibration. It is

based on the representation of solution (2.21) in a
series of the undamped normal modes and decoupling
the NDOF system into N separate SDOF systems. The
basic concepts of the modal analysis are the following
(its detailed presentation is given in Chapter 47).

Let {ω0n, xn} be the undamped normal modes,
n = 1, 2, . . . , N —see the previous subsection. Trans-
forming the physical variables x(t) into modal coordi-
nates q(t) = [q1(t), . . . , qN(t)]T as in Eq. (2.11) and
using the orthogonality relations (2.10), one can obtain
from Eq. (2.2) the following N ordinary differential
equations:

q̈(t) + Dq̇(t) + �2
0q(t) = XTf(t) (2.22)

where D = XTCX.
If damping is proportional, the matrices D and

�2
0 are both diagonal, all the equations (2.22) are

independent, and the modal variables are decoupled.
The vibration problem for the NDOF system is thus
reduced to the problem for N separate SDOF systems.
One can obtain in this case the following equation
for the flexibility matrix (2.21) decomposed into the
modal components:

G(ω) = X(�2
0 − ω2I − 2iωD)−1XT

=
N∑

n−1

xnxT
n

ω2
0n − ω2 − 2iωω0nζn

(2.23)
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Figure 8 (a) Amplitude–frequency curves and (b) phase-frequency curves for the displacement of the first mass of 2DOF
system (Fig. 7): exact solution (2.21)—solid lines; approximate solution with the proportional damping—dashed lines;
dimensionless frequency is ω/ω1.
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It is instructive to compare solution (2.21), (2.23)
with similar solution (1.5) for an SDOF system. It
is seen from Eq. (1.5) that to put an SDOF system
into resonance, one condition should be met—the
excitation frequency should be close to the system
natural frequency. For NDOF systems it is not
sufficient. To put an NDOF system into resonance, two
conditions should be met as it follows from Eq. (2.23):
beside the closeness of the frequencies, the shape of
the external force should be close to the corresponding
mode shape. If the force shape is orthogonal to the
mode shape, xT

nf = 0, the response is zero even at the
resonance frequency.

The response of the NDOF system to a non-
harmonic excitation can be obtained from the har-
monic response (2.21), (2.23) with the help of the
Fourier transformation as is done for SDOF system
in Section 1.4. In particular, if the external force is
an impulsive function f(t) = f δ(t − t0), the system
response is described by the impulse response matrix
function, which is the Fourier transform of the flexi-
bility matrix

H(t − t0)

=





0 if t < t0
N∑

n=1

e−ζnω0n(t−t0)
sinωn(t − t0)

ωn

xnxT
n if t ≥ t0

(2.24)
The time response to an arbitrary excitation f(t) can

then be computed as

x(t) =
∞∫

−∞
H(t − t0)f(t0) dt0 (2.25)

Equations (2.24) and (2.25) completely solve the prob-
lem of forced nonharmonic vibrations of undamped
and proportionally damped NDOF systems.

If damping is not proportional, the coordinate
transformation (2.11) diagonalizes only the inertia and
stiffness matrices [see Eqs. (2.10)] but not the damping
matrix. In this case, Eq. (2.22) is coupled through the
nondiagonal elements of matrix D, and the NDOF
system cannot be represented as N independent SDOF
systems. One commonly used approach to treating
the problem is to obtain the approximate solution by
neglecting the off-diagonal elements of matrix D and
retaining only its diagonal elements, which correspond
to the proportional damping components and using
Eqs. (2.23) to (2.25).

Another approach is to use the complex modal
analysis based on introducing the state-space coordi-
nates—see Eqs. (2.18) to (2.20). This approach leads
to exact theoretical solutions of the problem, but it is
more laborious than the approximate classical modal
analysis (because of doubling the space dimension) and
difficult for practical implementation.4

Example Consider forced harmonic vibration of the
2DOF system in Fig. 7 under the action of force f1 =

1 · exp(−iωt) applied to the first mass. Let the param-
eters (2.4) be m1 = 0.5 kg, m2 = 0.125 kg, k1 = 3 ×
103 Nm−1, k2 = 103 Nm−1, c1 = 5Ns m−1, and c2 =
1Ns m−1. The eigenvalues of the undamped prob-
lem, ω2

01 = 4 × 103 s−2 and ω2
02 = 1.2 × 104 s−2, cor-

respond to the undamped natural frequencies, 10 and
17 Hz. The normal mode shapes are x1 = [1, 2]T, x2 =
[−1, 2]T. Since the damping of the system is not pro-
portional, matrix D in Eq. (2.22) is not diagonal:

D = XTCX =
[

6 −2
−2 14

]

Figure 8 presents the amplitude and phase of the first
mass displacement as functions of frequency. Solid
lines correspond to the exact solution (2.21), while the
dashed lines correspond to the approximate solution
obtained by neglecting off-diagonal terms of matrix
D. Though the difference between the exact (non-
proportional) and approximate (proportional) damping
is about 20%, ||�C||/||C|| = 0.2, where ||C|| is the
Eucledian matrix norm,3 the difference between the
solutions is noticeable only at the natural frequencies
being less than 0.4% at the resonance frequencies and
20% at the antiresonance frequency.

2.4 General Case

In practice, a linear vibratory system may contain
gyroscopic (rotating) elements, parts of nonmechani-
cal nature, control devices, and the like. As a result,
its mass, damping, and stiffness matrices in Eq. (2.2)
may be nonsymmetric and not necessarily positive def-
inite. For such systems, the classical modal analysis,
based on simultaneous diagonalization of mass and
stiffness symmetric matrices by the congruence trans-
formation (2.10), is not valid. One general approach to
treating the problem in this case is to use the complex
modal analysis in 2N-dimentional state space4 —see
Eqs. (2.18) to (2.20). However, for large N , it may
be more appropriate to use a simpler and physically
more transparent method of analysis in N-dimentional
“Lagrangian” space. This method is based on simulta-
neous diagonalization of two square matrices by the so-
called equivalent transformation .3 It represents a direct
extension of the classical modal analysis and may be
applied to practically every real situation. In what fol-
lows, the basic concepts of this method, which may
be termed as generalized modal analysis, are briefly
expounded. A detailed description can be found in the
literature.5

Let M be a square inertia matrix of order N that,
without loss of generality, is assumed nonsingular and
K be a stiffness N × N matrix. They are generally
nonsymmetric, and their elements are real valued.
For equation of motion (2.2), define two adjoint
algebraic generalized eigenvalue problems [compare
with Eq. (2.6)]:

Kx = λMx KTy = λMTy (2.26)
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These problems have identical eigenvalues λn but
different eigenvectors xn and yn, n = 1, 2, . . . , N .
(Note that in the literature they are sometimes called
the right and left eigenvectors.) By assuming that
N eigenvectors xn are linearly independent or that
the eigenvalues λn are distinct, one can derive from
Eq. (2.26) the following biorthogonality relations:

YTMX = I YTKX = � (2.27)

where

� = diag(λ1, . . . ,λN)

X = [x1, . . . , xN ] Y = [y1, . . . , yN ]

Equations (2.27) mean that the mass and stiffness
matrices, M and K, may be simultaneously diagonal-
ized by the equivalence transformation with the help of
two nonsingular matrices X and Y. Hence, the variable
transformation

x(t) = Xq(t) (2.28)

completely decouples Eq. (2.2) with C = 0:

q̈(t) + �q(t) = YTf(t) (2.29)

The eigenvectors xn and yn may be termed nat-
ural modes and adjoint modes. When eigenvalue λn

is real positive, the free system motion is harmonic,
square root

√
λn is the natural frequency, and the cor-

responding mode shape xn has real-valued components
(i.e., all masses move in phase or counterphase).

If square matrices M and K are symmetric, the
eigenvalue problems (2.26) are identical and the prob-
lem (2.2) is self-adjoint. In this case, the adjoint
eigenvectors yn coincide with xn and the equivalence
transformation (2.27) becomes the congruence trans-
formation (2.10). The classical modal analysis is thus a
particular case of the generalized modal analysis based
on eqs. (2.26) to (2.29).

It should be noted that the equivalence transforma-
tion cannot diagonalize simultaneously three matrices
unless the damping matrix C is a linear combina-
tion of M and K. Therefore, in general case the
transformation (2.28) reduces equation (2.2) into N
equations:

q̈(t) + Dq̇(t) + �q(t) = YTf(t) (2.30)

that are coupled through off-diagonal elements of
matrix D = YTCX. An approximate solution to
Eq. (2.30) may be obtained by neglecting off-diagonal
terms of D.

3. CONTINUOUS ONE-DIMENSIONAL
SYSTEMS
Continuous vibratory systems are used as models of
comparatively large vibrating engineering structures
and structure elements of uniform or regular geometry.

Beams, plates, and shells are examples of continuous
systems. In the systems, the inertia, elastic, and
damping parameters are continuously distributed, and
the number of degrees of freedom is infinite even if
the system size is limited.

Wave motion is the main phenomenon in contin-
uous vibratory systems. Any free or forced vibration
of such a system can always be expanded in terms of
elementary wave motions. Therefore, in this and fol-
lowing sections, considerable attention is devoted to
the properties of waves.

Mathematical description of vibration in continuous
systems is based rather on “theory-of-elasticity” and
“strength-of-materials” consideration than on mechani-
cal consideration of case of discrete systems. However,
the governing equations of motion for most of the
existing continuous systems do not originate from the
exact equations of elasticity. They are obtained, as a
rule, by making certain simplifying assumptions on
the kinematics of deformation and using Hamilton’s
variational principle of least action.

In this section, one-dimensional (1D) continuous
vibratory systems are considered in which two of
three dimensions are assumed as small compared to
the wavelength. A vibration field in a 1D system
depends on time and one space coordinate. Examples
of 1D systems are thin straight or curved beams
(rods, bars, columns, thin-walled members), taut
strings (ropes, wires), fluid-filled pipes, and the like.
Most attention is paid to waves and vibration in an
elastic beam—a widely used element of engineering
structures.

3.1 Longitudinal Vibration in Beams

Consider a straight uniform thin elastic beam of cross-
sectional area S. Let axis x be directed along the beam
and pass through the cross-section centroid (Fig. 9).
The main assumptions of the simplest (engineering)
theory of longitudinal vibration are the following:
plane cross sections remain plane during deformation;
the axial displacement ux and stress σxx are uniform
over cross section, and the lateral stresses are zero.
Mathematically, these can be written as

ux(x, y, z, t) = u(x, t) uy(x, y, z, t) = −νyu′(x, t)

uz(x, y, z, t) = −νzu′(x, t)

σxx(x, y, z, t) = Eu′(x, t) σyy = 0 σzz = 0 (3.1)

where prime denotes the derivative with respect to
x,E and ν are Young’s modulus and Poisson’s ratio.
Equation for the axial stress follows from Hooke’s
law.2 Nonzero lateral displacements, uy and uz, are
allowed due to the Poisson effect.

Governing Equation and Boundary Conditions
To obtain the governing equation of longitudinal vibra-
tion, one should compute the kinetic and poten-
tial energies that correspond to hypothesis (3.1) and
then employ Hamilton’s variational principle. (For a
detailed description of the principle see Chapter 11.)



192 FUNDAMENTALS OF VIBRATION

z,uz,w,qz,Fz,Mz

y,uy,v,qy,Fy ,My

x,ux,u,qx,Fx,Mx

S

Figure 9 Frame of references and positive direction of
the displacement uj and force Fj, angle of twist θj and
moment Mj round axis j in a beam of cross-section S,
j = x, y, z.

The kinetic energy of the beam of length l is

T = 1

2
ρ

l∫

0

∫∫

S

(u̇2
x + u̇2

y + u̇2
z) dx dS

= 1

2
ρ

l∫

0

(Su̇2 + ν2Ipu̇′2) dx (3.2)

where ρ is the density of the beam material, Ip =∫∫
S

(y2 + z2) dS is the polar moment of the cross

section, and the overdot designates the time deriva-
tive. The first term of Eq. (3.2) describes the kinetic
energy of axial movement and the second term—of the
lateral movement. The potential energy of the beam is
equal to

U = 1

2

l∫

0

∫∫

S

(
σ2

xx

E
+ σ2

xy + σ2
xz

G

)
dx dS

= 1

2

l∫

0

(ESu′2 + ν2GIpu′′2) dx (3.3)

Here G is the shear modulus. The first term of Eq. (3.3)
represents the energy of the axial deformation, while

the second term relates to the shear deformation.
If only the first terms of Eqs. (3.2) and (3.3) are
retained, the following equation can be obtained from
the variational principle:

ESu′′(x, t) − ρSü(x, t) = −fx(x, t) (3.4)

where fx(x, t) is the linear density of external axial
load. This equation is called the Bernoulli equation.
Formally, it coincides with the wave equations that
describe wave motions in many other structures and
media (strings, fluids, solids), but differs from them
by the coefficients and physical content.

Vibration of continuous systems should also be
described by boundary conditions. For longitudinally
vibrating beams, the simplest and most frequently used
end terminations are the fixed and free ends with the
following boundary conditions:

u(l, t) = 0 (fixed end)

Fx(l, t) = 0 (free end) (3.5)

where l is the end coordinate, and

Fx(x, t) =
∫∫

S

σxx dS = ESu′(x, t) (3.6)

is the axial force that is transmitted in the beam through
cross section x.

Harmonic Wave Motion Consider an elementary
longitudinal wave motion in the beam of the form

u(x, t) = Re [u exp(ikx − iωt)]

= u0 cos(kx − ωt + ϕ) (3.7)

Here k = 2π/λ is the wave number or propagation
constant, λ is the wavelength; u0 is the wave
amplitude, (kx − ωt + ϕ) is the phase of the wave,
φ is the initial phase; u = u0 exp(iφ) is the complex
wave amplitude. The wave motion (3.7) is harmonic
in time and space coordinates. Any vibration motion
of the beam is a superposition of the elementary wave
motions of the type (3.7).

One of the most useful characteristics of a wave is
its dispersion k(ω), that is, the dependence of the wave
number on frequency. To a great extent, dispersion
is responsible for the spectral properties of finite
continuous systems, and it usually needs to be studied
in detail. Substitution of (3.7) into the Bernoulli
equation (3.4) yields the dispersion equation:

k2 − k2
E = 0 kE = ω

√
ρ

E
= ω

cE

(3.8)

which just relates the wavenumber to frequency.
Equation (3.8) has two roots, k1,2 = ±kE , which
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correspond to the waves (3.7) propagating in positive
(sign +) and negative (sign −) directions; kE and cE

are called the longitudinal wavenumber and velocity.
It is seen that the wavenumber is a linear function of
frequency.

Three types of velocities are associated with a
wave. Each phase of the wave kx −ωt + φ = constant
propagates with the phase velocity

cph = ω

k
=

√
E

ρ
= cE (3.9)

If the wave amplitude u is a smooth function of x, the
envelope u(x) propagates with the group velocity 6:

cgr = ∂ω

∂k
(3.10)

which, for the beam, is equal to the phase velocity cph.
One more velocity is the energy velocity. It is defined
as the ratio of the time-average power flow across
a cross section, P(x) = Re(−Fxu̇

∗) to the linear
density of the time-average total energy E(x), cen =
P(x)/E(x). It can be shown that for longitudinal
wave (3.7) the velocity of energy propagation is
equal to the group velocity, cen = cgr. In fact, the
equivalence of the group and energy velocities takes
place for all known systems and media.7 Note
that the dispersion (3.8) can also be interpreted as
independence of the three longitudinal velocities on
frequency.

Consideration of propagation of waves (3.7) allows
one to solve some practical problems. As an example,
consider the wave reflection at the beam end. Since the
phase velocity (3.9) does not depend on frequency, a
disturbance of any shape propagates along the beam
without distortion. For example, if at moment t = 0
there is an impulse of the space shape u(x, 0) = ψ(x)
propagating in positive direction, it will continue to
propagate at later time with speed cE pertaining its
shape, u(x, t) = ψ(x − cEt). When such an impulse
meets the fixed end, it reflects with the same shape
but with opposite sign [because of boundary con-
dition (3.5)]. Therefore, the stresses of the reflected
impulse are identical to those of the incident impulse
giving the double stress values at the fixed beam
termination. When the impulse meets the free end
[see boundary condition (3.5)], its shape pertains but
the doubling is observed for displacement, and the
reversal is associated with the stresses: Compression
reflects as tension and vice versa. This explains, for
example, the phenomenon when a part of a beam
made of a brittle material may be torn at the free
end due to tensile fracture. The phenomenon is known
in ballistic and sometimes used in material strength
tests.

Free Vibration of a Finite Beam Consider now
a beam of length l. Free harmonic vibration is a

combination of elementary waves (3.7):

u(x, t) = Re [(aeikEx + be−ikEx)e−iωt ]

where a and b are the complex wave amplitudes that
are determined from the boundary conditions at the
ends. Let both ends be fixed, u(0, t) = u(l, t) = 0.
Then one can obtain the characteristic equation

sin kEl

kEl
= 0 or kEl = πn n = ±1,±2, . . .

and the relation between the amplitudes, a + b =
0. The positive roots of the characteristic equation
determine an infinite (countable) number of the normal
modes of the beam

{ω0n, un(x)}∞1 (3.11)

with undamped natural frequencies ω0n = πncE/l and
mode shapes un(x) = (l/2)−1/2 sin(πnx/l). The main
properties of the normal modes of the beam (3.11)
are very similar to those of NDOF systems: The
spectrum is discrete; in each mode all the beam
points move in phase or counterphase; the modes are
orthogonal:

l∫

0

um(x)un(x) dx = δmn (3.12)

Free vibration of a finite beam is a superposition of
the normal modes (3.11) with the amplitudes that are
determined from initial conditions with the help of
the orthogonality relation (3.12) just like for NDOF
systems—see Eqs. (2.9) and (2.13).

Forced Vibration of a Finite Beam Analysis of
forced vibration of beams is also very similar to that
of NDOF system vibration. When an external force
is harmonic in time, fx(x, t) = fx(x) exp(−iωt), the
solution is obtained as the expansion in the normal
modes (3.11):

u(x, t) = 1

ρS

∞∑
n=1

fxnun(x) exp(−iωt)

ω2 − ω2
0n

fxn =
l∫

0

fx(x)un(x) dx

(3.13)

If the excitation frequency approaches one of the nat-
ural frequencies and the force shape is not orthogo-
nal to the corresponding mode shape, the beam reso-
nance occurs. When the external force is not harmonic
in time, the problem may first be cast into the fre-
quency domain by the Fourier transform, and the final
result may be obtained by integrating solution (3.13)



194 FUNDAMENTALS OF VIBRATION

over all the frequencies—see also Eqs. (2.23) to
(2.25).

Damped Beams There are three main types of
losses of the vibration energy in elastic bodies.8 The
first type is associated with transmission of the vibra-
tion energy to the ambient medium by viscous fric-
tion or/and by sound radiation from the beam surface.
These losses are proportional to the velocity and lead
to the additional term [−2du̇(x, t)] in the Bernoulli
equation (3.4), d being the damping coefficient. As a
consequence, the free longitudinal wave (3.7) atten-
uates in space, k = kE + iδ/cE, δ = d/ρS, the nat-
ural frequencies of a finite beam become complex,

ωn = −iδ ±
√

ω2
0n − δ2, and the denominators of each

term in solution (3.13) change into ω2 − ω2
0n + 2iωδ.

Losses of the second type are the contact losses
at junctions of the beam with other structures. The
third type constitutes the internal losses in the beam
material. They may be taken into consideration if the
axial stress of the beam is assumed to be related to
the axial strain as σxx = E(1 + 2ε∂/∂t)∂u/∂x. This
gives the additional term 2ε∂3u/∂x2 ∂t in the wave
equation (3.4) and leads to complex natural frequen-
cies of the finite beam, and to the solution (3.13) with
denominators ω2 − ω2

0n(1 − 2iεω).

Nonuniform Beams When a beam is nonuniform,
for example, has a variable cross-sectional area S(x),
the equation of motion is

∂

∂x

(
ES

∂u

∂x

)
− ρS

∂2u

∂t2
= −f (x, t) (3.14)

For some functions S(x) this equation may be solved
analytically. For example, if S(x) is a linear or
quadratic function of x, solutions of Eq. (3.14) are
the Bessel functions or spherical Bessel functions.
For arbitrarily varying cross section, no analytical
solutions exist, and Eq. (3.14) is solved numerically,
for example, by the finite element method (FEM).

Improved Theories of Longitudinal Vibrations
in Beams A beam may be treated as a three-
dimensional body using the exact equations of linear
theory of elasticity, that is, avoiding assumptions (3.1).
Such exact solutions have been obtained for a circular
cylinder and others.9

The exact theory says that, in a beam, an infinite
number of waves of type (3.7) exist at any frequency.
They differ from each other by the values of the
propagation constant and shape of cross-section vibra-
tions and are called as the normal modes or normal
waves. At low frequencies, the first normal wave of
the symmetric type is a propagating wave with a real
propagation constant, while all other normal waves
are evanescent waves, that is, have complex propa-
gation constants and therefore attenuate with distance.
The Bernoulli longitudinal wave with the propagation
constant (3.8) describes only the first normal wave.
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Figure 10 Dispersion of normal modes of a narrow
beam of rectangular cross section (of height 2H and
width 2h, H/h = 10) according to the exact theory (solid
lines 1 and 2) and to the Bernoulli equation (dashed
line B); dimensionless frequency is equal to ktH, where
kt = ω(ρ/G)1/2 is the shear wavenumber and G is the
shear modulus of the beam material.

Figure 10 presents the dispersion curves of the nor-
mal waves according to the exact theory (solid lines)
and the dispersion (3.8)—dashed line B. It is seen that
the Bernoulli equation (3.4) provides good description
of dispersion and, hence, spectral properties of finite
beams in rather wide low-frequency range up to the
frequency at which the diameter of the beam cross
section is equal to a half of the shear wavelength.

One may try to improve the equation of Bernoulli
(3.4) by taking into account new effects of deforma-
tion. If, for example, in Eq. (3.2), the kinetic energy of
lateral displacement is taken into account, this will add
the term ρν2Ipü′′ to Eq. (3.4). If, in addition, the sec-
ond term of Eq. (3.3) is taken into account, one more
term ν2GIpuIV will appear in Eq. (3.4). However, the
improvements in the accuracy of vibration analysis
caused by these and similar attempts turn out insignifi-
cant. The Bernoulli equation (3.4) remains the simplest
and the best among the known governing equations
of the second and the fourth orders for longitudinal
vibration of thin beams.

3.2 Torsional Vibration in Beams

Low-frequency torsional waves and vibration are also
described by the wave equations of the type (3.4)
or (3.14). According to the theory of Saint-Venant,2

the simplest of the existing theories, torsion of a
straight uniform beam is composed of two types of
deformation: rotation of the cross sections as rigid
bodies and deplanation, that is, the axial displacement
of the cross-sectional points. Mathematically, this can
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be written as the following kinematic hypothesis:

ux(x, y, z, t) = θ′(x, t)ϕ(y, z)

uy(x, y, z, t) = −zθ(x, t)

uz(x, y, z, t) = yθ(x, t)

where θ is the angle of twist about the axis x, ϕ(y, z)
is the torsional function that satisfies equation �ϕ = 0
and boundary condition ∂ϕ/∂n = 0 on the contour of
the beam cross section. Taking into account only the
kinetic energy of rotation and the potential energy
of shear deformations, one can obtain, using the
variational principle, the equation of Saint-Venant for
torsional vibration:

GISθ
′′(x, t) − ρIp θ̈(x, t) = −mx(x, t) (3.15)

Here, mx is the linear density of an external torque,
Ip is the polar moment of inertia, G and ρ are the
shear modulus and density of the material; GI S is
the torsional stiffness. The quantity IS depends on the
torsional function ϕ. For a beam of a ring cross section
(R1 and R2 being the outer and inner radii), it is equal
to IS = (R4

1 − R4
2)π/2; for an elliptic cross section (a

and b being the semiaxes) IS = πa3b3/(a2 + b2); for
a thin-walled beam of open cross section (of length
L and thickness h), it equals to IS = Lh3/3, and so
forth.2

The boundary conditions for torsional vibration at
end x = l are

θ(l, t) = 0 (fixed end),

Mx(l, t) = 0 (free end), (3.16)

where Mx is the torque in cross-section x. It is equal
to the moment of the shear stresses:

Mx(x, t) = GISθ
′(x, t)

As the equation of Saint-Venant (3.15) and bound-
ary conditions (3.16) are mathematically identical to
the equation of Bernoulli (3.4) and boundary condi-
tions (3.5) for longitudinal waves and vibration, all
results obtained in the previous subsection are valid
also for torsional waves and vibration and therefore
are omitted here.

There are several improved engineering theories
of torsional vibrations. Taking account of the poten-
tial energy of deplanation yields the equation of
Vlasov–Timoshenko10:

EIϕθIV − GIsθ
′′ + ρIϕθ̈′′ + ρIp θ̈ = mx

Iϕ =
∫∫

S

ϕ2 dS
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Figure 11 Real and imaginary branches of dispersion
of the torsional normal modes in the narrow beam
as in Fig. 10 according to the exact theory (solid
lines), the Saint-Venant theory (dashed line SV),
and Vlasov–Timoshenko equation (dashed lines VT);
dimensionless frequency is ktH.

It contains the fourth derivative with respect to x
and therefore describes two normal waves. Figure 11
presents the dispersion curves of the tortional normal
waves in a narrow beam as in Fig. 10 computed
according to the exact theory of elasticity (solid
lines) as well as to the Saint-Venant theory (dashed
line SV) and to the Vlasov–Timoshenko equation
(two dashed lines VT). It is seen that the Saint-
Venant equation (3.15) describes adequately the first
propagating normal wave in low-frequency range. The
equation of Vlasov and Timoshenko describes this
wave much more accurately. However, it fails to
describe properly the evanescent normal waves with
pure imaginary propagation constants. That is why the
Saint-Venant equation is preferable in most practical
low-frequency problems.

3.3 Flexural Vibration in Beams
Transverse motion of thin beams resulting from
bending action produces flexural (or bending) waves
and vibration. Their governing equations, even in the
simplest case, contain the space derivative of the
fourth order thus describing two normal waves at
low frequencies. Widely used are two engineering
equations of flexural vibration—the classical equation
of Bernoulli–Euler and the improved equation of
Timoshenko.

Consider a straight uniform thin beam (see Fig. 9)
that performs flexural vibration in the plane xz (this is
possible when the beam cross section is symmetric
with respect to plane xz ). The main assumption of
the Bernoulli–Euler theory is the following: The
plane cross sections initially perpendicular to the axis
of the beam remain plane and perpendicular to the
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neutral axis in bending; the lateral stresses are zero.
Mathematically, the assumption can be written as

ux(x, y, z, t) = −zw′(x, t) uy(x, y, z, t) = 0

uz(x, y, z, t) = w(x, t) σxx = E∂ux/∂x (3.17)

Computing the kinetic and potential energies as in
Eqs. (3.2) and (3.3) and using the variational princi-
ple, one can obtain from (3.17) the Bernoulli–Euler
equation for the lateral displacement w(x, t) of the
beam:

EIyw
IV(x, t) + ρSẅ(x, t) = fz(x, t) (3.18)

where fz is the linear density of external force, EI y

is the bending stiffness, Iy is the second moment
of beam cross section with respect to axis y. Since
Eq. (3.18) is of fourth order, there must be two
boundary conditions at each end. Typically, they
are written as the equalities to zero of two of
the following quantities—displacement w, slope w ′,
bending moment My , and shear force Fz:

My(x, t) = My(x − 0, t) = −EIyw
′′(x, t)

Fz(x, t) = −EIyw
′′′(x, t) Iy =

∫∫

S

z2 dS (3.19)

Examples of boundary conditions are presented in
Table 2.

The elementary flexural wave motion has the same
form as that of other waves [see Eq. (3.7)]:

w(x, t) = Re[w exp(ikx − iωt)] (3.20)

After substitution of this into a homogeneous equation
(3.18), one obtains the dispersion equation

k4 = ω2(ρS/EIy) = k4
0 (3.21)

that relates the wavenumber k to frequency ω, and k0
is called the flexural wavenumber. Equation (3.21) has
four roots, ±k0 and ±ik0. Hence, two different types of
waves (3.20) exist in the Bernoulli–Euler beam (pos-
itive and negative signs mean positive and negative
directions of propagation or attenuation along axis x).
The first type, with real-valued wavenumbers, corre-
sponds to flexural waves propagating without attenua-
tion. The second type, with imaginary wavenumbers,
corresponds to evanescent waves that exponentially
decay with the space coordinate x.

The phase velocity of the propagating flexural wave
depends on frequency:

cph = ω

k
= ω1/2

(
EIy

ρS

)1/4

The higher the frequency the greater is the phase
velocity. The group velocity and, hence, the energy
velocity, is twice the phase velocity, cgr = ∂ω/∂k =
2cph. Dependence cph on frequency leads to distortion
of impulses that may propagate along the beam. Let,
for example, a short and narrow impulse be excited at
moment t = 0 near the origin x = 0. Since the impulse
has a broad-band spectrum, an observer at point x0 will
detect the high-frequency components of the impulse
practically immediately after excitation, while the low-
frequency components will be arriving at x0 for a long
time because of their slow speed. The impulse, thus,
will be spread out in time and space due to dispersive
character of flexural wave propagation in beams.

In reality, the phase and group velocities cannot
increase without limit. The Bernoulli–Euler theory of
flexural vibration is restricted to low frequencies and
to smooth shapes of vibration. Comparison against
exact solutions shows that the frequency range of the
theory validity is limited to the frequency at which
the shear wavelength of the beam material is 10
times the dimension D of the beam cross section, and
the flexural wavelengths should not be shorter than
approximately 6D—see Fig. 12.

Timoshenko Equation An order of magnitude
wider is the frequency range of validity of the
Timoshenko theory for flexural vibration of beams.
The theory is based on the following kinematic
hypothesis:

ux(x, y, z, t) = zθy(x, t) uy(x, y, z, t) = 0

uz(x, y, z, t) = w(x, t) (3.22)
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Figure 12 Real and imaginary branches of dispersion
of the flexural normal modes in the narrow beam as
in Fig. 10 according to the exact theory (solid lines),
the Bernoulli–Euler theory (dashed lines BE), and to
the Timoshenko equation (dashed lines T); dimensionless
frequency is ktH.
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Here, θy is the angle of rotation about axis y, which is
not generally equal to (−w′) as in the Bernoulli–Euler
theory—see Eq. (3.17). This means that plane cross-
sections initially perpendicular to the beam axis,
remain plane, but they are no longer perpendicular
to the neutral axis during bending. In other words,
the shear deformations are possible in the Timoshenko
beam. Computing the kinetic energy of the lateral and
rotational movement and the potential energy of pure
bending and shear deformation one can obtain, with
the help of the variational principle, the Timoshenko
equations:

ρSẅ(x, t) = qGS(w′′ + θ
′
y) + fz(x, t)

ρIy θ̈y(x, t) = EIyθ
′′
y − qGS(w′ + θy) (3.23)

Function fz in Eq. (3.23) is the linear density of an
external force. The boundary conditions are the same
as for the Bernoulli–Euler equation, but the bending
moment and shear force are defined by the equations:

My(x, t) = EIyθ
′
y(x, t)

Fz(x, t) = qGS[w′(x, t) + θy(x, t)] (3.24)

From the point of view of linear theory of elasticity,
there exists a contradiction between the two assump-
tions of the Timoshenko theory, namely between the
plane cross-section hypothesis (3.22) and existence of
shear stresses σxz. For that reason, Timoshenko intro-
duced the shear coefficient q replacing elastic modulus
G by qG.11 This coefficient, together with the rotatory
inertia taken into account, considerably improves the
spectral properties of beams and makes Eqs. (3.23) the
most valuable in flexural vibration theory.

In Fig. 12 presented are the dispersion curves of
a beam of the rectangular cross section (H/h =
10). Curves 1 and 2 are computed on the basis of
linear theory of elasticity, curves BE correspond to
dispersion (3.21) of the Bernoulli–Euler beam, and
curves T are described by the equations

2k2
1,2 = k2

E + k2
t

q
±

[(
k2
E − k2

t

q

)
+ 4k4

0

]1/2

(3.25)

that are obtained from Eqs. (3.23) for wave (3.20). The
shear coefficient value q = π2/12 is chosen from the
coincidence of the cutoff frequencies in the real beam
and its model. It is seen from Fig. 12 that the frequency
range of validity of the Timoshenko theory is much
wider than that of the Bernoulli–Euler theory. It is
valid even at frequencies where the shear wavelength
of the beam material is comparable with the dimension
of the beam cross section.

As for free and forced flexural vibrations of
finite beams, their analysis is very similar to that of
NDOF systems and longitudinal vibrations of beams.
The common procedure is the following.12 First,

the undamped normal modes are determined. For
that, the general solution of homogeneous Eq. (3.18)
or Eqs. (3.23), that is, a superposition of the free
waves (3.21), that satisfies the boundary conditions
(3.19), should be found. As a result, one obtains the
characteristic equation and normalized mode shapes
as well as the orthogonality relation. Substitution of
the dispersion (3.21) or (3.25) into the characteristic
equation gives also the discrete spectrum of the
natural frequencies. The characteristic equations and
natural frequencies for several beams are presented in
Table 2. The next step of the analysis is decomposition
of the free or forced vibrations into the normal
modes and determination of the unknown mode
amplitudes from the initial conditions and external
force.

Note that the orthogonality relation for the BE
beam is the same as in (3.12). For the Timoshenko
beam, it is more complicated and includes the weighted
products of the displacements and slopes13:

l∫

0

[wm(x)Swn(x) + θym(x)Iyθyn(x)] dx = δmn

(3.26)

3.4 Nonsymmetric and Curved Beams

Uncoupled longitudinal, flexural, and torsional vibra-
tions in a beam are possible only if it is straight and
its cross section is symmetric with respect to planes xy
and xz (Fig. 9). For arbitrary beam geometry, all these
types of vibration are coupled and should be treated
simultaneously.

Beam with a Nonsymmetric Cross Section
Engineering equations for coupled vibration of a thin
straight uniform beam with a nonsymmetric cross
section can be obtained with the help of the variational
principle starting from the same assumptions that
were made above for each type of motion separately.
Namely, the beam cross section is assumed to
have a hard undeformable contour in the yz plane
(see Fig. 9) but has the ability to move in the x
direction during torsion (i.e., deplanation is possible).
Mathematically, it can be written as the following
kinematics hypothesis:

ux(x, y, z, t) = u(x, t) + zθy(x, t)

− yθz(x, t) + ϕ(y, z)θ′(x, t)

uy(x, y, z, t) = v(x, t) − zθ(x, t)

uz(x, y, z, t) = w(x, t) + yθ(x, t) (3.27)

Motion of a beam element dx is characterized by
six independent quantities (or DOFs)—displacements
u, v, w and angles θ, θy , θz. Angles θy and θz do
not coincide with–w′ and v′, thus, allowing additional
shear deformation in bending (as in a Timoshenko
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beam). Deplanation is described by the torsional func-
tion ϕ, which should be found from the boundary value
problem as in Saint-Venant theory—see Eq. (3.15).

After writing the kinetic and potential energies and
using the variational principle, one can obtain, from
Eqs. (3.27), the set of six governing equations, each
of the second order. There should be imposed six
boundary conditions at each end. The equations as
well as the expressions for the forces and moments
at cross-section x can be found elsewhere.13

If the beam has arbitrary cross-section geom-
etry, one of the equations, namely the equation
of Bernoulli (3.4) of longitudinal vibration, is inde-
pendent. Other five equations are coupled. If the
beam cross section has a plane of symmetry, like
in � or T beams, flexural vibration in this plane
becomes uncoupled and described by the Timoshenko
equations (3.23). If the cross section has two planes
of symmetry, like, for example, in a box beam, flex-
ural vibration in both symmetry planes and torsional
vibration are uncoupled and may be analyzed indepen-
dently.

Curved Beams A curved beam is one more 1D
model where various types of beam vibration may
be coupled even if the cross section is symmetric.
Geometrically, a curved beam is characterized by a
local curvature and twist. In the general case of twisted
beam, for example, in a helical spring, all the wave
types are coupled including the longitudinal one. In
a curved beam of symmetric cross section with no
twist (the beam lies in a plane), for example, in
a ring, there are two independent types of motion:
coupled longitudinal-flexural vibration in the plane of
the beam, and torsional-flexural vibration out of the
plane. Governing equations for both types can be found
in the literature.2,14

4 CONTINUOUS TWO-DIMENSIONAL
SYSTEMS

Two-dimensional (2D) continuous systems are models
of engineering structures one dimension of which is
small compared to two other dimensions and to the
wavelength. A vibration field in a 2D system depends
on time and two space coordinates. Examples of such
systems are membranes, plates, shells, and other thin-
walled structures. In this section, vibrations of the most
used 2D systems—plates and cylindrical shells—are
considered. Thin plates are models of flat structural
elements. There are two independent types of plate
vibrations—flexural and in-plane vibrations. Flexural
vibrations of finite plates have comparatively low
natural frequencies, they are easily excited (because
of low stiffness) and play the key role in radiation
of sound into environment. The in-plane vibrations of
plates are “stiff” and radiate almost no sound, but
they store a lot of the vibration energy and easily
transport it to distant parts of elastic structures. Shells
model curved thin 2D structural elements, like hulls,
tanks, and the like. Generally, all types of vibration
are coupled in shells due to the surface curvature.

4.1 Flexural Vibration of Thin Plates

Consider a uniform elastic plate of small thickness
h made of an isothropic material with the Young’s
modulus E and Poisson’s ratio ν. When the plate
is bent, its layers near the convex surface are
stretched, while the layers near the concave surface
are compressed. In the middle, there is a plane, called
the neutral plane, with no in-plane deformation. Let
xy plane of Cartesian coordinates coincide with the
neutral plane and axis z be perpendicular to it, so that
z = ±h/2 are the faces of the plate (Fig. 13).

The main assumption of the classical theory of
flexural vibration of thin plates is the following: plane
cross sections that are perpendicular to the middle
plane before bending remain plane and perpendicular
to the neutral plane after bending. It is equivalent to
the kinematic hypothesis concerning distribution of the
displacements ux, uy , and uz over the plate:

ux(x, y, z, t) = −z
∂w

∂x

uy(x, y, z, t) = −y
∂w

∂y
(4.1)

uz(x, y, z, t) = w(x, y, t)

where w the lateral displacement of the neutral plane.
Besides, it is assumed that the normal lateral stress σzz

is zero not only at the free planes z = ±h/2 but also
inside the plate.

Starting from Eq. (4.1) and Hook’s law, one can
compute strains and stresses, the kinetic and potential
energy and obtain, with the help of the variational
principle of the least action, the classical equation
of Germin–Lagrange of flexural vibration on thin

Fxy

z,w

y,v

x,u

h

Fyy

Fzy

Mxy

Fxx

Fzx

Fyx

Myx

Figure 13 Cartesian coordinates and the positive
direction of the displacements, bending moments, and
forces acting at the cross sections perpendicular to axes
x and y.
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plates15:

D��w(x, y, t) + ρhẅ(x, y, t) = pz(x, y, t) (4.2)

Here D = Eh3/12(1 − ν2) is the flexural stiffness, ρ is
the mass density, pz is the surface density of external
forces, � = ∂2/∂x2 + ∂2/∂y2 is the Laplacian opera-
tor. The equation is of the fourth order with respect to
the space coordinates, therefore two boundary condi-
tions should be imposed at each edge that are similar to
those of the flexurally vibrating beam. The expressions
for the bending moments and effective shear forces are
the following:

At the edge x = const.

Myx = −D

(
∂2 w

∂x2
+ ν

∂2 w

∂y2

)

Fzx = −D

[
∂3 w

∂x3
+ (2 − ν)

∂3 w

∂x ∂y2

] (4.3)

and at the edge y = const.

Mxy = D

(
∂2 w

∂y2
+ ν

∂2 w

∂x2

)

Fzy = −D

[
∂3 w

∂y3
+ (2 − ν)

∂3 w

∂x2 ∂y

] (4.4)

Double index notation for the moments and forces
is adopted just in the same manner as for the
stress components in theory of elasticity: The first
index designates the component and the second index
indicates the area under consideration. For example,
Myx is the y component of the moment of stresses at
the area perpendicular to x axis—see Fig. 13.

The assumptions underlying the Germin–Lagrange
equation (4.2) are identical to those of the Bernoulli–
Euler equation (3.18). Moreover, these equations coin-
cide if the wave motion on the plate does not depend
on one of the space coordinates. Therefore, the general
properties of flexural waves and vibration of plates are
very similar to those of beams.

Consider a straight-crested time-harmonic flexural
wave of frequency ω and complex displacement
amplitude w0 propagating at the angle ψ to the x axis:

w(x, y, t) = Re {w0 exp[ik(x cos ψ

+ y sinψ) − iωt]} (4.5)

Substitution of this into Eq. (4.2) gives the dispersion
equation

k4 = k4
p = ρhω2

D
(4.6)

relating the wavenumber k to frequency ω. The
equation has roots ±kp,± ikp. Hence, there are two
types of the plane waves in plates—propagating and

evanescent. The real-valued wavenumbers correspond
to the propagating wave:

w1e
ikp(x cosψ + y sinψ)−iωt

Its amplitude |w1| is constant everywhere on the plate.
The imaginary-valued wavenumbers correspond to the
evanescent wave:

w2e
−kp(x cosψ + y sin ψ)−iωt

Its amplitude changes along the plate. The steepest
change takes place in the ψ direction, while along the
straight line ψ + π/2 it remains constant. The graph
of dispersion (4.6) is identical to curves BE in Fig. 12.

It follows from Eq. (4.6) that the phase velocity
of the propagating wave is proportional to the square
root of frequency. The group and energy velocities are
twice the phase velocity, just as for the propagating
flexural wave in a beam. This causes the distortion of
the shape of disturbances that propagate on a plate.

Beside plane waves (4.5) with linear fronts, other
types of the wave motion are possible on the plate as a
2D continuous system. Among them the axisymmetric
waves with circular wavefronts are the most important.
Such waves originate from local disturbances. In
particular, if a time-harmonic force

pz(x, y, t) = p0δ(x − x0)δ(y − y0) exp(−iωt)

is applied to point (x0, y0) of an infinite plate, the
flexural wave field is described by

w(x, y, t) = p0g(x, y; x0, y0) = p0

8Dk2
p

×
[
H0(kpr) − 2

π
K0(kpr)

]

r = [(x − x0)
2 + (y − y0)

2]1/2 (4.7)

Here H0 and K0 are Hankel’s and McDonald’s
cylindrical functions.6 The Green’s function g of an
infinite plate consists of the outgoing (propagating)
circular wave H0(kpr) and the circular evanescent
wave described by the function K0(kpr). When
distance r is large (kpr 	 1), the response amplitude
decreases as r−1/2. For r = 0, Eq. (4.7) gives the input
impedance of an infinite plate:

zp = p0/ẇ(x0, y0, t) = 8
√

Dm

with m = ρh. The impedance is real valued. Physi-
cally, this means that the power flow from the force
source into the plate is pure active, and no reactive
field component is excited in the plate.

The forced flexural vibrations of an infinite plate
under the action of arbitrary harmonic force pz(x, y, t)
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can be computed with the help of Green’s func-
tion (4.7):

w(x, y, t) =
∫∫

�

g(x, y; x0, y0)pz(x0, y0, t) dx0 dy0

(4.8)
where integration is performed over the area � where
the external force is applied. If the force is not
harmonic in time, the solution for the forced vibration
can be obtained by integration of solution (4.8) over
the frequency range.

As for the analysis of vibrations of finite plates, the
general approach is the same as that for finite beams
and NDOF systems. A finite plate of any geometry has
an infinite countable number of the normal modes. The
mode shapes are orthogonal and constitute a complete
set functions, so that any free or forced vibrations of
the finite plate can be decomposed into normal modes
and found from the initial conditions and the prescribed
force.

It is worth noting that the normal modes of most
finite plates cannot be found analytically. For example,
a rectangular plate admits the analytical solution only
if a pair of opposite edges are simply supported [w =
Myx = 0 or w = Mxy = 0—see Eqs. (4.3) and (4.4)]
or sliding (∂w/∂x = Fzx = 0 or ∂w/∂y = Fzy = 0).
For a free plate (Myx = Fzx = 0 and Mxy = Fzy = 0),
clamped plate (displacements and slopes are zero at
four edges) and for all other edge conditions analytical
solutions are not found yet. However, the natural
frequencies and mode shapes have been obtained
numerically (by Ritz’ method) for most practically
important geometries.16

The range of validity of the Germin–Lagrange
equation is restricted to low frequencies. Similar to
the Bernoulli–Euler equation for beams, it is valid
if the shear wavelength in the plate material is 10
times greater that the thickness h and the flexural
wavelength is 6h or greater. In the literature, there
are several attempts to improve the Germin–Lagrange
equation. The best of them is the theory of Uflyand17

and Mindlin.18 It relates to the classical theory of
Germin–Lagrange just as the Timoshenko theory of
beams relates to the Bernoulli–Euler theory: The
shear deformations and rotatory inertia are taken into
account. As a result, the frequency range of its validity
is an order of magnittude wider than that of the
classical equation (4.2).

4.2 In-Plane Vibration of Plates
In-plane waves and vibration of a plate are symmetric
with respect to the midplane and independent from its
flexural (antisymmetric) vibrations. In the engineering
theory of in-plane vibrations, which is outlined in this
subsection, it is assumed that, due to small h compared
to the shear wavelength, all the in-plane displacement
and stresses are uniform across the thickness and that
the lateral stresses are zero not only at the faces but
also inside the plate:

σxz = σyz = σzz = 0 (4.9)

Mathematically, these assumptions can be written as

ux(x, y, z, t) = u(x, y, t)

uy(x, y, z, t) = v(x, y, t)

uz(x, y, z, t) = − νz

1 − ν

(
∂u

∂x
+ ∂v

∂y

) (4.10)

Computing from (4.9) and (4.10) the kinetic and
potential energies, one can obtain, using the variational
principle of the least action, the following equations15:

Kl

∂2u

∂x2
+ Kt

∂2u

∂y2
+ �K

∂2v

∂x∂y
− ρhü = −px(x, y, t)

Kt

∂2v

∂x2
+ Kl

∂2v

∂y2
+ �K

∂2u

∂x∂y
− ρhv̈ = −py(x, y, t)

(4.11)
where u and v are the displacements in x and y
directions (see Fig. 13); the thin plate longitudinal and
shear stiffnesses are equal to

Kl = Eh

1 − ν2
Kt = Gh = Eh

2(1 + ν)

�K = Kl − Kt = Eh

2(1 − ν)
(4.12)

and px, py are the surface densities of external forces.
Two boundary conditions should be prescribed at each
edge, and the following force–displacement relations
take place:

Fxx = Kl

(
∂u

∂x
+ ν

∂v

∂y

)

Fxy = Fyx = Kt

(
∂v

∂x
+ ∂u

∂y

)
(4.13)

Fyy = Kl

(
∂v

∂y
+ ν

∂u

∂x

)

Elementary in-plane wave motions have the form
of a time-harmonic plane wave propagating at angle ψ
to x axis:
[

u(x, y, t)
v(x, y, t)

]
=

[
u
v

]
exp[ik(x cos ψ + y sinψ) − iωt]

It satisfies homogeneous equations (4.11) and the
following dispersion equation:

(k2 − k2
l )(k

2 − k2
t ) = 0 (4.14)

where kl = ω/cl , kt = ω/ct . It is seen that two types
of plane waves exist on the plate. The first is the
longitudinal wave

Al

[
cosψ
sinψ

]
exp[ikl(x cos ψ + y sinψ) − iωt]
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that propagates with the phase velocity cl = (Kl/ρh)1/2

in which the plate particles move in the direction of
wave propagation. The second is the shear wave

At

[ − sinψ
cosψ

]
exp[ikt (x cos ψ + y sinψ) − iωt]

that propagates with the phase velocity ct =
(Kt/ρh)1/2 in which the plate particles displacements
are perpendicular to the direction of wave propagation.
Both waves are propagating ones at all frequencies.
Their group and energy velocities are equal to the
phase velocity and do not depend on frequency. For
that reason, any in-plane disturbance propagates along
the plate without distortion.

As in case of flexural vibration, problems of free or
forced in-plane vibration of a finite plate are seldom
solvable analytically. For example, for rectangular
plates analytical solutions exist only if at a pair
of the opposite edges the so-called mixed boundary
conditions are prescribed (the mixed conditions at an
edge normal to x axis are Fxx = v = 0 or Fyx = u =
0; at an edge normal to the y axis they are Fxy = v = 0
or Fyy = u = 0). For all other boundary conditions,
the natural frequencies and modal shapes should be
computed numerically.16

The frequency range of validity of Eqs. (4.11)
is rather wide—the same as that of the Bernoulli
equation (3.4) of longitudinal vibration in beams (see
Fig. 10). They are valid even if the shear wavelength
is comparable with the plate thickness h.

4.3 Vibration of Shells

Shells are models of curved thin-walled elements
of engineering structures such as ship hulls, fuse-
lages, cisterns, pipes, and the like. Most theories
of shell vibration are based on Kirchhoff–Love’s
hypothesis that is very similar to that of flat plates.
Since flexural and in-plane vibrations are coupled
in shells, the corresponding engineering equations
are rather complicated even in the simplest cases:
The total order of the space derivatives is eight.
In this subsection, waves and vibration of a uni-
form closed circular cylindrical shell are briefly
documented. Results of more detailed analysis of
vibration of this and other shells can be found
elsewhere.19

According to Kirchhoff–Love’s hypothesis, the
shell thickness h is small compared to the shear
wavelength, to other two dimensions, and to the
smaller radius of curvature. Therefore, the transverse
normal stresses are assumed zero, and plane cross
sections perpendicular to the undeformed middle sur-
face remain plane and perpendicular to the deformed
middle surface. These may be written as a kine-
matic hypothesis, which is a combination of hypothe-
ses (4.1) and (4.10). After computing, with the help of
Hook’s law and surface theory relations, the strains
and stresses, kinetic and potential energy, one can
obtain from the variational principle the following

x

h

θa

u,Fxx

r,w,Frx

s,v,Fsx ,Msx

Figure 14 Circular cylindrical shell and the positive
direction of the displacements, forces, and moments at x
cross section.

engineering equations known as Donnell–Mushtari
equations19:

ρhü(x, s, t) − Lu(x, s, t) = q(x, s, t) (4.15)

where s = aθ (see Fig. 14), a and h are the radius and
thickness of the sell, u = [u, v,w]T is the displacement
vector, q is the vector of the external force densities,
L is the 3 × 3 matrix of the differential operators:

L11 = Kl

∂2

∂x2
+ Kt

∂2

∂s2

L12 = L21 = �K
∂2

∂x∂s

L13 = −L31 = νKl

1

a

∂

∂x

L22 = Kt

∂2

∂x2
+ Kl

∂2

∂s2

L23 = −L32 = Kl

1

a

∂

∂s

L33 = Kl

1

a2
+ D�2

(4.16)

Here Kl,Kt , and D are the longitudinal, shear,
and flexural thin-plate stiffnesses—see Eqs. (4.2)
and (4.12), � = ∂2/∂x2 + ∂2/∂s2. Four boundary
conditions should be prescribed at each edge. The
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forces and moments at cross–section x = const. are

Fxx = −Kl

(
∂u

∂x
+ ν

∂v

∂s
+ ν

w

a

)

Fsx = −Kt

(
∂u

∂s
+ ∂v

∂x

)

Frx = −D

[
∂3w

∂x3
+ (2 − ν)

∂3w

∂x∂s2

]

Msx = −D

(
∂2w

∂x2
+ ν

∂2w

∂s2

)

(4.17)

Among a large number of thin-shell engineering
theories, Eqs. (4.15) are the simplest that describe
coupled flexural and in-plane vibration. When radius
a of the shell tends to infinity, these two types
of vibration become uncoupled: Eqs. (4.15) reduce
to Eqs. (4.11) for in-plane vibration and to the
classical Germin–Lagrange equation (4.2). The matrix
operator L in (4.15) is self-adjoint, and, hence, the
reciprocal Maxwell–Betti theorem is valid in the
Donnell–Mushtari shell.

From the wave theory point of view, a thin
cylindrical shell is a 2D solid waveguide.9 At each
frequency, there exist, in such a waveguide, an infinite
(countable) number of the normal modes of the form

um(x, s, t) = um(s) exp(ikx − iωt) (4.18)

where k and um(s) are the propagation constant
and shape of the normal mode, m = 0, 1, 2, . . ..
For a closed cylindrical shell, the shape function
um(s) is a periodic function of s with period 2πa
and, hence, can be decomposed into the Fourier
series. For circumferential number m the shapes
are [um cos ψm, vm sinψm,wm cosψm]T or [um sinψm,
−vm cos ψm,wm sinψm]T,ψm = ms/a;um, vm, wm

are the complex amplitudes of the displacement com-
ponents. Substitution of (4.18) into Eq. (4.15) leads to
the dispersion relation in the form of a polynomial of
the fourth order with respect to k2. Hence, for each
circumferential number m, there are four root pairs
±kj , j = 1 ÷ 4, that correspond to four types of the
normal modes.

Consider axisymmetric normal modes, m = 0. The
real and imaginary branches of dispersion are shown
in Fig. 15. One real-valued root of the dispersion
equation is k = ±kt (curve 2). It corresponds to the
propagating torsional wave. Another real-valued root
at low frequencies is k = ±kl . It corresponds to
the longitudinal propagating wave. The remaining
low-frequency roots of the dispersion equation are
complex and correspond to complex evanescent waves.
The frequency rf for which kla = f/rf = 1 is called
the ring frequency. At this frequency, the infinite
shell is pulsating in the radial direction while the
tangential and axial displacements are zero. Near the
ring frequency, two complex waves transform into
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Figure 15 First four real and imaginary branches of
dispersion of the axisymmetric (m = 0) normal modes of
the Donnell–Mushtari closed cylindrical shell: h/a = 0.02;
frequency is normalized with the ring frequency.

one propagating wave and one evanescent wave. At
high frequencies, the four shell normal waves are
indiscernible from two flexural and two in-plane waves
of the flat plate.

Very similar behavior demonstrates dispersion of
normal modes with higher circumferential numbers m.
For m ≥ 2, all low-frequency roots of the dispersion
equation are complex, and the corresponding normal
modes are complex evanescent waves. At higher
frequencies, they transform into imaginary evanescent
and propagating waves. And at very high frequencies
the dispersion of the shell normal modes tends to
dispersion of the plate waves (4.6) and (4.14).

Analysis of finite shell vibrations is very similar
to that of other elastic systems: Free or forced
vibrations are decomposed in the normal modes. The
natural frequencies and mode shapes are obtained from
solution of Eqs. (4.15) with four boundary conditions
at each edge. The most simple is the case of the so-
called Navier conditions at both edges x = 0, l. These
are mixed conditions [e.g., Msx = w = Fxx = v =
0—see Eq. (4.17)]. The shell normal modes do not
interact at such edges reflecting independently. Finite
shells with other boundary conditions are analyzed
numerically.19

The range of validity of the Donnell–Mushtari the-
ory, as well as of other theories based on the Kirch-
hoff–Love hypothesis, is restricted to low frequencies.
Their energy errors are estimated as max{(kh)2, h/a}.

The theory of Donnell–Mushtari admits one impor-
tant simplification. When a shell is very thin and,
hence, very soft in bending, the flexural stiffness may
be neglected, D = 0, and Eqs. (4.15) become of the
fourth order. This case corresponds to the membrane
theory. On the contrary, when a shell is thick, more
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complicated theories are needed to take into account
the additional shear deformations and rotatory inertia
(as in the Timoshenko beam theory) as well as other
effects.14,19
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CHAPTER 13
RANDOM VIBRATION

David E. Newland
Engineering Department
Cambridge University
Cambridge, United Kingdom

1 INTRODUCTION
Random vibration combines the statistical ideas of ran-
dom process analysis with the dynamical equations
of applied mechanics. The theoretical background is
substantial, but its essence lies in only a few fundamen-
tal principles. Familiarity with these principles allows
the solution of practical vibration problems. Random
vibration includes elements of probability theory, cor-
relation analysis, spectral analysis, and linear system
theory. Also, some knowledge of the response of time-
varying and nonlinear systems is helpful.

2 SUMMARY OF STATISTICAL CONCEPTS
Random vibration theory seeks to provide statistical
information about the severity and properties of vibra-
tion that is irregular and does not have the repeti-
tive properties of deterministic (nonrandom) harmonic
motion. This statistical information is represented by
probability distributions.

2.1 First-Order Probability Distributions
Probability distributions describe how the values of
a random variable are distributed. If p(x) is the
probability density function for a random variable x,
then p(x) dx is the probability that the value of x at
any chosen time will lie in the range x to x + dx. For
example, if p(x) dx = .01, then there is a 1 in 100
chance that the value of x at the selected time will lie
in the chosen band x to x + dx. Since there must be
some value for x between −∞ and +∞, it follows
that ∞∫

−∞
p(x) dx = 1 (1)

The average (or mean) value of x is expressed as E[x]
and is given by the equation

E[x] =
∞∫

−∞
x p(x) dx (2)

The ensemble average symbol E indicates that the
average has been calculated for infinitely many similar
situations. The idea is that an experiment is being
conducted many times, and that the measured value
is recorded simultaneously for all the ongoing similar
experiments. This is different from sampling the same
experiment many times in succession to calculate
a sample average. Only if the random process is

stationary and ergodic will the sample average be the
same as the ensemble average.

A process is said to be stationary if its statistical
descriptors do not change with time. It is also ergodic
if every sample function has the same sample averages.

2.2 Higher-Order Probability Distributions
This idea of distributions is extended to cases when
there are more than one random variable, leading
to the concept of second-order probability density
functions, p(x1, x2). Corresponding to (1), these have
to be normalized so that

∞∫

−∞

∞∫

−∞
p(x1, x2) dx1 dx2 = 1 (3)

and the ensemble average of the product of random
variables x1x2 is then given by

E[x1x2] =
∞∫

−∞

∞∫

−∞
x1x2p(x1, x2) dx1 dx2 (4)

If all the higher-order probability density functions
p(x1, x2, x3, . . .,) of a random process are known,
then its statistical description is complete. Of course,
they never are known because an infinite number of
measurements would be needed to measure them, but
it is often assumed that various simplified expressions
may be used to define the probability distribution of
a random process.

2.3 Commonly Assumed Probability
Distributions
The most common assumption is that a random
variable has a normal or Gaussian distribution (Fig. 1).
Then p(x) has the familiar bell-shaped curve, and there
are similar elliptical bell shapes in higher dimensions.
Equations for the Gaussian bell are given, for example,
in Newland.1

A second common assumption is the Rayleigh
distribution (Fig. 2a). This is often used to describe
how peaks are distributed (every peak is assumed
to have an amplitude somewhere between zero and
infinity, therefore p(x) is zero for x < 0).

A more general but similar distribution is defined
by the Weibull function (Fig. 2b). This has been found
to represent some experimental situations quite well
and is often used. Equations for Rayleigh and Weibull
distributions are also given in Newland.1
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p (x)

p (x1, x2)

x1

x2

xm

(a)

(b)

Figure 1 (a) First-order Gaussian probability density
function and (b) second-order Gaussian probability
surface.

2.4 Autocorrelation and Spectral Density
In order to describe the statistical frequency of random
processes, the concept of spectral density is used. The
idea is that, although a random signal will have no
harmonics (as a periodic signal would have), its energy
will be distributed continuously across the frequency
spectrum from very low or zero frequency to very high
frequencies. Because a stationary random signal has no
beginning or ending (in theory), its Fourier transform
does not exist. But if the signal is averaged to compute
its autocorrelation function Rxx(τ) defined by

Rxx(τ) = E[x(t)x(t + τ)] (5)

this function decays to zero for τ large (Fig. 3).
The graph becomes asymptotic to the square of the

mean value m2 and is confined between upper and
lower limits m2 ± σ2 where σ is the standard deviation
defined by

σ2 = E[x2] − m2 (6)

and m is the mean value defined by

m = E[x] (7)

The Fourier transform of Rxx(τ) is the mean-square
spectral density of the random process x(t). Its formal

p (x)

p (x / X0)

x / X0

k = 10

k = 4

k = 2

10

x0 x0

(a)

(b)

Figure 2 (a) Rayleigh probability density function and
(b) Weibull probability density functions (different choices
of the parameter k are possible).

definition is

Sxx(ω) = 1

2π

∞∫

−∞
Rxx(τ)e

−iωτ dτ (8)

In this formula ω is the angular frequency (units of
radians/second) and, to allow the complex exponential
representation to be used, must run from minus infinity
to plus infinity. However Sxx(ω) is symmetrical about
the ω = 0 position (Fig. 4).

It can be shown that Sxx(ω) is always real and
positive and the area under the graph in Fig. 4 is
numerically equal to the signal’s mean-square value
E[x2] (see Newland1).

Rxx (t)

0

s2 + m2

m2

− s2 + m2

t

Figure 3 Typical autocorrelation function for a stationary
random process.
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w0

Shaded Area = E [x2]
Sxx (w)

Figure 4 Typical spectral density function plotted as a
function of angular frequency.

By computing the inverse Fourier transform of
Sxx(ω), the autocorrelation function Rxx(τ) can be
recovered.

2.5 Cross Correlation and Cross Spectral
Density
Similar relationships hold for cross-correlation func-
tions in which sample functions from two different
random processes are averaged, and these lead to the
theory of cross correlation and the cross-spectral den-
sity function Sxy(ω) where the subscripts x and y
indicate that samples from two different random vari-
ables x(t) and y(t) have been processed. A selection
of relevant source literature is included in Refs. 1 to 9.

There are specialist fast Fourier transform (FFT)
algorithms for computing spectral densities. These are
routinely used for practical calculations (see Newland,1

Press et al.,10 and Chapter 42 of this handbook).

3 SUMMARY OF APPLIED MECHANICS
CONCEPTS
Applied mechanics theory (see, e.g., Newland11)
provides the system response properties that relate
response and excitation. Therefore, applied mechanics
theory allows the input–output properties of dynamical
systems to be calculated and provides the connection
between random vibration excitation and the random
vibration response of deterministic systems.

3.1 Frequency Response Function
For time-invariant linear systems with an input x(t)
and a response y(t), if the input is a harmonic forcing
function represented by the complex exponential
function

x(t) = eiωt (9)

the response is, after starting transients have decayed
to zero,

y(t) = H(iω)eiωt (10)

where H(iω) is the complex frequency response
function for the system.

3.2 Impulse Response Function
Corresponding to the frequency response function is
its (inverse) Fourier transform

h(t) = 1

2π

inf ty∫

−∞
H(iω)eiωt dω (11)

which is called the impulse response function. It can be
shown (see Newland1) that h(t) describes the response
of the same system when a unit impulsive hammer
blow is applied to the input with the system initially
quiescent.

4 INPUT–OUTPUT RESPONSE
RELATIONSHIPS FOR LINEAR SYSTEMS
4.1 Single-Input, Single-Output (SISO)
Systems

There are two key input–output relationships.1 The
first relates the average value of the response of a
linear time-invariant system when excited by stationary
random vibration to the average value of the excitation.
If x(t) is the input (or excitation) with ensemble
average E[x] and y(t) is the output (or response)
with ensemble average E[y], and if H(i0) is the (real)
value of the frequency response function H(iω) at zero
frequency, ω = 0, then

E[y] = H(i0)E[x] (12)

For linear systems, the mean level of excitation is
transmitted as if there were no superimposed random
fluctuations. Since, for many systems, there is no
response at zero frequency, so that H(i0) = 0, it
follows that the mean level of the response is zero
whether the excitation has a zero mean or not.

The second and key relationship is between the
spectral densities. The input spectral density Sxx(ω)
and the output spectral density Syy(ω) are connected
by the well-known equation

Syy(ω) = |H(iω)|2Sxx(ω) (13)

This says that the spectral density of the output can
be obtained from the spectral density of the input
by multiplying by the magnitude of the frequency
response function squared. Of course, all the functions
are evaluated at the same frequency ω. It is assumed
that the system is linear and time invariant and that
it is excited by random vibration whose statistical
properties are stationary.

4.2 Multiple Input, Multiple Output (MIMO)
Systems
For Eq. (13), there is only one input and one output.
For many practical systems there are many inputs and
several outputs of interest. There is a corresponding
result that relates the spectral density of each output
to the spectral densities of all the inputs and the cross-
spectral densities of each pair of inputs (for every
input paired with every other input). The result is
conceptually similar to (13) and is usually expressed
in matrix form1,8:

Syy(ω) = H ∗(ω)Sxx(ω)HT(ω) (14)

where now the functions are matrices. For example, the
function in the m th row and n th column of Syy(ω)
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is the cross-spectral density between the mth and
nth outputs. The asterisk in (14) denotes the complex
conjugate of H(ω) and the T denotes the transposition
of H(ω).

There are similar matrix relationships between all
the input and output statistics for time-invariant, linear
systems subjected to stationary excitation. There is an
extension for the general case of continuous systems
subjected to distributed excitation, which is varying
randomly in space as well as time, and simplifications
when modal analysis can be carried out and results
expressed in terms of the response of normal modes.
These are covered in the literature, for which a
representative sample of relevant reference sources is
given in the attached list of references.

5 INPUT–OUTPUT RESPONSE
RELATIONSHIPS FOR OTHER SYSTEMS

5.1 General

The theoretical development is much less cut-and-dried
when the system that is subjected to random excita-
tion is a nonlinear system or, alternatively, is a linear
system with parametric excitation.12 The responses of
such systems have not yet been reduced to gener-
ally applicable results. Problems are usually solved
by approximate methods. Although, in principle, exact
solutions for the response of any dynamical system
(linear or nonlinear) subjected to white Gaussian exci-
tation can be obtained from the theory of continu-
ous Markov processes, exact solutions are rare, and
approximate methods have to be used to find solu-
tions. This puts Markov analysis on the same footing as
other approximate methods. Perturbation techniques
and statistical linearization are two approximate meth-
ods that have been widely used in theoretical analysis.

5.2 Perturbation Techniques

The basic idea is to expand the solution as a power
series in terms of a small scaling parameter. For
example, the solution of the weakly nonlinear system

ÿ + ηẏ + ω2y + εf (y, ẏ) = x(t) (15)

where |ε| � 1, is assumed to have the form

y(t) = y0(t) + εy1(t) + ε2y2(t) + · · · (16)

After substituting (16) into (15) and collecting terms,
the coefficients of like powers of ε are then set to
zero. This leads to a hierarchy of linear second-order
equations that can be solved sequentially by linear
theory.

Using these results, it is possible to calcu-
late approximations for Ryy(τ) from (5) and then
for the spectral density Syy(ω) from the transform
equation (8). Because of their complexity, in prac-
tice results have generally been obtained to first-order
accuracy only. The method can be extended to multi-
degree-of-freedom systems, but there may then be

huge algebraic complexity. A general proof of con-
vergence is not currently available.

5.3 Statistical Linearization
This method involves replacing the governing set of
differential equations by a set of linear differential
equations that are “equivalent” in some way. The
parameters of the equivalent system are obtained
by minimizing the equation difference, calculated as
follows. If a linear system

ÿ + ηeẏ + ω2
ey = x(t) (17)

is intended to be equivalent to the nonlinear sys-
tem (15), the equation difference is obtained by sub-
tracting one equation from the other to obtain

e(y, ẏ) = εf (y, ẏ) + (η − ηe)ẏ + (ω2 − ω2
e)y (18)

where ηe and ω2
e are unknown parameters. They are

chosen so as to minimize the mean square of the
equation difference e(y, ẏ).

This requires the probability structure of y(t) and
ẏ(t) to be known, which usually it is not. Instead it is
assumed that the response variables have a Gaussian
distribution. Even if x(t) is not Gaussian, it has been
found that this will be approximately true for lightly
damped systems.

There has been considerable research on the
statistical linearization method,13,14 and it has been
used to analyze many practical response problems,
including problems in earthquake engineering with
hysteretic damping that occurs due to slippling or
yielding.

5.4 Monte Carlo Simulation
This is the direct approach of numerical simulation.
Random excitation with the required properties is
generated artificially, and the response it causes is
found by numerically integrating the equations of
motion. Provided that a sufficiently large number of
numerical experiments are conducted by generating
new realizations of the excitation and integrating
its response, an ensemble of sample functions is
created from which response statistics can be obtained
by averaging across the ensemble. This permits the
statistics of nonstationary processes to be estimated
by averaging data from several hundred numerically
generated sample functions.

For numerical predictions, either Monte Carlo
methods, or the analytical procedures developed by
Bendat15 are generally used.

6 APPLICATIONS OF RANDOM VIBRATION
THEORY
6.1 General
For the wide class of dynamical systems that can be
modeled by linear theory, it is possible to calculate all
the required statistical properties of the response, pro-
vided that sufficient statistical detail is given about the
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excitation. In practice, far-ranging assumptions about
the excitation are often made, but it is nevertheless of
great practical importance to be able to calculate sta-
tistical response data and there are many applications.

6.2 Properties of Narrow-Band Random
Processes
When a strongly resonant system responds to broad-
band random excitation, its response spectral density
falls mainly in a narrow band of frequencies close to
the resonant frequency. Since this output is derived by
filtering a broadband process, many nearly indepen-
dent events contribute to it. Therefore, on account of
the central limit theorem,4 the probability distribution
of a narrow-band response process approaches that of
a Gaussian distribution even if the excitation is not
Gaussian.

This is an important result. If the response spectral
density of a narrow-band process Syy(ω) is known,
because it is (assumed) to be Gaussian, all the other
response statistics can be derived from Syy(ω).

For any stationary random process y(t), it can
be shown1 that the response displacement y(t) and
response velocity ẏ(t) are uncorrelated, so that their
joint probability density function p(y, ẏ) can be
expressed as the product of the two first-order
probability density functions p(y) and p(ẏ) for y(t)
and ẏ(t) so that

p(y, ẏ) = p(y)p(ẏ) (19)

This is important in the development of crossing
analysis (see below).

6.3 Crossing Analysis
Figure 5 shows a sample function from a stationary
narrow-band random process.

The ensemble average number of up-crossings
(crossings with positive slope) of the level y = a in
time T will be proportional to T , and this leads to
the concept of an average frequency for up-crossings,
which is usually denoted by the symbol ν+(a). For
a linear system subjected to Gaussian excitation with
zero mean, it can be shown that ν+(a) is given by

ν+(a = 0) = 1

2π




∞∫
−∞

ω2Syy(ω) dω

∞∫
−∞

Syy(ω) dω




1/2

(20)

y (t)
y = a

T
0

t

Figure 5 Up-crossings of a sample function from a
narrow-band process y(t).

This is the ensemble average frequency of zero
crossings for the y(t) process. It is only the same as the
average frequency along the time axis if the process is
ergodic.

6.4 Distribution of Peaks

For a narrow-band process that has one positive peak
for every zero crossing, the proportion of cycles
whose peaks exceed y = a is ν+(a)/ν+(0). This is the
probability that any peak chosen at random exceeds a.
For Gaussian processes, it leads to the result that1

pp(a) = a

σ2
y

exp

(
− a2

2σ2
y

)
(21)

for a ≥ 0, which is the Rayleigh distribution shown in
Fig. 2a.

This result depends on the assumption that there
is only one positive peak for each zero crossing. An
expression can be calculated for the frequency of
maxima of a narrow-band process, and this assumption
can only be valid if the frequency of zero crossings and
the frequency of maxima are the same. It turns out
that they are the same only if the spectral bandwidth
is vanishingly small, which of course it never is. So
in practical cases, irregularities in the narrow-band
waveform in Fig. 5 give rise to additional local peaks
not represented by the Rayleigh distribution (21).
A more general (and more complicated) expression
for the distribution of peaks can be calculated that
incorporates a factor that is the ratio of the average
number of zero crossings divided by the average
number of peaks. For a broadband random process,
there are many peaks for each zero crossing. In
the limiting case, the distribution of peaks is just a
Gaussian distribution that is the same as the (assumed)
Gaussian amplitude distribution.

6.5 Envelope Properties

The envelope A(t) of a random process y(t) may be
defined in various different ways. For each sample
function it consists of a smoothly varying pair of
curves that just touches the extremes of the sample
function but never crosses them. The differences in
definition revolve around where the envelope touches
the sample function. This can be at the tips of the peaks
or slightly to one side of each peak to give greater
smoothness to the envelope.

One common definition is to say that the envelope
is the pair of curves A(t) and—A(t) given by

A2(t) = y2(t) + ẏ2(t)

ν+(0)2
(22)

where ν+(0) is the average frequency of zero crossings
of the y(t) process.

When y(t) is stationary and Gaussian, it can then
be shown that this definition leads to the following
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y = aa

Envelopey (t)

t

Figure 6 Envelope of a sample function from a
narrow-band process y(t).

envelope probability distribution:

p(A) = A

σ2
y

exp

(
− A2

2σ2
y

)
A ≥ 0 (23)

which is the same as the probability distribution for
the peaks of a narrow band, stationary, Gaussian
process (21). However, the two distributions differ if
the process y(t) is not both narrow and Gaussian.

6.6 Clumping of Peaks
The response of a narrow-band random process is
characterized by a slowly varying envelope, so that
peaks occur in clumps. Each clump of peaks greater
than a begins and ends by its envelope crossing the
level y = a (Fig. 6). For a process with a very narrow
bandwidth, the envelope is very flat and clumps of
peaks become very long.

It is possible to work out an expression for the aver-
age number of peaks per clump of peaks exceeding
level y = a, subject to necessary simplifying assump-
tions. This is important in some practical applications,
for example, fatigue and endurance calculations, when
a clump of large peaks can do a lot of harm if it occurs
early in the duration of loading.

6.7 Nonstationary Processes
One assumption that is inherent in the above results
is that of stationarity. The statistical properties of the
random process, whatever it is, are assumed not to
change with time. When this assumption cannot be
made, the analysis becomes much more difficult. A
full methodology is given in Piersol and Bendat.7

If the probability of a nonstationary process y(t)
remains Gaussian as it evolves, it can be shown that
its peak distribution is close to a Weibull distribution.
The properties of its envelope can also be calculated.8

6.8 First-Passage Time
The first-passage time for y(t) is the time at which
y(t) first crosses a chosen level y = a when time is
measured forward from some specified starting point.
A stationary random process has no beginning or
ending, but the idea that a stationary process can
be “turned on” at t = 0 is used to predict the time
of failure if this occurs when y(t) first crosses the
y = a level.

Subject to important simplifying assumptions, the
probability density function for first-passage time is

p(T ) = ν+(a) exp(−ν+(a)T ) T > 0 (24)

from which the mean and variance of the first-passage
time can be calculated to be

E[T ] = 1

ν+(a)
and var[T ] = 1

[ν+(a)]2
(25)

A general exact solution for the first-passage
problem has not yet been found. The above results
are only accurate for crossings randomly distributed
along the time axis. Because of clumping, the intervals
between clumps will be longer than the average
spacing between crossings and the probability of a
first-passage excursion will, therefore, be less than
indicated by the above theory.

6.9 Fatigue Failure under Random Vibration

The calculation of fatigue damage accumulation is
complex and there are various different models. One
approach is to assume that individual cycles of stress
can be identified and that each stress cycle advances a
fatigue crack. When the crack reaches a critical size,
failure occurs. One cycle of stress of amplitude S is
assumed to generate 1/N(S) of the damage needed to
cause failure.

For a stationary, narrow-band random process with
average frequency ν+(0), the number of cycles in time
T will be ν+(0)T . If the probability density for the
distribution of peaks is pp(S), then the average number
of stress cycles in the range S to S + dS will be
ν+(0)Tpp(S) dS. The damage done by this number
of stress cycles is

ν+(0)Tpp(S) dS
1

N(S)
(26)

and so the average damage D(T ) done by all stress
cycles together will be

E[D(T )] = ν+(0)T

∞∫

0

1

N(S)
pp(S) dS (27)

Failure is assumed to occur when the accumulated
damage D(T ) is equal to one.

The variance of the accumulated fatigue damage
can also be calculated, again subject to simplifying
assumptions.2 It can be shown that, when there is a
substantially narrow-band response, an estimate of the
average time to failure can be made by assuming that
this is the value of T when E[D(T )] = 1.

It has been found that (27) tends to overestimate
fatigue life, sometimes by an order of magnitude, even
for narrow-band processes. Generally, “peak counting”
procedures have been found more useful for numerical
predictions (see, e.g., Ref. 16).

Of course the practical difficulty is that, although
good statistical calculations can be made, the fracture
model is highly idealistic and may not represent what
really happens adequately.
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CHAPTER 14
RESPONSE OF SYSTEMS TO SHOCK

Charles Robert Welch and Robert M. Ebeling
Information Technology Laboratory
U.S. Army Engineer Research and Development Center
Vicksburg, Mississippi

1 INTRODUCTION

Shock loading is a frequent experience. The slamming
shut of a door or window, the dropping of a
package and its impact onto a hard surface, and the
response of a car suspension system to a pothole are
everyday examples of shock loading. Less common
examples include the explosive loading of structures,
the impact of water waves onto piers and marine
structures, and the response of targets to high-velocity
projectiles.

This chapter treats the response of mechanical
systems to shock loading. The nature of shock loading
is discussed, and references are provided that give
details of some common and uncommon loading
functions, such as impact and explosion-induced
air blast and water shock. The mechanical systems
are simplified as single-degree-of-freedom (SDOF),
spring–mass–dashpot systems. A unified treatment
is provided that treats the response of these SDOF
systems to a combination of directly applied forces and
to motions of their supporting bases. SDOF systems
fall naturally into one of four categories: undamped,
underdamped, critically damped, and overdamped. We
describe these categories and then treat the response
of undamped and underdamped systems to several
loading situations through the use of general methods
including the Duhamel integral, Laplace transforms,
and shock spectra methods. Lastly, examples of shock
testing methods and equipment are discussed.

2 NATURE OF SHOCK LOADING
AND ASSOCIATED REFERENCES

Shock loading occurs whenever a mechanical system
is loaded faster than it can respond. Shock loading is
a matter of degree. For loading rates slower than the
system’s response the system responds to the time-
dependent details of the load, but as the loading rate
becomes faster than the system’s ability to respond,
the system’s response gradually changes to one that
depends on only the total time integral, or impulse, of
the loading history.

Undamped and underdamped mechanical systems
respond in an oscillatory fashion to transient loads.
Associated with this oscillatory behavior is a charac-
teristic natural frequency. Another way of describing

shock loading is that, as the frequency content of the
loading history increases beyond the natural frequency
of the system, the system’s response becomes more
impulsive, until in the limit the response becomes pure
shock response.

There is an equivalency between accelerating the
base to which the SDOF system is attached and
applying a force directly to the responding SDOF
mass. Hence, shock loading also occurs as the
frequency content of the base acceleration exceeds the
system’s natural frequency.

The quintessential historic reference on the response
of mechanical systems to transient loads is Lord
Rayleigh,1 which treats many classical mechanical sys-
tems such as vibrating strings, rods, plates, membranes,
shells, and spheres. A more recent comprehensive text
on the topic is Graff,2 which includes the treatment
of shock waves in continua. Meirovitch3 provides an
advanced treatment of mechanical response for the
mathematically inclined, while Burton4 is a very read-
able text that covers the response of mechanical sys-
tems to shock. Harris and Piersol5 are comprehensive
and include Newmark and Hall’s pioneering treatment
of the response of structures to ground shock. Den
Hartog6 contains problems of practical interest, such
as the rolling of ships due to wave action. The history
of the U.S. Department of Defense and U.S. Depart-
ment of Energy activities in shock and vibration is
contained in Pusey.7

References on the shock loading caused by dif-
ferent phenomena are readily available via govern-
ment and academic sources. Analytic models for air
blast and ground shock loading caused by explosions
can be found in the U.S. Army Corps of Engi-
neers publication.8 The classic reference for explo-
sively generated watershock is Cole.9 Goldsmith10

and Rinehart11 cover impact phenomena, and a useful
closed-form treatment of impact response is contained
in Timoshenko and Goodier.12

References on vibration isolation can be found in
Mindlin’s classical work on packaging,13 Sevin and
Pilkey,14 and Balandin, Bolotnik, and Pilkey.15

Treatments of shock response similar to this chapter
can be found in Thomson and Dahleh,16 Fertis,17

Welch and White,18 and Ebeling.19
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C K

M − Fk = K(y − x)

F(t)

y(t)

x(t)

− Fc = C(y − x)
. .

Figure 1 Single-degree-of-freedom (SDOF) system
exposed to a transient force F(t) and base motion y(t).

3 SINGLE-DEGREE-OF -FREEDOM SYSTEMS:
FORCED AND BASE–EXCITED RESPONSE
Consider the mass–spring–dashpot systems shown in
Fig. 1 in which a transient force F(t) is applied to the
mass M . Such a system is called a single-degree-of-
freedom system because it requires a single coordinate
to specify the location of the mass. Let the equilibrium
position of the mass (the position of the mass absent
all forces) relative to an inertial reference frame be
given by x(t); let the location of the base to which
the spring and dashpot are attached be given by y(t);
and let the force due the spring and the dashpot be
given by Fk and Fc, respectively. Vector notation is
not being used for the various quantities for simplicity
and because we are dealing in only one dimension. For
a linear elastic spring, with spring constant K , and a
dashpot with viscous dampening constant C, the spring
and dashpot forces are given by

−Fk = K(y − x) − Fc = C(ẏ − ẋ) (1)

where a dot over a variable indicates differentiation
with respect to time. Employing Newton’s second law
produces

Mẍ = F(t) − Fc − Fk

or
Mẍ + C(ẋ − ẏ) + K(x − y) = F(t) (2)

Let

u = x − y u̇ = ẋ − ẏ ü = ẍ − ÿ (3)

Employing Eqs. 3 in 2 produces

ü + C

M
u̇ + K

M
u = F(t)

M
− ÿ(t) (4)

Equation (4) states that for the SDOF system’s
response, a negative acceleration of the base, −ÿ, is
equivalent to a force F(t)/M applied to the mass. This
is an important result.

For reasons that will become obvious shortly, define

ω2
n = M

K
ρ = C

2
√

KM
(5)

where ωn is the natural frequency in radians/second and
ρ is the damping ratio. Using Eqs. (5) in (4) produces

ü + 2ρωnu̇ + ω2
nu = F(t)

M
− ÿ(t) (6)

The complete solution to Eq. 6 (see Spiegel20)
consists of the solution of the homogeneous form of
Eq. (6), added to the particular solution:

ü + 2ρωnu̇ + ω2
nu = 0

(homogeneous equation) (7)

ü + 2ρωnu̇ + ω2
nu = F(t)

M
− ÿ(t)

(particular equation) (8)
Single-degree-of-freedom systems exhibit four types

of behavior dependent on the value of ρ (see Thomson
and Dahleh16). To illustrate these, assume there is no
applied force [F(t) = 0] and no base acceleration (ÿ =
0), but that the SDOF system has initial conditions of
displacement and velocity given by

u(0) = u1 u̇(0) = u̇1 (9)

Under these conditions, the particular solution is zero,
and the system’s response is given by solutions to the
homogeneous equation [Eq. (7)]. Such a response is
termed “free vibration response” (see Chapter 12). The
four types of SDOF systems, and their corresponding
free vibration response, are given by16,20:

For ρ = 0 (undamped oscillatory system):

u(t) = u1 cos ωnt + u̇1

ωn

sinωnt (10)

For 0 〈 ρ 〈 1 (underdamped oscillatory system):

u(t) = e−ρωnt

(
u1 cos ωDt + u̇1 + ρωnu1

ωD

sinωDt

)

(11)
For ρ = 1 (critically damped system):

u(t) = e−ωnt [u1 + (u̇1 + ωnu1)t] (12)

For ρ 〉1 (overdamped systems):

u(t) = e−ρωnt

{
1

2

[
u1

(
1 + ρ

ωn

ωD

)
+ u̇1

ωD

]
eωDt

+ 1

2

[
u1

(
1 − ρ

ωn

ωD

)
− u̇1

ωD

]
e−ωDt

}

(13)

where ωD = ABS(1 − ρ2)
1
2 ωn

(damped natural frequency). (14)

In Fig. 2, the displacement responses of the four
systems for u(0) = u1, u̇(0) = 0 are shown plotted in
scaled or normalized fashion as u(t)/u1. Time is scaled
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Figure 2 Response of undamped, underdamped, crit-
ically damped, and overdamped SDOF systems to an
initial displacement u1.

by t/T where T is the natural period of the oscillatory
systems and is given by

T = 1/fn (15)

where fn is the natural frequency in cycles/second (or
hertz) of the oscillatory SDOF systems and is given
by

fn = ωn/2π (16)

It is clear from Fig. 2 that the first two systems
exhibit oscillatory behavior, and the second two sys-
tems do not. The underdamped homogeneous solution
converges to the undamped homogenous solution for
ρ = 0 [Eqs. (11), (12), and (15)]. The SDOF systems
encountered most often are either undamped (ρ = 0)
or underdamped (ρ〈1)), and from this point forward
only these systems will be considered.

In Fig. 2 the natural period of the two oscillatory
systems becomes apparent. Shock loading occurs when
the duration, rise time, or other significant time
variations of F(t) or ÿ(t) are small as compared to the
natural period of the system. These features manifest
themselves as frequency components in the forcing
functions or the base accelerations that are higher than
the natural or characteristic frequency of the SDOF
system (see next section). When pure shock loading
occurs, the system responds impulsively by which
the time integrals of the force or acceleration history
determine the system response.

Shock loading is a matter of degree. Transient
forces or accelerations whose rise time to peak
are, say, one third of the system’s characteristic
frequency are less impulsive than forcing phenomena
that are 1/100 of the system’s response, but impulsive
behavior begins when the forcing function F(t), or
base acceleration ÿ(t), has significant time-dependent

features shorter than the system’s characteristic or
natural period.

4 DUHAMEL’S INTEGRAL AND SDOF
SYSTEM RESPONSE TO ZERO RISE TIME,
EXPONENTIALLY DECAYING BASE
ACCELERATION
The response of an underdamped or undamped SDOF
system to an abrupt arbitrary force, F(t) , or to an
abrupt arbitrary base acceleration, ÿ(t), can be treated
quite generally using Duhamel’s integral.5,16,17 This
technique is also applicable to nonshock situations.

Impulse I (t) is defined as the time integral of force,

I (t) =
t∫

0

F(t) dt

From Newton’s second law,

F(t) = M
dv

dt
or dv = F(t) dt

M

where v is the velocity of the mass, M . This indicates
that the differential change in velocity of the mass is
equal to the differential impulse divided by the mass.

Now consider the arbitrary force history as shown
at top of Fig. 3 that acts on the mass of an SDOF
system. At some time, τ, into the force history we can
identify a segment δτ wide with amplitude F(τ). This
segment will cause a change in velocity of the SDOF
mass, but in the limit as δτ tends toward zero, there will
be no time for the system to undergo any displacement.
If this segment is considered by itself, then this is

F(t)

dt

F(t)

t

u(t)

e–ρωn(t–t)sin ωD (t–t)
MwD

F(t)dt
u(t) =

t

Figure 3 Arbitrary force history, F(t), and an SDOF
system’s response to a segment dτ wide.
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equivalent to initial conditions on the SDOF system
at t = τ of:

u(τ) = 0 u̇1(τ) = F(τ) dτ

M
(17)

From Eq. (12) we would expect the response of an
underdamped SDOF system to be

u(t) = e−ρωn(t−τ)

[
F(τ) dτ

MωD

sinωD(t − τ)

]

The system’s response to this segment alone of
the force history is shown notionally in the bottom
of Fig. 3. The SDOF systems considered thus far
are linear systems. An important property of linear
systems is that their response to multiple forces can
be determined by adding their responses to each of the
forces. Hence, to determine the response of the SDOF
to the complete force history we can integrate over
time, thus

u(t) = 1

MωD

t∫

0

F(τ)e−ρωn(t−τ) sinωD(t − τ) dτ

(18)
Equation (18) is known variously as Duhamel’s inte-
gral, the convolution integral, or the superposition inte-
gral for an underdamped SDOF system subjected to
a force F(t). For ρ = 0, hence ωD = ωn, Eq. (18)
reduces to the response of an undamped system to an
arbitrary force. Because of the superposition property
of linear systems, the response of an SDOF system
to other forces or initial conditions can be found by
adding these other responses to the response given by
Eq. (18).

The general form of Duhamel’s integral is

u(t) =
t∫

0

F(t)H(t − τ) dτ

where H(t − τ) is the system’s response to a unit
impulse.

Referring to Eq. (8), we see that a force F(t)/M is
equivalent to acceleration −ÿ(t). Thus from Eq. (18)
the Duhamel integral can be written immediately for
an arbitrary base acceleration history as

u(t) = −1

ωD

t∫

0

ÿ(τ)e−ρωn(t−τ) sinωD(t − τ) dτ (19)

Equations (18) and (19) treat the general loading of
underdamped and undamped SDOF systems, including
that caused by shock loading. Consider now the
response of an SDOF system to a shocking base
acceleration, specifically an abrupt (zero rise time),
exponentially decaying base acceleration of the form:

ÿ(t) = Ame−t/βT (20)

in which the acceleration begins abruptly at t = 0, with
magnitude Am, time decay constant β, and T is the
undamped period of the SDOF system. Thus,

βT = β
1

fn

= 2πβ

ωn

(21)

In Fig. 4 ÿ(t) is shown plotted as a function of
normalized time (t/T ) for several values of the decay
constant β. Using Eq. (20) in Eq. (19) produces

u(t) = −Am

ωD

t∫

0

e−τ/βT e−ρωn(t−τ) sinωD(t − τ) dτ

(22)
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Figure 4 Response of SDOF system to exponential base
acceleration of various decay constants (Am = 10 m/s2,
ωn = 10 rad/s, ρ = 0.2).
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Letting

ωe = ωn

(
1

2πβ
− ρ

)

Eq. (22) can be expressed as

u(t) = −Am

ωD

e−ρωnt

t∫

0

e−ωeτ sinωD(t − τ) dτ

Carrying out the integration and placing in the limits
of integration produces

u(t) = Am

ω2
e + ω2

D

e−ρωnt

×
(

cosωDt − ωe

ωD

sinωDt − e−ωe t

)
(23)

Double integrating Eq. (20) with respect to time
produces

y(t) = Am[(βT )t + (βT )2(e−t/βT − 1)] (24)

and from Eq. (3), the motion of the mass is given
by x(t) = u(t) + y(t). The relative displacement u(t)
from Eq. (24) of the SDOF system is shown plotted
versus (t/T ) at the bottom of Fig. 4 for several values
of the decay constant β. The SDOF system in Fig. 4
has a natural frequency ωn of 10 rad/s, damping ρ =
0.2, and has a peak base acceleration Am of 10 m/s2.

5 LAPLACE TRANSFORMS AND SDOF
SYSTEM RESPONSE TO A VELOCITY STEP
FUNCTION
One approach for estimating the response of an
SDOF system to an abrupt (shock) base motion is
to assume that the base motion follows that of a
zero-rise-time permanent charge in velocity, that is,
a velocity step function (top of Fig. 5). This type
of motion contains very high frequency components
because of the zero-rise-time nature of the pulse (hence
infinite acceleration), and significant low-frequency
characteristics because of the infinite duration of the
pulse. For many cases in which the base acceleration
is not well quantified but is known to be quite large,
while the maximum change in velocity of the base
is known with some certainty, assuming this type of
input provides a useful upper bound on the acceleration
experienced by the SDOF mass. It is also useful in
the testing of small SDOF systems because for these
systems, simulating this type of input is relatively easy
in the laboratory.

There are some situations in which the base motion
contains frequencies of significant amplitude close to
or equal to the natural frequency of the SDOF system.
In these cases, the velocity step function input may not
be an upper-bound estimate of the acceleration.

Normalized Time (t/T )

Velocity Step Base Motion (m/s)

0 1 2 3
0

5

10

15

SDOF System Response – g ′s (1g = 9.8 m/s2)
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–250

0
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500

750

Normalized Time (t/T )

x (t )· ·

y (t )·

Figure 5 SDOF system response to a base motion
consisting of a velocity step (fn = 100 Hz, ρ = 0.15).

For a velocity step function, the base velocity is

ẏ(t) = V0H(t − ξ) ξ = 0 (25)

where V0 is the amplitude of the velocity change
(V0 = 10 m/s in Fig. 5), and H(t − ξ) is the modified
Heaviside unit step function defined as

H(t − ξ) = 0 for t ≤ ξ

= 1 for t > ξ

While the velocity of the base is V0 for t > 0, the
base velocity and displacement at t = 0 are given by

y(0) = 0 ẏ(0) = 0 (26)

As mentioned previously, the velocity step function
exposes the SDOF system to infinite accelerations at
t = 0 regardless of the magnitude of the velocity.
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This is because this change in velocity occurs in zero
time. Differentiating Eq. (25) to obtain the acceleration
gives

ÿ(t) = d[V0H(t − ξ)]

dt
= V0δ(t − ξ) ξ = 0 (27)

where δ(t − ξ) is the Dirac delta function whose
properties are

δ(t − ξ) =
{
0 for t �= ξ
∞ for t = ξ

∞∫

−∞
δ(t − ξ) dt = 1

∞∫

−∞
δ(t − ξ)F (t) dt = F(ξ)

Equation (27) states that the base of the SDOF
system experiences an acceleration that is infinite at
t = 0 and zero at all other times, and that the integral
of the acceleration is exactly the velocity step function
of Eq. (25).

We will assume that the SDOF system mass is
stationary at t = 0, with initial conditions:

x(0) = 0 ẋ(0) = 0 (28)

Using Eqs. (26) and (27) in Eq. (3) results in the
initial condition of u(t):

u(0) = 0 u̇(0) = 0 (29)

Laplace transforms can be used to solve the dif-
ferential equation of motion for this shock problem.
Laplace transforms are one of several types of inte-
gral transforms (e.g., Fourier transforms) that trans-
form differential equations into a corresponding set of
algebraic equations.20–22 The algebraic equations are
then solved, and the solution is had by inverse trans-
forming the algebraic solution. For Laplace transforms
the initial conditions are incorporated into the algebraic
equations.

If g(t) is defined for all positive values of t , then
its Laplace transform, L[g(t)], is defined as

L[g(t)] =
∞∫

0

e−st g(t) dt = g(s)

where s is called the Laplace transform variable, and
g is used to indicate the Laplace transform of g.
Similarly, letting L[u(t)] = u(s) designate the Laplace
transform of u, the Laplace transform of Eq. (8), with
F(t) = 0, becomes

L[ü(t)] + L[2ρωnu̇(t)] + L[ω2
nu(t)] = L[−ÿ(t)]

or

L[ü(t)] + 2ρωnL[u̇(t)] + ω2
nL[u(t)] = −L[V0δ(t)]

Employing the definition of the Laplace transform
in the above produces

[s2u − su(0) − u̇(0)] + 2ρωn[su − u(0)]

+ ω2
nu = −V0

in which the initial conditions for u show up explicitly.
Using Eq. (29) in the above produces

u = −V0

s2 + 2ρωns + ω2
n

(30)

Equation (30) can be rewritten as

u = −V0

(s + ρωn)2 + ω2
n − ρ2 ω2

n

= −V0

(s + ρωn)2 + ω2
D

(31)

where we have used ωD = ωn(1 − ρ2)1/2. The inverse
transform of Eq. (31) (see Churchill22) is

u(t) = −V0

ωD

e−ρωnt sin(ωDt) (32)

which provides the displacement of the SDOF mass
relative to the base on which it is mounted. After
t = 0, ẏ(t) is a constant, and the acceleration of the
mass is given by

ẍ(t) = ü(t) + ÿ(t) = ü(t) for t > 0

and the acceleration of the SDOF mass can be had by
differentiating Eq. (32) twice with respect to time to
get

ẍ(t) = V0e
−ρωnt�2ρωn cos(ωDt)

+ (1 − 2ρ2)ω2
n/ωD sin(ωDt)� (33)

Using the fact that

A sin(ωt + φ) = B sin(ωt) + C cos(ωt)

where

A = (C2 + B2)

φ = arc tan(C/B)

Equation (33) becomes

ẍ(t) = V0ωn

(1 − ρ2)1/2
e−ρωnt sin(ωDt + φ)

φ = arctan

[
2ρ(1 − ρ2)1/2

(1 − 2ρ2)

] (34)
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At the bottom of Fig. 5, ẍ(t) (in units of accel-
eration due to gravity, g = 9.8 m/s2) from Eq. (34)
is shown plotted as a function of normalized time,
t/T , for an SDOF system that has characteristics
ω = 2π100(fn = 100 Hz), ρ = 0.15, and input base
velocity V0 = 10 m/s.

We will now derive several approximate expres-
sions for the peak acceleration experienced by an
SDOF system undergoing a velocity step shock to
its base (see Welch and White18). These approxima-
tions apply to SDOF systems whose dampening ratio
is ρ < 0.4. Differentiating Eq. (34) with respect to time
and setting, the result equal to zero produces

ẍ(t) = 0 = V0ωn

(1 − ρ2)1/2
e−ρωnt

× [−ρωn sin(ωDt + φ) + ωD cos(ωDt + φ)]

Solving for t = tp, the time to peak acceleration, in
the above and using Eqs. (15) and (34) produces

tp = 1

ωD

{
arctan

[
(1 − ρ2)1/2

ρ

]

− arctan

[
2ρ(1 − ρ2)1/2

(1 − 2ρ2)

]}
(35)

For ρ < 0.4:

arctan

[
(1 − ρ2)1/2

ρ

]
≈ π

2
− ρ

arctan

[
2ρ(1 − ρ2)1/2

(1–2ρ2)

]
≈ 2ρ

(36)

or

tp ≈ 1

ωD

(π

2
− 3ρ

)
= 1

(1 − ρ2)1/22πfn

(π

2
− 3ρ

)

(37)
which can be further simplified:

tp ≈ 1

4fn

− 3ρ

2πfn

(38)

Equation (38) provides reasonable estimates of the
time to peak acceleration for SDOF systems that have
ρ < 0.4. It indicates that the time to peak acceleration
decreases with increasing dampening and will occur at
tp = 0 for

1

4fn

= 3ρ

2πfn

or,

ρ = 2π

12
≈ 0.52

The actual value of ρ for tp = 0 can be found from
Eq. (35):

arctan

[
(1 − ρ2)1/2

ρ

]
= arctan

[
2ρ(1 − ρ2)1/2

1–2ρ2

]

or
ρ = 0.50

We will now develop a simplified approximate
equation for the peak acceleration. For ρ < 0.4, using
the second of Eqs. (34) and (36) we have

φ = arctan

[
2ρ(1 − ρ2)1/2

1–2ρ2

]
≈ 2ρ (39)

Using Eqs. (38) and (39) in the first of Eq. (34)
produces for the peak acceleration ẍp:

ẍp ≈ V0ωn

(1 − ρ2)1/2
exp

−ρωn

ωD

(
π
2 − 3ρ

)

sin
(π

2
− 3ρ + 2ρ

)

= V0fn

[
2π

(1 − ρ2)1/2
exp

[ −ρ

(1 − ρ2)1/2

]

(π

2
− 3ρ

)
cos(ρ)

]
(40)

Equation (40) can be further simplified by realizing
that the term within the large brackets is fairly constant
over the range 0 < ρ < 0.4, and, to 25% accuracy,
Eq. (40) can be approximated by

ẍp ≈ 5.5V0fn (41)

Equation (41) states that the peak acceleration
experienced by an SDOF system with ρ < 0.4 as
a result of a velocity step to its base is directly
proportional to the change in the base velocity and
the SDOF’s natural frequency. Equation (41) can be
used for rough analysis of SDOF systems subjected to
shocks generated by drop tables (see Section 7) and for
estimating the maximum acceleration an SDOF system
experiences as a result of a shock.

6 SHOCK SPECTRA
This section describes the construction of shock
spectra, which are graphs of the maximum values of
acceleration, velocity, and/or displacement response of
an infinite series of linear SDOF systems with constant
damping ratio ρ shaken by the same acceleration
history ÿ(t) applied at its base (Fig. 1). Each SDOF
system is distinguished by the value selected for its
undamped natural cyclic frequency of vibration fn

(units of cycles/second, or hertz), or equivalently, its
undamped natural period of vibration T (units of
seconds).
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Table 1 Definition of Earthquake Response Spectrum Terms

Symbols Definition Description

SD = SD |u(t)|max Relative displacement response spectrum or spectral displacement
SV |u̇(t)|max Relative velocity response spectrum
SA |ẍ(t)|max = |ü(t) + ÿ(t)|max Absolute acceleration response spectrum
SV = PSV = ωn SD = 2 π fn SD Spectral pseudovelocity
SA = PSA = ωn SV = (ωn)

2 SD = 4 π2 fn SD Spectral pseudoacceleration

Note: ωn =
√

K
M

; ωn = 2 π fn; ωn = 2 π

T
; and fn = 1

T

In the civil engineering field of structural dynam-
ics, an acceleration history is assigned to ÿ(t) in Fig. 1.
This ÿ(t) is either an earthquake history recorded dur-
ing an earthquake event or a synthetic accelerogram.
The shock spectra generated using this ÿ(t) is referred
to as response spectra (Ebeling19). Response spectra
are useful not only in characterizing a design earth-
quake event but are directly used in the seismic design
of a building by allowing for the computation of max-
imum displacements and internal forces.

The construction of the response spectrum plots a
succession of peak response values for SDOF systems
with constant damping ratio ρ and natural frequencies
fn ranging from near zero to values of tens of
thousands of hertz. For each SDOF system of value fn

the dynamic response is computed using a numerical
procedure like the central difference method. The
dynamic response of the Fig. 1 SDOF system is
expressed in terms of either the relative response or
the total response of the SDOF system. Response
spectrum values are the maximum response values for
each of five types of SDOF responses for a system
of frequency fn and damping ρ. These five response
parameters are listed in Table 1.

The value assigned to each of the five Table 1
dynamic response terms for an SDOF system is the
peak response value computed during the shock. The
relative displacement response spectrum, SD , or SD,
is the maximum absolute relative displacement value
|u(t)|max computed using numerical methods for each
of the SDOF systems analyzed. The relative velocity
response spectrum, SV, is the maximum absolute value
of the computed relative velocity time history |u̇(t)|max
and computed using numerical methods. The absolute
acceleration response spectrum, SA, is the maximum
absolute value of the sum of the computed relative
acceleration time history ü(t) for the SDOF system
(also computed using numerical methods) plus the
ground (i.e., Fig. 1 base) acceleration history ÿ(t). The
spectral pseudovelocity, Sv , or PSV, of the acceleration
time history is computed using SD for each SDOF
system analyzed. The spectral pseudoacceleration, SA,
or PSA, of the acceleration time history ÿ(t) is
computed using the value for SD for each SDOF
system analyzed.

The term Sv is related to the maximum strain energy
stored within the linear spring portion of the SDOF
system when the damping force is neglected. The

pseudovelocity values of Sv for a SDOF system of
frequency fn are not equivalent to the relative velocity
value SV, as shown in Ebeling.19 This is especially
true at low frequency (see Fig. 6.12.1 in Chopra23).
The prefix pseudo is used because Sv is not equal to
the peak of the relative velocity u̇(t).

The SA is distinguished from the absolute accelera-
tion response spectrum SA. The pseudoacceleration val-
ues SA for an SDOF system of frequency fn are equal
to the absolute acceleration value SA only when ρ =
0 (Ebeling19). For high-frequency, stiff SDOF systems
values for SA and SA approach the value for the peak
acceleration|ÿ(t)|max. As the frequency fn approaches
zero, the values for SA and SA approach zero.

The following paragraph discusses an example con-
struction of a response spectrum for an infinite series of
linear SDOF systems shaken by the Fig. 6 acceleration
history. Figure 6 is the top of powerhouse substruc-
ture (total) acceleration history response to a synthetic
accelerogram representing a design earthquake in the
Ebeling et al.24 seismic evaluation of Corps of Engi-
neers’ powerhouse substructures. Peak ground (i.e., at
base) acceleration is 0.415g.

In practical applications, each of the five response
spectrum values is often plotted as the ordinate versus
values of system frequencies fn along the abscissa
for a series of SDOF systems of constant damping ρ.
Alternatively, a compact four-way plot that replaces
three of these plots (of SD, Sv , and SA) with a single
plot is the tripartite response spectra. Figure 7 shows
the tripartite response spectra plot for the Fig. 6
acceleration history ÿ(t) for 2 and 5% damping. A
log–log scale is used with Sv plotted along the ordinate
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Figure 6 Acceleration time history computed at the top
of an idealized powerhouse substructure. (From Ebeling
et al.24)



220 FUNDAMENTALS OF VIBRATION

Frequency (Hz)

P
S

V
 (

m
m

/s
)

0.1 0.5 1 5 10 50 100
1

5

10

50

100

500

1000

10
0 

m
m

10
 m

m

1 
m

m

0.
1 

m
m

0.
01

 m
m

1 g

0.1 g

0.01 g

0.001 g

2 % Damping
5 % Damping

Velocity
Sensitive

Acceleration
Sensitive

Displacement
Sensitive

Spectral Regions

Figure 7 Response spectra for a top of powerhouse
substructure amplification study acceleration time history;
ρ = 2% and 5%. (From Ebeling et al.24)

and fn along the abscissa. Two additional logarithmic
scales are shown in Fig. 7 for values of SD and SA

and sloping at −45◦ and +45◦, respectively, to the
fn axis. Another advantage of the tripartite response
spectra plot is the ability to identify three spectral
regions in which ranges in natural frequencies of
SDOF systems are sensitive to acceleration, velocity,
and displacement, respectively, as identified in Fig. 7.

We observe that for civil engineering structures
with high frequency, say fn greater than 30 Hz, SA
for all damping values approaches the peak ground
acceleration of 0.415g and SD is very small. For a fixed
mass, a high-frequency SDOF system is extremely stiff
or essentially rigid; its mass would move rigidly with
the ground (i.e., the base). Conversely, for the left
side of the plot for low-frequency systems and for a
fixed mass, the system is extremely flexible; the mass
would be expected to remain essentially stationary
while the ground below moves and its absolute and
relative accelerations will approach zero.

7 SHOCK TESTING METHODS AND DEVICES

The theoretical developments described thus far
assume that the physical characteristics of the mechan-
ical systems and the forcing functions or base
motions are known. These kinds of data are gath-
ered through experimental methods. There are four
primary types of testing devices for determining the
characteristics of mechanical systems: load deflec-
tion devices, harmonically oscillating shaker machines,
impact testing machines, and programmable hydraulic-
actuator machines.

Load deflection devices are used to determine the
spring–force deflection curves for mechanical systems.
For a linear spring, the slope of the force–deflection
curve is equal to the spring constant K . Load deflection
devices can be of a variety of types. Weights can
be used to load the mechanical systems, in which
case the load is equivalent to the weight used, or
hydraulic or screw-type presses can be used to load the
mechanical system in which case the load is measured
using commercial load cells. Commercial load cells
usually consist of simple steel structures in which one
member is strain gaged using foil or semiconductor
strain gages (see Perry and Lissner25). The deformation
of the strain-gaged member is calibrated in terms of
the load applied to the load cell. A simple load cell
is a moderately long (length-to-diameter ratio of 4 or
more), circular cross-section column loaded parallel
to its axis. Axial and Poisson strains recorded near
its midpoint are directly related to the load applied
through the Young’s modulus and Poisson’s ratio of
the load cell material. The resultant deflection of the
mechanical system is monitored using commercially
available deflection sensors such as linear-variable
displacement sensors, magnetic displacement sensors,
or optical sensors. While load deflection devices
provide data on the spring forces of a mechanical
system, they provide no information on its dampening
characteristics.

Harmonic motion shaker machines range in size
from a few pounds to several tons (Fig. 8). The shaker
machines are of two types: piezoelectric driven and
electromagnetic driven. Their purpose is to derive the
frequency response characteristics of the mechanical
system under test normally by driving the base of
the mechanical system with a harmonic motion that
is swept in frequency (see Frequency Response Func-
tions, Chapter 12). The piezoelectric crystal machines
use the piezoelectric effect to drive the mechanical sys-
tem. The piezoelectric effect is manifested in some
crystalline structures in which a voltage applied to
opposite surfaces of the crystal causes the crystal to

Figure 8 Early Los Alamos National Laboratory electro-
dynamic shaker capable of generating peak forces of
22,000 lb. (From Pusey.7)
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Figure 9 Los Alamos National Laboratory 150-ft drop
tower. (From Pusey.7)

change its dimensions. Alternatively, if the crystal is
compressed or elongated, a voltage will be produced
on these surfaces; thus this piezoelectric effect can also
be used as a sensing method. Electromagnetic shak-
ers use a magnet-in-wire coil structure similar to an
electromagnetic acoustical speaker. A voltage applied
to the coil causes the magnet to displace. Piezoelec-
tric shakers are capable of higher frequencies but

Photograph of Drop Table

Test Specimen

Guide Rails

Seismic Base

Control Box

Sketch of Drop Table

Drop Table

Figure 10 Photo and cross section of commercial drop
table.

have lower peak displacements than electromagnetic
shakers. While shakers are usually used to produce
harmonic motion of the base of the mechanical sys-
tem, they can also be used to generate random vibra-
tory or short impulsive input. The frequency response
and damping characteristics in all cases are determined
by comparing the input base motion at particular fre-
quencies to the resultant motion of the mechanical
system at the same frequency. The input and response
motions are often monitored via commercially avail-
able accelerometers. For the random or impulse case,
the frequency content and phase of the input and
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Figure 11 U.S. Navy medium-weight shock machine.
(From Pusey.7)

mechanical system response are derived by performing
fast Fourier transforms (Hamming26) on the associated
signals. The frequency and phase data are then used to
derive the frequency response functions (Chapter 13).

Impact testing lends itself to a multitude of test
methods. The simplest form of impact testing is the
drop test in which the mechanical system under study
is dropped from a known distance onto a rigid sur-
face. The mechanical system’s response is monitored
through impact to derive its response characteristics.
Mindlin13 provides additional information and is a
classic reference on drop testing. An extreme case of
drop testing device built by the Lawrence Livermore
National Laboratory is the 150-ft drop tower shown
in Fig. 9 (page 221). To provide more precise control
of the drop test, commercially available drop tables
are used, an example of which is shown in Fig. 10.
In the drop table test machine, a falling test plat-
form is constrained in its ballistic fall by two or more
guide bars. The item under test is rigidly attached to
the test platform. The test platform is coupled to the
guide bars through sleeve or roller bearings to ensure
consistent and smooth operation. The falling platform
impacts a controlled surface either directly or through

Figure 12 Los Alamos National Laboratory 24-inch bore
gas gun. (From Pusey.7)

an impacting material such as an engineered crushable
foam or expanded metal structure. The control sur-
face may be rigid or may itself be mounted through
a spring–mass–dashpot system to a rigid surface. By
using a drop table, the orientation of the test sample,
the contact surfaces, and the velocity at impact are
controlled.

Several types of impact test machines were devel-
oped by the U.S. Navy (Pusey7). These include
the light-weight and medium-weight shock machines
(Fig. 11). The two types of machines are of simi-
lar design, with the light-weight machine being used
to shock test lighter equipment than the medium-
weight machine. For both machines the test specimen
is mounted on an anvil table of prescribed mass and
shape. For the medium-weight shock machine a large
(3000-lb) hammer is dropped through a circular arc
section and impacts from below a 4500-lb anvil table
containing the test item.

Another type of impact device is the gas gun. A
familiar and small form of a gas gun is a pellet or BB
rifle. Gas guns use compressed air to accelerate a test
article to a maximum velocity, and then the article is
allowed to impact a prescribed surface. The item under
test is sometimes the projectile and sometimes the
target being impacted. Figure 12 shows a 24-inch bore
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Prepared Soil Test
Bed With Instruments
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14
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Figure 13 A 4-ft-diameter vertical gas gun developed at
the U.S. Army Engineer Waterways Experiment Station
(WES). (From White et al.27)
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horizontal gas gun developed from a 16-inch naval gun
by the Los Alamos National Laboratory. Using 3000-
psi compressed air, it was capable of accelerating a
200-lb test article to velocities of 1700 ft/s. Figure 13
shows the 4-ft-diameter vertical gas gun developed by
the U.S. Army Corps of Engineers (White et al.27).
The device is capable of accelerating a 4-ft-diameter,
3500-lb projectile to velocities of 210 ft/s. It was used
to generate shock waves in soils and to shock test small
buried structures such as ground shock instruments.
Sample soil stress waveforms produced by the gun in
Ottawa Sand are shown in Fig. 14 (White28).

Programmable hydraulic actuator machines consist
of one or more hydraulic actuators with one end
affixed to a test table or structure and the other end
affixed to a rigid and stationary surface. The forces
and motions delivered to the test table by the actuators
are normally controlled via digital feedback loops.
The position and orientation of the actuators allow
the effects of several directions of motion to be tested
simultaneously. Test specimens can be accommodated
on the larger devices that range from a few pounds
to several thousands of pounds. The input from the
actuators is prescribed and controlled through digital
computers. Programmable hydraulic actuator machines
have been used to simulate the effects of earthquakes
on 1

4 -scale reinforced concrete multistory structures,
the effects of launch vibrations on a U.S. space
shuttle, the effects of nuclear-generated ground shock
on underground shelter equipment, and other loading
environments. Hydraulic actuators can provide for
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Figure 14 Soil stress waveforms generated in test bed
impacted by the 4-ft (1.22-m)-diameter gas gun projectile.
(From White.28) (Note: 1 psi = 6894 N/m2)

large displacements and precisely controlled loading
conditions.

REFERENCES

1. L. Rayleigh, The Theory of Sound, Vols. I and II, Dover,
New York, 1945.

2. K. Graff, Wave Motion in Elastic Solids, Dover, New
York, 1991.

3. L. Meirovitch, Computational Methods in Structural
Dynamics, Kluwer Academic, 1980.

4. R. Burton, Vibration and Impact, Dover, New York,
1968.

5. C. Harris and A. G. Piersol, Shock and Vibration
Handbook, 5th ed., McGraw-Hill, New York, 2001.

6. J. P. Den Hartog, Mechanical Vibrations, Dover, New
York, 1985.

7. H. C. Pusey (Ed.), Fifty Years of Shock and Vibration
Technology, SVM15, Shock and Vibration Information
Analysis Center, U.S. Army Engineer Research and
Development Center, Vicksburg, MS, 1996.

8. H. C. Pusey (Ed.), Fundamentals of Protective Design
for Conventional Weapons, TM 5-855-1, Headquarters,
Department of the Army, 3 Nov. 1986.

9. R. H. Cole, Underwater Explosions, Princeton Univer-
sity Press, Princeton, NJ, 1948.

10. W. Goldsmith, Impact: The Theory and Physical Behav-
ior of Colliding Solids, Dover, New York, 2001.

11. J. S. Rinehart, Stress Transients in Solids, HyperDynam-
ics, Santa Fe, NM, 1975.

12. S. P. Timoshenko and J. N. Goodier, Theory of
Elasticity, 3rd ed., McGraw-Hill, New York, 1970.

13. R. D. Mindlin, “Dynamics of Package Cushioning,”
Bell Systems Tech. J., July, 1954, pp. 353–461.

14. E. Sevin and W. D. Pilkey, Optimum Shock and
Vibration Isolation, Shock and Vibration Information
Analysis Center, U.S. Army Engineer Research and
Development Center, Vicksburg, MS, 1971.

15. D. V. Balandin, N. N. Bolotnik, and W. D. Pilkey,
Optimal Protection from Impact, Shock, and Vibrations,
Gordon and Breach Science, 2001.

16. W. T. Thomson and M. D. Dahleh, Theory of
Vibrations with Applications, 5th ed., Prentice-Hall,
Englewood Cliffs, NJ, 1997.

17. D. G. Fertis, Mechanical and Structural Vibrations,
Wiley, New York, 1995.

18. C. R. Welch and H. G. White, “Shock-Isolated
Accelerometer Systems for Measuring Velocities in
High-G Environments,” Proceedings of the 57th Shock
and Vibration Symposium, Shock and Vibration Infor-
mation Analysis Center, U.S. Army Engineer Research
and Development Center, Vicksburg, MS, October
1986.

19. R. M. Ebeling, Introduction to the Computation of
Response Spectrum for Earthquake Loading, Technical
Report ITL-92-4, U.S. Army Engineer Waterways
Experiment Station,Vicksburg, MS, 1992. http://libweb.
wes.army.mil/uhtbin/hyperion/TR-ITL-92-4.pdf.

20. M. R. Spiegel, Applied Differential Equations, 3rd ed.,
Prentice-Hall, Englewood Cliffs, NJ, 1980.

21. G. Arfken, W. Hans, and H. J. Weber, Mathemati-
cal Methods for Physicists, 2nd ed., Academic, New
York, 2000.

22. R. V. Churchill. Operational Mathematics, 3rd ed.,
McGraw-Hill, New York, 1971.



224 FUNDAMENTALS OF VIBRATION

23. A. K. Chopra, Dynamics of Structures, Theory and
Applications to Earthquake Engineering, Prentice-Hall,
Englewood Cliffs, NJ, 1995.

24. R. M. Ebeling, E. J. Perez, and D. E. Yule, Response
Amplification of Idealized Powerhouse Substructures to
Earthquake Ground Motions, ERDC/ITL TR-06-1, U.S.
Army Engineer Research and Development Center,
Vicksburg, MS, 2005.

25. C. C. Perry and H. R. Lissner, The Strain Gage Primer,
2nd ed., McGraw-Hill, New York, 1962.

26. R. W. Hamming, Numerical Methods for Scientists and
Engineers, 2nd ed., Dover, New York, 1987.

27. H. G. White, A. P. Ohrt, and C. R. Welch, Gas
Gun and Quick-Release Mechanism for Large Loads,
U.S. Patent 5,311,856, U.S. Patent and Trademark
Office, Washington, DC, 17 May 1994.

28. H. G. White, Performance Tests with the WES 4-Ft-
Diameter Vertical Gas Gun, Technical Report SL-93-
11, U.S. Army Engineer Research and Development
Center, Vicksburg, MS, July 1993.

BIBLIOGRAPHY

Lelanne, C., Mechanical Vibration and Shock, Mechanical
Shock, Vol. II, Taylor & Francis, New York, 2002.



CHAPTER 15
PASSIVE DAMPING

Daniel J. Inman
Department of Mechanical Engineering
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Blacksburg, Virginia

1 INTRODUCTION

Damping involves the forces acting on a vibrating sys-
tem so that energy is removed from the system. The
phenomenon is caused through a variety of mecha-
nisms: impacts, sliding or other friction, fluid flow
around a moving mass (including sound radiation), and
internal or molecular mechanisms that dissipate energy
through heat (viscoelastic mechanisms). Damping,
unlike stiffness and inertia, is a dynamic quantity that
is not easily deduced from physical logic and cannot
be measured using static experiments. Thus, it is gen-
erally more difficult to describe and understand. The
concept of damping is introduced in vibration analy-
sis to account for energy dissipation in structures and
machines. In fact, viscous damping, the most common
form of damping used in vibration analysis, is chosen
for modeling because it allows an analytical solution of
the equations of motion rather than because it models
the physics correctly. The basic problems are: mod-
eling the physical phenomena of energy dissipation in
order to produce predictive analytical models, and cre-
ating treatments, designs, and add-on systems that will
increase the damping in a mechanical system in order
to reduce structural fatigue, noise, and vibration.

2 FREE VIBRATION DECAY

Most systems exhibit some sort of natural damping that
causes the vibration in the absence of external forces
to die out or decay with time. As forces proportional
to acceleration are inertial and those associated with
stiffness are proportional to displacement, viscous
damping is a nonconservative force that is velocity
dependent. The equation of motion of a single degree
of freedom system with a nonconservative viscous
damping force is of the form:

mẍ(t) + cẋ(t) + kx(t) = F(t) (1)

Here m is the mass, c is the damping coefficient, k
is the stiffness, F(t) is an applied force, x(t) is the
displacement, and the overdots denote differentiation
with respect to the time t. To start the motion in the
absence of an applied force, the system and hence Eq.
(1) is subject to two initial conditions:

x(0) = x0 and ẋ(0) = v0

Here the initial displacement is given by x0 and the
initial velocity by v0. The model used in Eq. (1)

is referred to as linear viscous damping and serves
as a model for many different kinds of mechanisms
(such as air damping, strain rate damping, various
internal damping mechanisms) because it is simple,
easy to solve analytically, and often gives a good
approximation of measured energy dissipation.

The single-degree-of-freedom model of Eq. (1) can
be written in terms of the dimensionless damping ratio
by dividing (1) by the mass m to get

ẍ(t) + 2ζωnẋ(t) + ω2
nx(t) = f (t) (2)

where the natural frequency is defined as ωn = √
k/m

(in radians per second), and the dimensionless damping
ratio is defined by ζ = c/2

√
km. The nature of the

solutions to Eqs. (1) and (2) depend entirely on the
magnitude of the damping ratio. If ζ is greater or equal
to 1, then no oscillation occurs in the free response
[F(t) = 0]. Such systems are called critically damped
(ζ = 1) or overdamped (ζ > 1). The unique value of
ζ = 1 corresponds to the critical damping coefficient
given by

ccr = 2
√

km

However, the most common case occurs when 0 < ζ <
1, in which case the system is said to be underdamped
and the solution is a decaying oscillation of the form:

x(t) = Ae−ωnζt sin(ωd t + φ) (3)

Here A and φ are constants determined by the initial
conditions, and ωd = ωn

√
1 − ζ2 is the damped natural

frequency. It is easy to see from the solution given in
Eq. (3) that the larger the damping ratio is, the faster
any free response will decay.

Fitting the form of Eq. (3) to the measured free
response of a vibrating system allows determination
of the damping ratio ζ. Then knowledge of ζ, m,
and k allow the viscous damping coefficient c to be
determined.1 The value of ζ can be determined experi-
mentally in the underdamped case from the logarithmic
decrement. Let x(t1) and x(t2) be measurements of
unforced response of the system described by Eq. (1)
made one period apart (t2 = t1 + 2π/ωd). Then the
logarithmic decrement is defined by

δ = ln
x(t1)

x(t2)
= ln eζωn(2π/ωd ) = 2πζ√

1 − ζ2
(4)
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Table 1 Some Common Nonlinear Damping Modelsa

Coulomb damping µ mg sgn(ẋ)

Air damping a sgn( ˙x)ẋ2

Material damping d sgn(ẋ)x2

Structural damping b sgn(ẋ)|x|
a Sgn is the signum function that takes the sign of the
argument and the constants a, b, and d are coefficients
of the respective damping forces.

The logarithmic decrement is determined by mea-
surements, from the left side of Eq. (4) and provides
a measurement of ζ through the right-hand side of
Eq. (4). This yields

ζ = δ√
4π2 + δ2

(5)

Unfortunately, this simple measurement of damping
does not extend to more complex systems.2

The simple single-degree-of-freedom model given
in Eq. (2) forms a basis for discussing damping in
much more complex systems. By decoupling the
equations of motion of multiple-degree-of-freedom
systems and distributed mass systems (using modal
analysis), the damping ratio is used to discuss damping
in almost all linear systems. In addition, insight
into nonlinear damping effects can be obtained by
analyzing Eq. (1) numerically with the velocity term
replaced with various models such as those listed in
Table 1.

The presence of nonlinear damping mechanisms
greatly changes the nature of the response and the
behavior of the system. In general, the concept of a
single static equilibrium position associated with the
linear system of Eq. (1) gives way to the concept
of multiple or even infinite equilibrium points. For
example, with Coulomb damping, a displaced particle
will oscillate with linear, rather than exponential, decay
and come to rest, not at the starting equilibrium
point, but rather anywhere in a region defined by the
static friction force (i.e., any point in this region is
an equilibrium point). In general, analytical solutions
for systems with the damping mechanisms listed
in Table 1 are not available and hence numerical
solutions must be used to simulate the response. Joints
and other connection points are often the source of
nonlinear damping mechanisms.3

3 EFFECTS ON THE FORCED RESPONSE
When the system described by Eq. (1) is subjected
to a harmonic driving force, F(t) = F0 cos(ωt), the
phenomenon of resonance can occur. Resonance
occurs when the displacement response of the forced
system achieves its maximum amplitude. This happens
if the driving frequency ω is at or near the natural
frequency ωn. In fact, without damping, the response is
a sinusoid with ever-increasing amplitude, eventually
causing the system to respond in its nonlinear region
and/or break. The presence of damping, however,

removes the solution of ever-increasing amplitude and
renders a solution of the form [for F(t) = F0 cos ωt]:

x(t) = Ae−ζωnt sin(ωd t + φ)︸ ︷︷ ︸
transient

+ X cos(ωt − θ)︸ ︷︷ ︸
steady state

(6)

Here A and φ are constants of integration determined
by the initial conditions, X is the steady-state mag-
nitude and θ is the phase shift of the steady-state
response. The displacement magnitude and phase of
the steady-state response are given by

X = F0√
(ω2

n − ω2)2 + (2ζωnω)2
,

θ = tan−1

(
2ζωnω

ω2
n − ω2

)
(7)

Equation (7) shows that the effect of damping on
the response of a system to a harmonic input is to
reduce the amplitude of the steady-state response and
to introduce a phase shift between the driving force
and the response.

Through the use of Fourier analysis and the
definition of linearity, the response of a linear damped
system to a general force will be some combination
of terms such as those given in (6) with a transient
term that dies out (quickly if ζ is large) and a steady-
state term with amplitude dependent on the inverse
of the damping ratio. Thus it is easy to conclude that
increasing the damping in a system generally reduces
the amplitude of the response of the system. With this
as a premise many devices and treatments have been
invented to provide increased damping as a mechanism
for reducing unwanted vibration.

4 COMPLEX MODULUS
The concept of complex modulus includes an alterna-
tive representation of damping related to the notion of
complex stiffness. A complex stiffness can be derived
from Eq. (1) by representing a harmonic input force
as a complex exponential: F(t) = F0e

jωt . Using this
complex function representation of the harmonic driv-
ing force introduces a complex function response in
the equation of motion, and it is the real part of this
response that is interpreted as the physical response
of the system. Substitution of this form into Eq. (1)
and assuming the solution is of the complex form
X(t) = Xejωt yields


 −mω2 + k

(
1 + ωc

k
j
)

︸ ︷︷ ︸
k∗


 X = F0 (8)

Here k∗ is called the complex stiffness and has the
form

k∗ = k(1 + ηj) η = c

k
ω (9)

where η is called the loss factor, another common
way to characterize damping. Note that the complex
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stiffness is just an alternative way to represent the
viscous damping appearing in Eq. (1). However, the
concepts of loss factor and complex modulus actually
carry deeper notions of temperature dependence,
frequency dependence, and hysteresis as discussed in
the following (see Chapter 60 for details).

Note from the form of the loss factor given in
Eq. (9) that its value depends on the driving frequency.
Also note that this form of describing the damping also
depends on the system being driven harmonically at a
single frequency. This notion of complex stiffness is
sometimes referred to as Kelvin–Voigt damping and is
often used to represent the internal damping of certain
materials. Viscoelastic materials (rubberlike materials)
are often modeled using the notion of loss factor and
complex stiffness.4,5

The concept of complex modulus is similar to
that of complex stiffness. Let E∗ denote the complex
modulus of a material and E denote its elastic
modulus. The complex modulus is defined by

E∗ = E(1 + jη) (10)

where η is the loss factor of the viscoelastic material.
The loss factor is determined experimentally by driving
a material coupon harmonically at a single frequency
and fixed temperature, then measuring the energy lost
per cycle. This procedure is repeated for a range
of frequencies and temperatures resulting in plots
of η(ω) for a fixed temperature (T ) and η(T ) for
a fixed frequency. Unfortunately, such models are
not readily suitable for transient vibration analysis or
for broadband excitations, impulsive loads, and the
like.

Since the stiffness of an object is easily related
to the modulus of the material it is made of, the
notions of complex stiffness and complex modulus
give rise to an equivalent value of the loss factor so
that η = η (provided the elastic system consists of
a single material and is uniformly strained). In the
event that the system is driven at its natural frequency,
the damping ratio and the loss factor are related by
η = 2ζ, providing a connection between the viscous
damping model and the complex modulus and loss
factor approach.2,4

The complex modulus approach is also associated
with the notion of hysteresis and hysteretic damping
common in viscoelastic materials.6 Hysteresis refers
to the notion that energy dissipation is modeled by a
hysteresis loop obtained from plotting the stress versus
strain curve for a sample material while it undergoes
a complete cycle of a harmonic response. For damped
systems the stress–strain curve under cyclic loading is
not single valued (as it is for pure stiffness) but forms
a loop. This is illustrated in Fig. 1, which is a plot of
F(t) = cẋ(t) + kx(t) versus x(t).

The area inside the hysteresis loop corresponds to
the energy dissipated per cycle. Materials are often
tested by measuring the stress (force) and strain
(displacement) under carefully controlled steady-state
harmonic loading. For linear systems with viscous

100

0.02 0.04 0.06−0.04−0.06

50

−50

−100

0−0.02

Figure 1 Plot of force [cẋ(t) + kx(t)] versus displace-
ment, defining the hysteresis loop for a viscously damped
system.

Stress

Strain

Loading

Unloading

Figure 2 Sample experimental stress versus strain plot
for one cycle of a harmonically loaded material in steady
state illustrating a hysteresis loop for some sort of internal
damping.

damping the shape of the hysteresis loop is an ellipse as
indicated in Fig. 1. For all other damping mechanisms
of Table 1, the shape of the hysteresis loop is distorted.
Such tests produce hysteresis loops of the form
shown in Fig. 2. Note that, for increasing strain
(loading), the path is different than for decreasing
strain (unloading). This type of damping is often
called hysteretic damping, solid damping, or structural
damping.

5 MULTIPLE-DEGREE-OF-FREEDOM
SYSTEMS

Lumped mass systems with multiple degrees of
freedom provide common models for use in vibration
and noise studies, partially because of the tremendous
success of finite element modeling (FEM) methods.
Lumped mass models, whether produced directly
by the use of Newton’s law or by use of FEM,
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result in equations of motion of the form (see also
Chapter 12):

M ẍ(t) + Cẋ(t) + Kx(t) = F(t) (11)

Here M is the mass matrix, K is the stiffness matrix
(both of dimension n × n where n is the number
of degrees of freedom), x(t) is the n vector of dis-
placements, the overdots represent differentiation with
respect to time, F(t) is an n vector of external forces,
and the n × n matrix C represents the linear viscous
damping in the structure or machine being modeled.
Equation (11) is subject to the initial conditions:

x(0) = x0 ẋ(0) = ẋ0

In general, the matrices M, C, and K are assumed to
be real valued, symmetric, and positive definite (for
exceptions see Inman5). As in the single-degree-of-
freedom case, the choice of damping force in Eq. (11)
is more one of convenience than of one based on
physics. However, solutions to Eq. (11) closely resem-
ble experimental responses of structures rendering
Eq. (11) useful in many modeling situations.2

The most useful form of Eq. (11) is when the
damping matrix C is such that the equations of
motion can be decoupled by an eigenvalue-preserving
transformation (usually called the modal matrix, as
it consists of the eigenvectors of the undamped
system). The mathematical condition that allows the
decoupling of the equations of motion into n single-
degree-of-freedom equations identical to Eq. (2) is
simply that CM−1K = KM−1C, which happens if
and only if the product CM−1K is a symmetric
matrix.7 In this case the mode shapes of the undamped
system are also modes of the damped system. This
gives rise to calling such systems “normal mode
systems.” In addition, if this matrix condition is not
satisfied and the system modes are all underdamped,
then the mode shapes will not be real but rather
complex valued, and such systems are called complex
mode systems. A subset of damping matrices that
satisfies the matrix condition are those that have
damping matrix made up of a linear combination of
mass and stiffness, that is, C = αM + βK , where α
and β are constant scalars. Such systems are called
proportionally damped and also give rise to real normal
mode shapes.

Let the matrix L denote the Cholesky factor of
the positive definite matrix M . A Cholesky factor1

is a lower triangular matrix such that M = LLT .
Then premultiplying Eq. (11) by L−1 and substituting
x = L−T q yields a mass normalized stiffness matrix
K̃ = L−1KL−T , which is both symmetric and positive
definite if K is. From the theory of matrices, the
eigenvalue problem for K̃, K̃ui = λiui , is symmetric
and thus yields real-valued eigenvectors forming
a basis, and positive real eigenvalues λi . If the
eigenvectors u are normalized and used as the
columns of a matrix P , then P T P = I the identity

matrix and P T K̃P = diag[ω2
i ]. Furthermore, if the

damping matrix causes CM−1K to be symmetric,
then P T C̃P = diag[2ζiωi], which defines the modal
damping ratios ζi . In this case the equations of motion
decouple into n single-degree-of-freedom systems,
called modal equations, of the form:

r̈i (t) + 2ζiωi ṙi (t) + ω2
i ri (t) = fi(t) (12)

These modal equations are compatible with modal
measurements of ζi and ωi and form the basis for
modal testing.2

If, on the other hand, the matrix CM−1K is not
symmetric, the equations of motion given in Eq. (11)
will not decouple into modal equations such as (12).
In this case, state-space methods must be used to
analyze the vibrations of a damped system. The state-
space approach transforms the second-order vector
differential equation given in (11) into the first-order
form:

ẏ = Ay + BF(t) (13)

Here the state matrix A and input matrix have the
form:

A =
[

0 I

−M−1K −M−1C

]
B =

[
0

M−1

]
(14)

The state vector y has the form:

y =
[

x
ẋ

]
(15)

This first-order form of the equations of motion can be
solved by appealing to the general eigenvalue problem
Av = λv to compute the natural frequencies and
mode shapes. In addition Eq. (11) can be numerically
simulated to produce the time response of the system.
If each mode is underdamped, then from the above
arguments the eigenvalues of the state matrix A
will be complex valued, say λ = α + βj . Then the
natural frequencies and damping ratios are determined
by

ωi =
√

α2
i + β2

i and ζi = −αi√
α2

i + β2
i

(16)

In both the proportional damping case and the complex
mode case the damping ratio can be measured using
modal testing methods if the damping matrix is
not known. The above formulas can be used to
determine modal damping if the damping matrix is
known.

In the preceding analysis, it was assumed that each
mode was underdamped. This is usually the case, even
with highly damped materials. If the damping matrix
happens to be known numerically, then the condition
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that each mode is underdamped will follow if the
matrix 4K̃ − C̃2 is positive definite.8

In general, finite element methods are used to pro-
duce very accurate mass and stiffness matrices. How-
ever, when it comes to determining a damping matrix
for a given machine or structure, the choice is not clear,
nor does the choice follow from a sophisticated proce-
dure. Many research articles have been written about
methods of determining the damping matrix, but, in
practice, C is developed in an ad hoc manner, usu-
ally in an attempt to model the response with classical
normal modes.

Several approaches have been developed to relate
the complex modulus and frequency-dependent loss
factor models to FEM.9 Many damping treatments
are designed based on distributed mass models of
basic structural elements such as bars, beams, plates,
and shells. The basic equations of motion can be
represented and best understood in operator notation
(similar to the matrix notation used for lumped mass
systems10). The modal decoupling condition is similar
to the matrix case and requires that the damping and
stiffness operators commute.11 Examples of the form
that the damping and stiffness operators take on are
available in the literature.12

The complex eigenvalue analysis given in Eq. (16)
forms a major method for use in the analysis
and design of damping solutions for structures and
machines. The solution is modeled, and then an
eigenvalue analysis is performed to see if the modal
damping has increased to an acceptable level. An
alternate and more illuminating method of design is
called the modal strain energy (MSE)13,14 method. In
the MSE method the modal damping of a structure is
approximated by

η(r) =
M∑

j=1

ηj

SEj (r)

SE(r)
(17)

Here SEj (r) is the strain energy in the j th material
when deformed in the rth mode shape, SE(r) is the
strain energy in the rth mode and ηj is the material
loss factor for j th material. The MSE approach is
valuable for determining placement of devices and
layers, for determining optimal parameters, and for
understanding the general effects of proposed damping
solutions.14

6 SURFACE DAMPING TREATMENTS

Many systems and structures do not have enough
internal or natural damping to limit vibrations to
acceptable levels. Most structures made of sheet metal,
for instance, have damping ratios of the order of
0.001 and will hence ring and vibrate for unacceptable
lengths of time at unacceptable magnitudes. A simple
fix for such systems is to coat the surface of
the structure with a damping material, usually a
viscoelastic material (similar to rubber). In fact, every
automobile body produced is treated with a surface

damping treatment to reduce road and engine noise
transmitted into the interior.

Adding a viscoelastic layer to a metal substrate
adds damping because as the host structure bends in
vibration, it strains the viscoelastic material in shear
causing energy to be dissipated by heat. This notion
of layering viscoelastic material onto the surface of
a sheet of metal is known as a free-layer damping
treatment. By adding a third layer on top of the
viscoelastic that is stiff (and often thin). The top of
the boundary of the viscoelastic material tries not to
move, increasing the shear and causing greater energy
dissipation. Such treatments are called constrained
layer damping treatments.

The preliminary analysis of layered damping treat-
ments is usually performed by examining a pinned-
pinned beam with a layer of viscoelastic material on
top of it. A smeared modulus formula for this sand-
wich beam is derived to produce a composite modu-
lus in terms of the modulus, thickness, and inertia of
each layer. Then the individual modulus value of the
viscoelastic layer is replaced with its complex mod-
ulus representation to produce a loss factor for the
entire system. In this way thickness, percent coverage
and modulus can be designed from simple algebraic
formulas.4 This forms the topic of Chapter 60.

Other interesting surface damping treatments con-
sist of using a piezoceramic material usually in the
form of a thin patch layered onto the surface of a
beam or platelike structure.15 As the surface bends, the
piezoceramic strains and the piezoelectric effect causes
a voltage to be produced across the piezoceramic layer.
If an electrical resistor is attached across the piezo-
ceramic layer, then energy is dissipated as heat and
the system behaves exactly like a free layer viscoelas-
tic damping treatment (called a shunt damper). In this
case the loss factor of the treated system can be shown
to be

η(ω) = ρk2

(1 − k2) + ρ2
(18)

where k is the electromechanical coupling coefficient
of the piezoceramic layer and ρ = RCω. The value
of R is the added resistance (ohms) and C is
the value of the capacitance of the piezoceramic
layer in its clamped state. In general, for a fixed
amount of mass, a viscoelastic layer provides more
damping, but the piezoceramic treatment is much
less temperature sensitive than a typical viscoelastic
treatment. If an inductor is added to the resistor across
the piezoceramic, the system behaves like a vibration
absorber or tuned mass damper. This inductive shunt
is very effective but needs large inductance values
requiring synthetic inductors, which may not be
practical.

7 DAMPING DEVICES
Damping devices consist of vibration absorbers,
tuned mass dampers, shock absorbers, eddy current
dampers, particle dampers, strut mechanisms, and var-
ious other inventions to reduce vibrations. Vibration
isolators are an effective way to reduce unwanted



230 FUNDAMENTALS OF VIBRATION

Table 2 Some Design Considerations for Various Add-on Damping Treatments

Layered
Damping

Tuned Mass
Damper

PZTa

Resistive
Shunt

PZTa

Inductive
Shunt

Shocks Struts
Links

Target modes Bending
extension

Any Bending
extension

Bending
Extension

Global

Design approach MSEb Complex
eigenvalues

MSEb Complex
eigenvalues

MSEb

Feature Wide band Narrow band Wide band Narrow band Removable
Design constraints Area thickness

temperature
Weight, rattle

space
Wires and

resistor
Inductance size Stroke length

a Piezoceramic layer.
b Modal strain energy.13

Source: From Ref. 14.

vibration also. However, isolators are not energy-
dissipating (damping) devices but rather are designed
around stiffness considerations to reduce the transmis-
sion of steady-state magnitudes. Isolators often have
damping characteristics and their damping properties
may greatly affect the isolation design. Isolators are
designed in the load path of a vibrating mass and
in the case of harmonic disturbances are designed
by choosing the spring stiffness such that either the
transmitted force or displacement is reduced (See
Chapter 59).

Vibration absorbers and tuned mass dampers on the
other hand are add on devices and do not appear in
the load path of the disturbance. Again, basic absorber
design for harmonic inputs involves stiffness and mass
and not damping. However, damping plays a key
role in many absorber designs and is usually present
whether desired or not.

Eddy current dampers consist of devices that pass
a metallic structural component through a magnetic
field. They are very powerful and can often obtain
large damping ratios. Particle dampers work by
dissipating energy through impacts of the particles
against the particles’ container and are also very
effective. However, neither of these methods are
commercially developed or well analyzed. Shock
absorbers and strut dampers are energy dissipation
devices that are placed in the load path (such as an
automobile shock absorber). Shocks are often oil-filled
devices that cause oil to flow through an orifice giving
a viscous effect, often modeled as a linear viscous
damping term. However, they are usually nonlinear
across their entire range of travel. Table 2 indicates
the analysis considerations often used for the design
of various add-on damping treatments.
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CHAPTER 16
STRUCTURE-BORNE ENERGY FLOW

Goran Pavić
INSA Laboratoire Vibrations Acoustique (LVA)
Villeurbanne, France

1 INTRODUCTION
Structure-borne vibration produces mechanical energy
flow. The flow results from the interaction between
dynamic stresses and vibratory movements of the
structure. The energy flow at any single point rep-
resents the instantaneous rate of energy transfer per
unit area in a given direction. This flow is called the
structure-borne intensity. Following its definition, the
intensity represents a vector quantity. When integrat-
ing the normal component of intensity across an area
within the body, the total mechanical energy flow rate
through this area is obtained.

The intensity vector changes both its magnitude and
direction in time. In order to compare energy flows at
various locations in a meaningful way, it is the time-
averaged (net) intensity that should be analyzed. Thus,
the intensity concept is best associated with stationary
vibration fields.

Experimental measurements of vibration energy
flow through a structure enables identification of the
positions of vibratory sources, vibration propagation
paths, and absorption areas. Energy flow information is
primarily dedicated to source characterization, system
identification, and vibration diagnostics. Information
provided by energy flow cannot be assessed by sim-
ply observing vibration levels. The structure intensity
or energy flow in structures can be obtained either
by measurement or by computation, depending on the
nature of the problem being considered. Measurements
are used for diagnostic or source identification pur-
poses, while computation can be a valuable supple-
mentary tool for noise and vibration prediction during
the design stage.

2 ENERGY FLOW CONCEPTS
From the conceptual point of view, the energy flow
(EF) carried by structure-borne vibration can be looked
upon in three complementary ways:

1. The basic way to look at energy flow is via the
intensity concept, where the structure-borne
intensity (SI), that is, the energy flow per unit
area, is used in a way comparable to using
stress data in an analysis of structural strength.
This concept is completely analogous to acoustic
intensity. An SI analysis is, however, limited
to computation only, as any measurement of
practical usemadeon anobject of complex shape
has to be restricted to the exterior surfaces.

2. Structures of uniform thickness (plates, shells)
can be more appropriately analyzed by integrat-
ing SI across the thickness. In this way, a unit

energy flow (UEF), that is, the flow of energy
per unit length in a given direction tangential to
the surface, is obtained. If the energy exchange
between the outer surfaces and the surrounding
medium is small in comparison with the flow
within the structure, as it is usually for objects
in contact with air, then the UEF vector lies
in the neutral layer. For thin-walled structures
where the wavelengths are much larger than
the thickness, UEF can be expressed in terms
of outer-surface quantities, which are readily
measurable. The UEF concept is best utilized
for source localization.

3. Structural parts that form waveguides or simple
structural joints are most easily analyzed by
means of the concept of total energy flow
(TEF). Some parts, such as beams and elastic
mountings, possess a simple enough shape to
allow straightforward expression of the EF in
terms of surface vibration. The TEF in more
complex mechanical waveguides, such as fluid-
filled pipes, can be evaluated by more elaborate
procedures, such as the wave decomposition
technique.

The structure-borne intensity (SI) is a vector
quantity. The three components of an SI vector read1

I = −σu̇ (1)

where I = [
Ix, Iy, Iz

]T
is the column of x, y, and z

intensity components, σ is the 3 × 3 matrix of dynamic
stress, u̇ is the column of particle velocity components
(a dot indicates time derivative), and superscript T
indicates transpose. The negative sign in (1) is the
consequence of sign convention: The compression
stresses are considered negative. Since the shear stress
components obey reciprocity, σxy = σyx , and so on,
the complete SI vector is built up of nine different
quantities, six stresses and three velocities. Each of
the three SI components is a time-varying quantity,
which makes both the magnitude and direction of the
SI vector change in time.

The SI formula (1) is more complex than that for
acoustic intensity. Each SI component consists of three
terms instead of a single one because the shear stresses
in solids, contrary to those in gases and liquids, cannot
be disregarded. Sound intensity is thus simply a special
case of (1) when shear effects vanish.

Figure 1 shows the computed vibration level and
vectorial UEF of a flat rectangular 1 m × 0.8 m ×

232 Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.



STRUCTURE-BORNE ENERGY FLOW 233

(a )�

(b )�

Figure 1 Vibration of a clamped plate with lossy
boundaries. (a) Vibration amplitude, and (b) UEF.

9 mm steel plate with clamped but lossy boundaries.
Excitation is provided at four points via connections
transmitting both forces and moments to the plate.
The base frequency of excitation is 50 Hz to which
the harmonics 2, 3, and 4 are added. The energy
flow field displays strong divergence around the
excitation points, which input energy to the plate,
and convergence around points, which take the energy
away. Vibration propagation paths are clearly visible.
The map of vibration amplitudes shown in parallel
cannot reveal any of these features.

3 GOVERNING FORMULAS
FOR ENERGY FLOW
Using the basic SI formula (1) the expressions for UEF
or TEF can be evaluated for some simple types of
structures. As a rule, a different governing formula
will apply to each type of structure. This section lists
governing EF formulas for rods, beams, plates, shells,
and mounts. The formulas are given in terms of surface
strains and velocities, that is, the quantities that can be

measured. In order to obtain a particular governing
formula, some modeling is required of the internal
velocity and stress–strain distribution. For structures
such as rods, beams, plates, and shells, simple linear
relationships can express internal quantities in terms
of external ones, as long as the wavelengths of the
vibration motion are much larger than the lateral
dimensions of the object. The latter condition limits
the applicability of the formulas presented.

It is useful to present the governing formulas
in a form suitable for measurement. As stresses
cannot be measured in a direct way, stress–strain
relationships are used instead. For homogeneous and
isotropic materials behaving linearly, such as metals,
the stress–strain relationships become fairly simple.
These relationships contain only two independent
material constants such as Young’s and shear moduli.2

3.1 Rods, Beams, and Pipes
At not too high frequencies, vibration of a rod
can be decomposed in axial (longitudinal), torsional,
and bending movements. If the rod is straight and
of symmetric cross section, these three type of
movements are decoupled. The energy flow can
therefore be represented as a sum of longitudinal,
torsional, and bending flows.

3.1.1 Longitudinally Vibrating Rod In longitu-
dinal rod vibration, only the axial component of the
stress in a rod differs from zero. This stress equals the
product of the axial strain ε and the Young’s modulus
E. The SI distribution in the cross section is uniform.
The TEF P is obtained by multiplying the intensity
with the area of the cross section S:

Px = −SEεxxu̇x = −SE
∂ux

∂x
u̇x (2)

3.1.2 Torsionally Vibrating Rod Torsion in a rod
produces shear stresses, which rise linearly from the
center of the rod, as does the tangential vibration
velocity. The product of the two gives the SI in the
axial sense. At a distance r from the center of torsion,
the axial SI is proportional to r2. If the rod is of a
circular or annular cross section, the shear stresses are
the only stresses in the rod. In such a case, the EF
through the rod obtained by integrating the SI through
the cross section reads

P = −G�
∂θ

∂x
θ̇ (3)

Here, � denotes the polar moment of inertia of the
cross section, θ the angular displacement, and G the
shear modulus. For a rod of annular cross section
having the outer radius Ro and the inner radius
Ri , the polar moment of inertia equals � = π(R4

o −
R4

i )/2. The angular displacement derivative can then
be replaced by the shear strain at the outer radius
Ro, ∂θ/∂x = εxθ/Ro. Likewise, the angular velocity θ̇
can be replaced by the tangential velocity divided by
the outer radius, u̇o/Ro.
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If the rod is not of circular cross section, Eq. (3)
applies still but, in addition to torsional motions, axial
motions and stresses take place, which can generate
the flow of energy. These depend on the shape of the
cross section and should be analyzed separately in each
individual case.

3.1.3 Beam Vibrating in Flexure In flexural
vibration, two components of stress exist: the axial nor-
mal stress σxx and the lateral shear stress σxz. The axial
stress varies linearly with distance from the neutral
plane, while the variation of the shear stress depends
on the cross-section shape. The axial component of
particle velocity u̇x exhibits the same variation as the
axial stress, while the lateral component u̇z remains
constant across the beam thickness. Since the axial
and lateral displacements are coupled through a sim-
ple expression ux = −z ∂uz/∂x, two formulations of
the EF are possible:

Px = JE

δ2

(
δ
∂εxx

∂x
u̇z − εxxu̇x

)

= JE

(
∂3uz

∂x3
u̇z − ∂2uz

∂x2

∂u̇z

∂x

)
(4)

where J is the area moment of inertia about the
bending axis and δ the distance from the neutral
plane to the outer surface, to which the stresses and
axial displacement refer. The first formulation contains
strains, axial, and lateral velocities3; the second one
contains lateral displacements and velocities only.4

3.1.4 Straight Pipe At not too high frequencies,
three simple types of pipe vibration dominate the
pipe motion: longitudinal, torsional, and flexural. At
frequencies higher than a particular limiting frequency
flim other, more complex, vibrations may take place.
The limiting frequency is given by

flim = 6h

d
√

15 + 12µ
fring fring = c

πd
(5)

where fring is the pipe ring frequency, h is the wall
thickness, d is the mean diameter, µ is the mass ratio of
the contained fluid and the pipe wall, c is the velocity
of longitudinal waves in the wall, c = √

E/ρ, and ρ
is the pipe mass density. The three types of motion
contribute independently to the total energy flow.
This enables straightforward measurements.5 The three
contributions should be evaluated separately, using the
formulas (2), (3), and (4), and then be added together.

3.2 Thin Flat Plate
The normal and in-plane movements of a vibrating flat
thin plate are decoupled and thus can be considered
independently. The UEF can be split in two orthogonal
components, as shown in Fig. 2.

3.2.1 Longitudinally Vibrating Plate In a thin
plate exhibiting in-plane motion only, the intensity is
constant throughout the thicknes.TheUEFisobtainedby

x

z

y

P'
P'yP'x

Figure 2 Components of energy flow in a thin plate.

simply multiplying the intensity with the plate thickness
h. The UEF component in the x direction reads3:

P ′
x = hDp

(
εxxu̇x + 1 − ν

2
εxyu̇y

)

= hDp

(
∂ux

∂x
u̇x + 1 − ν

2

∂uy

∂x
u̇y

)
(6)

where Dp is the plate elasticity modulus, Dp =
E/(1 − ν2), ν being the Poisson’s coefficient. An
analogous expression applies for the y direction,
obtained by interchanging the x and y subscripts. The
expression is similar to that for a rod (2), the difference
being an additional term that is due to shear stresses
carrying out work on motions perpendicular to the
observed direction.

3.2.2 Flexurally Vibrating Plate The stress dis-
tribution across the thickness of a thin plate vibrating
in flexure is similar to that of a beam. However, the
plate stresses yield twisting in addition to bending and
shear. Consequently, the intensity distribution across
the plate thickness is analogous to that for the beam,
with the exception of an additional mechanism: that of
intensity of twisting. The plate terms depend on two
coordinates, x and y. The UEF in the x direction reads

P ′
x = Eh

3(1 − ν2)

[
∂(εxx + εyy)

∂x
u̇z + (εxx + νεyy)u̇x

+ 1 − ν

2
εxy u̇y

]
(7)

where ε stands for surface strain. The UEF in the y
direction is obtained by an x-y subscript interchange.
As for the flexurally vibrating beam, the normal
component of vibration of a flexurally vibrating plate
is usually of a much higher level than the in-plane
component. This makes it appropriate to give the
intensity expressions in terms of the normal component
uz at the cost of increasing the order of spatial
derivatives involved4:

P ′
x = Eh3

12(1 − ν2)

[
∂(�uz)

∂x
u̇z −

(
∂2uz

∂x2
+ ν

∂2uz

∂y2

)
∂u̇z

∂x

− (1 − ν)
∂2uz

∂x∂y

∂u̇z

∂y

]
(7a)
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where � is a Laplacian, � = ∂2/∂x2 + ∂2/∂y2. The
UEF formula (7a) is the one most frequently used.

3.3 Thin Shell
Due to the curvature of the shell, the in-plane and the
normal motions are coupled. The UEF expressions for
the shell become very complex.6 If the shell is either
cylindrical or spherical, the expressions for the UEF
along the wall of the shell are the same as for a flat
plate with the addition of a curvature-dependent UEF
term P ′

c
7:

P ′
shell = (P ′

in−plane + P ′
flexural)plate + P ′

c (8)

The first two terms in brackets are given by
Eqs. (6) and (7). The curvature term is fairly complex
and contains many terms. In the case of thin shells, it
can be simplified.

3.3.1 Circular Cylindrical Shell Let the shell be
positioned axially in the x direction with the local x-y-
z coordinate system attached to the observation point
such that y is in tangential and z in radial direction.
The axial and tangential components of the simplified
curvature term read

P ′
c,x ≈ − Eh3

12(1 − ν2)

ν

a
uzu̇x

P ′
c,y ≈ − Eh3

12(1 − ν2)

1

a
uzu̇y (9)

3.3.2 Spherical Shell If the shell is thin, the
curvature-dependent term is approximately equal to8

P ′
c,x ≈ − Eh3

12(1 − ν2)

1 + ν

a
uzu̇x (10)

In this case, the curvature terms in x and y directions
are the same since the shell is centrally symmetrical
about the normal to the surface.

3.4 Resilient Mount
Beams (rods), plates, and shells usually represent
generic parts of builtup mechanical assemblies. The
energy flow in typical builtup structures can be found
by using the expressions given in the preceding
sections. These expressions refer to local energy
flow and can be applied to any point of the part
analyzed. Resilient mounts used for vibroisolation
transmit energy flow, too. As mounts usually serve
as a link between vibration sources and their support,
all the vibratory energy flows through mounts.

3.4.1 Unidirectional Motion of Mount Ends At
low frequencies, a mount behaves as a spring. The
internal force in the mount is then approximately
proportional to the difference of end displacements,
F ≈ ζ(u1 − u2). The input energy flow Pin and that
leaving the mount Pout can be obtained by9

Pin = F u̇1 ≈ ζ(u1 − u2)u̇1

Pout = F u̇2 ≈ ζ(u1 − u2)u̇2 (11)

where ζ denotes the stiffness of the mount in the given
direction.

3.4.2 General Motion Conditions In a general
case, the movements of endpoints of a mount will not
be limited to a single direction only. The direction of
the instantaneous motion will change in time, while
translations will be accompanied by rotations. The
displacement of each endpoint can be then decomposed
into three orthogonal translations and three orthogonal
rotations (Fig. 3). The single internal force has to be
replaced by a generalized internal load consisting of
three orthogonal forces and three orthogonal moments.
Each of these will depend on both end displacements,
thus leading to a matrix expression of the following
form:

{Q} ≈ [K1]{u1} − [K2]{u2} (12)

where {Q} = {Fx, Fy, Fz, Mx, My, Mz}T represents the
internal generalized load vector (comprising the forces
and moments), while {u1} = {ux1, uy1, uz1,ϕx1, ϕy1,

ϕz1}T and {u2} = {ux2, uy2, uz2,ϕx2, ϕy2, ϕz2}T are the
generalized displacement vectors of endpoints 1 and
2. Each of the stiffness matrices K in (12) contains
6 × 6 = 36 stiffness components that couple six dis-
placement components to six load components. Due
to reciprocity, some of the elements of K are equal,
which reduces the number of cross stiffness terms.

The total energy flow through the mount reads

Pin ≈ {Q}T{u̇1} = ({u1}T[K1]
T − {u2}T[K2]

T){u̇1}
Pout ≈ {Q}T{u̇2} = ({u1}T[K1]

T − {u2}T[K2]
T){u̇2}

(13)
Equation (13), giving the instantaneous energy flow
entering and leaving the mount, is valid as long
as the inertial effects in the mount are negligible,
that is, at low frequencies. The stiffness components
appearing in Eq. (12) are assumed to be constant,
which corresponds to the concept of a massless mount.
With increase in frequency, these simple conditions
change, as described in the next section.

Mz ϕz

Mx ϕx

My ϕy

Fy uy

Fz uz

Fx ux

z

y

x

Figure 3 Movements and loading of a resilient element
contributing to energy flow.
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4 MEAN ENERGY FLOW AND FLOW
SPECTRUM

The governing formulas for energy flow given in the
preceding chapter refer to the instantaneous values of
intensity. It is useful to operate with time-averaged
values of intensity and energy flow. This value is
obtained by time averaging each of the terms appearing
in the given governing formula.

The terms to be averaged are, without exception,
the products between two time-dependent variables.
The time-averaged product of two variables, q1(t) and
q2(t), can be represented in the frequency domain by
the one-sided cross spectral density function of the two
variables G12(ω). The spectral density concept can be
readily applied to the energy flow10:

q1(t)q2(t) = Re

∞∫

0

G12(ω) dω (14)

Here, the horizontal bar denotes time averaging, while
Re denotes the real part of a complex variable.

Time-averaged EF represents net energy flow at the
observed point. It is termed active because it refers
to the portion of total energy flow that flows out of
a given region. The remaining portion of the energy
flow, which fluctuates to and fro but has zero mean
value, is accordingly termed reactive. It is usually
represented by the imaginary part of the cross spectral
density of flow.

4.1 Vibration Waves and Energy Flow

Vibration can be represented in terms of waves. Such
a representation is particularly simple in the case
of a vibrating rod or a beam because the wave
motion takes place in an axial direction only. The
parameters of wave motion can be easily computed
or measured.

At any frequency, the vibratory motion of a rod
can be given in terms of velocity amplitudes of two
waves, V1 and V2, traveling along the rod in opposite
directions. The TEF in the rod then equals

P = 1
2C(V 2

1 − V 2
2 ) (15)

with C = S
√

Eρ for longitudinal vibration and C =
(�/R2

o)
√

Gρ for torsional vibration.
In a beam vibrating in flexure, the two traveling

waves of amplitudes V1 and V2 are accompanied
by two evanescent waves. The latter contribute to
energy flow, too. The contribution of evanescent waves
depends on the product of their amplitudes as well
as on the difference of their phases ψ+ and ψ−.
While the amplitudes of evanescent waves Ve1 and
Ve2, unlike those of traveling waves, vary along the
beam, their product remains the same at any position.
The phase difference between the evanescent waves is
also invariant with respect to axial position. The TEF

in the beam, given in terms of vibration velocities,
reads11

P = (ρS)3/4(JE)1/4√ω [V 2
1 − V 2

2

− Ve1Ve2 sin(ψ+ − ψ−)] (16)

4.1.1 Simplified Governing Formulas for Flexu-
rally Vibrating Beams and Plates At beam posi-
tions that are far from terminations, discontinuities, and
excitation points, called the far field, the contribution
of evanescent waves can be neglected. The notion of a
far field applies to both beams and plates. The far-field
range distance depends on frequency. It is approxi-
mately given for a beam by d = (π/

√
ω)(JE/ρS)1/4,

where J is the area moment of inertia and S the
cross-section area. For a plate, this distance is approxi-
mately d = (π/

√
ω)[h2E/12ρ(1 − ν2)]1/4, where h is

the thickness and ν the Poisson coefficient.
The far-field plate vibration is essentially a super-

position of plane propagating waves. In such regions,
a simplified formula applies to the spectral density of
EF in flexural motion12:

GP = −C/Im{Gvvx} (17)

where Gvvx is the cross spectral density between the
vibration velocity and its x derivative, while C is a
constant depending on the cross section, mass density
ρ, and Young’s modulus E. For a beam C = 2

√
SJEρ,

for a plate C = 0.577h2
√

Eρ/(1 − ν2).

4.2 Energy Flow in a Resilient Mount at Higher
Frequencies

As the frequency increases, the mass of the mount
becomes nonnegligible. The internal forces in the
mount are no longer proportional to the relative
displacements of the mount; neither are these forces
the same at the two terminal points. The relationship
between the forces and the vibration velocities at the
terminal points is frequency dependent. It is usually
expressed in terms of the direct and transfer stiffness
of each of the two points. Due to inevitable internal
losses in the element, the input EF must be larger than
the output EF.

By assuming pure translational motion in the direc-
tion of the mount axis, four dynamic stiffness compo-
nents of the mount can be defined, K11, K22, K12, and
K21, such that

Kmn = jω
Fm

Vn

ejζmn

∣∣∣∣
V

k �=n=0

m, n, k = 1, 2 (18)

Here, F and V stand for the force and velocity
amplitudes, respectively, and ζmn stands for the phase
shift between the force and velocity while j = √−1.
Each stiffness component Kmn thus becomes a com-
plex, frequency-dependent quantity, which depends
purely on mount properties. Given the end velocity
amplitudes V1 and V2 and the phase shift between the
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vibration of the points 1 and 2 ϕ12, the TEF at the
mount endpoints 1 and 2 reads

P1 = 1

2ω
[V 2

1 |K11| sin(ζ11)+ V1V2|K12| sin(ζ12 − ϕ12)]

P2 = 1

2ω
[V 2

2 |K22| sin(ζ22) + V1V2|K21| sin(ζ21 + ϕ12)]

(19)

Due to reciprocity, the two cross stiffness components
are mutually equal, K21 = K12. If the mount is made
symmetrical with respect to two endpoints, the direct
stiffness components are equal too, K11 = K22.

When the mount exhibits motion of a more general
nature than simple translation in one direction, the
evaluation of energy flow through the mount becomes
increasingly difficult. The basic guideline for the
computation of the TEF in such a case is the following:

• Establish the appropriate stiffness matrix (i.e.,
relationships between all the relevant forces +
moments and translation + angular displace-
ments).

• Reconstruct the force + moment vectors at the
endpoints from the known motions of these
points.

• The TEF is obtained as the scalar product of
the resultant force vector and the translational
velocity vector plus the product of the resultant
moment vector and the angular velocity vector.
This applies to each of the endpoints separately.

Most resilient mounts, for example, those made of
elastomers, have mechanical properties that depend
not only on frequency but also on static preloading,
temperature, and dynamical strain. Dynamic stiffness
of the mount can sometimes be modeled as a function
of operating conditions.13 If the mount is highly
nonlinear in the operating range, or if the attachments
cannot be considered as points (e.g., rubber blocks of
extended length, sandwiched between steel plates), the
approach outlined above becomes invalid.

Figure 4 shows the total energy flow across all of
the 4 resilient mounts of a 24-kW reciprocating piston
compressor used in a water-chiller refrigeration unit.
As the vibrations have essentially a multiharmonic
spectrum, only the harmonics of the base frequency
of 24 Hz are shown. Each harmonic is represented
by the value of energy flow entering (dark columns)
and leaving (light columns) the mounts. Absolute
values are shown, to accommodate the decibel scale
used. This explains seemingly conflicting results at
some higher harmonics where the flow that leaves
the mounts gets higher values than that entering the
mounts.

5 MEASUREMENT OF ENERGY FLOW
Governing formulas for energy flow can be expressed
in different ways using either stresses (strains), dis-
placements (velocities, accelerations), or combinations
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Figure 4 Energy flow through compressor mounts. (Dark
columns) flow entering the mounts and (light columns) flow
leaving the mounts. Absolute values are shown.

of these. As a general rule, the formulations based
solely on vibration displacements (velocities, acceler-
ations) are preferred by vibration specialists.

Each governing formula contains products of time-
varying field variables that need to be measured
simultaneously. Spectral representation of energy flow
can be obtained by replacing product averages by the
corresponding spectral densities.

The energy flow governing formulas, except in the
case of resilient mounts, contain spatial derivatives of
field variables. Measurement of spatial derivatives rep-
resents a major problem. In practice, the derivatives
are substituted by finite difference approximations.
Finite difference approximations lead to errors that can
be analytically estimated and sometimes kept within
acceptable limits by an appropriate choice of parame-
ters influencing the measurement accuracy. A way of
circumventing the measurement of spatial derivatives
consists of establishing a wave model of the structure
analyzed and fitting it with measured data. This tech-
nique is known as wave decomposition approach.3,14

The decomposition approach enables the recovery of
all the variables entering the governing formulas.

5.1 Transducers for Measurement
of Energy Flow
Measurement of energy flow requires the use of
displacement (velocity, acceleration) or strain sensors
or both. Structure-borne vibrations at a particular
point generally consist of both normal and in-plane
(tangential) components, which can be translational
and/or rotational. Measurement of SI or EF requires
separate detection of some of these motions without
any perceptible effect from other motions. This
requirement poses the major problem in practical
measurements. Another major problem results from
the imperfect behavior of individual transducers,
which gives a nonconstant relationship between the
physical quantity measured and the electrical signal
that represents it. Both effects can severely degrade
accuracy since the measured quantities make up the
product(s) where these effects matter a lot.
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5.1.1 Seismic Accelerometer An accelerometer
is easy to mount and to use but shows some negative
features where SI (EF) is concerned:

• Cross sensitivity: An accelerometer always
possesses some cross sensitivity, typically up
to a few percent. Nonetheless, this effect can
still be significant, especially in cases where a
given motion is measured in the presence of a
strong component of cross motion.

• Positioning: Due to its finite size, the sensitiv-
ity axis of an accelerometer used for in-plane
measurement can never be placed at the mea-
surement surface. Thus, any in-plane rotation
of the surface corrupts the accelerometer output.
Compensation can be effected by measuring the
rotation of the surface.

• Dynamic loading: An accelerometer loads the
structure to which it is attached. This effect is of
importance for SI measurement on lightweight
structures.

5.1.2 Strain Gauge Strain gauges measure nor-
mal strain, that is, elongation. Shear strain at the
free surface can be measured by two strain gauges
placed perpendicularly to each other. Resistive strain
gauges exhibit few of the drawbacks associated with
accelerometers: cross sensitivity is low and the sen-
sitivity axis is virtually at the surface of the object,
due to extremely small thickness of the gauge, while
dynamic loading is practically zero. However, the con-
ventional gauges exhibit low sensitivity where typical
levels of strain induced by structure-borne vibration are
concerned, which means that typical signal-to-noise
values could be low. Semiconductor gauges have a
much higher sensitivity than the conventional type, but
high dispersion of sensitivity makes the semiconductor
gauges unacceptable for intensity work.

5.1.3 Noncontact Transducers Various non-
contact transducers are available for the detection of
structure motion such as inductive, capacitive, eddy
current, light intensity, and light-modulated trans-
ducers. The majority of such transducers are of a
highly nonlinear type. Optical transducers that use
the interference of coherent light such as LDV (laser
Doppler velocimeter) are well suited for SI work.15

The most promising, however, are optical techniques
for whole-field vibration detection, such as holographic
or speckle-pattern interferometric methods.16 Applica-
tions of these are limited, for the time being, to plane
surfaces and periodic signals only. Another interesting
approach of noncontact whole-field SI measurement of
simple-shaped structures consists of using acoustical
holography.17,18

5.2 Transducer Configurations
In some cases of the measurement of energy flow,
more than one transducer will be needed for the
detection of a single physical quantity:

• When separation of a particular type of motion
from the total motion is required

• When detection of a spatial derivative is
required

• When different wave components need to be
extracted from the total wave motion

The first case arises with beams, plates, and shells
where longitudinal and flexural motions take place
simultaneously. The second case occurs when a direct
measurement implementation of SI or EF governing
equations is performed. The third case applies to
waveguides—beams, pipes, and the like—where the
wave decomposition approach is used.

5.2.1 Separation of Components of Motion In
a beam or a rod all three types of vibration motion,
that is, longitudinal, torsional, and flexural, can exist
simultaneously. The same applies to longitudinal and
flexural vibrations in a flat plate. The problem here is
that both longitudinal and flexural vibrations produce
longitudinal motions. In order to apply intensity
formulas correctly to a measurement, the origin of
the motion must be identified. This can be done by
connecting the measuring transducers in such a way as
to suppress the effects of a particular type of motion,
for example, by placing two identical transducers at
opposite sides of the neutral plane and adding or
subtracting the outputs from the transducers.

In the case of shells, the in-plane motions due
to bending must be separated from the extensional
motions before shell governing formulas can be
applied. Corrections for the effect of bending, which
affects longitudinal motion measured at the outer
surface, apply for thin shells in the same way as for
thin plates.

5.2.2 Measurement of Spatial Derivatives For-
mulas for energy flow contain spatial derivatives. The
usual way of measuring spatial derivatives is by using
finite difference concepts. The spatial derivative of
a function q in a certain direction, for example, the
x direction, can be approximated by the difference
between the values of q at two adjacent points, 1
and 2, located on a straight line in the direction con-
cerned:

∂q

∂x
≈ q(x + �x/2) − q(x − �x/2)

�x
(20)

The spacing �x should be small in order to make the
approximation (20) valid. The term “small” is related
to the wavelength of vibration. Using the principle out-
lined, higher order derivatives can be determined from
suitable finite difference approximations. Referring to
the scheme in Fig. 5, the spatial derivatives appearing
in the EF formulas can be determined from the finite
difference approximations listed below.

∂q

∂y
≈ q2 − q4

2�

∂2q

∂x2
≈ q1 − 2q0 + q3

�2

∂2q

∂y2
≈ q2−2q0+q4

�2

∂2q

∂x∂y
≈ q5−q6+q7−q8

4�2
(21)
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Figure 5 Transducer configuration for measurement of
spatial derivatives.

Errors in measurement of higher order derivatives,
such as those appearing in the expressions for plate and
shell flexural vibration, increase exponentially with the
order of derivative. For these reasons, measurement
of higher order spatial derivatives should be avoided.
Simplified measurement techniques, such as the two-
transducer method described, may seem far more
suitable for practical purposes. These, however, have
to stay limited to far-field conditions, that is, locations
far from sources or discontinuities.

5.3 Wave Decomposition Technique

This approach is suitable for waveguides, for example,
rods, beams, and pipes, where the vibration field can
be described by a simple wave model in frequency
domain. The velocity amplitude Vn of longitudinal or
torsional (i.e., nondispersive) vibration can be repre-
sented by two oppositely propagating waves, those of

flexural (dispersive) vibration Vd by four waves:

Vn(x, ω) =
2∑

i=1

Vie
jϕi ej (−1)i kx

Vd(x, ω) =
4∑

i=1

Vie
jϕi e(−j)i kx (22)

In such a representation the wave amplitudes Vi as
well as the phases ϕi of these waves are unknown. The
wavenumber k is supposed to be known. By measuring
complex vibration amplitudes Vn at two positions, x1
and x2, the unknown wave amplitudes can be easily
recovered. Likewise, the measurement of complex
vibration amplitudes Vd at four positions, x1, . . . , x4,
can recover the four related amplitudes by some
basic matrix manipulations. Once these are known, the
energy flow is obtained from Eq. (15) or (16).

Figure 6 shows the application of the wave decom-
position technique to a 1-mm-thick steel beam. The
28-cm-long, 1.5-cm-wide beam was composed of two
parts joined by a resilient joint. The spacing between
measurement points was 2 cm. The measurements
were done using a scanning laser vibrometer. The sig-
nal from the vibration exciter driving the beam was
used as a reference to provide the phase relationship
between different measurement signals that could not
be simultaneously recorded. The left plot shows the
amplitudes of two propagating waves while the right
plot shows the TEF evaluated by using the amplitude
data via Eq. (16).
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Figure 6 TEF measured in a 1-mm-thick steel beam incorporating a resilient joint. (a) Amplitudes of propagating flexural
waves: thick line, positive direction; thin line, negative direction. (b) TEF.
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5.4 Measurement Errors
Measurements of energy flow are very sensitive to
various types of errors. An electrical signal from
the transducer may be subjected to distortion and
noise, which can greatly affect the resulting intensity
readings. Equally damaging can be the inaccurate
positioning and cross sensitivity of transducers.

5.4.1 Instrumentation Error The most signifi-
cant source of signal distortion where SI (EF) is con-
cerned is the phase shift between the physical quantity
measured and the conditioned electrical signal that rep-
resents it. This effect becomes particularly significant
in connection with finite difference representation of
field variables.19 It can be shown that the error due to
phase shift �ϕ in the measurement of spatial deriva-
tives has the order of 1/(k�)n, where � is the distance
between transducers and n the derivative order.

To keep the phase mismatch error small, the
instrumentation phase matching between channels
must be extremely good because the product k� has
itself to be small in order to make the finite difference
approximation valid.

Another important error that can affect measure-
ment accuracy can be caused by the transducer mass
loading.20 The transducer mass should be kept well
below the value of the structural apparent mass.

5.4.2 Finite Difference Convolution Error By
approximating spatial derivatives with finite differ-
ences, systematic errors are produced that depend on
the spacing between the transducers. Thus, the finite
difference approximation of the first spatial derivative
will produce an error equal to

ε ≈ − 1
24 (k�)2 (23)

This error is seen to be negative: That is, the
finite difference technique underestimates the true
value. The finite difference error of the second
derivative is approximately twice the error of the first
derivative. The errors of higher order derivatives rise
in proportion to the derivative order, in contrast to the
instrumentation errors, which exhibit an exponential
rise.

5.4.3 Wave Decomposition coincidence error
The technique of wave decomposition is essentially
a solution to an inverse problem. At particular
“coincidence” frequencies, which occur when the
transducer spacing matches an integer number of half
the wavelength, the solution is badly conditioned,
making the error rise without limits. This error can
be avoided by changing the spacing and repeating the
measurements.
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CHAPTER 17
STATISTICAL ENERGY ANALYSIS

Jerome E. Manning
Cambridge Collaborative, Inc.
Cambridge, Massachusetts

1 INTRODUCTION
Statistical energy analysis (SEA) is commonly used
to study the dynamic response of complex structures
and acoustical spaces. It has been applied successfully
in a wide range of industries to assist in the design
of quiet products. SEA is most useful in the early
stages of design when the details of the product are not
known and it is necessary to evaluate a large number of
design changes. SEA is also useful at high frequencies
where the dynamic response is quite sensitive to small
variations in the structure and its boundary conditions.

A statistical approach is used in SEA to develop
a prediction model. The properties of the vibrating
system are assumed to be drawn from a random
distribution. This allows great simplifications in the
analysis, whereby modal densities, average mobility
functions, and energy flow analysis can be used to
obtain response estimates and transfer functions.

Statistical energy analysis combines statistical mod-
eling with an energy flow formulation. Using SEA, the
energy flow between coupled subsystems is defined in
terms of the average modal energies of the two subsys-
tems and coupling factors between them. Equations of
motion are obtained by equating the time-average power
input to each subsystem with the sum of the power dis-
sipated and the power transmitted to other subsystems.
Over the past 10 years SEA has grown from an interest-
ing research topic to an accepted design analysis tool.

2 STATISTICAL APPROACH TO DYNAMIC
ANALYSIS
Earlier chapters of this handbook have presented a
variety of techniques to study the dynamic response
of complex structural and acoustical systems. By
and large, these techniques have used a determinis-
tic approach. In the analytical techniques, it has been
assumed that the system being studied can be accu-
rately defined by an idealized mathematical model.
Techniques based on the use of measured data have
assumed that the underlying physical properties of the
system are well defined and time invariant. Although
the excitation of the system was considered to be a
random process in several of the earlier sections, the
concept that the system itself has random properties
was not pursued.

The most obvious source of randomness is manu-
facturing tolerances and material property variations.
Although variations in geometry may be small and
have a negligible effect on the low-frequency dynamics
of the system, their effect at higher frequencies cannot
be neglected. Another source of randomness is uncer-
tainty in the definition of the parameters needed to

define a deterministic model. For example, the geome-
try and boundary conditions of a room will change with
the arrangement of furnishings and partitions. Vehi-
cles will also change due to different configurations
of equipment and loadings. Finally, during the early
phases of design, the details of the product or build-
ing being designed are not always well defined. This
makes it necessary for the analyst to make an intelli-
gent guess for the values of certain parameters. If these
parameters do not have a major effect on the response
being predicted, the consequences of a poor guess are
not serious. On the other hand, if the parameters do
have a major effect, the consequences of a poor guess
can be catastrophic. Although deterministic methods
of analysis have the potential to give exact solutions,
they often do not because of errors and uncertainties
in the definition of the required parameters.

The vibratory response of a dynamic system may be
represented by the response of the modes of vibration
of the system. Both theoretical and experimental tech-
niques to obtain the requiredmode shapes and resonance
frequencies exist. A statistical approach will now be fol-
lowed in which resonance frequencies and mode shapes
are assumed to be random variables. This approach will
result in great simplifications where average mobility
functions and power inputs from excitation sources can
bedefinedsimply in termsof themodaldensity andstruc-
turalmassor acoustical complianceof the system.Modal
densities in turn can be expressed in terms of the dimen-
sions of the system and a dispersion relation between
wave number and frequency.

If the properties describing a dynamic system can
be accurately defined, the modes of the system can be
found mathematically in terms of the eigenvalues and
eigenfunctions of a mathematical model of the system,
or they can be found experimentally as the resonance
frequencies and response amplitudes obtained during
a modal test. The availability of finite element mod-
els and computer software makes it possible today
to determine the modes of very complex and large
structures. Although it might be argued that the com-
putational cost to determine a sufficient number of
modes to analyze acoustical and structural systems at
high frequencies is too high, that cost is dropping each
year with the development of faster and less expensive
computers. Thus, many vibration analysts believe that
analysis based on modes determined from a finite ele-
ment model can provide them with the answers they
need. Similarly, many engineers who are more inclined
toward the use of measured data believe that analysis
based on modes determined from a modal test will
suffice.
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Figure 1 Drive point conductance and susceptance for a typical structure.

The accuracy of a modal analysis depends on
the accuracy with which the modal parameters can
be determined and on the number of modes that
are included in the analysis. Since the modes form
a mathematically complete set of functions, a high
degree of accuracy can be obtained by including a
large number of modes in the analysis. In practice,
the accuracy with which the modal parameters can be
determined decreases for the higher order modes. Thus,
the accuracy of the modal analysis depends to a large
extent on the number of modes needed to describe
the vibration of the system. At low frequencies, for
lightly damped systems, the response can be accurately
described in terms of the response of a few modes.
On the other hand, at high frequencies and for
highly damped systems, a large number of modes
are required, and the accuracy of the modal analysis
decreases. In this case, a statistical description of the
system is warranted. Using a statistical description
avoids the need for an accurate determination of
the resonance frequencies and mode shapes, thereby
eliminating the main source of error in the modal
analysis. Of course, in using a statistical description,
the ability to determine the exact response at specific
locations and frequencies is lost. Instead, a statistical
description of the response is obtained.

2.1 Mobility Formulation

To illustrate the use of modal analysis and the
application of a statistical approach, the response of a
linear system to a point excitation with harmonic ejωt

time dependence is considered. For a structural system,
the ratio of the complex amplitude of the response
velocity to the complex amplitude of the excitation
force is defined as the point mobility for the system. A
transfer mobility is used if the location of the response
point is different than that of the excitation point. A
drive point mobility is used if the locations of the
response and drive points are the same. The drive point
mobility at coordinate location x can be written as a

summation of modal responses,

Ypt(x, ω) =
∞∑
i=1

1

Mi

jωψ2
i (x)

(ω2
i − ω2) + jωωiηi

(1)

where Ypt(x,ω) is the drive point mobility for the
structure, Mi is the modal mass, ψi (x) is the mode
shape for the ith mode, ω is the radian frequency
of excitation, ωi is the resonance frequency of the
ith mode, ηi is the damping loss factor, j equals
the square root of −1, and the summation is over all
modes of the system. The mobility consists of a real
part—the conductance—and an imaginary part—the
susceptance. The conductance is often of greater
interest since the product of the conductance and the
mean-square force is the input power to the system.
The conductance and susceptance for a typical lightly
damped system are shown in Fig. 1.

For light damping, the conductance as a function
of frequency shows a large peak at each resonance
frequency. The amplitude of the peak is governed by
the damping and by the value of the mode shape at the
drive point. Since the resonance frequencies and mode
shapes are assumed to be random, the conductance as
a function of frequency is analogous to a random time
series of pulses. Fortunately, the statistics of such a
random process has been extensively studied.

2.1.1 Frequency Averages Afrequency-averaged
conductance is found by integrating the real part of the
mobility over frequency and dividing by the bandwidth:

〈Gpt(x, ω)〉�ω = 1

�ω

∫

�ω

real{Ypt(x, ω)}�ω (2)

where 〈 〉 signifies an average, real { } signifies the
real part of a complex number, and the integral is over
the frequency band, �ω. For any particular frequency
band, the average conductance is largely determined
by the number of modes with resonance frequencies
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within the band. For light damping, the contribution
to the integral in Eq. (2) from a single mode with a
resonance frequency within the band is approximately
(π/2)ψ2

i /Mi . If the resonance frequency of the mode
is outside of the band, �ω, the contribution to the
integral is very small and can be ignored. Thus, the
frequency-averaged conductance is given by

〈Gpt(x, ω)〉�ω = 1

�ω

π

2

∑

i
modes
in �ω

ψ2
i (x)

Mi

(3)

where the summation is over all modes with resonance
frequencies in the band. Note that the frequency-
averaged conductance does not depend on the precise
values for the resonance frequencies or the damping,
but only on the number of modes within the band and
their mode shapes at the drive point.

2.1.2 Spatial Averages The statistical approach
can be extended one step further by averaging the
conductance over the spatial extent of the system. For
a homogeneous system, the spatial-average value of
the mode shape squared is equal to the modal mass
divided by the physical mass of the system, Mi /M .
Thus, the drive point conductance averaged both over
a band of frequencies and over the spatial extent of the
system is given by

〈Gpt(x, ω)〉�ω,x = π

2M

N�ω

�ω
(4)

where N�ω is the number of modes with resonance
frequencies in the band �ω—the “resonant mode
count”—and M is the physical mass of the structure.
Equation (4) applies only to homogeneous structures.
However, it can also be used for the general case, if
we replace M in Eq. (4) by the dynamic mass, Md ,
where

Md(ω) = 1

N�ω

∑

i
modes
in �ω

〈ψ2
i (x)〉x
Mi

(5)

The definition of a dynamic mass allows the expression
given in Eq. (4) to be used for the average conductance
of both homogeneous structures and nonhomogeneous
structures, such as framed plates and structures loaded
with components.

2.1.3 Acoustical Systems The formulation above
is for a structural system in which the equations of
motion are formulated in terms of a response vari-
able such as displacement. For an acoustic system, the
equations of motion are typically formulated in terms
of pressure, a stress variable. In this case, a similar for-
mulation can be carried out. However, the acoustical

resistance—pressure divided by volume velocity—is
obtained rather than the conductance, and the struc-
tural mass is replaced by the bulk compliance of the
acoustical space,

〈RA
pt(x, ω)〉�ω,x = π

2

N�ω

�ω

1

Ca

(6)

where RA
pt is the point acoustical resistance for the

acoustical space and Ca is the bulk compliance of the
space (V/ρc2 for a space with rigid walls).

2.1.4 Ensemble Averages An ensemble-averaged
conductance is found by averaging the real part of the
mobility over a large number of individual products
drawn from a random distribution. For example, an
ensemble of products may be defined as the vehicles
coming off a production line. Alternatively, an ensem-
ble may be defined as the vehicles of a specific model
with random configurations for passenger load, inte-
rior trim, and road conditions. The ensemble average
has the advantage that it can be useful both for random
excitation and for single frequency excitation.

If an ensemble of systems is defined such that
the resonance frequencies are distributed as a Poisson
random process and the mode shapes are uniformly
distributed, the ensemble average is given by

〈Gpt(x, ω)〉ens = π

2

n(ω)

Md

(7)

where n(ω) is the modal density for the system—the
ensemble-average number of modes per unit radian
frequency.

It is common in SEA to assume that ensemble
averages are equal to frequency averages. This is
analogous to the ergodic assumption for a random time
series in which ensemble averages are equal to time
averages. The validity of the SEA ergodic assumption
depends on the underlying validity of the assumed
probability distributions for resonance frequencies and
mode shapes. An extensive amount of work is required
to validate these distributions. Thus, the SEA ergodic
assumption is often accepted as a “best available”
estimate. It should, however, be used with caution.

The susceptance or imaginary part of the mobility
can also be determined from a modal summation.
However, since the imaginary part of each term in
the summation exhibits both positive and negative
values, the number of terms that must be included
in the summation to obtain a good estimate of the
susceptance is much greater than were required to
obtain a good estimate of the average conductance.

2.2 Modal Density

The previous section shows how the use of a statistical
description of a dynamic system can lead to a great
simplification in the determination of the average
structural conductance or acoustical resistance. The
exact resonance frequency and mode shape for each
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individual mode are no longer needed. Instead, the
resonant mode count or modal density can be used.
The distinction between these two variables is often
quite subtle. The term mode count is used to describe
the number of modes with resonance frequencies
within a given frequency band. The modal density,
on the other hand, is a mathematical quantity that
gives a statistical estimate of the average number of
resonant modes per unit frequency for an ensemble of
systems. If we define an ensemble of system for which
the geometry and material parameters vary randomly
within manufacturing tolerances or design limits, the
mode count will vary from system to system within the
ensemble. The average mode count over the ensemble
can be estimated from the modal density:

N�ω =
ω2∫

ω1

n(ω) dω (8)

where ω1 and ω2 are the lower and upper frequencies
of the band, �ω. In many cases the modal density will
be a fairly smooth function of frequency. The average
mode count can then be obtained simply as the product
of the modal density at the band center frequency and
the frequency bandwidth.

2.2.1 Asymptotic Modal Densities In most
cases, the mode count or modal density can be deter-
mined analytically using asymptotic modal densities
that are valid at high frequencies where many reso-
nant modes exist even in narrow bands of frequency.
The general use of these asymptotic modal densities to
obtain the mode count has led to the idea that statistical
modeling can only be used at high frequencies. This is
indeed a misconception. As long as correct values are
used for the modal density and the dynamic mass, the
statistical modeling can be extended to low frequen-
cies where the number of modes is small. However,
at these low frequencies the variance of the estimates
may become quite large, so that the average value is
not a good estimate for any individual structure.

One-Dimensional System The modes of a one-
dimensional system have mode shapes that are func-
tions of a single spatial coordinate. For a system with
uniform properties, the mode shapes at interior posi-
tions away from any boundary are in the form of a
sinusoid,

ψi (x) = Ai sin(kix + ϕi ) (9)

where ki is a wavenumber describing the rate of
variation of the mode shape with the spatial coordinate,
x, and ϕi is a spatial phase factor that depends on
boundary conditions. The wavenumber for a mode is
related to the number of half-wavelengths within the
length of the system,

ki = π

L
(i + δ) (10)

where L is the length of the system, i is an integer,
and δ is a small constant, (− 1

2 ≤ δ ≤ 1
2 ) whose value

kx

π/Lx

Figure 2 Wavenumber space for a one-dimensional
system.

depends on the boundary conditions at each end of the
system.

The modes can be represented graphically in
wavenumber space. For a one-dimensional system,
wavenumber space is a single axis. Each mode can
be represented by a point along the axis at the value
ki , as shown in Fig. 2. If the value of δ is constant from
mode to mode, as would be the case for clamped or
free boundary conditions, the spacing between modes
in wavenumber space, �k, is simply the ratio π/L. If
on the other hand, the value of δ is random due, for
example, to a random boundary condition, the average
spacing between modes is also π/L. Although the exact
position of a mode in wavenumber space depends on
the value of δ, each mode will “occupy” a length of the
wavenumber axis defined by the average spacing, �k.

To determine the modal density, a relationship
between wavenumber and frequency is needed. This
relationship is the dispersion relation or characteristic
equation for the system. For a simple one-dimensional
acoustical duct the dispersion relation is k = ω/c,
where c is the speed of sound. For bending defor-
mations of a one-dimensional beam (without shear
deformations or rotational inertia) the dispersion rela-
tion is k4 = ω2m/EI , where m is the mass per unit
length, E is Young’s modulus for the material, and I is
the bending moment of inertia. The dispersion relation
allows mapping of the frequency range, �ω, to the cor-
responding wavenumber range, �k. The average value
of the mode count is then obtained by dividing �k by
�ω. The modal density can now be written as the limit,

n(ω) = lim
�ω→0

�k

�ω

1

δk
(11)

The ratio �k/�ω, in the limit as the frequency
range approaches zero, becomes the derivative of the
wavenumber with respect to frequency. This derivative
is the inverse of dω/dk, which is the group speed for
the system. Thus, the modal density for the general
one-dimensional system becomes

n(ω) = L

πcg

(12)

The modal density of the general one-dimensional
system is simply related to the length of the system
and the group speed. In this asymptotic result, which
becomes exact as the number of modes increases,
boundary conditions are not important. For the lower
order modes, it is possible to correct the modal density
for specific types of boundary conditions. However, the
increase in accuracy may not be worth the effort.
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∆k

kx

ky

π/Lx

π/Ly

Figure 3 Wavenumber space for a two-dimensional
system.

The general result shows that the modal density
depends on the group speed. Thus, the modal density
of a one-dimensional acoustical lined duct should take
into account the effect of the lining on the group speed.
If the acoustical media is a fluid, the wall compliance
can have a significant effect on the group speed and
should be considered.

Two-Dimensional System The modes of a two-
dimensional system have mode shapes that vary along
two spatial coordinates. Like the one-dimensional
system, the modes of the two-dimensional system
can be represented graphically in wavenumber space.
However, wavenumber space becomes a plane defined
by two axes. Each mode can be represented by a
point on the plane, so that the modes of the system
can be represented by a lattice of points as shown
in Fig. 3. For a rectangular system, the lattice forms
a rectangular grid of points. The average spacing
between the points along the kx axis is π/Lx , and the
spacing between the points along the ky axis is π/Ly ,
where Lx and Ly are the dimensions of the system.
Thus, a mode occupies a small area in wavenumber
space equal to π2/A, where A is the area of the panel.

The dispersion relation for a two-dimensional
system relates the frequency to the two wavenumber
components, kx and ky . For a simple rectangular
acoustical layer, the dispersion relation is k2

x + k2
y =

ω2/c2, where c is the speed of sound. For bending
deformations of a rectangular plate (without shear
deformations or rotational inertia) the dispersion
relation is (k2

x + k2
y)

2 = ω2m/EI ′, where m is the
mass per unit area and I ′ is the bending moment of
inertia of the plate. The dispersion relation allows lines
of constant frequency to be drawn in wavenumber
space for the upper and lower frequencies of the band,
�ω. For the simple systems above, these lines are
quarter-circles forming an annular region as shown

in Fig. 3. The average value of the mode count is
obtained by dividing the area of this region by the
area occupied by a single mode. The modal density
can now be written as the limit

n(ω) = lim
�ω→0

�k

�ω

kA

2π
(13)

where k2 = k2
x + k2

y .
The modal density for the general two-dimensional

system becomes

n(ω) = kA

2πcg

(14)

Both the wavenumber and the group speed can be
found from the dispersion relation.

The formulation of modal density using wavenum-
ber space allows extension of the results to more
complicated systems. For example, the modal den-
sity for bending modes of a fluid-loaded plate can
be obtained by adjusting the group speed to account
for the fluid loading. Similarly, the modal density
for bending modes, including the effects of transverse
shear deformations and rotary inertia, can be obtained
by adjusting the group speed to account for these
effects. The modal densities for cylindrical shells and
orthotropic plates can be obtained using wavenumber
space. For these cases, however, the lines of constant
frequency will not be circular.

Three-Dimensional System The modes of a
three-dimensional system have mode shapes that
vary along three spatial coordinates. In this case,
wavenumber space becomes a volume defined by three
axes. Like the one-dimensional and two-dimensional
systems, each mode can be represented by a point in
wavenumber space, so that the modes of the system
form a lattice of points in three dimensions. Each mode
occupies a small volume in wavenumber space equal
to π3/V , where V is the volume of the system. The
exact location of the mode within this volume will
depend on the exact boundary conditions.

The dispersion relation for the three-dimensional
system gives the frequency as a function of three
wavenumbers. For a uniform acoustical space the
dispersion relation is

ω = c

√
k2
x + k2

y + k2
z (15)

where c is the speed of sound. The dispersion relation
allows two-dimensional surfaces of constant frequency
to be drawn in wavenumber space. The average
cumulative mode count can now be obtained by
dividing the total volume under these surfaces by
the average volume occupied by a single mode. The
dispersion relation for the uniform acoustical space
results in spherical surfaces with a volume of k2/2
(one-eighth sphere with radius k). Each mode occupies
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a volume equal to π3/V , so that the cumulative mode
count becomes

N(ω) = k3V

6π2
(16)

The modal density is found from the derivative of
the cumulative mode count:

n(ω) = k2V

2π2cg

(17)

The asymptotic modal density of the general three-
dimensional space gives an accurate estimate of the
mode count at high frequencies where many modes
occur. It can also be used at lower frequencies
as the ensemble average for systems with random
boundary conditions. In room acoustics, the walls are
commonly assumed to be rigid. In this case corrections
to the asymptotic modal density can be introduced
that improve the accuracy of the mode count at low
frequencies. However, these corrections are only valid
for a space in which the assumption of rigid walls
is valid. Such an assumption would not be valid, for
example, for a fluid-filled tank.

Table 1 provides a summary of the asymptotic
modal densities and cumulative mode counts.

2.2.2 Finite Element Modeling Finite element
models show great potential as a means to determine
the correct mode count for complex structures and
acoustical spaces at lower frequencies. Although these
models may lose some accuracy in defining the
resonance frequencies of the higher order modes, their
use to determine the number of modes within defined
frequency bands is justified. Two procedures can be
used for determining a mode count from a finite
element model. In the first an eigenvalue analysis is
used to obtain the resonance frequencies. The mode
count is obtained by dividing the frequency range
of interest into bands and counting the number of
resonance frequencies in each band. In the second
technique, the resonance frequencies are used to
determine the frequency spacing between modes. The
average frequency spacing is found by averaging over
a set number of spacing intervals rather than over
a set frequency band. Finally, the modal density is

Table 1 Cumulative Mode Count and Modal Density
for Homogeneous Subsystems

Subsystem
Cumulative Mode

Count N(ω)

Modal Density
n(ω)

One dimensional
kL
π

L
πcg

Two dimensional
k2A
4π

kA
2πcg

Three dimensional
k3V

6π2cg

k2V
2π2cg

obtained from the inverse of the average spacing.
Although the first technique is commonly used, the
second technique is preferred, since it provides an
estimate of the average modal density with a constant
statistical accuracy.

In SEA the modes of a structural element are
often subdivided into groups of modes with similar
properties. For example, the modes of a plate element
may be divided into bending and in-plane subsystems.
When using a finite element model to determine modal
densities some type of sorting based on mode shape
may be required. For thin structural elements the
number of bending modes in a band of frequency
greatly outnumbers the in-plane compression and shear
modes. It is then reasonable to use the modal density
from the finite element model to determine the modal
density for the bending subsystem. An example is
shown in Fig. 4. In this example the modes for
a section of the floor of a passenger vehicle are
determined for different boundary conditions and used
to obtain the modal density for the floor SEA bending
subsystem.

Engineering judgment is needed to decide whether
to use the modal density for a single boundary
condition or to assume a random boundary condition
and average the modal densities obtained from the
finite element model over the different boundary
conditions. The average over boundary conditions is
often a more reliable estimate.

3 SEA ENERGY FLOW METHOD
Since its introduction in the early 1960s, statistical
energy analysis, or SEA as it is commonly called,
has gained acceptance as a method of analysis
for structural-acoustical systems.1 SEA draws on
many of the fundamental concepts from statistical
mechanics, room acoustics, wave propagation, and
modal analysis.2–9 At first, SEA appears to be a very
simple method of analysis. However, because of the
diversity of concepts used in formulating the basic
SEA equations, the method quickly becomes very
complex. For this reason, analysts have recommended
caution in using SEA. However, when used properly,
SEA is a powerful method of vibration and acoustical
analysis.

In SEA, the system being analyzed is divided into a
set of coupled subsystems. Each subsystem represents
a group of modes with similar characteristics. The
SEA subsystems can be considered to be “control
volumes” for vibratory or acoustic energy flow. Under
steady-state conditions, the time-average power input
to a subsystem from external sources and from
other connected subsystems must equal the sum
of the power dissipated within the subsystem by
damping and the power transmitted to the connected
subsystems.

Consider, for example, a piece of machinery located
within an enclosure in a large equipment room as
shown in Fig. 5. The noise in the equipment room
due to operation of the machine is of concern. A
simple SEA model for this problem is shown in Fig. 6.
In this model three subsystems are used: one for



STATISTICAL ENERGY ANALYSIS 247

0.01

0.1

1

Center Frequency (Hz)

12
th

 O
ct

av
e 

M
od

al
 D

en
si

ty
 (

M
od

es
/H

z)
Free FEM 

20001000100

SEA Flat Plate 

Pinned FEM 
Fixed FEM 

Figure 4 Modal density from finite element analysis.
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Figure 5 Machinery noise problem.

the acoustic modes of the interior space within the
enclosure, one for bending modes of the enclosure
walls, and one for the acoustic modes of the exterior
space in the equipment room. The airborne and
structure-borne noise from the machine are specified
as power inputs to the model. The input power to
the enclosure acoustical space, W in

a , is taken to be the
airborne noise radiated by the machine, which can be
determined using acoustic intensity measurements. The
input power to the enclosure wall, W in

s , is determined
from the vibration of the machine at its attachment to
the enclosure base. The time-average power dissipated
within each subsystem is indicated by the terms W diss

a ,
W diss

s , and W diss
r .

Following the usual definition of the damping loss
factor, the time-average power dissipated within the
subsystem can be written in terms of the time-average

Wa
in Ws

in

Enclosure 
Acoustical 

Space

Enclosure
Walls

Room 
Acoustical 

Space

Wa
diss Ws

d         iss Wr
diss

Figure 6 Simple three-element SEA model of equipment
enclosure.

energy of the system and the radian frequency of
vibration:

W diss
s = ωηs;dissEs (18)

where ω is the radian frequency (typically, a one-third
octave-band center frequency), ηs;diss is the damping
loss factor for subsystem s, and Es is the time-average
energy for subsystem s.

The energy transmitted between the connected
subsystems can also be assumed to be proportional to
the energy in each system. By analogy to the dissipated
power, the factor of proportionality for transmitted
power is called the coupling loss factor. However,
since energy flow between the two systems can be
in either direction, two coupling loss factors must be
identified, so that the net energy flow between two
connected subsystems is given by

W trans
a;s = ωηa;sEa − ωηs;aEs (19)

where ηa;s and ηs;a are the coupling loss factors
between subsystem a and s and between s and a.
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These two coupling loss factors are not equal. A power
balance can now be performed on each subsystem to
form a set of linear equations relating the energies of
the subsystems to the power inputs:

ω

[
ηa;d + ηa;s + ηa;r−ηa;s−ηa;r

−ηs;a
ηs;d + ηs;a + ηs;r−ηs;r

−ηr ;a−ηr ;s
ηr ;d + ηr ;a + ηr ;s

] [
Ea

Es

Er

]
=




W in
a

W in
s

W in
r


 (20)

Note that the subscript notation typically used in
SEA is not conventional matrix notation. Also note
that the loss factor matrix is not symmetric.

3.1 SEA Reciprocity
The coupling loss factors used in SEA are generally
not reciprocal, that is, ηs;r �= ηr ;s . If it is assumed,
however, that the energies of the modes in a given
subsystem are equal—at least within the concept
of an ensemble average—and that the responses of
the different modes are uncorrelated, a reciprocity
relationship can be developed. The assumptions for
this relationship are more restrictive than required for
a general statement of reciprocity, so that the term SEA
reciprocity should be used.

Statistical energy analysis reciprocity requires that
the coupling loss factors between two subsystems be
related by the modal densities:

n(ω)sηs;r = n(ω)rηr ;s (21)

Using this relationship, a new coupling factor, β, can
be introduced that allows the energy balance equations
to be written in a symmetric form:




βa;d + βa;s + βa;r−βa;s−βa;r

−βa;s
βs;d + βs;a + βs;r−βs;r − βa;r−βs;r
βr ;d + βr ;a + βr ;s




×
[

Ea/n(ω)a
Es/n(ω)s
Er/n(ω)r

]
=




W in
a

W in
s

W in
r


 (22)

where

βs;r = ωηs;rn(ω)s = ωηr ;sn(ω)r = βr ;s (23)

The ratio of total energy to modal density has the units
of power and can be called modal power.

3.2 Coupling Loss Factor Measurement

The coupling loss factors or coupling factors can-
not be measured directly. However, a power injec-
tion technique can be used to infer the coupling
factor from measured values of power input and

response energy. Using this technique each subsys-
tem is excited in turn with a unit power input,
and the response energy of the subsystems is mea-
sured to form a matrix of measured energies. Each
column in the matrix corresponds to the measured
response energies when one subsystem is excited.
For example, the second column contains the mea-
sured energies when the second subsystem is excited.
The coupling loss factor matrix is determined by
inverting the matrix of measured subsystem ener-
gies:

[η] = [E] −1 (24)

The off-diagonal terms are the negative values of
the coupling loss factors, while the sum of terms
for each row give the damping loss factors. This
measurement technique has been successfully used to
“measure” in situ coupling and damping loss factors.
However, errors in the energy measurement can result
in large errors in the measured loss factors. Systems
containing highly coupled subsystems will result in
energy matrices that are poorly conditioned since two
or more columns will be nearly equal. Thus, the
success of the measurement technique requires careful
identification of the subsystems. The best results
are obtained for light coupling, when the coupling
loss factors are small compared to the damping loss
factors, so that the loss factor matrix is diagonally
dominant.

The measurement of subsystem energy is particu-
larly difficult for subsystems with in-plane compres-
sion and shear modes. Because of the high stiffness of
the in-plane modes a small amount of motion results
in a large amount of energy. The measurement of sub-
system energy is also difficult for subsystems in which
the mass is nonuniformly distributed. For these subsys-
tems an effective or dynamic mass must be determined
at each measurement point.

3.3 Coupling Loss Factor Theory

Coupling loss factors can be predicted analytically
using wave and mode descriptions of the subsystem
vibrations. Waves are used when the number of dimen-
sions of the subsystem is greater than the number of
dimensions of the connection: for example, a beam
connected at a point, a plate connected at a point or
along a line, and an acoustical space connected at a
point, line, or area. Modes are used when the number
of dimensions of the subsystem is equal to the number
of dimensions of the connection: for example, a beam
connected along a line and a plate connected over an
area.

When a wave description can be used for all
subsystems at the connection, the coupling loss factor
between subsystems can be written in terms of a
power transmission coefficient. For a point connection
between beams, the coupling factor between subsystem
s and subsystem r can be written

βs;r = ωηs;rns(ω) = 1

2π
τs;r (25)
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where τs;r is the power transmission coefficient. The
power transmission coefficient must take into account
energy transmitted by all degrees of freedom at the
connection: three translational degrees of freedom
and three rotational degrees of freedom. For a point
connection with a single degree of freedom (all other
degrees of freedom are constrained), the transmission
coefficient is given by

τs;r = 4RsRr

|Zj |2 (26)

where R is the subsystem resistance (real part of the
impedance) for the unconstrained degree of freedom
and Zj is the junction impedance—the sum of the
impedances of all subsystems connected at the point.
The coupling factor given by Eqs. (25) and (26)
can also be used for two- and three-dimensional
subsystems connected at a point with a single degree
of freedom, as long as the correct impedances are
used. For point connections with multiple degrees
of freedom, an estimate of the coupling factor can
be obtained by summing the power transmission
coefficients for each degree of freedom.

The coupling factor between two-dimensional sub-
systems connected along a line of length L can also
be written in terms of a power transmission coeffi-
cient. However, for this case an integration must be
performed over all angles of incidence. The coupling
factor is given in terms of the angle-averaged trans-
mission coefficient as

βs;r = ωηs;rns(ω) = 1

2π

ksL

π
τs;r (27)

where ks is the wavenumber of the source subsystem
and τs;r is given by

τs;r = 1

2

+π/2∫

−π/2

τs;r (θs ) cos(θs ) dθs (28)

and θs is the angle of incidence for a wave in the source
subsystem. The parameter ksL/π is the effective
number of points for the line connection. For a line
connection, the power transmission coefficient must
take into account the energy transmitted by 4 degrees
of freedom: three translational and one rotational. For a
single degree of freedom, the transmission coefficient
for an incident angle, θs , can be expressed in terms
of the line impedances of the source and receiver
subsystems as

τs;r (θs ) = 4Rs(kt )Rr(kt )

|Zj(kt )|2 (29)

where kt is the trace wavenumber given by ks cos(θs),
and R(kt ) is the real part of the line impedance for the
unconstrained degree of freedom.

The formulation above can also be used to predict
the coupling loss factor between three-dimensional
subsystems coupled along a line, if the integration
is performed over all solid angles of incidence. For
this case, the angle-averaged transmission coefficient
is written as

τs;r =
+π/2∫

−π/2

τs;r (θs ) sin(θs ) cos(θs ) dθs (30)

For an area connection between three-dimensional
subsystems, the coupling factor is given in terms of
the angle-averaged transmission coefficient as

βs;r = ωηs;rns(ω) = 1

2π

k2
s S

4π
τs;r (31)

where S is the area of the connection. The effective
number of points for the area connection is given by
the parameter, ks

2S/4π.
When the number of dimensions of a subsystem is

equal to the number of dimensions of the coupling,
modes are used to calculate the coupling loss factor.
For example, the coupling loss factor between a two-
dimensional system such as a plate or shell and a
three-dimensional system such as an acoustical space
is obtained by calculating the radiation efficiency for
each mode of the plate, and averaging over all modes
with resonance frequencies in the analysis bandwidth,

ηs;r = ρrcrS

ωMs

1

Ns

∑
i

σrad
i (32)

where ρr cr is the characteristic impedance of the
acoustical space, Ms is the mass of the plate, Ns is
the mode count for the plate, and σrad

i is the radiation
efficiency for mode i of the plate. Approximations to
the summation can be made by grouping the modes
into “edge” and “corner” modes.10

The power transmission coefficients and radiation
efficiencies can be calculated with great accuracy.
However, the relationship between these parameters
and the SEA coupling loss factors requires that some
assumptions be made regarding the vibration fields
in the connected subsystems. First, the vibrations of
the two subsystems are assumed to be uncorrelated.
Second, the vibrations of the two subsystems are
assumed to be “diffuse”—waves are incident on a
point within the subsystem from all angles with equal
intensity. Although these assumptions are difficult to
prove, even for idealized structures and acoustical
spaces, they are generally valid for lightly coupled
systems at high frequencies, where many modes
participate in the vibration response. The validity of
the assumptions for highly coupled subsystems is open
to question. Fortunately, the errors incurred using the
above equations for highly coupled subsystems are
generally small. The assumptions are also open to
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question at low frequencies, where only a few modes
participate in the response. At these frequencies, the
equations above may predict coupling loss factors
that are too large. However, it is difficult to quantify
the error. In spite of the limited validity of the
assumptions, the equations above provide useful
estimates of the coupling loss factors, even for highly
coupled subsystems at low frequencies.

3.4 Wave versus Modal Approaches
The earliest development of SEA was based on a
study of coupled modes. The coupling factor between
two coupled modes or oscillators was extended to
study the coupling between two subsystems—each
with a large number of modes. However, for many
types of coupling the proper identification of the
subsystem modes is difficult. For example, two plates
coupled along one edge may be considered. Use of a
clamped boundary condition at the coupling results in
modes that allow no displacement at the connection
and thus no energy flow. A free boundary condition
results in no forces at the connection and again
no energy flow. The problem of applying boundary
conditions when the coupling between subsystems
is at a boundary is difficult to resolve. For this
reason, a wave approach is commonly used to compute
SEA coupling factors. Following this approach the
dynamic response of a subsystem is represented by
a series of traveling waves. The wave field is assumed
to be diffuse with incoherent waves incident from
all directions. The assumption of a diffuse field
allows a simple calculation of the SEA coupling
factors in terms of wave transmission coefficients. The
assumption of a diffuse field can be supported for
an ensemble of dynamic systems with modes drawn
from a random distribution of resonant frequencies
and mode shapes. However, many systems of practical
interest do not support this statistical model. For
example, a cylindrical structure with periodic stiffeners
exhibits strong frequency and wavenumber filtering.
The assumption of a diffuse field loses its validity
as the vibration propagates along the length of
the cylinder. This problem may be alleviated by
partitioning the waves (or modes) into different groups
according to the direction of propagation. In general,
great care must be taken in applying SEA to systems
that are not very “random.”

3.5 Damping Loss Factor Theory
The damping loss factors can be predicted analytically
for free-layer and constrained-layer treatments. The
analysis approach is described in other chapters of this
handbook. The damping for an acoustic space is often
specified by the average absorption coefficient for the
space rather than a damping loss factor. The power
dissipated within the acoustical space can be written
in terms of the time-average energy and the absorption
coefficient as

W diss
a = ω

Sa

4kaVa

αa;dissEa = ωηa;dissEa (33)

where Sa is the area of the absorbing surface, Va

is the volume of the acoustical space, and ka is the
acoustic wavenumber. It follows that the damping loss
factor for an acoustical space can be obtained from the
average absorption coefficient by the relation

ηa;diss = Sa

4kaVa

αa;diss (34)

where the constant 4V/S is commonly referred to as
the mean-free path.

3.6 Energy and Response
The SEA power balance equations can be solved
to obtain the modal energy or modal power of
each subsystem. The final step in the analysis is to
relate these variables to the subsystem response. For
structural subsystems, the spatial-average mean-square
velocity is calculated from the kinetic energy. For
resonant vibrations, the time-average kinetic energy is
equal to the time-average potential energy. Thus, the
average mean-square velocity in a band of frequencies
is given by

〈v2〉x,t = E

M
(35)

where E is the total energy of all modes in the band
and M is the mass of the subsystem. For acoustical
subsystems, the spatial-average mean-square sound
pressure is calculated from the potential energy,

〈p2〉x,t = E

Ca

(36)

where Ca is the compliance of the subsystem, V /ρc2,
for an acoustical space with rigid walls.

The equations above are adequate for large, homo-
geneous subsystems. However, for small subsystems
and for subsystems with significant spatial variations
in element stiffness or mass, these equations lose accu-
racy. When the drive point conductance at the response
point is known, either from measurement or from a
finite element model, the conversion from energy to
response can be carried out with greater accuracy.
Since the average conductance is related to the modal
density and mass of the system, see Eq. 7, the average
mean-square velocity can be written in terms of the
modal power as

〈v2〉x,t = 2

π
〈Gpt(x, ω)〉x,�ωϕ (37)

A similar expression can be written for acoustical
subsystems

〈p2〉x,t = 2

π
〈Rpt(x, ω)〉x,�ωϕ (38)

where R is the point acoustical resistance. Equations
(37) and (38) can also be used to obtain the response
at single points within the subsystem rather than
spatial averages. This removes a common criticism



STATISTICAL ENERGY ANALYSIS 251

of SEA—that the method can only calculate spatial
averages of the response.

3.7 Variance

Statistical energy analysis provides a statistical descrip-
tion of the subsystem response. However, in many
cases, SEA is used only to obtain an estimate of the
mean. Although the mean provides the “best estimate”
of the response, this estimate may differ significantly
from the response measured for a single member of
the ensemble of dynamic systems. The variance or
standard deviation of the response provides a measure
to quantify the expected confidence intervals for the
SEA prediction. When the variance is high, the con-
fidence intervals will be large, and the mean does not
provide an accurate estimate of the response.

Using SEA in design requires that a confidence
interval be established for the response prediction,
so that an upper bound or “worst-case” estimate can
be compared with design requirements. If the mean
response is used for design, half the products produced
will fail to meet the design requirements. Use of the
mean plus two or three times the standard deviation
(square root of the variance) provides a reasonable
upper bound for the response prediction.

Methods to predict the variance of the SEA
prediction are not well established, although work is
continuing in this area. Often an empirical estimate
of the variance or confidence interval is used. In
other cases, an estimate based on the modal overlap
parameter, the frequency bandwidth of the analysis,
and a loading distribution factor is used.11,12 The
modal overlap parameter, Moverlap, is the ratio of the
average damping bandwidth for an individual mode
to the average spacing between resonance frequencies.
This parameter can be written in terms of the damping
loss factor and the modal density as

Moverlap = π

2
ωηdn(ω) (39)

where ηd is the effective total damping loss factor
for the subsystem. Large values of the product of the
modal overlap parameter and the analysis bandwidth
result in low variance and a narrow confidence interval.
In this case, the mean is a good estimate of the
response. Small values of the product result in high
variance and wide confidence intervals. In this case,
the mean does not give a good estimate of the response,
and the variance should be determined so that an upper
bound to the prediction can be obtained.

Failure to include an estimate of the variance in
the SEA leads to some misunderstandings regarding
the capabilities of SEA. First, SEA is not limited to
high frequencies and high modal densities. However,
at low frequencies and for low modal densities, the
confidence interval for the SEA predictions will be
large, so that an estimate of the variance must be
made. Second, SEA is not limited to broadband noise
analysis. However, for a single-frequency or narrow-
band analysis, the confidence interval for the SEA

predictions will be larger than for a one-third octave
or octave-band analysis.

4 EXAMPLE

Two examples are presented to illustrate the use
of SEA. The first is a simplified model of a ship
consisting of a machinery platform, a bulkhead, a deck,
and a hull structure, as illustrated in Fig. 7.

This model was originally used to demonstrate the
importance of in-plane modes in transmitting vibra-
tional energy. The SEA model consists of seven plates,
each with a bending and in-plane subsystem. The in-
plane subsystem may be subdivided into in-plane com-
pression and in-plane shear modes. However, these
in-plane modes are generally strongly coupled and can
be included in a single subsystem. Three line connec-
tions are used to connect the plate elements, as shown
in Fig. 8.

The first step in the SEA is to set up the
coupling matrix for the energy flow equations as
shown in Eqs. (22) and (23). The modal densities for
each plate are determined using the asymptotic two-
dimensional modal density in Table 1. This expression
can be used for both the bending and in-plane
subsystems by using the correct wavenumber and
group speed. The modal density for the in-plane
subsystem is determined by summing the modal
densities of compressional and shear modes Each
structural connection requires calculation of several
coupling factors between the bending and in-plane
subsystems of the connected plates. For the upper line
connection between the platform and bulkhead plates,
five coupling factors are needed: platform bending to
bulkhead bending, platform bending to bulkhead in-
plane, platform bending to platform in-plane, platform
in-plane to bulkhead bending, platform in-plane to
bulkhead inplane, and bulkhead bending to bulkhead
in-plane. For each coupling factor a wave approach is
used to compute first a power transmission coefficient
using Eqs. (28) and (29). The coupling factors are
then computed using Eq. (27). The damping factors
are computed from the damping loss factors and modal
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Figure 7 Simplified ship structure.
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Figure 8 SEA ship model.

densities using Eq. (40):

βs;damp = ωηs;dampns(ω) (40)

where βs;damp is the damping factor, ηs;damp is the
damping loss factor, and ns(ω) is the modal density
of subsystem s. Damping loss factors are often based
on empirical estimates or in some cases on measured
data. They may also be computed analytically for
free-layer and constrained-layer damping treatments.
However, the damping loss factor must be calculated
for the type of mode being considered. Bending
modes often have significantly higher damping than
in-plane compression and shear modes. The coupling
and damping factors are now assembled to form the
coupling matrix for the power balance equations. Each
row of this matrix results from power balance for a
single subsystem. For row s the diagonal term is the
damping factor for subsystem s plus the sum of all
coupling factors from subsystem s to other connected
subsystems. The off-diagonal terms are the negative
values of the coupling factor between subsystem s
and the other connected subsystems. The linear matrix
equation is then solved to obtain transfer functions
between input power and response energy,

PTFs;r = Er/n(ω)r

W in
s

= ϕr

W in
s

(41)

where PTFs;r is the transfer function between input
power to subsystem s and response modal power for
subsystem r .

The second step in the SEA is to relate the modal
power to the vibration response. The mean-square
velocity is given in terms of the modal power by
Eq. (37). The mean-square acceleration in a band of
frequencies is simply obtained by dividing the mean-
square velocity by the band-center radian frequency
squared. For subsystem r the mean-square acceleration
is given by

〈a2
r 〉x,t = 2

π

ϕr

ω2
c

〈Gr ;pt(x, ω)〉x,�ω (42)

where ωc is the band center frequency and 〈a2
r 〉 is

the mean-squared acceleration response of subsystem
r in the band �ω. The average power spectral density
in the band is obtained by dividing the mean-square
acceleration by the frequency bandwidth. Typically,
when calculating the power spectral density (PSD) the
bandwidth should be expressed in hertz rather than
radians per second.

The third step in the SEA is to compute the power
input to the subsystems. In some cases when the input
loads are localized and can be represented by point
forces, the power input can be determined from force
and velocity measurements. Measurement of the power
input from applied moments may also be possible but
is much more difficult. In other cases when only the
applied forces are known, the power input can be
determined from the frequency-average conductance
at the excitation point, xs ,

W in
s = 〈F 2

s 〉〈Gs;pt(xs, ω)〉�ω (43)

The results above can be combined to give a
transfer function relating the mean-square response of
subsystem ‘r’ at point xr to an applied point force on
subsystem ‘s’ at point xs,

〈A2
r 〉

〈F 2
s 〉 =

2

π

〈Gs;pt(xs, ω〉�ω〈Gr ;pt(xr , ω〉�ω

ω2
c

PTFs;r

(44)

Predictions obtained from this SEA ship model are
compared with measured data in Fig. 9. Also shown
are an upper limit set at the mean plus two times
the predicted SEA standard deviation. The lower plot
shows predictions from a typical SEA model in which
statistical estimates of the average conductance are
used in Eq. (44). The upper plot shows predictions
from a hybrid SEA model in which the SEA transfer
functions are combined with measured values of
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Figure 9 Ship model response.

the conductance. Use of measured conductance data
improves the accuracy of the SEA prediction.

The second example is a structural-acoustical
model of a automobile. The model is simplified to
predict the interior cabin noise from airborne noise
sources including the engine, tires, exhaust, and wind
noise. The vehicle body is divided into a number
of plate and shell elements as shown in Fig. 10.
Acoustical elements are added both outside and inside
the vehicle. The interior acoustical space is divided
into 8 to 27 subspaces with either 2 or 3 sections in the
vertical, transverse, and fore-aft directions. A smaller
number of subspaces may be used for smaller compact
vehicles while a larger number of subspaces would
be used for larger sedans, wagons, and SUVs. The
exterior acoustical space is also divided into subspaces
with a near-field space the same size as the connected
body structural element and a far-field space.

The in-plane modes of the body panels do not play
a significant role in the sound transmission from the
outer acoustical spaces. Thus, for this simplified model
a single bending subsystem is used for each panel.
The modal density for these bending subsystems is
determined from Eq. (14). The modal densities for
the acoustical spaces is determined from Eq. (17).
Note that in both cases the modal densities are
extensive properties so that the modal density of
a sum of elements is equal to the sum of the
modal densities of the individual elements. Under
this condition subdividing the acoustical space does
not introduce additional modes to the system. The
damping of the acoustical spaces is determined from
absorption coefficients for the surfaces within and at
the edges of the space. The damping loss factor for the
space is determined using Eq. (34) and then used in
Eq. (40) to compute the damping factor. The coupling
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Figure 10 Vehicle SEA model body elements.
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factors between resonant modes of the body panels
and the acoustical spaces are computed in terms of
the radiation efficiency from Eqs. (32) and (40). The
coupling factors between connected acoustic spaces
are computed by setting the average transmission
coefficient to one in Eq. (31). Finally, coupling factors
to account for the sound transmission by mass-law
response of the body panels are computed by using the
mass-law sound transmission coefficient in Eq. (31).

For this example the power input is determined
for the external acoustic spaces from sound pressure
level measurements in each space. Transfer functions
between the input power to the external near-field
acoustic spaces and their acoustic response mean-
square sound pressure level are used to determine the
required acoustic power input to match the measured
acoustic levels.

After solving the SEA power flow equations the
mean-square sound pressure level at the operator’s ear
position is determined from the modal power using
Eq. (38). Parameter studies are performed in which the
body panel damping loss factor is changed by intro-
duction of damping treatments; the interior absorption
coefficient is changed by introducing sound-absorbing
headliners and seats; the sound transmission coeffi-
cient for the body panels is changed by introducing
sound barriers on floor, door, and dash panel struc-
tures. Sound transmission through small penetrations
in the dash structure and door seals is often shown to
be a dominant sound transmission path.
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1 INTRODUCTION
There have been great advances in the modeling and
analysis of physical phenomena in recent years. These
have come in spite of the fact that most physical
problems have at least some degree of nonlinearity.
Nonlinear effects may take a variety of forms, but
they fall into three basic categories. They may be
due to (1) geometric and kinematic effects, as with a
simple pendulum undergoing large amplitude motion,
(2) nonlinear elements (such as a hardening spring or a
hydraulic damper), or (3) elements that are piecewise
linear (such as bearing with a dead-band clearance
region, looseness, and friction). The potential influence
of nonlinearities on the overall dynamic behavior
of a system depends very strongly on its specific
category.

2 NONLINEAR FREE VIBRATION
Simplifying assumptions are often employed to reduce
the complexity of nonlinear problems to allow them
to be represented by linear expressions that can
be solved in a relatively straightforward manner.
Such linearization is an almost automatic part of
solving many engineering problems. This is due
to two basic reasons. First, problems in nonlinear
mechanical vibration are considerably more difficult
to analyze than their linear counterparts. Second,
linearized models capture the essence of many physical
problems and offer considerable insight into the
dynamic behaviors that are to be expected.

However, this is not always the case. The presence
of nonlinear forces in many physical systems results
in a considerable number of possible behaviors even
for relatively simple models. Mechanisms of instability
and sudden changes in response are of fundamental
importance in the behavior of nonlinear systems. The
closed-form solutions familiar from linear vibration
theory are of limited value and give little sense of the
complexity and sometimes unpredictability of typical
nonlinear behavior.

Solutions to the governing nonlinear equations
of motion are obtained using either approximate
analytical methods or numerical simulation guided
by dynamical systems theory. Due to the inherent
complexity of nonlinear vibration, the use of the

geometric, qualitative theory of ordinary differential
equations plays a central role in the classification and
analysis of such systems.

This chapter is divided into three main sections.
The first describes the effects of nonlinear stiffness
and damping on free oscillations resulting in multi-
ple equilibria, amplitude-dependent frequencies, basins
of attraction, and limit cycle behavior. The second
describes the effects of external periodic forcing result-
ing in nonlinear resonance, hysteresis, subharmon-
ics, superharmonic, and chaos. Low-order, archetypal
examples with relevance to mechanical and electri-
cal oscillators are used to illustrate the phenomena.
Finally, some more complex examples of systems in
which nonlinear effects play an important role are
described.

2.1 Autonomous Dynamical Systems

Nonlinear free vibration problems are generally gov-
erned by sets of n first-order ordinary differential
equations of the form1

ẋ = f(x) (1)

In single-degree-of-freedom oscillators position and
velocity are the two state variables. Often the stiffness
terms are a function of displacement only and can
be derived from a potential energy function. Many
mechanical systems have the property that for small
displacements this function will be linear in x, and
furthermore the damping is often assumed to be
governed by a simple, viscous energy dissipation
giving linear terms in ẋ. In this case, standard
vibration theory (see Chapter 12) can be used to obtain
exact closed-form solutions giving an exponentially
decaying (sinusoidal or monotonic) response.2,3 Linear
algebra techniques and modal analysis can be used for
multi-degree-of-freedom systems. For systems where
the induced nonlinearity is small, linearization and
certain approximate analytical techniques can be used,
but if no restriction is placed on nonlinearity, then
numerical methods must generally be used to solve
Eq. (1). Some specific examples in the following
paragraphs illustrate typical transient behavior.
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2.2 The Simple Pendulum

Small-Amplitude Linear Behavior As an intro-
duction to typical nonlinear behavior consider the
simple rigid-arm pendulum shown schematically in
Fig. 1. It is a simple matter, using Newton’s laws
or Lagrange’s equations,6 to derive the governing
equation of motion

θ̈ + bθ̇ + (g/L) sin θ = 0 (2)

where b is the (viscous) damping coefficient. Note that
the linear, undamped natural frequency is a constant
ω0 = √

g/L. For small angles, sin θ ∼= θ, and given
the two initial conditions, θ0 and θ̇0, the pendulum
will undergo an oscillatory motion that decays with
a constant (damped) period as t → ∞ coming to
rest at θ = 0, the position of static stable equilibrium
(Fig. 2a). This equilibrium position acts as a point
attractor for all local transients.

It is very useful in nonlinear vibrations to look at
phase trajectories in a plot of displacement against
velocity. This is shown in Fig. 2b for the pendulum
started from rest at θ0 = π/8. The near elliptical
nature of these curves (indicating sinusoidal motion)
is apparent as the motion evolves in a clockwise
direction.

The motion of the pendulum can be thought to
be occurring within the potential energy well shown

Massless,
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Figure 1 Schematic diagram of the simple rigid-arm
pendulum.
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Figure 2 Small-amplitude swings of the damped
pendulum illustrating linear motion: (a) times series and
(b) phase portrait. (θ0 = π/8, ω0 = 1, b = 0.1.)

in Fig. 3, that is, the integral of the restoring force.
The assumption of small angles effectively means that
the restoring force is assumed to be linear about the
origin (Hooke’s law), with a locally parabolic potential
energy well. Using the analogy of a ball rolling on
this surface, it is easy to visualize the motion shown
in Fig. 2.

Large-Amplitude Nonlinear Behavior For large-
angle swings of the pendulum the motion is no longer
linear. The restoring force induces a softening spring
effect. The natural frequency of the system will now be
a function of amplitude as the unstable equilibrium at
θ = π comes into effect. Linear theory can also be used
about an unstable equilibrium, and local trajectories
will tend to diverge away from a saddle point.
Physically, this is the case of the pendulum balanced
upside down. The process of linearization involves
the truncation of a power series about the equilibrium
positions and characterizes the local motion. Often this
information can then be pieced together to obtain a
qualitative impression of the complete phase portrait.4

Consider the undamped (b = 0) pendulum started
from rest at θ(0) = 0.99π and shown as a velocity
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Figure 3 Underlying potential energy for the pendulum showing the analogy of a rolling ball. The black ball represents
stable equilibrium.

time response in Fig. 4a based on direct numerical
simulation. These oscillations are far from sinusoidal.
The pendulum slows down as it approaches its inverted
position, with a natural period of approximately 3.5
times the linear natural period of 2π.

2.3 Duffing’s Equation
Another common example of an oscillator with a
nonlinear restoring force is an autonomous form of
Duffing’s equation:

ẍ + bẋ + αx + βx3 = 0 (3)

which can, for example, be used to study the large-
amplitude motion of a pre- or postbuckled beam6 or
plate, or the moderately large-amplitude motion of
the pendulum. The free vibration of a beam loaded
axially beyond its elastic critical limit can be modeled
by Eq. (4) with negative linear and positive cubic
stiffness. In this case the origin (corresponding to
the straight configuration) is unstable with two stable
equilibrium positions at x = ±2, for example, when
α = −1 and β = 4. Now, not only does the natural
period depend on initial conditions but so does the final
resting position as the two stable equilibria compete to
attract transients. Each equilibrium is surrounded by a
domain of attraction. These interlocking domains, or
catchment regions, are defined by the separatrix, which
originates at the saddle point. It is apparent that some
transients will traverse the (double) potential energy
well a number of times before sufficient energy has
been dissipated and the motion is contained within one
well. Clearly, it is difficult to predict which long-term
resting position will result given a level of uncertainty
in the initial conditions.6,7

2.4 Van der Pol’s Oscillator
In the previous section the nonlinearity in the stiff-
ness resulted in behavior dominated by point attractors
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(equilibria). Periodic attractors (limit cycles) are also
possible in autonomous dynamical systems with non-
linear damping. A classical example relevant to electric
circuit theory is Van der Pol’s equation1,8

ẍ − h(1 − x2)ẋ + x = 0 (4)

where h is a constant. Here, the damping term is
positive for x2 > 1 and negative for x2 < 1, for
a positive h. When h is negative, local transient
behavior simply decays to the origin rather like in
Fig. 2. However, for positive h, a stable limit cycle
behavior occurs where the origin is now unstable and
solutions are attracted to a finite-amplitude steady-
state oscillation. This is shown in Fig. 5, for h = 1
and x0 = ẋ0 = 0.1, as a time series in Fig. 5a and
a phase portrait in Fig. 5b. Initial conditions on the
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Figure 5 Stable limit cycle behavior exhibited by Van
der Pol’s equation: (a) time series and (b) phase portrait.
(x0 = 0.1, x0 = 0.1, h = 1.0.)

outside of this limit cycle would be similarly attracted.
This phenomenon is also known as a self-excited
or relaxation oscillation.8,9 Related physical examples
include mechanical chatter due to dry friction effects
between a mass and a moving belt (stick-slip),10 and
certain flow-induced aeroelastic problems including
galloping and flutter.11

2.5 Instability

Nonlinear free vibration problems are generally domi-
nated by the influence of equilibria on transient behav-
ior. There are several definitions of stability, but gener-
ally if a small perturbation causes the system to move
away from equilibrium, then this is a locally unsta-
ble state. This is familiar from linear vibration theory
where transient behavior is described by the charac-
teristic eigenvalues of the system. For example, the
linear oscillator in Fig. 2 has two complex conjugate
characteristic eigenvalues with negative real parts. A
linearization about the inverted position for the pendu-
lum would lead to one positive real eigenvalue result-
ing in divergence. Similarly, behavior in the vicinity
of equilibrium for the Van der Pol oscillator (h > 0)
is characterized by complex conjugate eigenvalues but
with positive real parts and hence a growth of unsta-
ble oscillations. The amplitude of the oscillation in this
case is limited by nonlinear effects.

Such systems tend to be sensitive to certain control
parameters, for example, h in Eq. (5). More generally
a system of the form

ẋ = f(x, µ) (5)

must be considered where the external parameters
µ allow a very slow (quasi-static) evolution of the
dynamics. In nonlinear dynamic systems such changes
in these parameters may typically result in a qualitative
change (bifurcation) in behavior, and for systems
under the operation of one control parameter these
instabilities take place in one of two well-defined,
generic ways. Both of these instability mechanisms
have been encountered in the previous sections. The
loss of stiffness is associated with the passage of an
eigenvalue into the positive half of the complex plane,
as shown in Fig. 6. This stability transition is known

Loss of stability of equilibrium
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Figure 6 Two generic instabilities of equilibria under the
operation of a single control.
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as the saddle node but is also referred to as a fold
bifurcation and is encountered, for example, in limit-
point snap-through buckling in structural mechanics.6
The loss of damping is associated with the passage of a
pair of complex conjugate eigenvalues into the positive
half of the complex plane. This instability mechanism
is known as a Hopf bifurcation.12,13

It is also possible for the nonlinearity to determine
stability of motion in the neighborhood of an equi-
librium point. In such situations, a nonlinear analysis
must be employed. For example, consider the dynamic
system represented by the differential equations:

ẋ = x2y − x5

ẏ = −y + x2

One equilibrium point is (0,0). The linearized equations
about this point are

ẋ = 0

ẏ = −y

and the eigenvalues are 0, and −1. Since one
of the eigenvalues has a zero real part [the (0,0)
equilibrium point is not hyperbolic], one cannot
draw any conclusions with regard to the stability of
the equilibrium point from the eigenvalues of the
linearized system. In order to properly analyze this
system, one can employ center manifold theory,30,32

which states that the flow in the center manifold
determines the stability of a dynamic system operating
in the neighborhood of a nonhyperbolic equilibrium
point. A detailed analysis shows that the dynamics
behavior of this example system operating on the
center manifold is

ż = z4 + higher-order terms (6)

Examination of this equations shows that this system
will be unstable in the neighborhood of z = 0, which
then indicates that the original system is unstable in
the neighborhood of the (0,0) equilibrium point.

3 NONLINEAR FORCED VIBRATION

3.1 Nonautonomous Dynamical Systems
When a dynamic system is subjected to external
excitation a mathematical model of the form

ẋ = f(x, t) (7)

results. This system can be made equivalent to Eq. (1)
by including the dummy equation ṫ = 1 to give an
extra phase coordinate. In forced nonlinear vibration
primary interest is focused on the case where the input
(generally force) is assumed to be a periodic function.
For a single-degree-of-freedom oscillator the forcing
phase effectively becomes the third state variable. If
the system is linear, then the solution to Eq. (7) will

consist of a superposition of a complementary function
that governs the transient free-decay response, and a
particular integral that governs the steady-state forced
response (see Chapter 12). The steady-state oscillation
generally responds with the same frequency as the
forcing and acts as a periodic attractor to local transient
behavior.

If Eq. (7) is nonlinear, then it is generally not pos-
sible to obtain an exact analytical solution. A num-
ber of choices are available: (1) linearize about the
static equilibria and obtain solutions that are valid
only in a local sense, (2) use an approximate analytical
method and assume relatively small deviation from lin-
earity, for example, use a perturbation scheme,14 and
(3) simulate the equation of motion using numerical
integration.15 The first of these approaches leads to
the familiar resonance results from standard vibration
theory (see Chapter 12). A large body of research has
been devoted to the second approach.1,14,16,17 How-
ever, due to recent advances in, and the availability of,
digital computers and sophisticated graphics, the third
approach has achieved widespread popularity in the
study of nonlinear vibrations. Furthermore the numeri-
cal approach has been enhanced by the development of
the qualitative insight of dynamical systems theory.18

3.2 Nonlinear Resonance

The steady-state response of nonlinear vibration prob-
lems modeled by Eq. (7) with external forcing of the
form

G sin(ωt + φ) (8)

exhibit some interesting differences from their linear
counterparts. Consider the harmonically forced Duff-
ing equation, that is, Eq. (8) added to the right-hand
side of Eq. (4). For sufficiently large G the cubic non-
linearity is induced, and a typical resonance amplitude
response is plotted as a function of forcing frequency
in Fig. 7 for G = 0.1 and three different damping lev-
els. These curves were obtained using the method
of harmonic balance1,7 and illustrate several nonlin-
ear features. For relatively small amplitudes, that is,
in a system with relatively small external forcing, or
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Figure 7 Nonlinear resonance illustrating the jump in
amplitude. This steady-state motion occurs about the
offset static equilibrium position. (b = 0.18, 0.25, 0.35,
α = −1, β = 1, G = 0.1.)
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heavy damping, and generally away from resonance,
the response is not significantly different from the lin-
ear case. However, for larger amplitudes the softening
spring effect causes a bending over of the curves. This
is related to the lengthening effect of amplitude on the
natural period of the underlying autonomous system
and causes the maximum amplitude to occur somewhat
below the natural frequency, and for some frequencies
multiple solutions are possible. For example, for the
case b = 0.18, there are three steady-state solutions
near ω = 0.8. Two are stable and they are separated
by an unstable solution (not shown). The two stable
steady-state cycles are periodic attractors and compete
for the capture of transient trajectories, that is, in this
region different initial conditions lead to different per-
sistent behavior. The jump phenomenon is observed
by gradually (quasi-statically) changing the forcing
frequency ω while keeping all the other parameters
fixed. Starting from small ω and slowly increasing, the
response will suddenly exhibit a finite jump in ampli-
tude and follow the upper path. Now starting with a
large ω and gradually reducing, the response will again
reach a critical state resulting in a sudden jump down
to the small-amplitude solution. These jumps occur at
the points of vertical tangency and bound a region of
hysteresis.

A hardening spring exhibits similar features except
the resonance curves bend to the right. A physical
example of this type of behavior can be found
in the large-amplitude lateral oscillations of a thin
elastic beam or plate. In this case the induced in-
plane (stretching) force produces a hardening (cubic)
nonlinearity in the equations of motion, that is, α and
β both positive, and for certain forcing frequencies
the beam can be perturbed from one type of motion
to another. The domains of attraction often consist
of interlocking spirals, and hence it may be difficult
to determine which solution will persist given initial
conditions to a finite degree of accuracy in a similar
manner to the unforced case.

3.3 Subharmonic Behavior

Periodic solutions to ordinary differential equations
need not necessarily have the same period as the
forcing term. It is possible for a system to exhibit
subharmonic behavior, that is, the response has a
period of n times the forcing period. Subharmonic
motion can also be analyzed using approximate
analytical techniques.1,14,16

Figure 8 illustrates a typical subharmonic of order
2 obtained by numerically integrating Duffing’s
equation:

ẍ + bẋ + αx + βx3 = G sinωt (9)

for b = 0.3, α = −1, β = 1, ω = 1.2, and G = 0.65.
Subharmonic behavior is generally a nonlinear feature
and is often observed when the forcing frequency is
close to an integer multiple of the natural frequency.
Also, subharmonics may result due to a bifurcation
from a harmonic response and thus may complicate the
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Figure 8 Subharmonic oscillations in Duffing’s equation:
(a) time series and (b) phase projection. (b = 0.3, α = −1,
β = 1, ω = 1.2, G = 0.65.)

approximate scenario shown in Fig. 7. Superharmonics
corresponding to a response that repeats itself a number
of times within each forcing cycle are also possible
especially at low excitation frequencies.

3.4 Poincaré Sampling

A useful qualitative tool in the analysis of periodically
forced nonlinear systems is the Poincaré section.4 This
technique consists of stroboscopically sampling the
trajectory every forcing cycle or at a defined surface
of section in the phase space. The accumulation of
points will then reflect the periodic nature of the
response. A fundamental harmonic response appears
as a single point simply repeating itself. The location
of this point on the phase trajectory and hence in
the (x, x) projection depends on the initial conditions.
For example, consider the subharmonic response of
Fig. 8. The forcing period is T = 2π/ω = 5.236,
and if the response is inspected whenever t is a
multiple of T, then 2 points are visited alternately
by the trajectory as shown by the dots in Fig. 8b.
The Poincaré sampling describes a mapping and can
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also be used to study the behavior of transients and
hence stability. Further refinements to this technique
have been developed including the reconstruction
of attractors using time-delay sampling.4 This is
especially useful in experimental situations where there
may be a lack of information about certain state
variables, or in autonomous systems where there is
no obvious sampling period.

3.5 Quasi-periodicity
Another possible response in forced nonlinear vibra-
tion problems is the appearance of quasi-periodic
behavior. Although the superposition of harmonics,
including the beating effect, is commonly encountered
in coupled linear oscillations, it is possible for non-
linear single-degree-of-freedom systems to exhibit a
relatively complicated response where two or more
incommensurate frequencies are present. For a two-
frequency response local transients are attracted to the
surface of a toroidal phase space, and hence Poincaré
sampling leads to a continuous closed orbit in the pro-
jection because the motion never quite repeats itself.
Although a quasi-periodic time series may look com-
plicated, it is predictable. The fast Fourier transform
(FFT) is a useful technique for identifying the fre-
quency content of a signal and hence distinguishing
quasi-periodicity from chaos.

3.6 Piecewise Linear Systems
There are many examples in mechanical engineering
where the stiffness of the system changes abruptly,
for example, where a material or component acts
differently in tension and compression, or a ball
bouncing on a surface. Although they are linear
within certain regimes, the stiffness is dependent
on position and their behavior is often strongly
nonlinear. If such systems are subjected to external
excitation, then a complex variety of responses are
possible.19,20 Related problems include the backlash
phenomenon in gear mechanisms where a region of

free play exists.6 Nonlinearity also plays a role in some
Coulomb friction problems including stick-slip where
the discontinuity is in the relative velocity between two
dry surfaces.1 Feedback control systems often include
this type of nonlinearity.21

3.7 Chaotic Oscillations
The possibility of relatively simple nonlinear sys-
tems exhibiting extremely complicated (unpredictable)
dynamics was known to Poincaré about 100 years
ago and must have been observed in a number of
early experiments on nonlinear systems. However, the
relatively recent ability to simulate highly nonlinear
dynamical systems numerically has led to a number
of interesting new discoveries with implications for a
wide variety of applications, especially chaos, that is,
a fully deterministic system that exhibits randomlike
behavior and an extreme sensitivity to initial condi-
tions. This has profound implications for the concept of
predictability and has stimulated intensive research.22

Figure 9 shows a chaotic time series obtained by
the numerical integration of Eq. (9) for appropriately
selected b, α, β, G, and ω using a fourth-order
Runge–Kutta scheme.14 Here, transient motion is
allowed to decay leaving the randomlike waveform
shown [Fig. 9a]. This response, which traverses both
static equilibria (xe = ±1), may be considered to have
an infinite period. An important feature of chaos,
in marked contrast to linear vibration, is a sensitive
dependence on initial conditions, and this figure also
shows (dashed line) how initially adjacent chaotic
trajectories diverge (exponentially on the average) with
time. Given a very small difference in the initial
conditions, that is, a perturbation of 0.001 in x at time
t = 750, the mixing nature of the underlying (chaotic)
attractor leads to a large difference in the response.
Figure 9b shows the data for the original time series
as a phase projection. Although the response remains
bounded, the loss of predictability for increasing time
is apparent.
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However, unlike truly random systems, the random-
ness of a chaotic signal is not caused by external influ-
ences but is rather an inherent dynamic (deterministic)
characteristic. Poincaré sampling can be used effec-
tively to illustrate the underlying structure of a chaotic
response. A number of experimental investigations of
chaos have been made in a nonlinear vibrations con-
text including the buckled beam,6 although early work
on nonlinear circuits made a significant contribution.7
Consider the example of a physical analog of the twin-
well potential system described by Eq. (9), that is, a
small cart rolling on a curved surface.23 A chaotic
attractor based on experimental data is shown in
Fig. 10 where 10,000 Poincaré points, that is, forcing
cycles, are plotted in the phase projection. A similar
pattern is obtained by taking a Poincaré section on
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Figure 10 Poincaré section of the chaotic attractor
exhibited by an experimental (mechanical) analog23 of
Eq. (9).

the data of Fig. 9. The evolution of the trajectory
follows a stretching and folding pattern, exhibiting
certain fractal characteristics6 including a noninteger
dimension and can be shown to give a remarkably
close correlation with numerical simulation.23

For certain parameter ranges catchment regions in
forced oscillations also have fractal boundaries, that
is, self-similarity at different length scales, although
these can occur for periodic attractors. An example
is given in Fig. 11 based on numerical integration of
Eq. (9) with b = 0.168, α = −0.5, β = 0.5, G = 0.15,
and ω = 1. Here a fine grid of initial conditions
is used to determine the basins of attraction for
two periodic oscillations, one located within each
well. Investigation of all initial conditions is a
daunting task, especially for a higher-order system, but
certain efficient techniques have been developed.24 A
relatively rare analytical success used to predict the
onset of fractal basin boundaries based on homoclinic
tangencies is Melnikov theory.18

A further remarkable feature of many nonlinear
systems is that they follow a classic, universal route
to chaos. Successive period-doubling bifurcations can
occur as a system parameter is changed, and these
occur at a constant geometric rate, often referred to
as Feigenbaum’s ratio. This property is exhibited by a
large variety of systems including simple difference
equations and maps.4,13,18 Other identified routes
to chaos include quasi-periodicity, intermittency and
crises, and chaotic transients and homoclinic orbits.13

Two major prerequisites for chaos are (1) the
system must be nonlinear and (2) the system must
have at least a three-dimensional phase space. A
number of diagnostic numerical tools have been
developed to characterize chaotic behavior, other than
the Poincaré map. The randomlike nature of a chaotic
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signal is reflected in a broadband power spectrum
with all frequencies participating.25 The widespread
availability of fast Fourier transform software makes
power spectral techniques especially attractive in
an experimental situation. Also, the divergence of
adjacent trajectories can be measured in terms of
Lyapunov exponents.26 The autocorrelation function
also has been used to illustrate the increasing loss
of correlation with time lag. Various measures of
dimension have been developed as well to establish
the relation between fractals, chaos, and dynamical
behavior.

3.8 Instability

Analogous to the instability of (static) equilibria
under the operation of one control parameter, periodic
(dynamic) cycles also lose their stability in a small
number of generic ways. Figure 12 summarizes the
typical stability transitions encountered in nonlinear
forced vibration problems. Here, Poincaré sampling is
used to obtain information on local transient behavior
in terms of characteristic multipliers that describe the
rate of decay of transients onto a periodic attractor,
and hence, in the complex plane characterizes the
stability properties of a cycle. This is familiar as
the root locus in control theory based on the z
transform.21 Slowly changing a system parameter may
cause penetration of the unit circle and hence the
local growth of perturbations. The cyclic fold is the
underlying mechanism behind the resonant amplitude
jump phenomenon, and the flip bifurcation leads to
subharmonic motion and may initiate the period-
doubling sequence.

The Neimark bifurcation is much less commonly
encountered in mechanical vibration. Also, other types
of instability are possible for nongeneric systems, for
example, a perfectly symmetric, periodically forced
pendulum may exhibit a symmetry-breaking pitchfork
bifurcation.18

Again these instability phenomena can also be
analyzed using approximate analytical techniques.
Small perturbations about a steady-state solution are
used to obtain a variational (Mathieu-type) equation,
the stability of which can then be determined using
Floquet theory or the Routh–Hurwitz criteria.1,14,16

3.9 Nonlinear Normal Modes
The technique of nonlinear normal modes (NNM) can
be thought of as an extension of classical linear modal
methods. Unlike linear systems, there may be more
nonlinear modes than there are degrees of freedom
for a given system. For example, bifurcations may
occur that produce modes not predicted by a linearized
analysis. Also, the principle of superposition does not,
in general, apply to NNM as it does to linear modes.

This technique has been successfully used to ana-
lyze a number of complex problems, including nonlin-
ear resonances and localization pheneomena associated
with the vibration of rotating bladed disk assemblies
and nonlinear isolation systems. For situations where
the nonlinearities have a strong influence on the sys-
tem response, NNM can be a very powerful analysis
tool. It can be used as a model reduction technique,
allowing for the development of approximate models
that neglect effects that do not substantially influence
the phenomena being analyzed. Vakakis et al.31 pro-
vide a comprehensive discussion of nonlinear normal
modes.30

4 EXAMPLES IN PRACTICE
The preceding discussion has been aimed at acquaint-
ing the reader with the basic phenomena that may
occur in nonlinear dynamical systems and with the
basic tools that are used to analyze such systems.
The reader must first ask the basic question: Are the
nonlinearities an important component in the dynam-
ical behavior of my system? That is, can the system
behavior be adequately explained with a linear model?
This question can be answered by posing the following
questions:

• Is there more than one equilibrium point in the
system?

• Do any of the eigenvalues of the linearized
system about the equilibrium points have zero
real parts?

• Does a frequency analysis of the steady-state
vibration response show significant components
at frequencies other than those that are driving
the system? This may include sub- and super-
harmonics of the driving frequency.
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Figure 12 Generic instabilities of cycles under the operation of a single control.
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If the answer to any of these questions is “yes,”
then a nonlinear analysis is required. The nonlinearities
are significant and must be considered in the dynam-
ical analysis. The following paragraphs provide some
examples of nonlinear systems and discuss the signifi-
cance of the nonlinear terms with regard to the overall
dynamics.

4.1 Example 1: Rotor with Rubbing

Instability Driven by Nonlinear Effects Rubbing
is common in rotating mechanical systems. There
has been considerable debate over the years as to
the true significance of rubbing as a destabilizing
phenomena. Certainly, there is no doubt that many
rotor systems experience rubbing regularly with no
detrimental effects. On the other hand, there are
numerous documented cases of high-amplitude rotor
whirl driven by friction-induced contact resulting from
rubbing. Childs29 gives a good discussion of this topic
for most rotor systems. For such systems, the stability
may depend upon the amplitude of the disturbance
away from the nominal “zero” location.

In order to gain some basic insight, consider a
simple Jeffcott-type rotor model interacting across a
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Figure 13 Diagram of rotor with a clearance: (a) frontal
view and (b) side view.

clearance, δ, with a stationary housing, as shown in
Fig. 13.

mẍ + cẋ + kx + FT cos(φ) − FN sin(φ) = 0

mÿ + cẏ + ky + FN cos(φ) − FT sin(φ) = 0

FN = kc(R − δ)�

FT = µFN sign(vc)

� = 1 if R − δ > 0

� = 0 if R − δ < 0

where µ is the friction coefficient between the rotor
and the housing, kc is the contact stiffness, vc is the
relative velocity at the contact point, FN and FT are
the normal and tangential forces at the contact point,
and φ is the contact angle.

Two response cases are shown in Fig. 14. If the
initial condition is sufficiently small such that the
rotor does not contact the housing, then the vibration
simply dies out to a zero steady-state level (Fig. 14a).
However, for a certain running speed range and
sufficiently large initial condition, the rotor will whirl
in a limit cycle, as shown in Fig. 14b.

4.2 Example 2: Systems with Clearance and
Looseness

Superharmonic Vibrations and Chaos Loose-
ness-type nonlinearities are common in mechanical
systems. In fact, a certain amount of clearance is
generally required between mechanical components if
they are to be mated together and later separated.
Often, this requirement is mitigated by employing
press-fits and shrink-fits to mate and unmate the
components. However, loosening and clearances may
still appear as a result of temperature effects, centrif-
ugal forces, wear, and the like. On Occasion, clearance
is a fundamental design aspect. For example, impact
and friction dampers require looseness in order to
function.

One common indicator of the presence of such
effects is the presence of significant frequency compo-
nents at integer multiples of the running speed during
steady-state operation. It should be noted that the pres-
ence of radial nonsymmetry due to support stiffness,
rotating inertia, and so forth tends to exacerbate the
influence of nonlinearities. Chaotic behavior has even
been observed in such systems.

From a practical perspective, vibration signals are
often analyzed for the purpose of monitoring the
health of a structure or machine. There are a number
of approaches, but they all basically compare the
vibration signatures of the subject structure to that of a
healthy structure of the same type. Often, deterioration
is associated with effects that have a nonlinear
influence on dynamic behavior, with small changes
producing an amplified effect that is more readily
discernible than would be the case if the influence
was linear in nature. For example, the presence of
a crack introduces a nonlinear feature as the crack
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Figure 14 Rotor response of two different initial conditions: (a) low-amplitude initial condition (no casing contact) and (b)
higher amplitude initial condition (casing is contacted).

opens and closes. Also, bearing and joint wear results
in increased clearances and looseness. So, identifying
and quantifying such effects and their influence on
vibration characteristics has widely shown to be a
useful tool for health and condition monitoring.28,29

A practical example of such systems is the sound
pressure levels produced by a fan with different levels

of imbalance. The noise was measured after dif-
ferent magnitude masses (4.636, 7.043, 16.322, and
32.089 g) were placed on one blade of the centrifu-
gal fan in the unit. The microphone position used was
36 inches from the front of the unit (the same side
of the unit as the door to the anechoic room) and cen-
tered at the front of the air-conditioning unit. Figure 15
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Figure 15 Narrow-band sound pressure level measured at 0.9 m from a fan with various imbalance masses added to
the blower wheel (400-Hz frequency range).34

shows the narrow-band results for the cabinet sound
pressure levels. The frequency range for these mea-
surements was chosen to be in the low-frequency range
of 0 to 400 Hz. This is because the added masses
mainly cause low-frequency force excitation. Note that
the masses create pure tone noise at the fundamental
rpm/60 of the wheel and multiples (i.e., about 18.5 Hz
and integer multiples). These pure tones become more
and more pronounced as the out-of-balance mass is
increased. They occur because of nonlinearities in the
air-conditioning system caused by structural looseness
and rattling. This phenomenon causes distortion of
the sine wave shape of the fundamental pure tone
out-of-balance force. This distortion effect causes har-
monic multiples of the force to be created. There is an
increase in noise of almost 10 dB when the largest
out-of-balance mass is attached to the wheel. This
increased noise (which is mainly low frequency as
might be expected) was very evident to people present
near the unit being tested. This low-frequency out-
of-balance noise is quite unpleasant subjectively for
people since it can be felt also as vibration by the
human body.

5 SUMMARY
The field of nonlinear vibration has made substantial
progress in the last two decades, developing tools and
techniques for the analysis of complex systems. These
years have seen the development and maturization of
such areas as chaos and bifurcation analysis. How-
ever, substantial progress in a number of areas is still
needed. For example, the analysis of high-order, non-
linear dynamical systems is still a difficult proposition.

The preceding discussion is meant to provide an
overview of the field, including vibration phenomena
that is uniquely nonlinear (such as limit cycles and

chaos) and analysis techniques that can be used to
study such systems. References are provided to allow
for more detailed information on specialized topics.
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1 INTRODUCTION
This chapter discusses the way we hear, how sounds
impair behavior, and how noise or hearing loss affect
speech communication. Sound waves reaching the
outer ear are physically characterized by frequency,
intensity, and spectrum. As physiological acoustics
points out, these physical variables are coded by hair
cells in the inner ear into nerve impulses that our brains
interpret as pitch, loudness, and timbre. Psychoacous-
tics deals with the quantitative relationship between
the physical properties of sounds and their psycho-
logical counterparts. Noisiness and annoyance caused
by sounds can also be subsumed to psychoacoustics,
although they strongly depend also on the nonaudi-
tory context of the sounds. Speech recognition mirrors
a particular aspect of auditory processing. Here, the
continuous sonic stream is first partitioned into discrete
sounds: vowels and consonants. These phonemes are
then compiled to words, and the words to sentences,
and so on. Therefore, speech recognition is hampered
by background noise, which masks frequency bands
relevant for phoneme identification, by damage to hair
cells through intense noise or aging, which code for
these relevant frequency bands, and by distortion or
absence of signals necessary to delimit chunks on dif-
ferent levels of speech processing.

2 PHYSIOLOGICAL ACOUSTICS
Physiological acoustics tells us that the sound is
converted by the eardrum into vibrations after passing
through the outer ear canal. The vibrations are then
transmitted through three little bones in the middle ear
(hammer, anvil, and stirrup) into the cochlea in the
inner ear (see Fig.1, right side) via the oval window.
In the fluid of the cochlea the basilar membrane is
embedded, which when uncoiled resembles a narrow
trapezoid with a length of about 3.5 cm, with the
small edge pointing at the oval window. The incoming
vibrations cause waves to travel along the basilar
membrane. Sensors called inner hair cells and outer
hair cells, which line the basilar membrane, transmute
the vibrations into nerve impulses according to the
bending of the hair cell’s cilia.1,2 Place theory
links the pitch we hear with the place on the
basilar membrane where the traveling waves achieve
a maximal displacement. A pure tone generates one
maximum, and a complex sound generates several
maxima according to its spectral components. The
closer the group of the maxima is placed to the

oval window, the higher the pitch, whereas the
configuration of the maxima determines the timbre.
The loudness of a sound seems to be read by the
brain according to the number of activated hair cells,
regardless of their location on the basilar membrane.
While the inner hair cells primarily provide the afferent
input into the acoustic nerve, the outer hair cells
also receive efferent stimulation from the acoustic
nerve, which generates additional vibrations of the
basilar membrane, and leads to otoacoustic emissions.
(See Fig. 18 of Chapter 20. Do not confuse with
tinnitus.) These vibrations seem to modulate and
regulate the sensitivity and gain of the inner hair cells.
Temporal theory assumes that the impulse rate in the
auditory nerve correlates to frequency, and therefore,
also contributes to pitch perception (for details, see
Chapter 20).

The ear’s delicate structure makes it vulnerable
to damage. Conductive hearing loss occurs if the
mechanical system that conducts the sound waves to
the cochlea looses flexibility, for instance, through
inflammation of the middle ear. Sensorineural hear-
ing loss is due to a malfunctioning of the inner ear.
For instance, prolonged or repeated exposure to tones
and/or sounds of high intensity can temporarily or even
permanently harm the hair cell receptors (see Table 2
of Chapter 21 for damage risk criteria). Also, when
people grow older, they often suffer a degeneration of
the hair cells, especially of those near to the oval win-
dow, which leads to a hearing loss especially regarding
sound components of higher frequencies.

3 PSYCHOLOGICAL ACOUSTICS
Psychological acoustics is concerned with the physi-
cal description of sound stimuli and our corresponding
perceptions. Traditional psychoacoustics and ecologi-
cal psychoacoustics deal with different aspects in this
field.

Traditional psychoacoustics can further be sub-
divided into two approaches: (1) The technical
approach concerns basic capabilities of the auditory
system, such as the absolute threshold, the difference
threshold, and the point of subjective equality
with respect to different sounds. The psychological
attributes, for instance, pitch, loudness, noisiness, and
annoyance, which this approach refers to, are assumed
to be quantifiable by so-called technical indices. These
are values derived from physical measurements, for
instance, from frequency, sound pressure, and duration
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Figure 1 Speaking and hearing. (Left side) Vocal tract, generating ‘‘supercalifragilisticexpialidocious.’’ (Middle part)
Corresponding sound pressure curve and the sonogram of the first three syllables. (Right side) Ear, receiving the sonic
stream and converting it to nerve impulses that transmit information about frequency, intensity, and spectrum via the
auditory nerve to the brain, which then extracts the meaning. The figure suggests that production and perception of
speech sounds are closely adapted to each other.

of sounds, which are then taken as the reaction
of an average person. The special scaling of these
measurements is extracted from the exploration of
a number of normally sensing and feeling subjects.
(2) The psychological approach uses such indices
as the metric base but relates them with explicit
measurements of the corresponding psychological
attributes. This requires a specification of these
attributes by appropriate psychological measurement
procedures like rating or magnitude scaling.2 The
psychological approach principally provides, besides
of the mean, also the scattering (standard deviation)
among the individual data.

The absolute threshold denotes the minimum
physical stimulation necessary to detect the attribute
under consideration. A sound stimulus S described
by its (physical) intensity I is commonly expressed
by the sound pressure level L = 20 log p/p0 =
10 log I/I0, see Eq. (36) in Chapter 2. Thereby,
I0 refers to the intensity of the softest pure tone
one can hear, while p and p0 refer to the sound
pressure. Conveniently, p0 = 20 µPa, and p can be
measured by a calibrated microphone. Although L is
a dimensionless number, it is given the unit decibel
(dB). Methodically, the absolute hearing threshold is
defined as that sound pressure level of a pure tone
that causes a detection with a probability of 50%.
The thresholds are frequency dependent, whereby the
minimal threshold resides between 1 and 5 kHz. This
is that frequency domain that is most important for
speech. As can be seen in Fig. 1 of Chapter 20, at
the left and the right of the minimal value, the hearing

thresholds continuously increase, leaving a range of
approximately 20 to 20,000 Hz for auditory perception
in normal hearing persons. A person’s hearing loss can
be quantified through determination of the frequency
range and the amount by which the absolute hearing
thresholds in this range are elevated. The top of Figure 1
of Chapter 20 indicates the saturation level, where
an increase of intensity has no effect on perceived
loudness. This level, which is located at about 130 dB,
is experienced as very uncomfortable or even painful.
Masking labels a phenomenon by which the absolute
threshold of a tone is raised if a sound more or less
close in frequency, called the masker, is added. Thus,
an otherwise clearly audible tone can be made inaudible
by another sound. Simultaneous masking refers to
sounds that occur in synchrony, and temporal masking
to sounds occurring in succession. Thereby, forward
masking means that a (weak) sound following the
masker is suppressed, whereas in backward masking,
a (weak) sound followed by the masker is suppressed.
To avoid beats in an experimental setup, the masker
is often realized as narrow-band noise. Tones that
are higher in frequency than the center frequency of
the masker are considerably more strongly suppressed
than those below the center frequency. Enhancing
the masker’s intensity even broadens this asymmetry
toward the tones whose frequency exceeds the center
frequency. Simultaneous and temporal masking allow
to sparely recode sound signals without a recognizable
loss of quality—as performed, for instance, in the
audio compression format MP3 for music. Here, a
computer algorithm quickly calculates those parts of
the audio input that will be inaudible and cancels them
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in the audio signal to be put out. Also broadband noise
and pink noise added to the auditory input can impair
sound recognition by masking. This is of importance
especially in speech perception.

The difference threshold, also called the just
noticeable difference (JND), describes the minimum
intensity �I by which a variable test stimulus S (com-
parison stimulus) must deviate from a standard stimu-
lus S0 (reference stimulus) to be recognized as different
from S0. Both stimuli are usually presented as pairs,
either simultaneously if applicable, or sequentially. �I
is, like the absolute threshold, statistically defined as
that intensity difference by which a deviation between
both stimuli is recognized with a probability of 50%.
Regarding pure tones of identical frequency, the differ-
ence thresholds roughly follow Weber’s law, �I/I0 =
k = const., where I0 refers to intensity of S0, and
k approximates 0.1. Fechner’s law, E = const log
I/I0, is assumed to hold for all kinds of sensory stim-
ulation fulfilling Weber’s law.2 Here, E means the
strength of the experienced loudness induced by a
tone of intensity I , and I0 the absolute threshold of
that tone. Both diminishing and enhancing loudness
by 3 dB roughly correspond to the JND. Fechner’s
law is the starting point of a loudness scale that is
applicable to sounds with arbitrary, but temporally uni-
form, distributions of spectral intensity. To account for
the frequency-dependent sensitivity of the human ear,
the sound pressure measurements pass an appropriate
filter. Mostly, a filter is chosen whose characteristic
is inversely related to the 40-phon contour sketched
in Fig. 2 of Chapter 21 (40 phon—for definition see
below—characterizes a clearly audible, but very soft
sound). We call this the A-weighted sound pressure
level. It provides a technical loudness index with the
unit dB.

The point of subjective equality (PSE) refers to
cases where two physically different stimuli appear as
equal with respect to a distinct psychological attribute,
here the experienced loudness. Considered statistically,
the PSE is reached at that intensity, where the test
stimulus is judged louder than the standard with a
probability of 50%. The concept allows to construct
an alternative loudness scale with the unit phon, the
purpose of which is to relate the loudness of tones with
diverse frequencies and sound pressure levels to the
loudness of 1-kHz tones. The scaling procedure takes a
pure tone of 1 kHz at variable sound pressure levels as
standards. Test stimuli are pure tones, or narrow-band
noise with a clear tonal center, which are presented
at different frequencies. The subject’s task is to adjust
the intensity of the test stimulus such that it appears as
equally loud compared to a selected standard. Figure 2
of Chapter 21 shows the roughly U-shaped dependency
of these sound pressure levels on frequency. All sounds
fitting an equal-loudness contour are given the same
value as the standard to which they refer. However,
the unit of this scale is renamed from dB into phon.
In other words, all sounds relabeled to x phon appear
as equally loud as a pure tone of 1 kHz at a sound
pressure level of x dB.

The quantitative specification of a psychological
attribute requires one to assume that the subjects
assign scaleable perceived strengths E to the physical
stimuli S to which they are exposed. In rating,
typically a place between two boundaries that represent
the minimal and the maximal strength has to be
marked. The boundaries are given specific numbers,
for instance, 0 and 100, and the marked place is then
converted into a corresponding number assumed to
mirror E. In magnitude scaling, typically a physical
standard S0 is additionally provided that induces the
perceptual strength E0 to be taken as the internal
standard respective unit. Then, the subject is given
a number 0 < x < ∞ and instructed to point at that
stimulus S, which makes the corresponding perceived
strength E equal to x times the perceived strength
E0 of the standard S0. Or, loosely speaking, S
is considered as subjectively equal to x times S0.
Both rating and magnitude scaling principally provide
psychophysical dose–response curves, where E is
plotted against S.

Pitch can be measured on the mel scale by
magnitude scaling. Here, a pure tone of 1 kHz at a
sound pressure level of 40 dB is taken as the standard
that is assigned the pitch value of 1000 mel. A test tone
of arbitrary frequency, which appears as x times higher
in pitch than the standard tone’s pitch, is assigned
the value of x1000 mel (0 < x < ∞). Experiments
reveal that the mel scale is monotonically, but not
completely linearly, related to the logarithm of the
tone’s frequency, and that pitch measured in mel
slightly depends on the intensity of the test tones.

Loudness can, aside from the rather technical A-
weighted dB and phon scales, be measured also by
psychological magnitude scaling. This yields the sone
scale.2 The standard stimulus is a tone of 1 kHz at
a sound pressure level of 40 dB, which is assigned
the loudness of 1 sone. A test stimulus can be
a steady-state sound of arbitrary spectral intensity
distribution. The listener’s task is analogous to that
in the mel scale: A sound is given the loudness
x sone if it appears as x times as loud as the
standard. The sone scale differs from the phon scale
in that all judgments are referred to one standard,
not to many standards of different intensities among
the tones of 1 kHz, in that the demand of tonality
is relinquished, and in that psychological scaling is
required (for details, see Chapter 21). The sone scale
approximately corresponds to Stevens’ power law,
E = const(I/I0)

b, where b is a constant value, here
about 0.3. Notice that Fechner’s law and Stevens’
law cannot produce coinciding curves because of the
different formulas.

Noisiness is an attribute that may be placed
between loudness and annoyance. It refers to tem-
porally extended sounds with fluctuating levels and
spectra. An adequate physical description of those
stimuli is provided by the equivalent continuous A-
weighted sound pressure level (LpAeq,T ). Here, the
microphone-based A-weighted sound pressure level is
converted into intensity, temporally integrated, and the
result averaged over the measurement period T . The



274 HUMAN HEARING AND SPEECH

finally achieved value is again logarithmized and mul-
tiplied by 10. The unit is called dB. A refinement of
the sound pressure’s weighting as applied in the “per-
ceived noise level” yields dB measurements the unit
of which is called noy.

Annoyance caused by noise refers, as noisi-
ness, to unwanted and/or unpleasant sounds and is
mostly attributed to temporally extended and fluctu-
ating sounds emitted, for instance, by traffic, an indus-
trial plant, a sports field, or the activity of neighboring
residents. Mainly, the LpAeq,T , or other descriptors
highly correlating with the LpAeq,T (see Chapter 25),
are taken as the metric base, whereby the measurement
periods T can range from hours to months. Annoyance
with respect to the noise exposition period is explicitly
measurable by rating. Sometimes also the percentage
of people who are highly annoyed when exposed to a
specific sound in a specific situation during the spec-
ified temporal interval is determined (for details, see
Chapter 25). To achieve dose–response relationships
(e.g., mean annoyance ratings in dependency on the
related LpAeq,T measurements) of reasonable linear-
ity and minimal error, it is recommended that the
annoyance judgments be improved, for instance, by
a refinement of the categories offered to the listeners.3

Annoyance quantified in this manner depends, how-
ever, besides the sound’s intensity, spectral composi-
tion, and temporal fluctuation, especially on the nona-
coustical context. So, the coefficient of correlation
between annoyance ratings from field studies and the
corresponding LpAeq,T values seldom exceeds 1

2 . That
is to say, the relative part of the variance of annoy-
ance ratings cleared up by physical sound character-
istics as given in the LpAeq,T is mostly less than 1

4 .
This results in a broad “error band” around the mean
dose–response curve. Nevertheless, technical and also
political agencies usually assess community reactions
to noise exposure solely by the microphone-based
LpAeq,T or related descriptors. However, because most
of these descriptors correlate with each other close to
1, it does not make much sense to prefer one of them
to the others.4 It must also be taken as a matter of fact
that individual annoyance cannot validly be measured
by such an index and that community annoyance is
captured by these indices solely through a high degree
of aggregation. Nonauditory context variables influ-
encing sound-induced annoyance include the time
of day the sound occurs, the novelty and meaning the
sound carries, and cultural5 as well as past personal
experiences with that sound. Current theories of annoy-
ance that claim to explain these context effects refer
either to the psychological or the biological function of
audition. The psychological function of the acoustical
signals includes (1) feedback related to an individual’s
sensorimotor actions, (2) identification, localization,
and the controllability of sound sources, (3) nonverbal
and verbal communication, (4) environmental moni-
toring, and (5) the tendency to go on alert through
inborn or learned signals. Acoustical signals incom-
patible with, or even severely disturbing, control of

behavior, verbal communication, or recreation, relax-
ation, and sleep, enforce to break the current behav-
ior. This is considered as the primary effect of noise
exposure, followed by annoyance as the psychological
reaction to the interruption.6 Regarding the biological
function, the respective theory assumes that annoy-
ance is a possible loss of fitness signal (PLOF-signal),
which indicates that the individual’s Darwinian fitness
(general ability to successfully master life and to repro-
duce) will decrease if she or he continues to stay in
that situation. Therefore, especially residents should
feel threatened by foreigners who are already audible
in the habitat, because that may indicate that there are
intruders that are going to exploit the same restricted
resources in the habitat. This explains why sounds per-
ceived as man-made are likely to evoke more annoy-
ance than sounds of equal level and spectral compo-
sition, but attributed to non-man-made, respectively,
natural sources.7 Thus, annoyance is considered as the
primary effect of noise exposure, which is followed
by a distraction of attention from the current activ-
ity. That in turn frees mental resources needed for
behavioral actions toward the source of the sound. Pos-
sible actions are retreating from the source, tackling the
source, standing by and waiting for the opportunity to
select an appropriate behavior, or simply coping with
the annoyance by adapting to the noise.8

Ecological psychoacoustics deals, in contrast to
traditional psychoacoustics, with real-world sounds
that usually vary in frequency, spectral composition,
intensity, and rhythm. The main topics can be called
auditory analysis and auditory display. Both are
restricted to the nonspeech and nonmusic domain.

Auditory analysis treats the extraction of semantic
information conveyed by sounds and the construction
of an auditory scenery from the details extracted by the
listener. Experiments reveal that the incoming sonic
stream is first segregated into coherent and partly
or totally overlapping discernible auditory events,
each identifying and characterizing the source that
contributes to the sonic stream. Next, these events are
grouped and establish the auditory scene.9 A prominent
but special example is the discovery that detection
and localization of a (moving) source exploits (1) the
temporal difference of the intensity onsets arriving
at the ears, (2) different prefiltering effects on the
sonic waves before they reach the eardrums due to
shadowing, diffraction, and reflection properties of the
head, auricles, torso, and environment, and (3) the
variation of the spectral distribution of intensity with
distance.2 To acquire such sophisticated skills, infants
may need up to 12 years, a fact that should be taken
into account if an unattended child below this age is
allowed, or even urged, to cross, cycle, or play in the
vicinity of places with road traffic.

Auditory display concerns how artificial sounds
can be generated to induce a desired auditory scene in
the listener. The term covers (1) auditory icons suit-
able for alerts or for the representation of ongoing pro-
cesses in systems (e.g., in computers and machines),
(2) audification of originally inaudible periodic signals
by frequency shifting into the audible range for humans
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(e.g., seismic records), (3) sonification of originally
nonauditory and nonperiodic events (e.g., radioactiv-
ity measured by a Geiger counter), and (4) also sonic
qualification of nonauditory events or facts (e.g., audi-
tory accentuation of particular visual scenes in movies,
or auditory identification of defects in mechanical
machines).10

4 SPEECH COMMUNICATION
The basic capabilities of generation, processing, segre-
gation, and grouping of sonic streams include, as Fig.1
suggests, also speech production and speech percep-
tion. The complicated structure of speech makes this
kind of communication susceptible to disturbances at
different locations in the transmission path. Instances
of such disturbances are background noise, hearing
loss, and disturbed auditory feedback.

Speech production can be described as hierarchi-
cally organized multiple parallel-to-serial transfor-
mations.11 Consider, for instance, a keynote speaker
trying to transmit an idea. She/he then serializes the
idea into sentences, each sentence into words, each
word into syllables, each syllable into special speech
sounds (phonemes) called vowels (V) and consonants
(C), and each phoneme into a particular stream of
sound pressure fluctuations, as indicated in the left and
middle of Fig.1. Vowels have the character of tones
with a low fundamental frequency (men: ∼80–160 Hz,
women ∼170–340 Hz). They are generated by air flow-
ing through adducted vocal folds, which makes them
vibrate through the Bernoulli effect, while the vocal
tract (pharyngeal plus oral plus nasal cavities) is rel-
atively “open.” This gesture is called voicing or phona-
tion. The vocal tract forms an acoustic resonator, the
shape of which is controlled by the speaker in a man-
ner that concentrates the sound energy into four nar-
row frequency bands called formants. Vowels then
differ with respect to the distribution of energy in
these formants. Consonants originate if the articula-
tors (lips, tongue, jaw, soft palate) form narrow gaps
in the vocal tract while air flows through. This causes
broadband turbulence noise reaching relatively high
frequencies. Consonants can be voiced or unvoiced,
depending on whether or not the broadband signal
is accompanied by phonation.12 General American
English includes, for instance, 16 vowels and 22 con-
sonants. In each syllable, a vowel is mandatory that
can, but must not, be preceded and/or followed by
one or more consonants. Commonly, a person’s speech
rate ranges between 4 to 6 syllables per second (see
Chapter 22).

In general, a linguistic stress pattern is superim-
posed upon the syllables of an utterance. Stress is
realized mainly by enhancing the loudness but can also
be expressed by lucidly lengthening or shortening the
duration of a syllable or by changing the fundamental
frequency. It is the vowel that is manipulated to carry
the stress in a stressed syllable. Usually, a string of
several words is uttered in a fixed rhythm, whereby
the beat coincides with the vowel of the stressed
syllables. Linguistic pronouncement (prosody, stress)
sustains speech recognition but carries also nonverbal

information, for example, cues informing the receiver
about the emotional state of the speaker. An erroneous
integration of linguistic stress into an utterance while
serializing syllables into strings of phonemes is possi-
bly the origin of stammering.11

Speech perception is inversely organized with
respect to speech production and can be described as
chained serial-to-parallel transformations. Thereby,
serial-to-parallel transformation means that a temporal
sequence of bits is constricted to an equivalent byte of
information that is coded spatially without using the
dimension of time. To get back the keynote, the lis-
tener, therefore, has at first to constrict distinct parts
of the auditory stream into vowels and consonants
that have subsequently to be concatenated to syllables.
Now, words have to be assembled from the sylla-
bles, sentences from the words, and finally the keynote
from the sentences. On each processing level, such a
segmentation has to take place in order to get the
units of the next level in the hierarchy. In the flow of
speech, therefore, delimiter signals must be embedded
that arrange the correct grouping of units on one level
into a superunit on the next higher level. In communi-
cation engineering, such signals are provided by clock
pulses or busy/ready signals. On the word and sentence
levels, pauses and the raising/lowering of the funda-
mental frequency can be used for segmentation. To
get syllables from phonemes, the vowel onset, though
it is positioned in the middle of a syllable, provides a
ready signal because each syllable has just one vowel.
Grammatical constraints that generate redundancies, or
the rhythm associated with a string of stressed sylla-
bles, can additionally be exploited for segmentation
on this level. Hence, a distortion in paralleling serial
events on an arbitrary level in ongoing speech can seri-
ously hamper the understanding of speech. Referring
to written language, it may be that such a deficit is
responsible for dyslexia.

Background noise and hearing loss both impair
the understanding of speech (see Chapter 22): The
noise lowers the signal-to-noise ratio, and also a raised
hearing threshold can be considered as equivalent to
a lowered signal-to-noise ratio. However, an ampli-
fication of the unfiltered speech signal, which just
compensates for the noise or the hearing loss, does
not suffice to reestablish understandability. The reason
is that speech roughly occupies the frequency range
between 500 Hz and 5 kHz, but in vowels the sonic
energy is almost entirely concentrated in the frequency
band below 3 kHz, whereas in voiceless and voiced
consonants energy is present also above 3 kHz. It is
especially this higher frequency part of the spectrum
that is necessary for the discrimination of consonants.
Thus, low-pass filtering of speech signals hampers the
discrimination of consonants much more than the dis-
crimination of vowels. Since the number of consonants
exceeds the number of vowels, and because of the
basic C-V-C structure of the syllable, consonants trans-
mit considerably more information than vowels. It fol-
lows that high-frequency masking noise, or age-related
hearing loss with elevated hearing thresholds espe-
cially at the higher frequencies, or cutting off higher
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frequencies by a poor speech transmission facility,
must severely deteriorate speech recognition since in
all three cases nearly exclusively the discrimination of
consonants is impaired. A linear increase of an ampli-
fier’s gain in a transmission circuit cannot solve the
problem. This enhances the intensity also in the low-
frequency domain, which in turn broadens and shifts
simultaneous and temporal masking toward the higher
frequencies. So, the result is even a further decrease
of understandability. Therefore, in order to overcome
the noise, or the age-related hearing loss, or to help
conference participants who often have problems to
distinguish the consonants when listening to an oral
presentation held in a foreign language in a noisy
conference room, the frequencies above 3 kHz should
considerably be more amplified than the lower fre-
quencies. Modern hearing aids can even be attuned
to meet individual deficits. This is performed by scal-
ing the gain according to the elevation of the hearing
thresholds at different frequencies. To avoid a dis-
proportionate loudness recruitment (see Chapter 21),
however, the gain must be scaled down, when the
intensity attained through the amplification outreaches
the threshold intensity.

Disturbed auditory feedback of one’s own speech,
for instance, through any kind of acoustical noise, or by
delayed or frequency-shifted auditory feedback, affects
speaking. An immediate reaction to those disturbances
is that we usually increase loudness and decrease speech
rate. Research, however, revealed that further effects can
be observed: If the speech sound is fed back with a delay
ranging from 200 to 300 ms (that corresponds to the
duration of a syllable), artificial stutter is produced.13

Delays in the range from 10 to 50 ms, although not
noticed by the speaker, induce a lengthening of the
vowel duration of linguistically stressed long syllables
of about 30 to 80% of the delay time, whereas vowels
of stressed short syllables and of unstressed syllables,
and also all consonants, are left unaffected by the
delayed feedback. This reveals that linguistic stressing
imposes a strong audio-phonatory coupling, but solely
upon the respective vowel.11 However, the fundamental
frequency when stripped of all harmonics by rigorous
low-pass filtering does not have any influence on the
timing of speech in a delayed feedback setup. In
contrast, auditory feedback of the isolated fundamental
frequency does influence phonation when the frequency
is artificially shifted: It changes the produced frequency
with a latency of about 130 ms in the opposite direction,
such that at least an incomplete compensation for the
artificial frequency shift is reached.14

All the effects of disturbed auditory feedback
reported in the last paragraph indicate that speech pro-
duction is embedded in different low-level control loops
that use different channels hidden in the selfgenerated
sound. We are yet far away from an understanding of
the physiological base of these processes.
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CHAPTER 20
THE EAR: ITS STRUCTURE AND FUNCTION,
RELATED TO HEARING

Hiroshi Wada
Department of Bioengineering and Robotics
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Sendai, Japan

1 INTRODUCTION
The ears are paired sense organs that collect, transmit,
and detect acoustical impulses. Each of them is
comprised of three main parts: the outer ear, middle
ear, and inner ear. Sound waves are focused into the
external auditory canal by the fleshy external part of
the ear, or pinna. The sound waves in the auditory canal
causevibrationof the tympanicmembrane,which results
in motion of the three small bones, or ossicles, in the
middle ear. The motion of the ossicles is transmitted
to the cochlea of the inner ear, where it is transformed
into vibration of the organ of Corti. This vibration is
amplified by the motion of outer hair cells located in this
organ. The mechanical motion of the organ of Corti is
then transduced into encoded nerve signals by inner hair
cells, which are also situated in the organ of Corti, these
signals subsequently being transmitted to the brain. For a
good understanding of the function of the ear and human
hearing, knowledge of the anatomy of the main parts of
the hearing organ is required, as is interpretation of how
all of these parts function together. Intense noise is of
concern because it can cause permanent damage to the
hearing mechanism, particularly the hair cells.

2 REMARKABLE SENSITIVITY OF THE EAR
Sound is energy that is transmitted by pressure waves in
air and is the objective cause of the sensation of hearing.
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Figure 1 Auditory response area for humans. Sound
within the dotted area is audible. This area is bounded
on one side by the limits of tolerability of sound and on
the other side by the limits of detectability. The difference
between the two thresholds is quite wide.

Figure 1 shows the auditory response area for humans.1,2

Sound within the dotted area is bounded on one side by
the threshold of pain and on the other by the threshold of
audibility as a function of frequency. The sound pressure
level (SPL) difference between these thresholds, that is,
the dynamic range, is quite wide, nearly 130 dB at a
frequency of 4.0 kHz. High-end recording equipment
has a dynamic range of 90 dB. This means that our ears
are much more sensitive than such equipment.

3 OVERVIEW OF PERIPHERAL ANATOMY:
OUTER, MIDDLE, AND INNER EARS
Figure 2 displays a computer-aided reconstruction of
the human middle and inner ears, which was obtained
from a fixed temporal bone extracted from a fresh
cadaver. The relationship of size and location among
the various components of the peripheral auditory
system can be clearly understood. In humans, as
shown in Fig. 3, the external auditory canal with a
diameter of 7 mm and a length of 30 mm, which
is slightly bent and elliptical, is terminated by a
conical-shaped tympanic membrane with a diameter

Tympanic Membrane

Malleus

Incus Stapes

Cochlea

Semicircular Canals

Figure 2 Computer-aided reconstruction of the human
middle and inner ear, which was obtained from the
temporal bone extracted from a fresh cadaver. The
relationship of size and location among the various
components can be clearly understood.
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Incus
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Ear
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Figure 3 Human peripheral auditory system. Mammals
always have three ossicles, namely the malleus, the incus,
and the stapes.

of 10 mm and a thickness of 0.1 mm. Three ossicles,
namely the malleus, incus, and stapes, are located
in the tympanic cavity. The malleus is attached to
the tympanic membrane, the incus lies between the
malleus and the stapes, and the stapes is connected to
the cochlea.

Figure 4 depicts the human cochlea with a length of
35 mm, which is spiral shaped and has three fluid-filled
compartments, that is, the scala vestibuli, the scala
media, and the scala tympani. They are separated by
Reissner’s membrane and the basilar membrane. The
scala vestibuli and scala tympani contain perilymph,
and the scala media contains endolymph. At the
basal end, the scala vestibuli has an oval window,
and the scala tympani has a round window. The

Apex
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Round Window

Oval WindowStapes

Scala Vestibuli

Scala 
Media

Scala Tympani

Reissner’s 
Membrane

Outer Hair 
Cells

Organ of Corti

Basilar Membrane

Inner Hair Cell

Auditory Nerves

Figure 4 Human cochlea and its cross section. The
cochlea has three fluid-filled compartments, which
are divided by Reissner’s membrane and the basilar
membrane.

Auditory Nerves
Inner Pillar Cell

Outer Pillar Cell
Deiters’ Cell

Basilar 
Membrane

Claudius’ Cell

Scala Tympani

Hensen’s Cell
Stereocilia

Tectorial Membrane
Scala Media

Outer Hair Cells

Inner Hair Cell

Figure 5 Structure of the organ of Corti. This organ sits
on the basilar membrane. Two types of sensory cells, i.e.,
the inner hair cells and the outer hair cells are located in
this organ.

base of the stapes, called the footplate, is sealed by
a flexible ligament, and the footplate transmits the
vibration of the middle ear to the fluid in the scala
vestibuli.

As shown in Fig. 5, the organ of Corti sits on the
basilar membrane and contains two types of hair cells,
that is, the inner hair cells and the outer hair cells.
There are approximately 3,500 inner hair cells and
12,000 outer hair cells in humans.3 Hairlike structures,
that is, stereocilia, extend from the top of these
cells. The organ of Corti is covered by the tectorial
membrane and given rigidity by the pillar cells. There
are three types of supporting cells, namely, Deiters’,
Hensen’s, and Claudius’ cells.

4 ACOUSTICAL PROPERTIES OF THE OUTER
AND MIDDLE EARS

As shown in Fig. 6,4 sound pressure amplification at
the tympanic membrane is greatest when the frequency
is around 4.0 kHz. This amplification is caused by
standing waves in the external auditory canal. Figure 7
depicts a simplified model of the external auditory
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Figure 6 External auditory canal resonance observed
in human subjects. Plotted along the ordinate is the
decibel difference between the sound pressure level at
the tympanic membrane and that in the sound field at the
entrance of the external auditory canal (F). The difference
between them is largest at around f = 4.0 kHz. [From
Weiner and Ross.4 Copyright  1946 by The Acoustical
Society of America (ASA). Reprinted by permission of
American Institute of Physics (on behalf of ASA).]
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Figure 7 Pressure variation in a pipe with one end open
and the other end closed when f0 = c/4l, where f0 is the
fundamental resonance frequency, c is the velocity of the
air, and l is the length of the pipe.

canal, that is, a pipe with one end open and the other
end closed, with pressure variation along the pipe at
the fundamental resonance frequency, f0. Sound pres-
sure amplification at the end of the pipe is noticeable.
Due to this phenomenon, the threshold of audibility is

believed to be the smallest at the resonance frequency
of the external auditory canal, which is shown in
Fig. 1.

An attempt was made to measure the vibratory
responses of guinea pig tympanic membranes using
time-averaged electric speckle pattern interferometry.5

Figure 8 shows perspective plots of the displacement
distribution of the left tympanic membrane vibrations
when the displacement at each point reaches its max-
imum value. The amplitude of tympanic membrane
vibrations is of nanometer order of two digits, that is,
10 to 99 nm, when the sound pressure level of the
stimulation is between 70 and 85 dB.

The three ossicles transmit sound vibrations from
the tympanic membrane to the oval window of the
cochlea. The main role of the middle ear is to match the
low impedance of the air in the external auditory canal
to the high impedance of the cochlear fluids. In other
words, the middle ear is an impedance transformer.
Without this function, much of the sound energy would
be reflected. As shown in Fig. 9, when the tympanic
membrane vibrates, the ossicles basically rotate around
the axis between the anterior malleal ligament and
the posterior incudal ligament, and the umbo and
stapes have a pistonlike movement.6,7 The area of the
tympanic membrane is much larger than that of the
stapes footplate. The forces collected by the tympanic
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Figure 8 Perspective plots of the displacement distribution of the left tympanic membrane vibrations when the
displacement at each point reaches its maximum value: (a) frequency f = 1.0 kHz and sound pressure level SPL = 85 dB,
(b) f = 2.5 kHz and SPL = 70 dB, (c) f = 3.0 kHz and SPL = 75 dB, and (d) f = 4.0 kHz and SPL = 75 dB. At the frequency
of 1.0 kHz, the whole tympanic membrane vibrates in phase. The maximum displacement amplitude is about 30 nm. At
the frequency of 2.5 kHz, the tympanic membrane has two local maxima, one in the posterior portion and the other in the
inferior portion. The number of the peaks increases and the vibration mode becomes complicated with an increase in the
frequency. [From Wada et al.5 Copyright  2002 by The Acoustical Society of America (ASA). Reprinted by permission of
American Institute of Physics (on behalf of ASA).]
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Figure 9 Dynamic behavior of the middle ear. Arrows
indicate the directions of the movements. The ratio of the
area of the tympanic membrane to that of the stapes is
17 : 1, and the ratio of the arm of the malleus to that of the
incus is 1.3 : 1.0.
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Figure 10 Traveling waves on the basilar membrane
obtained from the finite element method model: (a) input
stimulus frequency f = 6.0 kHz, and (b) f = 2.0 kHz.
Traveling waves on the basilar membrane have a
peak near the base when high-frequency sound enters
the cochlea, while low-frequency sound develops the
traveling waves on the basilar membrane, which have a
peak near the apex.

membrane, therefore, increase the pressure at the oval
window. The arm of the malleus is larger than that of
the incus, and this produces leverage, which increases
the pressure and decreases the velocity at the stapes.
By this mechanism, more than 30% of the sound
energy reaches the cochlea.

5 COCHLEAR FUNCTION: TRAVELING
WAVES ALONG THE COCHLEAR PARTITION,
THE MECHANO-RECEPTOR-TRANSDUCTION
ROLE OF HAIR CELLS, RECENT DISCOVERY
OF HAIR CELL MOTILITY, AND THE
‘‘COCHLEAR AMPLIFIER’’ AND OTOACOUSTIC
EMISSIONS

Vibrations of the stapes generate movement of the
cochlear fluids that interacts with the basilar mem-
brane, the stiffness of which decreases from base to
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20.0 kHz

Apex
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Figure 11 Place-characteristic frequency map for
humans. High- and low-frequency components of sound
are analyzed in the basal and apical regions of the cochlea,
respectively.

apex. This interaction produces progressive traveling
waves on the basilar membrane,8 which are similar
to waves beating upon a seashore. Figure 10 depicts
these traveling waves.9 When sound is transmitted to
the basilar membrane, the position of the maximum
displacement amplitude of its vibration is related to the
frequency of the sound. In other words, each position
along the basilar membrane has a maximum displace-
ment amplitude at a specific frequency called the char-
acteristic frequency. Figure 11 is a frequency map for
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Tectorial Membrane

Reticular Lamina

(a)

Spikes

Figure 12 Vibration mode of the organ of Corti:
(a) displacement toward the scala vestibuli, (b) resting
position, and (c) displacement toward the scala tympani.
The inner hair cell stereocilia are deflected by the flow
of fluid caused by shear motion between the tectorial
membrane and the reticular lamina. [From Wada et al.11

Copyright  2002 by Elsevier. Reprinted by permission of
Elsevier.]
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humans showing characteristic frequencies at differ-
ent positions in the ear.10 As shown in Fig. 12, when
sound enters the ear, the organ of Corti, which sits
on the basilar membrane, undergoes a rocking motion.
Although the details of cochlear operation are unclear,
one possible mechanism is that basilar membrane dis-
placement toward the scala vestibuli produces shear
motion between the tectorial membrane and the reticu-
lar lamina and induces the flow of fluid in the direction
of the arrow, which leads to the deflection of the free-
standing inner hair cell stereocilia in the same direction
as the flow.11 This deflection induces the opening of
ion channels and an influx of ions into the inner hair
cell, thus releasing the transmitter. As a result, pulses
are generated in the auditory nerve fibers, as shown
in Fig. 13. Because of this mechanism, we can hear
sound.

As depicted in Fig. 14, the mammalian outer hair
cell is cylindrical shaped with a radius of 4 to
5 µm and a length of 30 to 90 µm. It is capped
by the cuticular plate with stereocilia at one end
and by the synaptic membrane at the other end.
When the stereocilia bend in the direction of the
arrow, K+ ions flow into the cell and depolarize
the membrane potentials. At the same time, the
outer hair cell contracts. By contrast, when the
stereocilia bend in the direction opposite that of the
arrow, the membrane potentials are hyperpolarized
and the outer hair cell elongates.12 Figure 15 depicts
an experiment where, instead of bending stereocilia,
intracellular potentials are charged by the whole-cell
voltage-clamped technique. Experiments reveal that
the input–output function of the outer hair cell is
not expressed by a straight line but a curved one,
that is, the function is nonlinear, which is responsible
for compressive nonlinear responses of the basilar
membrane13 and the cochlea.14 Moreover, the outer
hair cells are under efferent control.15
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(b) Length change of the outer hair cell in response to step
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As shown in Fig. 12, when the organ of Corti is
deflected toward the scala vestibuli, the outer hair cell
stereocilia bend due to the shear motion between the
tectorial membrane and the reticular lamina because
the tallest outer hair cell stereocilia adhere to the
tectorial membrane. Simultaneously, the outer hair
cells contract. Deflection of the organ of Corti toward
the scala tympani leads to elongation of the outer hair
cells. This repeated contraction and elongation of the
outer hair cells, that is, the motility of the outer hair
cells, magnifies the deflection of the organ of Corti.
To confirm this cochlear amplification, an attempt
was made to directly measure the basilar membrane
vibrations in both living and dead guinea pigs by a
laser Doppler velocimeter.16 Figure 16 clearly shows
that amplification of the basilar membrane vibrations
occurs when an animal is alive. The magnified
deflection of the organ of Corti leads to increases in the
movement of the fluids in the space near the stereocilia
of the inner hair cells and in the deflection of the
inner hair cell stereocilia. Owing to the mechanism
mentioned above, our auditory system is characterized
by high sensitivity, sharp tuning, and compressive
nonlinearity.17–19

Recently, an interesting phenomenon, termed otoa-
coustic emissions, that is, sound that comes from
the healthy ear, was discovered.20 Otoacoustic emis-
sions are low-intensity sound generated within the
normal cochlea and emitted to the external audi-
tory canal, either spontaneously or in response to
acoustical stimulation. Figure 17 shows examples.
As shown in Fig. 18, simultaneous measurement of
distortion product otoacoustic emissions and basi-
lar membrane velocity was carried out.16 Clear
peaks can be seen on both the spectrograms of the
acoustical and basilar membrane velocity measure-
ment at f = 2f1 − f2 = 9.40 kHz. This result con-
firms that otoacoustic emissions sensitively reflect
the dynamic behavior of the basilar membrane.
The origin of otoacoustic emissions is thought
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Figure 16 Direct measurement of basilar membrane
vibrations in a guinea pig. (a) Measurement procedure.
A hole with a diameter of 0.5 mm is opened at the bony
wall of the cochlea, and glass microbeads with a diameter
of 20 µm are placed on the basilar membrane in order to
increase reflections of the laser beam. (b) The basilar
membrane velocity responses to periodic tone. SPL
= 75 dB. The basilar membrane vibrations are amplified
when an animal is alive.
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Figure 17 Examples of otoacoustic emissions. (a)
Spontaneous otoacoustic emissions of a guinea pig.
Narrow-band signal at 1.43 kHz disappears 50 s after
the respirator is stopped and reappears 2 min after
the end of hypoxia. (b) Distortion-product otoacoustic
emissions of a human. When two primary stimuli at levels
SPL1−SPL2 = 70 dB and f1 = 1125 Hz and f2 = 1434 Hz
are given to the external auditory canal, a cubic distortion
product at the frequency 2f1 − f2 = 816 Hz is detected.
It is believed that the nonlinear characteristics of the
outer hair cell motility are responsible for generating such
distortion. Interestingly, the level of the cubic distortion is
greatest when the frequency ratio among 2f1 − f2, f1, and
f2 is equal to that of a chord, e.g., do, mi, and so.
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Figure 18 Frequency analysis of the outputs: (a)
acoustical signal, and (b) basilar membrane velocity.
Stimulus levels SPL 1 and SPL 2 of the primaries were 75
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and basilar membrane velocity at 9.40 kHz. [From Wada
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Reprinted by permission of World Scientific Publishing.]
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to be the motility of the outer hair cells.21 Recently,
this technique has been applied to neonatal hearing
screening.22

6 BRIEF SUMMARY OF CENTRAL AUDITORY
NERVOUS SYSTEM: ANATOMY AND
FUNCTION
Figure 19 shows the ascending auditory pathways.
Although their functions remain unclear, some of them
are introduced as follows: The cochlear nucleus is
comparable to a switchboard and distributes auditory
information to several different areas in the auditory
pathways; the nucleus of the superior olive compares
differences in the timing and loudness of the sound in
each ear, and this function is essential for determining
the location of sound; the inferior colliculus analyzes
changes in the spectrum of sound such as amplitude
and frequency modulation and contributes to the
quality of sound.23

Efferent auditory pathways parallel the afferent
pathways and descend from the cortex to the hair cells.

Although their functions are still not well understood,
they are thought to improve the detection of signals in
noise, protect our auditory system from noise damage,
and be involved in attention.24

As displayed in Fig. 20, an impressive feature of
the auditory cortex is its tonotopic organization, that is,
information about the vibrations at different locations
along the basilar membrane is relayed to the auditory
cortex by fibers. Although the general functions of
the auditory cortex are still uncertain, it is particularly
sensitive to transients in acoustical signals and thus is
considered to be necessary for short-term memory and
the analysis of complex sound.25

7 NOISE-INDUCED HEARING LOSS
Noise-induced hearing loss is correlated with noise
exposure and is the by-product of modernization.
Exposure to moderate loud noise causes temporal
hearing loss, which is later recovered. By contrast,
exposure to severe loud noise causes permanent
hearing loss. There is a consensus that the risk of
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Figure 21 Excess risk as a function of sound pressure
level for subjects 65 years of age with an exposure duration
of 45 years. Excess risk is defined as the percentage
of individuals with hearing handicap among individuals
exposed to daily 8-h occupational noise exposure. [From
Prince et al.28 Copyright 1997 by The Acoustical Society
of America (ASA). Reprinted by permission of American
Institute of Physics (on behalf of ASA).]

Figure 22 Scanning electron microscope study of
missing and disarrayed outer hair cell stereocilia of the
guinea pig after noise exposure at an SPL of 100 dB
SPL for 8 h per day for 3 consecutive days: ∗, missing;
#, disarrayed. Not only sporadic missing outer hair cell
stereocilia but also disarrayed outer hair cell stereocilia
are observed. By contrast, no loss of the inner hair cell
stereocilia is apparent. [From Hou et al.30 Copyright 
2003 by Elsevier. Reprinted by permission of Elsevier.]

noise-induced hearing loss significantly increases with
chronic exposure to noise above A-weighted 8-h time-
weighted average sound pressure level of 85 dB
(Fig. 21).26–28 The degree of hearing loss depends
not only on the intensity of the noise but also on
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Figure 23 Relationship between the tuning curve of
auditory nerve fibers and the damage of outer and inner
hair cells. , both cells are intact; – – –, total loss of
the outer hair cells; - - - - , disarray of the inner hair cell
stereocilia. Damage to the outer hair cells results in both
elevation of threshold and loss of the tuning-curve tip.
On the contrary, damage to the inner hair cell stereocilia
results in only elevation of the threshold.

the duration of noise exposure. It also has individual
variations.29

When sensory cells are exposed to moderate noise,
the stereocilia of the outer hair cells are more easily
damaged than those of the inner hair cells, which is
shown in Fig. 22.30 Furthermore, severe noise destroys
the hair cells. As shown in Fig. 23, high sensitivity and
sharp tuning of our hearing are lost when the outer
hair cells are damaged, while sensitivity is reduced
when stereocilia of the inner hair cells are partially
damaged.31 When the inner hair cells are completely
destroyed, we become almost deaf.

8 CONCLUSIONS
An anatomical and functional overview of the human
auditory system was herein presented, the main con-
clusions being as follows: High sensitivity and sharp
tuning of our auditory system originate in the motil-
ity of the outer hair cells located in the organ of
Corti in the cochlea, and the input–output function
of the outer hair cell motility governs the nonlinear-
ity of our auditory system. For those who would like
to know more about our auditory system, well-written
textbooks32–35 are recommended. Furthermore, confer-
ence proceedings36–38 are recommended for those who
are interested in recent developments in this area.
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CHAPTER 21
HEARING THRESHOLDS, LOUDNESS
OF SOUND, AND SOUND ADAPTATION

William A. Yost
Parmly Sensory Sciences Institute
Loyola University
Chicago, Illinois

1 INTRODUCTION

This chapter covers three important aspects of auditory
perception: thresholds of hearing, loudness, and sound
adaptation. Thresholds of hearing represent an estimate
of the softest sounds the average human can detect,
and these thresholds form the basis of the fundamen-
tal measure of hearing loss, the audiogram. Thresholds
of hearing vary as a function of signal frequency and
signal duration. Changes in many different physical
aspects of sound may lead to the perception that the
sound’s loudness has changed. Loudness level mea-
sured in phons and based on equal loudness contours
and loudness measured in sones using subjective scal-
ing procedures are the two most common measures of
subjective loudness. Sounds that are presented for long
periods exhibit several perceptual phenomena includ-
ing threshold shifts and various forms of adaptation.
Long-duration, intense sounds can cause either a tem-
porary or a permanent loss of hearing as measured
by an increase in the threshold for detecting sound.
The loudness or other perceptual aspects of sound can
change as a function of prior exposure to sounds of
long duration leading to various forms of auditory
adaptation.

2 THRESHOLDS OF HEARING

A fundamental measure of the auditory system is the
determination of the softest sounds that a person can
detect. The threshold of hearing is measured as a
function of the frequency of pure tones presented to
subjects asked to detect tones that are presented at
levels that are just detectable in a quiet and calibrated
test environment. Thresholds of hearing are often used
to determine a test subject’s hearing loss and the
frequency region in which that hearing loss occurs.
When thresholds of hearing are used to determine
hearing loss, the threshold measurements are often
referred to as the audiogram.

In general, thresholds of hearing are measured
by determining the sound pressure level of a tone
presented at a specified frequency (often octaves of
125 Hz) that a subject indicates renders the tone just
barely noticeable or detectable. The behavioral method
for obtaining thresholds of hearing, the methods
for calibrating the sound pressure level presented
to the subject, and the hearing thresholds have
been standardized [see American National Standards
Institute (ANSI) and the International Organization

for Standardization (ISO) standards listed in the
reference section]. The test tones can be presented
over headphones of different types (e.g., supraaural
and insert) or from a loudspeaker in the free field. A
supraaural headphone has a cushion that fits over the
pinna and the headphone speaker rests on the outside
of the outer-ear canal. An insert phone has its earphone
loudspeaker located within the outer-ear canal, usually
in a pliable mold that seals the outer-ear canal. In all
cases accurate estimates of the thresholds of hearing
require that the test environment be as noise free as
possible and conform to the specifications of the ANSI
standard for American National Standard Maximum
Permissible Ambient Noise Levels for Audiometric
Test Rooms (1999).

If the thresholds of hearing are measured in the free
field when the tones are presented from a loudspeaker,
the thresholds are referred to as minimal audible
field (MAF) thresholds. For a MAF estimate of the
thresholds of hearing, the loudspeaker is located on
the same plane as the listener’s pinna, directly in front
of the listener, 1 m from the location of the listener’s
pinna, and the listener uses both ears (binaural
listening) in the detection task. The level of the tone at
each frequency is calibrated using a microphone placed
at the location of the listener’s tympanic membrane
(eardrum), but with the listener not in the room.

If the thresholds are measured via headphone
presentations, then the thresholds are referred to as
minimal audible pressure (MAP) thresholds. The level
of the tones in the MAP procedure is calibrated
by measuring the sound pressure level at each
test frequency within an acoustic coupler fitted to
the headphone. The acoustic coupler is standardized
[ANSI 3.7–1995 (R2003), ANSI 3.25–1989 (R2003)]
to provide a reasonable approximation of the acoustic
properties of the outer ear so that the sound pressure
level provided by the headphone is that which would
occur at the tympanic membrane of an average listener.
Acoustic couplers for supraaural phones measure the
sound pressure in a volume of 6 mL, which is the
approximate average volume of the outer-ear canal.
Acoustic couplers for insert phones measure the sound
pressure level in a volume of 2 mL, since 2 mL is the
approximate average ear canal volume between the tip
of the insert earphone and the tympanic membrane.
Several different headphone and acoustic coupler
combinations can be used to calibrate thresholds in
MAP procedures. Such thresholds are referred to as
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reference equivalent threshold sound pressure levels
(RETSPLs).

A standardized psychophysical procedure is re-
quired to obtain accurate estimates of thresholds
[ANSI 3.21–1978 (R1997)]. The accepted method is
a method of limits procedure in which the level of the
tone starts well above the threshold level, and then
the level is decreased until the listener indicates that
the tone is no longer detectable. Then the tonal level
is increased and decreased from this initial estimate
of threshold to estimate the final threshold level that
would yield the tone as detectable 50% of the time.
This procedure is repeated for each tonal frequency
that is tested. Several other psychophysical procedures
have also been used to measures thresholds of hearing
[ANSI 3.21–1978 (R1997)].

Figure 1 and Table 1 present average standardized
thresholds of hearing for listeners with normal hearing
for the MAF and MAP procedures (ANSI S3.6–1996).
The thresholds are expressed as MAF or MAP
RETSPL thresholds of the sound pressure level (SPL,
dB). The reference sound pressure for measuring
decibels of sound pressure level is 20 µPa. Thus,
as can be seen in Fig. 1 and Table 1, thresholds of
hearing are lowest in the frequency region between
500 and 4000 Hz at about 0 dB, so that 20 µPa is
approximately the smallest sound pressure detectable
by the human auditory system. At this small pressure,
it has been estimated that the tympanic membrane

150

125

100

75

50

25

0

–25
100 1,000

Frequency (Hz)

10,000

T
hr

es
ho

ld
 (

dB
 S

P
L)

MAP-Inserts

MAP-TDH

MAP-Sennheiser

Discomfort

Pain

MAF

Figure 1 Thresholds of hearing in decibels of sound
pressure level (dB SPL) are shown as a function of
frequency for six conditions: RETSPL minimal audible
field (MAF) thresholds, RETSPL-MAP thresholds for
a supraaural phone and 6-mL coupler, RETSPL-MAP
thresholds for a supraaural phone and an artificial ear,
RETSPL-MAP thresholds for an insert phone and a
Zwislocki coupler, thresholds for pain, and thresholds
for discomfort. The RESTPL measures are from ANSI
3.6–1996. The thresholds for pain and discomfort
represent estimates of the upper limits of sound pressure
level that humans can tolerate. See Table 1 for additional
details about the headphones and couplers used for these
thresholds. (Based on ANSI standards and adapted from
Yost.12 Reprinted by permission.)

Table 1 Thresholds of Audibility for a Number of
Testing Condition

Frequency

Thresholds—RETSPL
(dB SPL)

(Hz) MAFa Supra-auralb Circumauralc Insertd

125 22 45 29.5 26
200 14.5 32.5 — 18
250 11 27 18 14
400 6 17 12 9
500 4 13.5 9.5 5.5
750 2 9 6.5 2
800 2 8.5 — 1.5
1,000 2 7.5 6.5 0
1,250 1.5 7.5 — 2
1,500 0.5 7.5 5.5 2
1,600 0 8 — 2
2,000 −1.5 9 3 3
2,500 −4 10.5 — 5
3,000 −6 11.5 3 3.5
4,000 −6.5 12 8.5 5.5
5,000 −3 11 9.5 5
6,000 2.5 16 9.5 2
8,000 11.5 15.5 16 0
10,000 13.5 — 21.5 —
12,500 11 — 27.5 —
16,000 43.5 — 58 —

a Binaural listening, free-field, 0o incidence.
b TDH type.
c Sennheiser HDA2000, IEC 318 with type 1 adaptor.
d HA-2 with rigid tube.
Source: From American National Standard ANSI 3.6-
1996-Specifications for Audiometers.

is displaced a distance equal to approximately the
diameter of a hydrogen atom. The thresholds of
hearing indicate that human listeners can detect tones
over the frequency region from approximately 20 to
20,000 Hz, but the thresholds are elevated for low
and high frequencies relative to those in the middle
frequencies within this range. The loss of sensitivity
at the low and high frequencies is partially attributable
to the transfer function of the outer and middle ears as
well as limitations placed on the transduction of sound
pressure and vibration into neural impulses that occurs
within the inner ear.

Figure 1 and Table 1 indicate that the actual thresh-
olds of hearing differ depending on how the tones are
presented, that is, if they are presented over loud-
speakers or from different headphone types. These
differences exist despite the attempt to provide calibra-
tion procedures that might be thought of as ensuring
that the thresholds represent the actual sound pressure
level being delivered to the auditory system (i.e., to
the tympanic membrane). However, differences in the
measured thresholds exist despite the calibration pro-
cedures. Almost all of the differences in thresholds of
hearing obtained across the various MAF and MAP
procedures can be explained by taking into account
the diffraction of sound around the head and pinna
that occurs in several of the procedures and the exact
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resonant and impedance properties of the outer ear.1
Making exact estimates of the thresholds of hearing
at frequencies higher than approximately 8000 Hz are
complicated by the resonance properties of the outer-
ear canal.

The thresholds of hearing also depend on the
duration of the tone being presented. The thresholds
in Fig. 1 and Table 1 represent thresholds in dB SPL
for tones whose durations are 500 ms or longer. The
thresholds of hearing increase as the duration of the
tones decrease, and the exact nature of the increase
in the thresholds of hearing with decreasing duration
is frequency specific. For tonal frequencies less than
approximately 1000 Hz, thresholds of hearing increase
about 10 dB for each 10-fold decrease in tone duration
below about 200 to 300 ms (i.e., maintaining the tonal
level at threshold at approximately constant energy).
However, the rate of increase in thresholds as duration
decreases for tones whose frequencies are greater than
1000 Hz is less than that for tones whose frequencies
are less than 1000 Hz.2

As the sound pressure level increases to large
values human listeners will experience discomfort or
pain, indicating that the levels are reaching the upper
limit that the auditory system can tolerate. The upper
curves in Fig. 1 indicate various estimates of the
upper limit of audibility such that tones presented
at these frequencies and levels will produce pain
or discomfort. The decibel difference between the
thresholds of hearing and the upper limits of audibility
suggest that the dynamic range for hearing can be
as large as 130 dB in the 1000-Hz region of the
audible spectrum, and the dynamic range decreases as
frequency increases or decreases from this region.

The auditory system can be stimulated either via
sound traveling through the outer-ear canal and middle
ear to the inner ear or via sound causing the skull to
vibrate, which in turns stimulates inner-ear structures
to signal the presence of sound. Thus, vibration of
the skull (bone vibration), which bypasses the outer
and middle ears, can lead to the sensation of sound.
Since sound produced by bone vibration bypasses
the normal air conduction means of delivering sound
to the inner ear, differences between the thresholds
of hearing for air conduction as opposed to bone
conduction are used to diagnosis problems in the
outer and, especially, the middle ear. Just as there
are standardized methods and thresholds for air-
conducted sound, so are there standardized methods
and thresholds for bone-conducted sound [ANSI
3.6–1996 and ANSI 3.13–1987 (R2002)]. The level of
sounds necessary to yield bone-conducted thresholds
are considerably higher (60 dB or higher) than those
obtained for air-conducted thresholds.

3 LOUDNESS OF SOUND
As the level of a sound changes, one usually reports
that its loudness has changed. The standard definition
of loudness [ANSI 3.20–1995 (R2003)] is: “Loudness
is that attribute of auditory sensation in terms of
which sounds may be ordered on a scale extending
from soft to loud.” As such loudness is a subjective

attribute of a sound’s magnitude, as opposed to sound
pressure level that is an objective or physical measure
of sound magnitude. While the loudness of a sound
varies as a function of changes in sound pressure
level, loudness can also vary when other physical
properties of a sound are changed such as frequency
or duration. That is, subjective sound loudness is
correlated with sound pressure level, but also with
many other physical aspects of sound (e.g., frequency,
bandwidth, duration).

Loudness is measured in two ways: as loudness
level in phons and loudness in sones. Loudness level
is measured in a loudness matching procedure in
which two sounds are presented: the standard sound,
which is a 1000-Hz tone presented at a particular
level expressed in dB SPL, and the comparison (test)
sound, presented at a particular tonal frequency (or
a noise presented with a particular bandwidth). The
listener adjusts the level of the comparison sound
so that it is judged equal in subjective loudness to
that of the standard sound. Figure 2 shows a few
standardized equal-loudness contours obtained using
this loudness matching procedure for different levels
of the standard, 1000-Hz tone, and different tonal
frequencies of the comparison sound (ISO 226 : 2003
Acoustics). All comparison tones presented at the level
and frequency shown on an equal-loudness contour
are judged equal in loudness and equal in loudness
to a 1000-Hz tone presented at the level shown on the
equal-loudness contour. If the level of the 1000-Hz
standard was 40 dB SPL, then all of the comparison
tones shown on the equal-loudness contour are judged
equally loud to this 40-dB, 1000-Hz standard tone,
and they are defined as having a loudness level of 40
phons. Thus, the loudness level of a sound of x phons
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Figure 2 Equal loudness contours showing the level
of a comparison tone required to match the perceived
loudness of a 1000-Hz standard tone presented at
different levels (20, 40, 60, 80, and 100 dB SPL). Each
curve is an equal loudness contour. [Based on ISO
standard (ISO 226 : 2003 Acoustics) and adapted from
Yost.12 Reprinted by permission.]
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is the level of the sound required for that sound to be
judged equally loud to a 1000-Hz tone presented at x
dB SPL. A sound with a loudness level of 40 phons
would be judged very soft. There are standard methods
and calculations for determining the loudness level of
tones and noises [ISO 226 : 2003 Acoustics and ANSI
S3.4–1980 (R 1997)].

The 40-dB equal-loudness contour (i.e., 40-phon
contour) is the basis of the weighting used in the
definition of the A-weighted sound pressure level
measure. If a sound is filtered by a filter whose transfer
function is similar to the inverse of the 40-phon
contour, the overall sound pressure level in decibels
at the output of this filter when referenced to 20 µPa
is defined as the A-weighted sound pressure level.
That is, the overall level of a sound whose spectral
components are weighted (filtered) so the high and low
frequencies are attenuated as indicated by the inverse
of the 40-phon equal-loudness contour known as the
A-weighted sound pressure level. The 70-dB equal-
loudness contour is used in the same way to determine
the weightings for the C-weighted sound pressure level
[see ANSI S1.8–1989 (R 2001)].

The loudness of a sound measured on the sone
scale is determined from a loudness scaling procedure.
While this procedure has not been standardized like
that for the phon scale, the loudness of sounds has
been measured in many different studies using different
scaling procedures.3 In a scaling procedure used to
measure sones, a standard tone of 1000 Hz and 40 phons
is compared to a comparison (test) sound. The listener in
the loudness scaling task is asked to determine the level
of the comparison sound in terms of a ratio, namely by
judging the comparison sound as x times (0 ≤ x ≤ ∞)
as loud as the standard tone. By anchoring the resulting
scale at 1 sone when the comparison sound is judged
equal in loudness to the 40-phon standard, a numerical
scale of loudness is obtained (see Fig. 3). Thus, a sound
of y sones is one judged to be y times as loud as a sound
that has a loudness of 40 phons (e.g., a sound with a
loudness of 3 sones would be judged to be three times
as loud as a 40-phon sound).

Above a given threshold value, there is a relatively
linear relationship between log sones and level in
decibels. The sone scale at 1000 Hz indicates that
an increase or decrease in sound pressure level of
10 dB results in a judgment of that sound being twice
or half as loud, respectively, that is, a doubling or
halving of loudness equals an approximately 10-dB
change in sound pressure level. In other contexts3,4 the
growth of loudness is expressed as a power function of
sound intensity, for example, L = I 0.3, where L equals
perceived loudness, I equals sound intensity (e.g., in
W/m2), and the common exponent for such a loudness
relationship is approximately 0.3.

When sounds are presented to both ears (sounds pre-
sented binaurally), loudness often increases over that
measuredwhen the sound is presented to only one ear. In
this case, there is evidence for binaural loudness summa-
tion. Binaural loudness summation can vary from essen-
tially no binaural summation up to 10 dB, depending on
the stimulus and measurement conditions.5,6
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Figure 3 (a) Schematic depiction of loudness in sones
of a 1000-Hz tone as a function of the level of the
tone (dB SPL). The slope of the function indicates that
approximately a 10-dB change in level is required to
double loudness. 3.(b) Curve A represents the loudness
curve from (a) curve B represents the perceived loudness
of a 1000-Hz tone masked by a wideband noise (for a
person with a hearing loss). Curve B with the steeper
slope shows loudness recruitment. (Adapted from Yost12

and Steinberg and Gardner.13 Reprinted by permission)

4 LOUDNESS RECRUITMENT

If a person has a hearing loss or is listening to a
sound masked by other sounds, then the threshold
for detecting that sound will be elevated as compared
to that measured for a person without a hearing loss
or in the absence of the interfering sounds. Yet, in
these types of conditions the level of the sound judged
to be painful or uncomfortable will be the same as
that obtained for a person without a hearing loss or
without the presence of interfering sounds. Thus, the
growth of loudness between threshold and the upper
limit of audibility as indicated by the thresholds for
pain or discomfort will be steeper for the person
with a hearing impairment or detecting tones in the
presence of interfering sounds as compared to a person
without a hearing loss or detecting a sound in the
absence of interfering sounds (see Fig. 3). The increase
in the slope of loudness in these circumstances is
often referred to as “loudness recruitment” and most
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people with a sensorineural hearing loss show such a
recruitment of loudness.

Since the measurement of recruitment involves the
determination of the thresholds of hearing, a theoretical
issue concerning the slope of the recruitment function
arises in terms of what the loudness of a sound is
at its hearing threshold.7 One argument is that the
loudness of sound at its threshold is zero. However,
other theoretical arguments and measurements suggest
that while the loudness of a sound at its threshold is
low, it is not exactly zero.7

5 PERMANENT AND TEMPORARY
THRESHOLD SHIFTS
Long exposure to sound has several different effects on
auditory function and on perception. Such exposure
to sound can elevate the thresholds of hearing
permanently or temporarily, or the exposure can
influence the subjective loudness and perception of the
sound or other sounds.

Exposure to very intense sounds or somewhat less
intense sounds of long duration can cause an elevation
of the thresholds of hearing after the intense sound
has ceased. A permanent hearing loss results when
these elevated thresholds become permanent. But even
if exposure to loud sounds does not cause a permanent
hearing loss or a permanent threshold shift (PTS),
such exposures may lead to a temporary elevation of
the thresholds of hearing or a temporary threshold
shift (TTS). TTS can exist for just a few minutes
after exposure to intense sound, or such threshold
shifts can exist for days if not weeks. However, the
hearing thresholds of someone experiencing TTS will
eventually recover to the thresholds existing prior to
the exposure, as long as the person is not exposed
to other intense sounds in the intervening period. The
length of recovery is directly related to the nature of
the noise exposure in the recovery period.

With respect to PTS, there is a trade-off between the
level of the exposing sound and its duration. The levels
and durations that can cause auditory damage and, thus,
lead to PTSare referred to as damage risk criteria (DRC).
Table 2 indicates the DRC from the National Research
Council’s (NRC) Committee on Hearing, Bioacoustics,
and Biomechanics (CHABA). The NRC-DRC indicates
that if a person is exposed repeatedly (over the course
of years) to sounds of these levels and duration, they
will most likely experience PTS. Organizations such
as the Occupational Safety and Health Administration
(OSHA) use various DRCs to limit noise exposure in the
workplace. PTS is usually associatedwith the loss of hair
cells in the inner ear. Inner-ear hair cells transduce the
pressure and vibrations of the inner ear into the neural-
electrical signals used by the auditory system. Other
standards have been generated to estimate the levels of
sound that may lead to PTS [e.g., ISO 1999: 1990 and
ANSI S3.44–1996 (R2001)].

Several variables affect the amount and duration
of TTS that one experiences following loud sound
exposure. The greatest amount of TTS occurs when
the frequency of the sound used to measure TTS
is the same or slightly higher than the frequency

Table 2 Damage Risk Criteria (DRC) from the
Committee on Hearing, Bioacoustics, and
Biomechanics (CHABA) of the National Research
Council (NRC)a,b

Duration in Hours A-weighted Sound Pressure Level

8 90
6 92
4 95
3 97
2 100
1 105
1/2 110
1/4 or less 115

a Repeated exposure to these sound pressure levels for
these durations would lead to a permanent threshold
shift.
b Note: When the daily noise exposure is composed
of two or more periods of noise exposure at different
levels, their combined effect should be considered,
rather than the individual effect of each. If the sum
of C1/T1 + C2/T2 + · · · + Cn/Tn exceeds unity, then the
mixed exposure should be considered to exceed a
permissible DRC. Cn indicates the total time exposure
at a specified noise level, and Tn indicates the total time
of exposure permitted at that level according to the DRC
listed in the table. For instance, if one was exposed to 6
h (C1) at 95 dB and 2 h (C2) at 100 dB, the permissible
time periods were 4 h (T1) and 2 h (T2). The sum is
6/4 + 2/2 > 1.0, so this combined exposure exceeds the
DRC.

of the exposing sounds. In general, the longer the
exposing sound is, the greater the TTS is and the
longer the recovery time from TTS. If one is exposed
to a wideband sound, then most TTS occurs in the
frequency region between 2000 and 6000 Hz, except
when the exposure is at high levels and then TTS is
greatest for all frequencies above about 2000 Hz. The
occurrence of TTS is highly correlated with damage
to various structures within the inner ear, but an exact
cause of TTS is not known. Because of the difficulty
of studying PTS directly in human subjects, measures
of TTS are often used to infer or predict what type of
sound exposures may cause permanent hearing loss.

6 LOUDNESS ADAPTATION
There are several perceptual effects that occur when
one is exposed to an intense sound (but not a sound
intense enough to produce TTS or PTS) for periods
of many seconds to minutes. Loudness adaptation
or perstimulatory fatigue occurs when the subjective
loudness of a sound decreases as the exposure to
the sound increases. That is, if one is exposed to
a moderately intense sound for a few minutes, the
loudness of the sound may fade. Such loudness
adaptation is usually measured by asking listeners
to match the loudness of a test sound to that of
exposing sound that has been presented for several
seconds or longer. The alternating binaural loudness
balance (ABLB) procedure is a typical method used to
measure loudness adaptation. The exposing sound at
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one ear alternates over time with the comparison sound
presented to the other ear. The listener adjusts the level
of the test sound at one ear to match the subjective
loudness of the exposing sound at the other ear. After
presenting the exposing sound for several seconds
or longer, the level of the test sound judged to be
equal in loudness to the exposing sound decreases. The
decrease in the test sound indicates that the loudness
of the exposing sound decreases over time, suggesting
that the auditory system adapts to the continuous
presentation of the exposing sound. The decrease in
loudness (i.e., loudness adaptation) ranges from a few
decibels to 20 or more depending on the parameters of
the exposing sound.

In some cases involving high-frequency tones (fre-
quencies higher than 8000 Hz), loudness adaptation
can be complete (leading to complete tone decay) in
that after being exposed to the high-frequency tone
for a few minutes the tone is no longer perceived as
being present.8 In such cases, any small change in
the exposure is likely to restore the sensation of the
high-frequency tone. In most other cases, the loudness
of a sound may decrease from a few decibels to 20
or more as a function of loudness adaptation and the
decrease in loudness is greater the longer the exposure
(adaptation).

Such adaptation effects can determine the perceived
loudness of sounds measured in different contexts.
One such contextual effect on loudness is loudness
recalibration.9 Loudness recalibration can be either a
perception of increased loudness (loudness enhance-
ment) or decreased loudness (loudness assimilation)
due to the context of other sounds presented around
the same time as the sound whose loudness is being
judged. For instance, if an intense tone of one fre-
quency (f1) is followed by relatively less intense tones:
one at the same frequency (f1) and another at a differ-
ent frequency (f2), the resulting loudness perception is
that the less intense tone at f1 is softer than if it had
not been preceded by the intense sound.10 This is like
loudness adaptation in that intense sounds make less
intense sounds softer, but less intense sounds do not
make intense sounds louder. Such recalibration effects
exist even when the recalibrating sounds are not of
long duration (as occurs for perstimulatory fatigue).
These contextual effects make the estimate of the loud-
ness of sounds complicated in that loudness estimates
appear to depend on the acoustical context in which a
sound’s loudness is to be judged.

Other forms of sound adaptation lead to auditory
illusions. Such illusions occur when listeners are
exposed to an adapting stimulus for a long period
(a few minutes). Following the adaptation exposure,
the listeners are presented a test stimulus, and the test
stimulus is perceived as having attributes that are not
a part of the physical stimulus. For instance, in the
“enhancement effect/illusion”11 the adapting stimulus
is a wideband noise with a flat amplitude spectrum
except in a narrow spectral region where there is a
spectral notch (the flat-spectrum, wideband noise is
filtered such that a narrow region of the spectrum is
removed), and the test stimulus is the same wideband

noise presented with a flat-amplitude spectrum without
the spectral notch (i.e., all spectral components within
the bandpass of the noise are presented at the same
average level). After a few minutes of exposure to
the adapting stimulus with the spectral notch, a clear
pitch corresponding to the region of the spectral notch
is perceived as being present during the delivery of
the following test stimulus, which has a flat amplitude
spectrum. That is, the adapting exposure stimulus
produced an illusionary pitch in the test stimulus, since
without such an adaptation process a flat-spectrum
noise does not produce a pitch sensation, especially
a sensation with a specific pitch.

Thus, one’s perception of a particular sound can
be significantly influenced by the acoustic context
in which that sound occurs, especially when the
contextual sounds have durations of seconds or
minutes. Such effects of sound adaptation affect the
auditory system’s ability to process the sounds from
the many possible sound sources in one’s acoustic
environment.
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CHAPTER 22
SPEECH PRODUCTION AND SPEECH
INTELLIGIBILITY

Christine H. Shadle
Haskins Laboratories
New Haven, Connecticut

1 INTRODUCTION

Production of speech involves a chain of processes:
cognitive, motor, aerodynamic, and acoustic. Percep-
tion of speech is similarly complex. In this chapter we
discuss the difference between our underlying knowl-
edge of a language (the phonology) and the articulatory
and acoustic realization of it (the phonetics). We then
describe vocal tract anatomy in order to make clear the
phonetic classification of speech sounds by manner,
place, and voicing.

In the source-filter theory of speech production, the
output of sound sources is filtered by the resonant prop-
erties of the vocal tract. We describe the main sound
sources: laryngeal vibration, which generates an effi-
cient quasi-periodic source, and noise sources. Means
of describing the filtering properties of the vocal tract
by use of circuit analogs, and the limitations thereof,
are then covered. Finally, acoustic cues for the major
manner classes are described as well as the ways in
which speech perception can be influenced by back-
ground noise or transmission distortion. Differences
between intelligibility and quality, and means of test-
ing speech samples for each, are covered briefly.

2 PHONETIC CLASSIFICATION OF SPEECH
SOUNDS

Speech can be thought of as consisting of a meaning-
ful sequence of sounds. The meaning derives from the
cognitive processes in both speaker and listener; the
sound is produced by issuing motor commands to con-
trol the shape of the vocal tract and the amount of air
passing through it. The sounds that make up speech
are classified according to the articulatory character-
istics of their production, which affect their acoustic
characteristics. The contrasts between sounds that can
signal differences in meaning and the ways in which
they can be combined are governed by phonology,
our deep understanding of a language’s sound struc-
ture. The minimal sound units that affect meaning are
called phonemes. However, the articulatory gestures
for adjacent phonemes overlap and cause the acoustic
characteristics to overlap also, a phenomenon called
coarticulation. The actual sounds that result are called
phones, and study of the speech as opposed to language
characteristics is called phonetics.1,2

Figure 1 shows a diagram of the lungs and vocal
tract. Though the first use of these is for breathing, a
person can deliberately control their lung pressure and
the time-varying shape of their vocal tract in order to

produce a sound sequence recognizable as speech. The
air pressure is controlled by six sets of muscles affect-
ing lung volume: abdominal, diaphragm, and four sets
of rib muscles. Air passes from the lungs through the
trachea and glottis (the space between the vocal folds),
the first possible location for significant sound genera-
tion. The air continues on up the pharynx; if the velum
(soft palate) is down, it splits between oral and nasal
cavities, allowing both cavities to resonate. The tongue
is the most mobile and significant articulator, but the
lower jaw, lips, and velum can all affect the vocal tract
shape as well. Any variation in tract shape affects its
resonances; if the vocal tract gets constricted enough
anywhere along its length, sound generation results.

Speech sounds are generally classified according to
how much the vocal tract is constricted (the manner),
where along the tract the point of greatest constriction
is (the place), and whether or not the vocal folds
are vibrating (the voicing). The manner classes with
the least constriction anywhere along the vocal tract
include the vowels, semivowels (sounds like /j,w/ as in
yell, wool), and liquids (most versions of r and l); for
these the most constricted region may have a cross-
sectional area of approximately 1.0 cm2. The nasals
have a complete constriction somewhere in the oral
tract, and the velum is down; the place of a nasal
depends on where in the oral tract the constriction is
(at the lips for /m/, at the alveolar ridge just behind the
teeth for /n/, or near the velum for /N/, as in “sing”).
For all of these manners the phonemes are voiced,
meaning that a quasi-periodic sound is being produced
by the vibration of the vocal folds.3

For the next three manners, in which the constric-
tion is small enough that noise is generated along the
tract, the phonemes may be voiced or voiceless. For
fricatives a constriction is formed that is small enough
(cross-sectional area from 0.03 to 0.20 cm2) for tur-
bulence to be generated; the place of the constriction
varies in English from lower lip and upper teeth for /f,
v/, to the front part of the hard palate (just behind
the alveolar ridge) for /S, Z/, as in “shoo, azure”;
/h/ is termed a glottal fricative, although the place at
which the most turbulence noise is generated may not
be at the glottis. Other places (e.g., pharynx, uvula;
see Fig. 1) can be used to produce fricatives in other
languages.4

For stops, the vocal tract is completely closed
somewhere along its length, allowing pressure to build
up. The constriction is then released, causing a brief
burst of sound. There are six stops in English, listed
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Figure 1 Diagram of the vocal tract. (Reprinted with permission from Flanagan,12 p. 10.)

in voiceless–voiced pairs at three places: /p,b, t,d,
k,g/, as in Pooh, boo, too, do, coo, goo. Additional
sounds may be produced after the release, during the
transition to the next phoneme. These are referred
to by the mechanism thought to generate that part
of the transitory noise: frication, while the area of
the opening constriction is in the range of 0.03 to
0.20 cm2, and then aspiration, thought to be produced
by turbulence noise generated near the glottis. The
aspiration phase typically only occurs for voiceless

stops during the time when the vocal folds are
being adducted (brought together) for the following
voiced sound; the glottis is small enough to generate
turbulence noise, but too large still for phonation to
occur.

Finally, affricates are intermediate between stops
and fricatives. Initially there is complete closure as
for a stop; the constriction is released more slowly
than for a stop, however, producing a long interval of
frication noise. In English there are only two affricates,
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a voiceless–voiced pair with the same place: /tS, dZ/
as in Cheech and judge.

3 ANATOMY, PHYSIOLOGY, AND SOUND
PRODUCTION OF THE VOCAL FOLDS
Figure 2 shows a diagram of the vocal folds and
surrounding structures. They consist of small muscles
(the vocalis) with a cover of mucosal tissue. They are
attached at the front to the inside of the thyroid cartilage
(the Adam’s apple), and at the back, to the arytenoid

cartilages, which sit on top of and can rotate with respect
to the cricoid cartilage, which itself is hinged to the
thyroid cartilage. Altogether, this means that there are
many ways to control the vocal fold length and position
with respect toeachother.The tensionon the folds results
both from the distance between their endpoints (related
to how the cartilages are positioned) and the degree to
which the vocalismuscles are tensed. For the vocal folds
to vibrate (also called voicing), the folds need to be
positioned close to each other (to give a small glottal
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Figure 2 Three views of the larynx and vocal folds: (a) posterior-lateral, (b) anterior-lateral, (c) superior view (transverse
section at level of the vocal folds). (Reprinted with permission from Titze,5 p. 12.)
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rest area), the folds must be tensioned above a threshold,
and the transglottal pressure (thepressuredropacross the
glottis, i.e., from just below to just above the vocal folds)
must be above a threshold. In the classic myoelastic
theory, as the air flows through the glottis the Bernoulli
force pulls the folds together. The muscle tension of the
folds exerts a restoring force, and when these forces
are balanced the folds begin to oscillate. When they
are close enough together, the folds touch during the
oscillation, closing the glottis mostly or completely. Air
pressure then builds up until the folds are blown apart
and the cycle resumes. More recent theories indicate
that the Bernoulli force plays a role only during part
of the cycle, and some form of asymmetry is needed for
sound to be generated, as discussed byTitze.5 The closed
phase of the cycle cuts the steady stream of air from
the lungs into puffs, generating a periodic sound with
a fundamental frequency (F0) that matches that of the
mechanical oscillation, and a range of higher harmonics.
The folds need not touch in order to generate a harmonic
sound, however.5

The amount of energy in the harmonics and the
subglottal pressure (the pressure below the glottis, at
the upper end of the trachea) and volume velocities
during voicing depend on the voice register being
used. Voice registers exist in both speech and singing,
though different terminology is used for each domain.
Each register has a perceptibly different sound to
it, which can be related to a different mode of
vocal fold vibration caused by a different “setting”
of laryngeal positioning and vocal fold tension. For
instance, in modal voice (normal speaking voice) the
entire muscle part of the vocal folds vibrates, and there
is a significant closed phase that begins when the lower
parts of the folds (nearest the trachea) slap together
and ends when they peel apart from the bottom up.
This results in a vertical wave traveling through the
mass of the vocal fold and a complex vibration pattern
that leads to the most energy in higher harmonics. In
falsetto, the muscle mass is abducted (pulled apart) and
only the mucosal cover vibrates, sometimes leading to
incomplete closure along the length of the folds. This
allows the vocal folds to vibrate at higher frequency,
and there is noticeably less energy in the higher
harmonics, as shown in Fig. 3.5,6

The rest length and mass of the vocal folds, which
are not under the control of the speaker, determine the
fundamental frequency (F0) range; longer folds with
more mass will tend to vibrate with lower F0. Typical
vocal fold lengths are 17 to 24 mm for adult men
and 13 to 17 mm for adult women.2 The positioning
and tension of the folds, and the subglottal pressure,
determine the instantaneous F0 value within the range
possible for the speaker and are under the speaker’s
control. In general, the entire F0 range is available for
singing, but only the lower part of that range is used for
speech. The average F0 in speaking is 125 Hz for adult
men, 200 Hz for adult women, and 300 Hz or more for
children, and yet adult women can range from 110 Hz
(for altos) to 1400 Hz (for sopranos) and adult men
from 30 to 900 Hz.5
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Figure 3 Graphs showing (a) idealized waveforms of
volume velocity through the glottis and (b) corresponding
source spectra for modal and falsetto voice qualities.

The subglottal pressure can range from 3 to 30 cm
H2O during voicing. Within a particular register
the range may be smaller: For midvoice, subglottal
pressure ranges from 10 to 30 cm H2O, and the airflow
rate is at least 60 cm3/s, whereas for falsetto, subglottal
pressure ranges from 2 to 15 cm H2O, and airflow
is at least 70 cm3/s. For breathy voice, where the
vocal folds might not contact each other at all though
they are vibrating, airflow may be as high as 900 to
1000 cm3/s.3

4 NOISE SOURCES

During voiceless consonants the vocal folds are
abducted (pulled apart), enlarging the glottis to an area
ranging from 1.0 to 1.4 cm2. Although this is smaller
than the glottal area during breathing, it is significantly
larger than the supraglottal constrictions for fricatives,
which range from 0.03 to 0.2 cm2. During the steady-
state part of a fricative, the supraglottal constriction
typically has a pressure drop across it of 6 to 8 cm
H2O and volume flow rate through it of 200 to
400 cm3/s. In the transitions into and out of the
voiceless fricative, the glottis typically opens before
the supraglottal constriction fully constricts, leading to
higher volume velocities momentarily and giving the
volume–velocity waveform a characteristic double-
peaked profile. For /h/, with no significant supraglottal
constriction, volume velocity can be as high as 1000
to 1200 cm3/s.7



SPEECH PRODUCTION AND SPEECH INTELLIGIBILITY 297

For voiced fricatives, the vocal folds are abducted
somewhat (pulled apart slightly) so that a slight
peaking of the volume velocity can be observed in
the transitions. In order to maintain voicing while
still producing turbulence noise at the constriction,
there must be pressure drops across both glottis and
constriction.7 If either pressure drop ceases to be
sufficient to maintain sound generation, a fricative
either loses voicing (so that a particular token of a
voiced fricative is referred to as having devoiced )
or loses noise generation (as happens more often
with the weak fricatives /v, δ/, as in vee, the). In
voiced stops, during the closed phase the air continues
to pass through the glottis, increasing the pressure
in the oral cavity; this can decrease the transglottal
pressure drop enough so that voicing ceases. However,
the vocal folds maintain their adducted (pulled-
together) position, so that as soon as the closure is
released and the oral pressure drops, voicing restarts
quickly. The time between closure release and voicing
onset is known as the voice onset time (VOT); it
differs significantly between voiced and voiceless stops
(typically, from 0 to 30 ms and from 70 to 120 ms,
respectively), and is one of the strong perceptual cues
to the voicing of the stop.8

The Reynolds number is a dimensionless parameter
that has been used in aerodynamics to scale systems
with similar geometry. It is defined as Re = VD/ν,
where V and D are, respectively, a characteristic
velocity and dimension of the system, and ν =
0.17 cm2/s is the kinematic viscosity of air. As Re
increases, the flow changes from laminar to turbulent,
often progressing through a transition region.9 For
fricatives the constriction in the vocal tract is treated as
an orifice in a pipe would be, and Re is defined using
the mean velocity in the constriction for V and the
constriction diameter for D. For synthesis one would
then only need to determine the critical Reynolds
number at which turbulence begins. However, one
difficulty has been to determine the area of the
constriction so that the characteristic velocity through
it can be determined from the more easily measurable
volume velocity. A few studies have shown that Recrit
ranges from 1700 to 2300 for speech; the relation of
acoustic source strength to Re has been the subject of
much research.7,8

The acoustic output for speech varies over a
wide range of amplitude and frequency, with vowels
having a higher amplitude than voiceless consonants,
especially at low frequencies. The long-term total root-
mean-square (rms) speech sound pressure level for
a male speaker using raised voice is, on average,
69 dB measured at 1 m directly in front of the speaker.
Normal voice is about 6 dB less, loud voice about 6 dB
more.

The long-term spectrum peaks at about 500 Hz for
men, somewhat higher for women. The peak sounds
range about 12 dB above the average level, and the
minimum sounds about 18 dB below the average, as
shown in Fig. 4.10
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5 SOURCE–FILTER THEORY OF SPEECH
PRODUCTION

As a first approximation, the sound sources can be
treated as independent of the filtering effects of the
vocal tract. This, together with an assumption of plane-
wave propagation in the tract, allows a circuit analogy
to be used in which acoustic pressure is analogous
to voltage and acoustic volume velocity to current.
In the resulting transmission line analog, each section
contains elements whose inductance, capacitance, or
resistance depend on the cross-sectional area of the
tract and the length of that section. Circuit theory can
be used to derive the poles and zeros of the electrical
system, which occur at the same frequencies as the
acoustic resonances and antiresonances. Losses can be
incorporated; the main source of loss is radiation at
the lip opening, which can be modeled as an inductor
and resistor in series.10 Other sources of loss include
yielding walls (the vocal tract is lined with soft tissue
except at the hard palate and teeth), and viscosity
and heat conduction; these are modeled with extra
elements within each section of the transmission line.
The transmission line can be converted to digital form,
as a digital delay line.8,11
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Because the tongue and other articulators move
slowly relative to the vocal folds, the vocal tract filter
can be treated as static during a single pitch period
(vocal fold cycle). The vocal tract transfer function
is defined to be the ratio of the “output,” typically
the volume velocity at the lips, to the “input,” the
source characteristic. Its poles are always the natural
resonances of the entire system; its zeros depend on
the topology of the system. If the source is at one
end, the output is at the other end, and there are
no parallel branches, there are no zeros; this is the
case for nonnasalized vowels, as shown in Fig. 5a. If
the source is intermediate (i.e., a supraglottal source,
as for noise-excited consonants), there will be zeros
corresponding to the resonances of the back cavities,
which may destructively interfere with the system
resonances (see Fig. 5b). Likewise, if the tract has any
side branches, as, for instance, in nasals, there will
be zeros corresponding to the resonances of the side
branch (see Fig. 5c).8

Within these general characteristics, the vocal tract
shape and especially the place of greatest constric-
tion determine the frequencies of each resonance and
antiresonance. Vowels can be distinguished by the first
two resonances; the first three resonances distinguish
liquids (/l and r/) also. Figure 6 shows idealized trans-
fer functions for two vowels, the fricative “sh,” and

Vocal 
Tract 
Filter

Ug ZR

ZR

ZR

(a)

(c)

Pharyngeal 
Filter

Ug

Nasal 
Cavity 
Filter

Oral 
Cavity 
Filter

Front 
Cavity 
Filter

ps

Back 
Cavity 
Filter

(b)
+ −

Figure 5 Block diagrams of source-filter model of
speech production for (a) vowel, (b) fricative or stop,
and (c) nasal. The glottal voicing source is indicated by
a volume-velocity source analogous to a current source,
Ug. The noise source is indicated by a pressure source
analogous to a voltage source, ps.
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the nasal /n/. The vowels have all-pole transfer func-
tions, with the pole frequency differing according to
the vocal tract shape. The fricative and nasal trans-
fer functions have zeros as well as poles determined
by the source location and oral cavity length, respec-
tively. The transfer function for a stop is fricative-
like immediately after release, becoming vowel-like
(though noise excited) in the aspiration phase.

Two classic source models that work well and
so continue to be used in synthesizers are the two-
mass model of vocal fold vibration and a series
pressure source located in the vicinity of the most
constricted region for turbulence noise sources.12 The
former models each vocal fold as a combination of
two masses and three springs, allowing mass, tension,
and coupling to be set, as well as glottal rest area.
The input parameter is subglottal pressure; it outputs
volume velocity. Other models have been developed,
including 16-mass models, ribbon and beam models,
and finite element models of each vocal fold.5 There
have also been studies showing that there is interaction
of the vocal fold vibration with the vocal tract acoustic
impedance, and studies of the aeroacoustic effects of
the vocal fold vibration.

Noise sources have long been modeled as acous-
tic pressure sources, analogous to voltage sources,
placed in series. The location of such a source in
the tract model affects the frequencies of the antires-
onances (and thus the zeros of the transfer function)
significantly. The overall source strength and how it
changes in time, and the spectral characteristic of the
source, also affect the predicted radiated sound. Some
solutions used in synthesis include placement of the
source according to the phoneme being synthesized,13

or at a set distance downstream of a constriction12; in
Flanagan and Cherry’s noise source model the source
strength is controlled by the Reynolds number of the
upstream constriction, and the spectral characteristic
consists of high-pass-filtered white noise (pp. 253–259
in Ref. 12). More recent results indicate that all aspects
of turbulence noise generation—spatial and tempo-
ral distribution and spectral characteristics—depend
strongly on the geometry of the tract downstream
of the constriction, which is not fully specified in a
model based on the cross-sectional areas along the
tract.7 Models that differ for each phoneme offer some
improvement,8 but any source generated by or pasted
into a circuit analog will never accurately represent
flow noise sources.

6 ENGINEERING ASPECTS OF SPEECH
PERCEPTION

Speech perception encompasses the subset of audi-
tory perception that allows us to understand speech
and simultaneously deduce background acoustic char-
acteristics and the speaker’s age, gender, dialect, and
mood. Some aspects of speech perception are innate;
others are learned as part of learning a language. Vari-
ous speech technologies attempt to replicate some part
of human speech perception, exploiting current knowl-
edge to do so. Thus, speech transmission and coding

seek to capture only the parts of the speech signal
that are most vital for communication; speech recogni-
tion aims to produce written text from a speech signal,
ignoring or neutralizing information about the speaker;
speaker identification and verification ignore the seg-
mental information but seek to correctly identify the
speaker, or verify that the speaker’s acoustic charac-
teristics match their other characteristics such as an
identity card presented to the computer.

Different speech sounds are distinguished from each
other by differing sets of acoustic cues. For vowels, the
frequencies of the lowest two or three resonances are
most important, sufficient to deserve another name: The
resonances are referred to as formants and numbered
from lowest frequency on up. The first three vowel
formants range between 200 and 3000 Hz for adults.
The most sensitive part of our hearing is from 500
to 5000 Hz. The telephone capitalizes on these facts,
having a bandwidth of 300 to 3400 Hz. This means that
the fundamental frequency F0 is usually filtered out
before transmission over the telephone; our auditory
systems are able to deduce it from the harmonics
that are transmitted.11 Studies have been done to
try to establish the bandwidth holding the “essential
information” of speech. But intelligibility degrades
only slightly when a large part of the spectrum is
filtered out: For instance, low-pass filtering at 1800 Hz
results in approximately 65% intelligibility (meaning
that 65% of the phonemes could be correctly transcribed
on average), but high-pass filtering at 1800 Hz yields
about the same intelligibility. Clearly, there is a lot
of redundancy in speech signals.14 Mobile phones
exploit more subtle aspects of auditory perception
such as masking in order to compress the signal, thus
minimizing the bandwidth needed for transmission.

In order to measure the success of such compres-
sion algorithms, and also to evaluate speech synthesiz-
ers, a variety of objective and subjective measures have
arisen. A distinction must be made between speech
intelligibility and quality. Simply stated, intelligibil-
ity measures the likelihood that the speech will be
understood; speech quality measures naturalness and
ease of listening. These concepts are equally valid
for considering human speech with background noise,
human speech that has been distorted or degraded by
its method of recording or transmission, and computer-
synthesized speech.11 Both dimensions are important
because it is possible to improve the speech quality
and yet worsen its intelligibility, and vice versa; speech
enhancement algorithms usually aim to improve both
dimensions.

Normally, speech needs to be approximately
6 dB higher in level than background noise to be
intelligible,14 so many enhancement algorithms focus
on improving the signal-to-noise ratio (SNR). How-
ever, SNR is a poor guide to the perceptual effects
of a particular kind of noise. Also, it is well known
that speakers will speak differently in the presence of
background noise, changing duration, intensity, spec-
tral tilt, among other parameters; these effects are
not easily corrected for.15,16 Consonants affect intel-
ligibility of speech more than vowels and tend also
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to have distinguishing acoustic cues that are noisy
themselves and range over higher frequencies. An
early study investigated consonant confusion patterns
that occurred at different levels of background noise
and with different filters applied; the weak fricatives
were most readily confused.17 More recently, the Diag-
nostic Rhyme Test (DRT)18 was devised so that intel-
ligibility could be tested feature by feature, for six
features such as nasality, voicing, sonorance, and so
on. The effect of a particular kind of distortion or back-
ground noise can be delineated. Speech quality can
similarly be quantified using the Diagnostic Accept-
ability Measure (DAM).18–20 These DRT and DAM
measures, based on formal listening tests using human
subjects, are termed subjective tests; many objective
tests that do not use human subjects have been devel-
oped, in particular to evaluate mobile phone compres-
sion and coding algorithms.21
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GENERAL INTRODUCTION TO NOISE
AND VIBRATION EFFECTS ON PEOPLE AND
HEARING CONSERVATION
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1 INTRODUCTION

Noise and vibration may have undesirable effects on
people. At low sound pressure levels, noise may cause
annoyance and sleep disturbance. At increased levels,
noise begins to interfere with speech and other forms of
communication; at still higher levels that are sustained
over a long period of time in industrial and other
occupational environments, noise can cause permanent
hearing damage. Loud impulsive and impact noise are
known to cause immediate hearing damage. Similarly,
whole-body vibration experienced at low levels may
cause discomfort, while such vibration at higher levels
can be responsible for a variety of effects including
reduced cognitive performance and interference with
visual tasks and manual control. Undesirable vibration
may be experienced in vehicles and in buildings and
can be caused by road forces, unbalanced machinery
forces, turbulent boundary layer pressure fluctuations,
and wind forces. High levels of sustained vibration
experienced by operators of hand-held machines can
cause problems with circulation and neuropathy of the
peripheral nerves and can result in chronic diseases
of the hand and arm. This introductory chapter
summarizes some of the main effects of noise and
vibration on people. For more in-depth discussion, the
reader should consult the chapters following in Part IV
of this book.

2 SLEEP DISTURBANCE

It is well known that noise can interfere with sleep.
Not only is the level of the noise important for
sleep interference to occur, but so is its spectral
content, number and frequency of occurrences, and
other factor. Even very quiet sounds such as dripping
taps, ticking of clocks, and snoring of a spouse can
disturb sleep. One’s own whispered name can elicit
wakening as reliably as sounds 30 or 40 dB higher
in level. Common sources of noise in the community
that will interfere with sleep are comprised of all
forms of transportation, including road and rail traffic,
aircraft, construction, and light or heavy industry.
Some airports restrict night time aircraft movements.
Road traffic is normally reduced at night and is less
disturbing but is still potentially a problem. Noise
interferes with sleep in two main ways: (1) it can
result in more disturbed, lower quality sleep, and (2) it

can awaken the sleeper. Unfortunately, although there
has been a considerable amount of research into sleep
interference caused by noise, there is no internationally
accepted way of evaluating the sleep interference that
it causes or indeed of the best techniques to adopt in
carrying out research into the effects of noise on sleep.
Also, little is known about the cumulative long-term
effects of sleep disturbance or sleep deprivation caused
by noise. Fortunately, despite the lack of in-depth
knowledge, sufficient noise-induced sleep interference
data are available to provide general guidance for land-
use planning, environmental impact statements for new
highways and airports, and sound insulation programs
for housing. Chapter 24 provides an overview of
knowledge about sleep disturbance caused by noise.

3 ANNOYANCE
Noise consists of sounds that people do not enjoy
and do not want to hear. However, it is difficult
to relate the annoyance caused by noise to purely
acoustical phenomena or descriptors. When people are
forced to listen to noise against their will, they may
find it annoying, and certainly if the sound pressure
level of the noise increases as they are listening,
their annoyance will likely increase. Louder sounds
are usually more annoying, but the annoyance caused
by a noise is not determined solely by its loudness.
Very short bursts of noise are usually judged to be not
as loud as longer bursts at the same sound pressure
level. The loudness increases as the burst duration is
increased until it reaches about 1

8 to 1
4 s, after which

the loudness reaches an asymptotic value, and the
duration of the noise at that level does not affect its
judged loudness. On the other hand, the annoyance of
a noise at a constant sound pressure level may continue
growing well beyond the 1

4 s burst duration as the noise
disturbance continues.

Annoyance caused by noise also depends on several
other factors apart from the acoustical aspects, which
include its spectral content, tonal content, cyclic or
repetitive nature, frequency of occurrence, and time
of day. Nonacoustical factors include biological and
sociological factors and such factors as previous
experience and perceived malfeasance. We are all
aware of the annoyance caused by noise that we cannot
easily control, such as that caused by barking dogs,
dripping taps, humming of fluorescent lights, and the
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like. The fact that the listener does not benefit from
the noise, cannot stop the noise, and/or control it
is important. For instance, the noise made by one’s
own automobile may not be judged very annoying
while the noise made by other peoples’ vehicles,
motorcycles, lawnmowers, and aircraft operations at
a nearby airport, even if experienced at lower sound
pressure levels, may be judged much more disturbing
and annoying. Chapter 25 reviews the annoyance of
noise in detail and provides references for further
reading.

4 INFRASOUND, LOW-FREQUENCY NOISE,
AND ULTRASOUND

So far we have described the disturbing effects that
are produced by noise within the frequency range of
human hearing from about 20 to 16,000 Hz. But noise
above and below this frequency range can also cause
disturbance to people. Very low frequency noise or
infrasound (usually considered to be at frequencies
below 20 Hz) may be very intense although “inaudi-
ble” in the traditional sense of hearing; but nevertheless
it may cause a sensation of pressure or presence in
the ears. Low-frequency noise (LFN) between about
20 and 100 Hz, which is within the normally audi-
ble range, is usually more disturbing than infrasound.
Low-frequency noise in the region of 20 to 50 Hz
seems to be the worst problem and more disturbing
than infrasound. Sources of infrasound and LFN noise
include (1) air-conditioning systems in buildings with
variable air volume controls or with large-diameter
slow-speed fans and blowers and long ductwork in
which low-frequency standing waves can be excited,
(2) oil and gas burners, (3) boilers, and (4) diesel loco-
motives and truck and car cabins. Ultrasound covering
the range 16,000 to 40,000 Hz is generated in many
industrial and commercial devices and processes.

Chapter 26 reviews the known effects of infra-
sound, LFN, and ultrasound in more detail. Currently,
our best information is that infra- and ultrasound can
be tolerated at high sound pressure levels up to 140 dB
for very short exposure times, while at levels between
110 and 130 dB, infra- and ultrasound can be tolerated
for periods as long as 24 hours without apparent per-
manent physiological or psychological effects. There
is no current evidence that levels of infrasound, LF, or
ultrasound lower than 90 to 110 dB lead to permanent
physiological or psychological damage or other side
effects.

5 IMPULSIVE AND IMPACT NOISE

High levels of impulsive and impact noise pose special
threats to human hearing. These types of noise can
also be very annoying. It is well known now that high
levels of such noise damage the cochlea and its hair
cells through mechanical processes. Unfortunately,
there is currently no commonly accepted definition
or recognized standard for what constitutes impulsive
noise. Impulsive noise damage cannot be simply
related to knowledge of the peak sound pressure level.
The duration, number of impulsive events, impulse

waveform, and initial rise time are also all important
in predicting whether impulsive or impact noise is
likely to result in immediate hearing damage. Impulse
noise damage also does not seem to correlate with the
noise energy absorbed by the ear. It is known that
hearing damage caused by a combination of impulsive
noise events during steady background noise cannot be
judged by simply adding the noise energy contained in
each and may indeed be greater than simple addition
would suggest.

There is a huge variation in the characteristics
of impulsive and impact noise to which people may
be exposed. Peak sound pressure levels can be from
100 dB to as much as 185 dB, and impulse durations
may vary from as little as a few microseconds
to as much as hundreds of milliseconds. Impulses
can be comprised of single events or multiple or
repeated events. Cole has classified impulse and impact
noise into two main types: (1) single nonreverberant
impulses (termed A waves) and (2) reverberant impact
noise (termed B waves) (see Chapter 27).

Explosions and the blast waves they create (often
commonly called Friedlander waves) can be classified
as A waves in Cole’s system. They can have peak
sound pressure levels of over 150 dB. They are really
shock waves and are not purely sound waves. Riv-
eting and punch press and forge forming and other
machining processes in industry can result in reverber-
ant noise caused by ringing of the manufactured parts.
Such ringing noise is classified as B waves in this sys-
tem. Although Cole’s system includes the effects of
peak sound pressure level, duration, and number of
impulsive events, it is not completely comprehensive
since it neglects the rise times, spectral contents, and
temporal patterns of the impulses. Bruel has shown that
crest factors as high as 50 dB are common in impul-
sive noises (see Chapter 27). Unfortunately, there is
still no real consensus on how to predict and treat the
damaging effects of impulsive noise compared to con-
tinuous intense noise. Chapter 27 discusses impulsive
and impact noises in more detail.

6 INTENSE NOISE AND HEARING LOSS

Continuous intense noise at much lower sound pressure
levels than discussed in Section 5 can also produce
hearing loss. The level needed to produce the hearing
loss is much lower than the peak impulsive noise levels
required to produce immediate damage. Protective
mechanisms exist in the middle ear, which reduce
the damaging effect of continuous intense noise.
These mechanisms, however, only reduce the noise
levels received by the cochlea by about 5 dB and
are insufficient to protect the cochlea against most
continuous intense noise. The hearing loss caused
by continuous intense noise is described in detail in
Chapter 28.

Hearing loss can be classified into two main
types and is normally measured in terms of the
shift of the following hearing threshold shifts (see
Chapter 28): (1) Temporary threshold shift (TTS)
is the shift in hearing threshold caused by noise
that returns to normal after periods of 24 to
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(a )

(b )

Figure 1 Electron microscope image of the hair cells
in the cochlea (a) hair cells before noise exposure and
(b) damaged hair cells after intense noise exposure.
(Courtesy of Pierre Campo, INRS, Departement PS,
Vandoeuvre, France.)

48 hours. (2) Permanent threshold shift (PTS) is the
shift in hearing threshold that is nonrecoverable
even after extended periods of rest. PTS caused
by exposure to intense noise over extended peri-
ods produces permanent irrecoverable damage to
the cochlea. Figure 1 shows the destruction of the
hair cells in a cochlea of a rat caused by intense
noise.

Some people have hearing mechanisms that are
more sensitive than other people’s and are more
prone to damage from continuous intense noise and
to suffer PTS. Because harmful noise can be quite
different in frequency content, often A-weighted sound
pressure level is used as a measure of the intense
noise for the prediction of hearing impairment (PTS).
Continuous A-weighted sound pressure levels above
75 dB can produce hearing loss in people with the most
sensitive hearing if experienced for extended periods
of some years. As the A-weighted level increases,

an increasing fraction of the workforce experiences
PTS. The PTS expected at different levels has
been predicted by several organizations including the
International Organization for Standardization (ISO),
the Occupational Safety and Health Administration
(OSHA), and the National Institute for Occupational
Safety and Health (NIOSH) (see Table 1).

Some countries have hearing regulations that
restrict the amount of daily noise exposure a per-
son should be allowed to experience at different A-
weighted sound pressure levels. Most countries use
the 3-dB trading ratio (also known as the exchange
rate) as the A-weighted level is changed. This assumes
a linear relationship between noise energy absorbed
and hearing loss. If the level increases by 3 dB it is
assumed that the noise dose will be the same for an
exposure period of half the time. In the United States,
a 5-dB trading ratio (also known as the exchange rate)
is used before the allowable exposure time is halved,
which assumes that a worker get some breaks from the
intense noise during the day’s noise. Table 2 shows
the time-weighted average (TWA) noise level limits
promulgated by OSHA.

7 EFFECTS OF VIBRATION ON PEOPLE
Vibration has unwanted effects on people.2 People are
also very sensitive to vibration.

Undesired vibration can be experienced in vehi-
cles, aircraft, buildings, and other locations. Vibration
is normally measured in terms of acceleration lev-
els. With low vibration levels, people may experience
discomfort such as motion sickness. The amount of
discomfort depends not only upon the magnitude but
on the frequency of vibration and its direction and

Table 1 Estimated Excess Risk of Incurring Material
Hearing Impairmenta as a Function of Average Daily
Noise Exposure over a 40-year Working Lifetimeb

Reporting
Organization

Average Daily
A-weighted Noise

Level Exposure (dB) Excess Risk (%)c

ISO 90 21
85 10
80 0

EPAd 90 22
85 12
80 5

NIOSH 90 29
85 15
80 3

a For purposes of comparison in this table, material
hearing impairment is defined as an average of the Hearing
Threshold Levels for both ears at 500, 1000, and 2000 Hz
that exceeds 25 dB.
b Adapted from 39 Fed. Reg. 43802 [1974b].
c Percentage with material hearing impairment in an
occupational-noise-exposed population after subtracting
the percentage who would normally incur such impair-
ment from other causes in an unexposed population.
d EPA = Environmental Protection Agency.
Source: From Ref. 1.
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Table 2 Time-Weighted Average (TWA) Noise Level
Limits as a Function of Exposure Duration

Duration of
Exposure (h/day)

A-Weighted Sound
Pressure Level (dB)

ACGIH NIOSH OSHA

16 82 82 85
8 85 85 90
4 88 88 95
2 91 91 100
1 94 94 105
1/2 97 97 110
1/4 100 100 115a

1/8 103 103 —

a No exposure to continuous or intermittent A-weighted
sound pressure level in excess of 115 dB.
b Exposure to impulsive or impact noise should not exceed
a peak sound pressure level of 140 dB.
c No exposure to continuous, intermittent, or impact noise
in excess of a C-weighted peak sound pressure level of
140 dB.

duration as well. As vibration levels increase, cogni-
tive performance can be affected, and interference with
visual tasks and manual control can occur. Vibration
can be classified as whole body or part of the body such
as an organ or limb. High levels of sustained vibration
over an extended period of time can cause neuromus-
cular damage for hand-held machine operators and
vascular and articular disorders. See Chapter 29 for
more detailed discussion of this topic.

8 EFFECTS OF MECHANICAL SHOCK
Vibration caused by suddenly applied forces is nor-
mally classified as a shock.2 With a shock, the max-
imum force is usually experienced in a few tenths of
a second, and the duration of the applied forces is
normally less than one second. Shocks can cause dis-
comfort, but if of great enough magnitude, they can
cause injury and if of sufficient magnitude, death. Like
vibration, the effect of shocks upon people depends
upon several factors including their magnitude, direc-
tion, frequency content, and whether or not impacts
occur in conjunction with the shocks. Survivability of
intense shocks and impacts depends to a large extent
on whether or not the human body is restrained. Both
experimental and theoretical models of human shock
phenomena are used to study the effects of shock.
Chapter 30 discusses the effects of mechanical shock
and impact on people in detail.

9 HEARING PROTECTORS
It is best practice to reduce noise through: (1) the use of
passive engineering controls such as use of enclosures,
sound-absorbing materials, barriers, vibration isolators,
etc., and then (2) using administrative measures such as
restricting the exposure of personnel by limiting dura-
tion, proximity to noise sources, and the like. In cases
where it is not practical or economical to reduce noise
exposure to sound pressure levels that cause hearing
hazards or annoyance, then hearing protectors should

be used.1 Hearing protector devices (HPDs) can give
noise protection of the order of 30 to 40 dB, depending
on frequency, if used properly. Unfortunately, if they
are incorrectly or improperly fitted, then the attenua-
tion they can provide is significantly reduced. There
are four main types of HPDs: earplugs, earmuffs, semi
inserts, and helmets. Earplugs are generally low-cost,
self-expanding types that are inserted in the ear canal
and must be fitted correctly to achieve the benefit.
Custom-molded earplugs can be made to fit an individ-
ual’s ear canals precisely. Some people find earplugs
uncomfortable to wear and prefer earmuffs.

Earmuffs use a seal around the pinna to protect it
and a cup usually containing sound absorbing mate-
rial to isolate the ear further from the environment. If
fitted properly, earmuffs can be very effective. Unfor-
tunately, earmuffs can be difficult to seal properly.
Hair and glasses can break the seals to the head caus-
ing leaks and resulting in a severe degradation of
the acoustical attenuation they can provide. In addi-
tion they have the disadvantage that they can become
uncomfortable to wear in hot weather. The use of ear-
muffs simultaneously with earplugs can provide some
small additional noise attenuation, but not as much as
the two individual HPD attenuations added in deci-
bels. Semi inserts consist of earplugs held in place in
the ear canals under pressure provided by a metal or
plastic band. These are convenient to wear but also
have the tendency to provide imperfect sealing of the
ear canal. If the plug portion does not extend into the
ear canal properly, the semi insert HPD provide little
hearing protection and can give the user a false sense
of security.

Helmets usually incorporate semi inserts and in
principle can provide slightly greater noise attenuation
than the other HPD types. Attenuation is provided
not only for noise traveling to the middle and inner
ear through the ear canal, but for noise reaching the
hearing organ through skull bone conduction. Helmets
also provide some crash and impact protection to the
head in addition to noise attenuation and are often used
in conditions that are hazardous not only for noise but
potential head injury from other threats. Unfortunately,
the hearing protection they provide is also reduced
if the semi inserts are improperly sealed in the ear
canals. Chapter 31 contains more detailed discussion
on hearing protectors.

10 NUMBERS OF PEOPLE EXPOSED
Large numbers of workers involved in manufacturing,
utilities, transportation, construction, agriculture, and
mining work in noisy conditions, which present
hazards to hearing. In 1981, OSHA estimated that
7.9 million people in the United States working in
manufacturing were exposed occupationally, to daily
A-weighted sound pressure levels at or above 80 dB.
In the same year, the U.S. Environment Protection
Agency (EPA) estimated that more than 9 million
U.S. workers were exposed occupationally to daily
A-weighted levels above 85 dB. More than half of
these workers were involved in manufacturing and
utilities. Chapter 32 gives estimates for the number
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of people working in hazardous noise conditions in
other countries as well as the United States. Many
governments require or mandate hearing conservation
programs for workers in industries and in other
occupations in which hazardous noise conditions exist.
These are described in Chapter 33.

11 HEARING CONSERVATION PROGRAMS

Hearing conservation programs are designed to protect
workers from the effects of hazardous noise environ-
ments. Protection can be provided not only by use
of engineering controls designed to reduce the emis-
sion of noise sources, control of noise and vibration
paths, and the provision of HPDs, but by the lim-
itation of personnel exposure to noise as well. For
instance, arranging for a machine to be monitored with
a control panel that is located at some distance from a
machine, instead of right next to it, can reduce person-
nel noise exposure. The rotation of personnel between
locations with different noise levels during a workday
can ensure that one person does not stay in the same
high noise level throughout the workday. Chapter 33
describes hearing conservation programs and, in addi-
tion, some legal issues including torts, liabilities, and
occupational injury compensation.

12 NOISE AND VIBRATION CRITERIA

Various noise and vibration environments have pro-
duced the requirements for different criteria to reduce

annoyance, discomfort, speech and sleep interference,
and to reduce their hazardous effects. This has resulted
in different rating measures being devised to account
for these effects. For instance, it has been found impos-
sible to use one noise measure to account for the
effects of noise on speech interference, sleep interfer-
ence, and air-conditioning noise in buildings, although
sometimes the A-weighted 8-h equivalent sound pres-
sure level is used. This measure, however, is obviously
not suitable for hazardous impact noise and to assess
the impact of time-varying noise such as aircraft move-
ments at airports. The main reason is that this measure
does not allow for variations in level and for night
versus daytime exposure and the need to have a lower
noise environment at night. Chapter 34 reviews the
most common noise and vibration level criteria and
rating measures in use in 2007.
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1 INTRODUCTION

Sleep disturbance is a common effect of exposure to
community noise, especially for transportation noise,
such as that from aircraft, road traffic, and railways.
Protection of sleep is necessary for a good quality of
life,1,2 as daytime well-being often depends on the
previous night’s sleep quality and efficiency. Sleep
disturbance research has produced a considerable vari-
ability of results and little concrete guidance on how
to assess potential sleep disturbance in a community.
The absence of one internationally accepted expo-
sure–effect (or dose–response) relationship is largely
due to the lack of one “best choice” research tech-
nique, as well as the complex interactions of the
many factors that influence sleep disturbance. Little
is known about the long-term, cumulative effects of
intermittent sleep disturbance from community noise
exposures and only a handful of large-scale field stud-
ies have been conducted over the past decade. In
spite of these limitations, current scientific data on
noise-induced sleep disturbance can be used to sup-
port transportation-related environmental noise impact
analyses, land-use planning, housing sound insulation
programs, and related environmental noise manage-
ment activities. This chapter provides information on
noise exposure metrics, human response measures,
dose–response curves, and recommended noise expo-
sure criteria for predicting and assessing sleep distur-
bance at the community level.

2 WHY IS PREDICTION OF SLEEP
DISTURBANCE IMPORTANT?

Most community development, such as a new high-
way or a new commuter rail line, projects result in
an increase in community noise. The environmen-
tal impact analysis process and related environmen-
tal noise management activities should involve the
prediction of future sleep disturbances due to the

expected increase in noise levels when increased night-
time noise exposures are expected. When a community
development project involves nighttime noise expo-
sure, it is important to consider the major impacts
expected, including both sleep disturbance and com-
munity annoyance.

3 NOISE EXPOSURE—DIFFERENT METRICS
AND NOISE CHARACTERISTICS

The sleep disturbance field study database described
below consists largely of data from aircraft noise
studies, although there are some data points from
studies of road and rail traffic. This limitation should
be considered when predicting sleep disturbance from
the latter two sources. Different indices have been
used to describe various community noise exposures,
and there is no general agreement on which should
be preferred among the many various available noise
indices. The choice of noise metrics for establishing
exposure criteria depends on both the particular type
of noise source and the particular effect being studied.
Even for sleep disturbance due to transportation
noise exposure, there is no single noise exposure
metric or measurement approach that is generally
agreed upon. One important review of the sleep
disturbance literature by Pearsons et al.3 showed that,
overall, sound exposure level (SEL) was a better
predictor of sleep disturbance across the various
studies included in their metaanalysis than was the
maximum frequency–weight sound pressure level
(LAFmax). However, other reviews of the literature
showed that measures of peak sound pressure level
are better predictors of disturbances during sleep
than measures of average sound pressure level.4 The
community noise guidelines recently published by the
World Health Organization (WHO1) allow the use of
either LAFmax or SEL. Thus, there is still no consensus
on the best metric to use.

308 Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.



SLEEP DISTURBANCE DUE TO TRANSPORTATION NOISE EXPOSURE 309

4 SLEEP DISTURBANCE
4.1 How to Assess Sleep
Disturbance—Objective Evaluation of Sleep
Disturbance

A variety of different techniques have historically
been used in sleep disturbance research. Some stud-
ies are conducted in research laboratories using
simulated noise exposures,5,6 while other studies are
conducted in “field settings”—that is, in people’s own
homes—using actual community noises. The effects of
noise on sleep can be measured immediately or eval-
uated afterwards—at the end of the night or during
the following day. Immediate effects are mainly mea-
sured by objective data recorded during sleep, and they
show how the sleeper is reacting to noise, either in
terms of changes in sleep stage architecture or behav-
iorally indicated awakenings. Sleep stage architecture
measurements include the following:

Sleep Architecture The stage and cycle infrastruc-
ture of rapid eye movement (REM) and non-REM
sleep, as these relate to each other for the individual.

Sleep Structure Similar to sleep architecture. How-
ever, sleep structure—in addition to encompassing
sleep stage and cycle relationships—assesses the
within-stage qualities of the electroencephalogram
(EEG) and other physiological attributes.

Aftereffects are measured in the morning by
subjective evaluations of sleep quality or by objective
biochemical data (such as levels of stress hormones,
including adrenalin, noradrenalin, and cortisol)7–9 or
by performance levels during the following day.10,11

Because of the differences in research techniques
used in sleep disturbance studies, it is not surprising
that the results of various studies are quite different
from each other, especially conclusions about the
number of sleep stage changes and awakenings. Many
published field studies present limited noise exposure
data and limited sleep disturbance indices, mainly
because the choice of measurement methods and
sleep disturbance indicators are still controversial.
This is particularly the case for studies using either
behavioral awakening, as indicated by pushing a button
when awakened,12 and/or body motility (i.e., body
movement as measured by an actimeter) as indicators
of nocturnal awakening.13,14 However, changes in
sleep architecture, including both sleep stage changes
and short-lasting awakenings as determined by EEG
recordings, are more subtle and would often be totally
missed by both the button-press and the actimetry
research techniques. In addition, EEG recordings
provide considerable data on a variety of sleep-related
parameters. This technique is most useful for new
research to increase our knowledge about the basic
mechanisms of sleep.

Electroencephalographic studies provide the most
detailed information about changes in sleep archi-
tecture in response to intruding noises and involve
well-established research techniques for improving our
understanding of the mechanisms of sleep, but the

long-term effects of the observed EEG responses are
not known. Thus, it is difficult to determine practi-
cal noise exposure criteria using these data. Although
physiological indicators of awakening would ideally
provide the best data, usable conclusions from research
using EEG and other physiological parameters, espe-
cially data from field research studies, are not yet ready
for use in establishing noise exposure policies. Thus,
guidelines for nighttime noise exposure are presently
based on behavioral measures, either awakenings or
bodily movements.

Each measurement approach has its own advan-
tages and disadvantages. Behavioral awakening studies
provide a clear and unambiguous indicator of awak-
ening. However, there could be human responses to
nighttime noise intrusions that do not result in suffi-
cient awakening for the person to push the test button.
Body motility studies provide a considerable amount
of data on bodily movements that could indicate a
stress response, but there is no way to determine
whether or not a person was awakened by the noise,
which would be a more clear indicator of an effect.
In addition, body movements during sleep are quite
normal physiological events. Only a small amount of
them result in behavioral awakenings and only some
of these could be attributed to noise; most night-
time body movements do not result in awakening.14

Therefore, measuring bodily movement by actimet-
ric techniques during sleep has limitations as a tech-
nique for predicting awakenings. However, it is a
valuable research technique that can be used in peo-
ple’s homes and is relatively inexpensive. The EEG
recording technique provides some of the most detailed
and useful information about sleep disturbance, but
the results of EEG studies in the laboratory need
real-world confirmation and validation in field stud-
ies, which are very expensive and quite difficult to
perform.

5 IMMEDIATE EFFECTS

The following list includes some of the various
objective physiological, biochemical, and behavioral
measures used to assess the immediate effects of
nighttime noise:

• Electroencephalograph arousal responses
• Sleep stage changes
• Nocturnal awakenings
• Total waking time
• Autonomic responses

6 AFTEREFFECT MEASURES

Chronic partial sleep deprivation induces marked
tiredness, increases a low vigilance state, and reduces
both daytime performance and the overall quality of
life.1,15 Other measures made after nighttime noise
exposure include a variety of daytime task performance
tests and tests of cognitive functioning, and the
excretion of stress hormones in the morning urine flow
can be measured by researchers to evaluate the impact



310 EFFECTS OF NOISE, BLAST, VIBRATION, AND SHOCK ON PEOPLE

of overall noise exposure at night.16,17 However, all
of these types of measurements are quite difficult to
perform in field situations and only a few studies have
included them in recent years.

7 HEALTH EFFECTS
The goal of the scientific community is to be able
to link sleep disturbance from noise exposure with
long-term health impacts. Of particular interest is the
possible relationship between noise and the stress
responses it produces. These stress responses have the
potential to be linked to hypertension, cardiovascular
disease, and other severe medical problems.18–26

However, it is difficult to separate out the effects of
just the noise exposure because undisturbed sleep, as
a prerequisite to good health, requires an environment
with all of the following:

• Adequate noise environment
• Clean room air
• Adequate room temperature
• Adequate atmospheric humidity
• Adequate darkness

Thus, protection of sleep in community populations
requires a broader health perspective. The combination
of many different types of community noise sources,
in conjunction with many nonnoise environmental
factors, can have a significant impact on sleep quality
and overall health. There is also a need to protect
sensitive groups and shift workers who sleep during
the day.27

8 SUBJECTIVE EVALUATION OF SLEEP
DISTURBANCE
Recordings of objective sleep disturbance data can be
too costly and too difficult to use with large sam-
ples of the population or when research funding is
scarce, while subjective evaluation of sleep quality
using a morning-after questionnaire is an easier and
less costly way of collecting field data. Sleep dis-
turbance can be assessed from complaints about bad
sleep quality, nocturnal awakenings, often accompa-
nied by impaired quality of the subsequent daytime
period with increased tiredness, daytime sleepiness,
and need for compensatory resting periods. However,
the use of subjective complaints is quite different than
an assessment based on objective (instrumental) mea-
sures. There are many factors that influence people’s
subjective evaluations of their own sleep quality. It
has been very difficult for researchers to find a clear
relationship between subjective complaints and actual
noise exposure levels. In general, however, subjective
self-reports of awakenings do not correlate well with
more objective measures of sleep disturbance.28–30

In the Netherlands Organization for Applied Scien-
tific Research (TNO) analysis by Passchier-Vermeer,
et al.,29 no relationship could be established between
a measure of the total night’s exposure, the nighttime,
8-h, equivalent continuous A-weighted sound pressure

level (LAeq,8h) (defined as Lnight) and self-reported
sleep disturbance on the basis of the analysis of air-
craft noise surveys. Thus, future use of self-reports of
movement, awakenings, or other sleep-related effects,
needs serious reconsideration because of the question-
able validity of self-report data for predicting actual
responses to noise events.

9 LABORATORY VERSUS IN-HOME
FIELD STUDIES

Survey of the literature shows large differences
between results obtained in numerous laboratory stud-
ies and those issued from epidemiological or exper-
imental studies made in real in-home situations. In
the Pearsons et al.3 metaanalysis, a comprehensive
database representing over 25 years of both labora-
tory and field research on noise-induced sleep distur-
bance was compiled and analyzed. Those researchers
firmly established the rather large differences observed
between laboratory and in-home field studies, with
nocturnal awakenings being much greater in labora-
tory studies. It would certainly be the case that a certain
degree of habituation occurs in people’s own homes for
the number of noise-induced awakenings they experi-
ence. On the other hand, modifications in sleep stage
architecture, especially the relationships between the
time spent in the various sleep stages, show little habit-
uation with time, while purely autonomic responses,
such as heart rate, breathing rate, and systolic blood
pressure, do not habituate at all over extended periods
of time.31–34

10 CURRENT EXPOSURE–RESPONSE
RELATIONSHIPS FOR SLEEP DISTURBANCE

10.1 Position of the European Commission

In July 2002 the European Commission (EC) published
the “EU Directive on the Assessment and Management
of Environmental Noise” (END).35 This document
specifies Lnight as the indicator for sleep disturbance,
although a response measure for sleep disturbance has
not yet been selected. As part of developing the END,
the European Commission contracted with TNO to
derive exposure–response relationships between Lnight
and sleep disturbance for transportation noise, which
will be included in a future Annex to the END and
will most likely use motility (i.e., body movements)
as the response (more information on the proposed EC
approach can be found in Passchier-Vermeer et al.29

and Miedema et al.36). TNO recognized that outdoor
nighttime noise exposure at the most exposed facade
of a dwelling (in terms of Lnight) is not the only
acoustical factor that influences sleep disturbance.
Therefore, attention is being given to the role of
other factors, notably the actual noise exposure at the
façade of the bedroom and the difference between
outdoor and indoor noise levels (sound insulation) of
bedrooms. There is also concern about whether using
only a metric that describes the whole night exposure,
such as Lnight, is sufficient or whether an individual
event metric is also needed. Vallet37 has argued for a
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Finegold et al.38—Both laboratory and field data—"interim FICON curve" 
Finegold and Elias41 best fit to the field study database

Figure 1 Finegold and Elias41 sleep disturbance prediction curve and earlier FICON39 interim curve.

supplementary indicator, Lmax, to be used in addition
to Lnight.

10.2 Sleep Disturbance Exposure–Response
Relationships in the United States

In an early but quite important study, Pearsons et al.3

compiled a comprehensive database representing over
25 years of both laboratory and field research on noise-
induced sleep disturbance due to a variety of noise
sources. This database was the basis for an interim
curve recommended by Finegold et al.38 to predict
the percent of exposed individuals awakened as a
function of indoor A-weighted sound exposure level
(ASEL). This curve was adopted by the U.S. Fed-
eral Interagency Committee on Noise (FICON)39 as
an “interim” sleep disturbance curve with the caveat
that additional research was needed. Since the publi-
cation of the FICON report, a series of additional field
studies were conducted in the United States to fur-
ther investigate noise-induced sleep disturbance from
transportation noise sources, primarily aircraft noise,
in various residential settings. Based on this series of
field studies, BBN Laboratories developed an expo-
sure–response relationship, which was recommended
in the U.S. ANSI Standard S12.9, Part 6, Methods
for Estimation of Awakenings Associated with Aircraft
Noise Events Heard in Homes.40 The BBN Laborato-
ries metaanalysis was redone with some changes in
the metaanalysis approach, as described in Finegold
and Elias.41 The results of this new metaanalysis are

shown in Fig. 1. The 1992 FICON curve is also shown
in this figure for comparison purposes.

Three of the eight studies included in this database
contained data on road traffic noise exposure, and
thus it is deemed at least minimally sufficient to use
this curve in predicting sleep disturbance due to road
traffic noise. Six of the eight studies included data from
aircraft noise exposures, but only one study contributed
data on railway noise. Thus, sleep disturbance due
to railway noise is the weakest part of the database.
However, the final predictive curve averages together
the responses to all transportation noise sources,
making it, on average, reasonably applicable to all
three transportation noise source categories: aircraft,
road traffic, and railways. However, the Finegold and
Elias41 predictive curve only accounts for about 22%
of the overall variance in the data. This means that
sleep disturbance researchers are still not able to
make very accurate predictions of sleep disturbance,
especially at the community level. The reason for this
is that there are many nonacoustic factors that affect
people’s responses to noise during sleep in addition to
the level and spectral properties of the intruding noise.

Figure 1 can be used to predict the level of
sleep disturbance expected as a result of community
development projects, such as adding an additional
runway at an airport or changing a two-lane road
into a major thoroughfare, where the future noise
exposure can be modeled or otherwise estimated.
For projects such as these that involve government
funding, an environmental impact analysis is typically
required. Noise issues, such as community annoyance
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and sleep disturbance, are often highly controversial
components of such an analysis. Accurate prediction
of the effects of noise on affected communities is the
foundation of informed noise management decisions
and is a critical component of the environmental
impact analysis process (see Chapter 127 of this
handbook for a discussion of this topic).

11 EXPOSURE CRITERIA FOR ASSESSING
SLEEP DISTURBANCE
The most common metrics for assessing the impacts of
community noise, such as the day–night average sound
pressure level (DNL), already contain a strong 10-dB
penalty for nighttime noises, and community noise
exposure policies typically do not include separate
criteria for sleep disturbance. However, there are
circumstances where a separate analysis of the impacts
of nighttime noise is warranted. The World Health
Organization1 recommends that the indoor sound
pressure levels should not exceed 45 dB LAFmax more
than 10 to 15 times per night for individual intrusive
events and should not exceed an 8-h, equivalent
continuous A-weighted sound pressure level (LAeq,8h)
of 30 dB for continuous total-night noise exposure in
order to avoid negative effects on sleep, especially
for transportation noise sources. WHO allows the use
of either LAFmax or SEL as the exposure metric. For
intermittent events that approximate aircraft noise,
with an effective duration of 10 to 30 s, values of
55 to 60 dB SEL correspond to an LAFmax value
of 45 dB. These criteria, however, do not take into
account the practicality of achieving these goals. This
understanding is important to efforts to implement
the recommended criteria at the community level.
According to WHO,1 “the evaluation of (noise) control
options must take into account technical, financial,
social, health and environmental factors. . . . Cost-
benefit relationships, as well as the cost-effectiveness
of the control measures, must be considered in the
context of the social and financial situation of each
country.” WHO intended that these criteria be used as
part of an environmental noise management decision-
making process for which the environmental noise
impact analysis process is one of the central issues,
for managing impacts such as sleep disturbance. Most
countries, including the United States, do not yet
have noise exposure criteria specifically to address
potential sleep disturbances in communities, although
many European Union countries are considering taking
this step, especially in the vicinity of large airports
with numerous nighttime flight operations. Of course,
it is true that assumptions about average attenuation
value of housing sound insulation to meet indoor noise
exposure criteria are only valid with the windows
closed, even though this reduces the overall air quality
in the bedroom.

In an environmental impact analysis or other use
of the WHO criteria, it is important to remember that
the exposure criteria is just one point along an expo-
sure–response curve, and that these criteria are only
“guidelines” not regulations. The overall environmen-
tal noise decision-making process should also consider

the cost and technical trade-offs involved in attempt-
ing to meet any particular exposure criterion. This
allows some flexibility in addressing the engineering
and financial issues involved in trying to meet the rec-
ommended exposure goals, rather than simply strictly
applying exposure criteria without these considerations
being taken into account.

12 SUMMARY
Although the most common metrics for assessing the
impacts of community noise, day–night average sound
pressure level (DNL) and day–evening–night aver-
age sound pressure level (DENL), already contain a
10-dB penalty for nighttime noises, there are circum-
stances where a separate analysis of the impacts of
nighttime transportation noise is warranted, particu-
larly in environmental impact analyses and related
efforts. There are, however, different definitions of
sleep disturbance and different ways to measure it,
different exposure metrics that can be used, and consis-
tent differences in the results of laboratory versus field
studies. At the present time, very little is known about
how, why, and how often people are awakened dur-
ing the night, although it is generally acknowledged
that the “meaning of the sound” to the individual,
such as a child crying, is a strong predictor of awak-
ening. More importantly, very little is known about
the long-term, cumulative effects of intermittent sleep
disturbance from community noise exposures.

This chapter briefly discussed the various ap-
proaches used in sleep disturbance research and
presented the best information currently available to
describe the exposure–response relationship between
transportation noise exposure and sleep disturbance,
although existing sleep disturbance databases for
transportation noise sources contain considerably more
data for aircraft noise exposure than for exposure
to road traffic or railway noise. There are large
differences between communities in their responses
to community noises. Some of the reasons for
this include differences in the characteristics of the
noise itself, differences in individual sensitivities,
differences in attitudinal biases toward the noise
source, and the context of the living environment.
Current exposure–response relationships use either
“awakenings” or “body movements” to describe sleep
disturbance.

Finally, this chapter also briefly discussed the
issue of noise exposure criteria for sleep disturbance
and how to use existing criteria in making commu-
nity noise management decisions. The World Health
Organization1 has recommended that nighttime indoor
sound pressure levels should not exceed approximately
45 dB LAFmax more than 10 to 15 times per night. For
intermittent events similar to aircraft overflights, with
an effective duration of 10 to 30 s, this corresponds
to indoor values of 55 to 60 dB SEL. According to
WHO, either LAFmax or SEL may be used if the noise
is not continuous. For total night exposure, a criterion
of 30 dB LAeq,8 h was recommended for use in combi-
nation with the single event criterion (LAFmax or SEL).
At the present time, the WHO exposure criteria are
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recommended for general transportation noise sources.
It needs to be pointed out, however, that the criteria
recommended by WHO are long-term targets and do
not take into consideration the cost or technical feasi-
bility of meeting their recommended ideal maximum
exposure levels. WHO intended that these criteria be
used as part of a noise management decision-making
process, for which environmental noise impact anal-
ysis is the central issue. The Finegold and Elias41

exposure–response curve allows consideration of the
different levels of impact predicted at various levels
of exposure and is recommended for use in predicting
sleep disturbance in communities due to exposure to
transportation noise, particularly aircraft noise.
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CHAPTER 25
NOISE-INDUCED ANNOYANCE

Sanford Fidell
Fidell Associates, Inc.
Woodland Hills, California

1 INTRODUCTION

Annoyance is the adverse attitude that people form
toward sounds that distract attention from or other-
wise interfere with ongoing activities such as speech
communication, task performance, recreation, relax-
ation, and sleep. With respect to annoyance, noise
is not merely unwanted sound, but rather unbidden
sound that someone else considers too inconvenient
to control. No matter how sophisticated methods for
predicting annoyance from purely acoustic variables
become, annoyance remains at root a property of an
unwilling listener. It is a listener engaged in ongoing
activities, not a sound level meter or a computational
algorithm, that is annoyed by noise.

Annoyance differs from loudness in its dependence
on duration and context. Once a sound attains a
duration of about a quarter of a second, it grows no
louder. The annoyance of a sound, however, continues
to grow in direct proportion to its duration. Further,
although the loudness of a sound is fully determined
by its acoustic content, the annoyance of a sound may
vary considerably with the activity in which a listener
is engaged at the time of its occurrence, and with its
meaning. Great individual and contextual differences
in sensitivity to the annoyance of sounds are more the
rule than the exception.

2 ABSOLUTE ANNOYANCE OF INDIVIDUAL
SOUNDS

The basic acoustic correlates of the annoyance of
sounds are their level, duration, spectral content, fre-
quency of occurrence, and—particularly in a com-
munity noise setting—time of day of occurrence. As
a generality, higher level, longer duration, more fre-
quently occurring, and higher frequency sounds tend
to be more annoying than lower level, shorter dura-
tion, less frequently occurring, and lower frequency
sounds. Second-order properties of the character of
sounds (e.g., tonality, impulsiveness, phase, complex-
ity, and harmonic structure) can also contribute to their
annoyance, as can nonacoustic factors such as novelty,
fear, economic dependence, attitudes of misfeasance
and malfeasance, learned associations and aversions,
and the like.

As a further generality, sounds that are more readily
noticed in the presence of commonplace ambient noise
environments (such as those with prominent tonal,
narrow-band, high-frequency, or otherwise distinctive
spectral content; cyclical or repetitive sounds; and
sounds that are less masked by background noise)
are likely to be considered more annoying than the

complementary sorts of sounds. A level of audibility
roughly an order of magnitude greater than that
required for simple detection of sounds in an attentive
listening task is required for sounds to reliably intrude
upon the awareness of people absorbed in unrelated
ongoing activities.1

Note, however, that intermittent and unexpected
sounds of relatively low level occurring in low-level
indoor noise environments (e.g., dripping faucets, a
key in a doorknob, or a footfall in a quiet bedroom
at night, mechanical squeaks and rattles, heel clicks,
or indistinct conversation in adjacent living quarters)
can also be highly annoying.2,3 The annoyance of such
low-level sounds is related to their bandwidth-adjusted
signal-to-noise ratio (“noticeability”) but exacerbated
by nonacoustic factors such as their unexpectedness,
novelty, and meaning. In fact, the annoyance of even
higher level noise events (e.g., barking dogs, children
playing, or motorcycle drivebys) may be more greatly
influenced by nonacoustic and contextual factors than
by their physical properties.

3 RELATIVE INFLUENCES OF ACOUSTICAL
AND NONACOUSTICAL FACTORS ON
ANNOYANCE JUDGMENTS

Laboratory studies provide the strongest evidence of
the predictive utility of frequency-weighting proce-
dures for assessments of noise-induced annoyance. The
judgments of people asked under controlled listening
conditions to compare the annoyance of artificial or
meaningless sounds such as tones and bands of noise
are generally well predicted by spectral weighting pro-
cedures. For example, A-level is consistently found to
be superior to unweighted (overall) noise metric as a
predictor of annoyance4,5 and measures such as effec-
tive perceived noise level6 account well for the effects
of signal duration on annoyance. Note, however, that
sounds of identical equivalent level and power spectra
but different phase spectra, which are indistinguishable
to a sound level meter, can vary greatly in their judged
annoyance.7

More complex metrics such as loudness level8,9

that are level- as well as frequency-dependent are yet
better predictors of laboratory annoyance judgments.10

In applications such as prediction of automotive sound
quality, attributes such as “harshness,” or “roughness,”
and even more elaborate descriptors are commonplace.
These descriptors, which are sensitive to higher order
acoustical properties such as harmonic and phase
structures of individual sounds, have gained popularity
for evaluations of the sound quality of mechanical
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sources, including gear, pump, air intake and exhaust,
electric motor, chassis and suspension, and door
slam.11

Outside of controlled laboratory settings, accurate
prediction of the annoyance of cumulative, long-
term noise exposure has proven more elusive. Sounds
of relatively low signal-to-noise ratio are sometimes
judged to be disproportionately annoying,2,12 while
sounds of relatively high absolute level (e.g., those of
rail and road traffic) may be considered less annoying
than sounds of comparable A-weighted level produced
by aircraft.13–15 No population-level dosage–response
relationship for predicting the prevalence of annoyance
from cumulative, long-term noise exposure has yet
accounted for the better part of the variance in
annoyance prevalence rates in communities.15–17

The contrast between the utility of frequency-
weighted noise metrics as descriptors of noise-induced
annoyance in laboratory settings on the one hand and
their obvious shortcomings in everyday circumstances
of environmental noise exposure on the other has
given rise to persistent doubts18 about the practical
utility of noise descriptors that are based on complex
frequency-weighting methods. These doubts extend
to the rationale for interpreting the tolerability of
environmental noise exposure via noise metrics that are
better predictors in laboratory than residential settings.

Much uncertainty continues to surround (1) the
nature and number of acoustical parameters that could
arguably improve the adequacy of noise descriptors as
predictors of annoyance in residential settings; (2) the
necessity of accounting for context dependency of
annoyance judgments; (3) the relative influences of
nonacoustic factors on annoyance judgments (e.g.,
time of day, frequency and regularity of noise intru-
sions, attitudes and situation-dependent expectations
about noise sources and their operators, locus of con-
trol over exposure, and demographic factors); and
(4) parsimonious ways to accommodate additional pre-
dictive parameters.

4 NATURE OF NOISE METRICS INTENDED
TO PREDICT ANNOYANCE

Most descriptors of individual and multiple noise
events used to predict annoyance correlate more highly
with one another than with annoyance judgments. No
amount of specification of the spectral content, level,
crest factor, harmonic complexity, dynamic range, or
bandwidth-adjusted signal-to-noise ratio of individual
noise events guarantees a precise account of the
likelihood or degree to which an individual will judge
them to be annoying.

Two types of acoustical descriptors have been
developed to predict the annoyance of sounds: Those
intended to account for source-specific judgments
of the annoyance of individual events and those
intended for use in assessments of environmental
noise impacts. The former descriptors are more
complex, detailed, and expensive to measure or
calculate and, hence, most appropriately used in a
few applications where their costs are justifiable. For

example, for purposes of aircraft noise certification,
Part 36 of the U.S. Federal Aviation Regulations
requires elaborately controlled measurements of tone-
and duration-corrected perceived noise levels.

For larger scale analyses, such as gauging
community-level reaction to prospective transportation
noise exposure, less complex, A-weighted noise
level descriptors such as day–night average sound
pressure level, are commonplace.19,20 These measures
of cumulative noise exposure combine into a single
index—and thus inextricably confound—all of the
primary characteristics of noise events that could
plausibly give rise to noise-induced annoyance.
Regulatory efforts to predict community annoyance
from acoustical measurements alone are typically
driven by administrative convenience, expedience,
and commercial interest, rather than by theory-based,
scientific understanding of causes and mechanisms
of annoyance. The rationale for combining level,
duration, spectral content, and frequency and time of
occurrence, and for ignoring all of the secondary and
nonacoustic determinants of annoyance, is provided by
the equal-energy hypothesis—the notion that sounds
of identical energy content are equally annoying.
This is a simplification adopted for the sake of
tractable analyses of the complexity and variability of
community noise exposure.

5 DIRECT MEASUREMENT OF THE
ANNOYANCE OF SOUNDS

Most empirical procedures for direct measurement of
the annoyance of individual sounds are adaptations
of classical psychophysical techniques such as the
methods of limits and of adjustment. The most
readily interpretable of these methods solicit direct
comparisons of the annoyance of pairs of sequentially
presented sounds. In adaptive paired comparison
experimental designs, for example, test participants
typically listen to a pair of sounds (one constant and
one variable) within a given trial and judge which of
the pair is the more annoying before the start of the
next trial. Presentation levels (or durations, or spectral
content, or any other manipulable signal property)
of the variable signal are adjusted according to test
protocols on successive presentations to yield estimates
of points of subjective equality of annoyance, or other
specifiable points on psychometric functions.

Less direct procedures for gauging the annoy-
ance of sounds are also common, including vari-
ants of magnitude estimation (in which numbers are
assigned in proportion to the judged intensity of sen-
sations), semantic differential (in which judgments are
solicited of the degree to which sounds possess vari-
ously described qualities), cross-modality matching (in
which the annoyance of sounds is matched to some
other perceptual quantity), and absolute judgment tech-
niques (in which test category labels are assigned to the
annoyance of sounds). In community settings, proce-
dures for conventional social survey and questionnaire
design are also well established.21
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6 COMMON SOURCES OF NOISE-INDUCED
ANNOYANCE IN COMMUNITY AND OTHER
SETTINGS

In motorized urban society, transportation-related
sources are by far the most pervasive and annoying
sources of community noise exposure.∗ Airport-related
noise is the highest level and the most extensively
studied form of transportation noise, even though it
consequentially annoys only a small proportion of the
urban population worldwide. Noise created by aircraft
en route is a common source of annoyance throughout
many suburban and rural areas, albeit at cumulative
exposure levels considerably lower than in the vicinity
of airport runways.

In high population density urban life, characterized
by extensive indoor living, noises created in adjacent
dwelling units (heel clicks, door slams, plumbing and
high-volume air handling noise, household appliances,
electronic entertainment, indistinct conversation, etc.)
and street sounds (including emergency vehicle warn-
ing signals, garbage collection, and crowd noise) are
salient sources of noise-induced annoyance, even when
not heard at absolute levels as great as those character-
istic of outdoor transportation sources. Rattling sounds
produced as secondary emissions by household para-
phernalia and by doors, windows, ducts, and other light
architectural elements excited by low-frequency noise
or vibration from remote sources are also common
sources of annoyance in residences.3

7 ANNOYANCE AS THE BASIS OF U.S.
FEDERAL POLICY ON SIGNIFICANCE OF
COMMUNITY NOISE IMPACTS

Despite the limited success of efforts to predict
annoyance from exclusively physical measures of
noise exposure, annoyance remains the summary
measure of environmental noise effects favored by
U.S. federal agencies. According to the Federal
Interagency Committee on Noise,22 “the percent of
the [noise] exposed population expected to be Highly
Annoyed (%HA) [is] the most useful metric for
characterizing or assessing noise impact on people.”
The prevalence of a consequential degree of annoyance
in a community (percentage highly annoyed, or %HA)
is simply 100 times the number of people who describe
themselves as highly annoyed when their opinions are
directly solicited in a social survey, divided by the
total number of people interviewed. In this context,
the distinction between “individual annoyance” and
“community annoyance” is merely one of level of
aggregation.

∗In typical residential settings and on a nationwide basis,
noise produced by industrial activities (including electrical
power production and distribution, refinery and manufac-
turing noise, automotive repair, quarry blasting, etc.), by
construction, by military training operations, and by a large
miscellany of other sources are more localized and affect far
fewer people than transportation noise.

FICON22 has not only adopted annoyance as its pre-
ferred “summary measure of the general adverse reac-
tion of people to noise” for assessment of community-
level environmental noise effects, but also endorsed a
specific fitting function as its preferred dosage–effect
relationship:

%HA = 100/(1 + e11.13−0.141Ldn)

Although officially endorsed, FICON’s dosage–effect
relationship accounts for only 19% of the variance
in aircraft noise annoyance data and is not a reli-
able source of accurate or precise predictions of the
annoyance of transportation noise exposure. Miedema
and Vos15 have suggested alternate, source-specific
fitting functions for road, rail, and airborne noise
sources. Fidell17 and Fidell and Silvati23 have docu-
mented large errors of prediction and other limitations
of FICON’s relationship.

A major attraction of a dosage–effect relationship
between cumulative noise and annoyance is that it
permits treatment of community-level noise effects in
acoustical terms and serves as an ostensible under-
pinning for “land-use compatibility” recommendations
expressed in units of decibels. Such recommendations
provide the form, if not the substance, of a rationale
for gauging the “acceptability” of noise in residential
and other circumstances of exposure.17

8 RELATIONSHIP BETWEEN ANNOYANCE
AND COMPLAINTS IN COMMUNITY SETTINGS
Because annoyance is a covert mental process, self-
report in response to a structured interview is its only
direct measure. Complaints are an unsolicited form
of self-report of dissatisfaction with noise exposure.
Although the attitude of annoyance and the behavior
of complaining are both manifested through self-
report, they are not synonymous, and annoyance
may not be the sole cause of complaints. Both
forms of reaction to noise exposure are affected by
acoustical and nonacoustical factors and thus reflect the
combined influences of “true” sensitivity to physical
characteristics of exposure and of response bias.†

FICON22 observes that “annoyance can exist without
complaints and, conversely, complaints may exist
without high levels of annoyance” and concludes
that annoyance is a more reliable indication of
environmental noise impacts than complaints. It is
equally true, however, that high levels of noise-
induced annoyance can exist at low levels of noise
exposure, and that low levels of annoyance can exist
at high levels of noise exposure. Thus, lack of a

†Signal detection theory24,25 Green and Swets, 1966; offers
a systematic framework for analyzing the independent
contributions of sensitivity and response bias to any decision
process. Viewing a self-report of the form “I’m highly
annoyed by the noise of that aircraft flyover” as the product
of a decision-like process provides a theory-based avenue to
analysis of the annoyance of community noise exposure.
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simple relationship between noise exposure and its
effects is not a persuasive rationale for a narrow
focus on annoyance, to the exclusion of complaints,
as a meaningful indication of community response to
noise.17

In practical reality, it makes no more sense to ignore
noise complaints because they may or may not be
closely related to annoyance than to ignore annoyance
because it may or may not be closely related to com-
plaints. Whether reports of adverse consequences of
noise exposure are solicited or unsolicited is of impor-
tance more for administrative reasons than for evalu-
ating actual noise impacts. Geographic distributions of
complaint densities (complaints per unit time per unit
area) can also yield important clues about reactions to
community noise exposure that are not apparent from
simple annoyance prevalence rates.17
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CHAPTER 26
EFFECTS OF INFRASOUND, LOW-FREQUENCY
NOISE, AND ULTRASOUND ON PEOPLE

Norm Broner
Sinclair Knight Merz
Melbourne, Australia

1 INTRODUCTION

Infrasound, low-frequency noise, and ultrasound have
different effects on people. Infrasound is sound below
20 Hz, which is often inaudible, while low-frequency
noise (LFN) is in the range of 20 to 100 Hz and
audible. Ultrasound, on the other hand, includes noise
in the high-frequency range above 16 kHz. Many of
the effects attributed to infrasound are actually due to
low-frequency noise in the region of 20 to 100 Hz.

In general, for sound pressure levels that occur in
our everyday life, the low-frequency effects are not
found to be significant in terms of causing long-term
physiological damage. However, short-term changes in
physiological responses and in performance can occur
following exposure. Annoyance due to infrasonic, low-
frequency, and ultrasonic exposure can also result
from longer duration exposures (hours to days). Recent
studies seem to show that low-frequency noise in the
region of 20 to 50 Hz has a more significant effect on
people than either infrasound or ultrasound at normal
exposure levels.

2 INFRASOUND

Infrasound is generally considered to be sound at
frequencies below 20 Hz. Many sources of infra-
sound and LFN have been identified, including air-
conditioning systems, oil and gas burners, boilers, and
noise inside transportation.1–4 Many of these sources
exhibit a spectrum that shows a general decrease in
sound pressure level (SPL) with increase in frequency,
and it is now apparent that the spectrum imbalance is a
major source of subjective annoyance due to exposure
to this type of sound. Subjective reports of disorienta-
tion, headache, and unpleasantness have been reported
even where the A-weighted sound pressure level is
relatively low.

In the 1960s and the 1970s and occasionally since,
sensationalized reports of the “dangerous” nature of
infrasound were reported, creating “panic” among
some. Brain tumors, cot death, and “mashed intestines”
were all “blamed” on infrasound in particular.1,3 These
reports have not been validated and have been the
cause of misinformation and unnecessary angst by
some members of the public.

Levels of infrasound, up to 150 dB, have been
found to be tolerable for shorter exposures, and 24-h
exposures up to 120 to 130 dB were found to be
“safe” from a physiological point of view.1,3 At these
levels, the infrasound was generally considered quite

unpleasant subjectively, however, at levels at which
infrasound normally occurs, that is, 90 to 110 dB
(depending on frequency), the sound is generally
potentially annoying only with relatively low potential
for side effects.

2.1 Hearing Threshold

Many studies have been conducted to determine the
infrasonic and low-frequency hearing threshold and
loudness curves, and there is a general consistency
among the results5 (see Fig. 1). First, it appears that
below around 15 Hz, there is a change in response
to that of “sensation” or “presence” rather than that
of “hearing.” ISO 2266 provides equal-loudness-level
contours based on pure tones under free-field listening
conditions. This revised standard considered various
research work, particularly since 1983 and as recent
as 2002, and specifies contours, including the hearing
threshold from 20 Hz up to 12,500 Hz. With respect
to low-frequency noise, the work of Watanabe and
Moller7 was considered (see Fig. 1). This work gives
the threshold as 107 dB at 4 Hz, 97 dB at 10 Hz, and
79 dB at 20 Hz, which coincides very nearly with the
ISO 2266 threshold curve at 20 Hz. Note that at about
15 Hz, there is a change of the threshold slope from
approximately −20 dB/octave at higher frequencies
to −12 dB/octave at lower frequencies. This change
seems to reflect the change from a “hearing” perception
above 15 Hz to one of “pressure,” particularly at
higher SPLs. Note also that the hearing thresholds
are mean values and that the standard variation about
the mean is not insignificant.5 This means that, on an
individual basis, the threshold could be up to say, 5
to 10 dB lower or higher than the mean. For example,
Frost9 compared two subjects, one of whom was 15 dB
more sensitive at 40 Hz than the other but had similar
audiograms at 250, 500, and 1000 Hz.

Note that at low and particularly infrasonic frequen-
cies, the loudness contours are much closer together so
that for a given change in SPL (increase or decrease),
the change in loudness is much greater at low frequen-
cies than the same SPL change at high frequencies. For
example, the difference between the 20- and 80-phon
curves is 60 dB at 1000 Hz but only 15 dB at 8 Hz.
Thus, the fluctuations in perceived loudness as a result
of the level fluctuations will be considerably larger
than at higher frequencies. This could be the explana-
tion for the increased reported annoyance due to LFN
and infrasound.
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Figure 1 Comparison of threshold data. (From Watanabe and Moller.7 Reprinted by permission.)

In addition, the thresholds for low-frequency com-
plex noises appear to be lower than the pure-tone
thresholds.5,10,11 Thus, it appears there is an increased
sensitivity to complex LFN such as heating, ventila-
tion, and air-conditioning (HVAC) noise as compared
to pure tones.

2.2 Temporary Threshold Shift (TTS)

A quantitative relationship between human exposure to
infrasound and hearing loss is not well established, and
this is partly due to the inability to produce infrasound
exposures without audible overtones. It appears that
(1) only small, if any, TTS can be observed following
exposure to moderate and intense infrasonics, and
(2) recovery to preexposure levels is rapid when TTS
does occur. Similarly, it appears that LFN will produce
TTS in some subjects after short exposure, but that
recovery is rapid and complete. However, there is an
indication that long-term exposure to very high levels
may cause permanent hearing loss.1–3

2.3 Threshold of Pain

Low-frequency noise and infrasound at a higher level
is less likely to result in hearing loss as compared to
higher frequency sound at a similar level. The thresh-
old of pain appears to be about 135 dB around 50 Hz,
140 dB around 20 Hz, increasing to about 162 dB at
2 Hz and 170 to 180 dB for static pressure.12

2.4 Annoyance

The primary effect due to infrasound and LFN
appears to be annoyance. It can be said that the
effects of infrasound and LFN are broadly similar
to those of high-frequency noise in the sense that
any unwanted sound is potentially annoying. However,

LFN and infrasound often exhibits itself in the form of
“rumble” and “pressure,” and the sound pressure level
fluctuations can exacerbate the annoyance reaction
when compared to higher frequency noise.13,14

Broner and Leventhall15 found that unless the
conditions are optimized for differentiating sounds
with respect to loudness and annoyance, subjects
treated them in approximately the same way. It seems
that for sound with “tonal” low-frequency content
below 50 Hz and for infrasound, particularly where
the sound pressure level is perceptibly fluctuating
or throbbing, annoyance and loudness are treated
differently and that this difference may increase with
time.16 As the loudness adapts more rapidly with
time than the annoyance (i.e., the perceived loudness
decreases more rapidly with time than the perceived
annoyance), the effect is to effectively increase the
annoyance with time. This effect would be worse for
infrasound where the sound is not so much heard but is
perceived rather as a feeling and sensation of pressure.

2.5 Annoyance Assessment

Assessment and prediction of annoyance due to
infrasound and LFN is not simple. What is very clear
is that the A-weighted SPL alone is not successful in
assessing the response to infrasound and LFN.1–3 A
review of case histories indicates that very annoying
sounds often have rather low A-weighted SPL but
nevertheless cause significant annoyance. This is due
to the presence of an unbalanced spectrum, which
additionally may have an amplitude and/or temporal
fluctuating characteristic.

Empirical evidence shows that where the imbalance
is such that the difference between the linear and A-
weighted SPL is at least 25 dB, the sound is likely
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to cause annoyance. Broner and Leventhall15 and DIN
45680-199717 suggested that a difference of 20 dB can
result in an unbalanced spectrum that could lead to
LFN annoyance. Others suggested that a difference
of only 15 dB was a good rule of thumb to identify
a potential infrasound LFN problem situation.14,18 In
general, it seems that the (C—A) level difference is
appropriate metric for indicating a potential LFN prob-
lem but that its predictive ability is of limited value.8

The perception of annoyance is particularly depen-
dent on the degree of amplitude modulation and spec-
tral balance,19,20 and, as a result, it is considered
that there is a significant limitation in the long-term
averaging of infrasonic and LFN noise levels, as
this approach results in the loss of information on
fluctuations.15,21

Broner and Leventhall15 recognized the problem of
spectrum imbalance for assessment of infrasound and
LFN complaints and proposed the low-frequency noise
rating (LFNR) curves. These significantly reduced
the infrasonic and low-frequency energy allowed by
the noise rating (NR) curves. Further attempts at
diagnostic assessment of room noise incorporated

elements of sound quality. Blazier22 used 16 years of
practical experience and data from Broner23 to refine
the earlier RC (room criterion) procedure for rating
HVAC system-related noise in buildings developed
by Blazier.24 The refinement included a modification
to the shape of the RC reference curves in the
16-Hz octave band (see Fig. 2), an improvement
in the procedure for assessment of sound quality
and the development of a scale to estimate the
magnitude of subjective response as a function of
spectrum imbalance, the “quality assessment index”
(QAI). The method was designated the RC Mark II
and this method allows the calculation of spectrum
quality by calculating the balance of low, mid,
and high frequencies. This method is preferred by
the American Society of Heating, Refrigeration, and
Air Conditioning Engineers (ASHRAE).25 Note that
the America National Standards Institute (ANSI)
S12.2-199526 included both the RC method and
the balanced noise criteria (NCB) method developed
by Beranek.27 This author feels strongly, based on
empirical evidence.15 that the NCB curves, which
apply to occupied spaces, are much too lenient in the
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16 and 31.5-Hz octave bands and that the LFNR and
RC Mark II methods are much preferred.

The G-weighting (ISO 7196-199528) was specifi-
cally designed for assessment of infrasound, falling off
rapidly below 1 Hz and above 20 Hz at 24 dB/octave.
Between 1 and 20 Hz, it follows a slope of
12 dB/octave, thus each frequency is weighted in
accordance with its relative contribution to the per-
ception. Note that this feature may result in an under-
estimation of loudness at frequencies between about
16 and 20 Hz.29 A G-weighted sound pressure level
of 95 to 100 dB is close to perception level, while
G-weighted levels below 85 to 90 dB are not nor-
mally significant for human perception. Note also that
(1) due to the combined effect of individual differences
in perception threshold and the steep rise in sensation
above the threshold, the same infrasonic noise may
appear loud and annoying to some people, while oth-
ers may hardly perceive it.28 (2) This weighting has
a limited application in practice, and care should be
taken not to put too much reliance on this metric as
it may divert attention away from problems at higher
frequencies. In practice, for commonly occurring noise
levels, LFN in the range of 30 to 80 Hz is more likely
to be a problem in terms of annoyance.3

2.6 European Assessment Criteria
A number of different European methods have also
been suggested for assessment of infrasound and LFN,
all based on measured indoor noise levels. These are
the Danish,29 Swedish, German, Polish, and Dutch
methods (Poulsen30 and Leventhall8 compare all of
these). Each of these has different criteria for the
allowed noise level, and the administrative procedures
used in the individual countries to enforce the crite-
ria are very different. Figure 3 shows a comparison of
the various criteria curves.30 Some of these methods
also address the issue of fluctuations in level that have

been identified as a major cause of annoyance due to
LFN, for example, DIN 45680.13 A Working Group
CEN/TC 126/WG1 linked to ISO/TC 43/SC 2 “Build-
ing Acoustics” is also working on two new European
standards concerning the methods of measuring noise
from service equipment in buildings.31

2.7 Performance Effects

Over the last few years, due to the prevalence of
infrasonic and LFN sources such as ventilation/air
conditioning, pumps, diesel engines, and compressors
and due to the growing body of data showing the
prevalence of low-frequency noise problems/effects,
there has been interest in their impact in the
workplace.14,32–34 In terms of performance, infrasound
and LFN is reported to cause drowsiness, fatigue, and
headaches and can result in performance effects, pos-
sibly due to information processing overload. Low-
frequency ventilation noise has been shown to affect
a mentally demanding verbal reasoning task and work
efficiency, and quality was found to be impaired. Fur-
ther, LFN has been found to impair performance on
tasks with high and moderate demands on cognitive
processing when performed under high workload. LFN
has also impaired performance on some of the low-
demand tasks and a moderately demanding verbal task
under low workload.33 Thus the impact of LFN on per-
formance is demonstrable under certain circumstances,
and the significance of the impact is dependent on the
nature of the work and the circumstances of that work,
just as for higher frequency noise impact. It is likely
that complex tasks and a long exposure would result in
a measurable performance effect similar to the impact
of higher frequency noise. Available evidence also sug-
gests that infrasound even at very intense exposure
levels is not detrimental to human performance.12
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2.8 Physiological Effects
Physiological responses have been observed including
cardiac rhythm and respiration rate [measured by
electrocardiogram (EKG) recordings, pulse counts,
and impedance pneumography], vasoconstriction and
vasodilation, change of systolic rhythm, blood and
endocrine changes, changes in cortisol levels, and
disturbances to the central nervous system. The data
suggests that any of these effects are unlikely to
be of any practical importance except under extreme
occupational exposure.34–36

2.9 Sleep Effect
There is some evidence that exposure to LFN results
in reduced wakefulness or increased tiredness and
a feeling of fatigue. The practical significance of
this may be a reduced reaction time, which may be
important in some situations, for example, driving on
a freeway.37,38

3 ULTRASOUND
Ultrasound usually is considered to cover sound
in the range of 16 to 40 Hz. There are many
industrial and commercial sources of infrasound, for
example, ultrasonic cleaners, welders, atomizers, and
electroplaters. Due to the very high frequency, the
wavelength of ultrasound is very small, of the order
of 5 to 20 mm. Because of this, ultrasound is readily
absorbed in the air and is readily attenuated by distance
from the source and by normal building materials.
Also, due to the impedance mismatch with the human
body, the ear is usually the primary channel for
transmitting airborne ultrasound to a person. Therefore,
people who do not “hear” in the ultrasonic region
usually do not display any of the subjective symptoms.

3.1 Ultrasonic Levels and Subjective Effects
Exposure to industrial ultrasonic devices rarely exceeds
120 dB, and exposure to commercial devices designed
to emit ultrasound rarely exceeds 110 dB. Commercial
devices that incidentally emit ultrasound, such as video
display terminals, rarely exceed 65 dB at the opera-
tor’s ear.39 Note that many industrial and commercial
processes that generate high levels of ultrasound also
generate high levels of subharmonics, that is, sound
at “sonic” frequencies. These sonic exposures cannot
be ignored in considering the hazards of industrial
ultrasonic exposure as it is often the sonic frequen-
cies that are more hazardous for equivalent SPLs and
that are the cause of the subjectively reported effects
such as fullness of the ear, tinnitus, fatigue, dizziness,
and headache.40

It appears that direct contact exposure to high-
level ultrasound may cause a sharp pain or possibly a
“burn,” but documented cases of actual tissue damage
are rare. In any case, direct contact is usually due to
an accident or carelessness. More normal is exposure
to airborne ultrasound via the ear.

3.2 Hearing
The average threshold of hearing increases rapidly
and monotonically with frequency at a rate of the

order of 12 dB/Hz between 14 and 20 Hz leading to
a threshold of 100 dB at 20 Hz and 125 dB at 25 Hz.
There are some reports that a temporary hearing loss
may occur due to high-level ultrasound (>140 dB), but
recovery seems to be complete and rapid. SPLs lower
than 120 dB have not been demonstrated to cause
hearing losses. Physiological effects (e.g., disturbance
of neuromuscular coordination, dizziness, loss of
equilibrium) appear to occur only at SPLs greater than
that which causes TTS.

3.3 Criteria

The data indicates that when people are subjected to
ultrasound without the audible components, no com-
plaints are received. To avoid subjective affects for the
unprotected ear, Acton41 recommended criterion limits
of 75 dB from 16 to 20 Hz and less than 110 dB for
frequencies greater than 20 to 50 Hz, and these criteria
seem to have been generally adopted. For frequencies
between 10 and 20 Hz, the Occupational Safety and
Health Administration (OSHA)42 recommends a ceil-
ing value of 105 dB to prevent subjective annoyance
and discomfort, especially if the sounds are tonal in
nature. It is noted, however, that subjective annoyance
and discomfort may occur in some individuals at levels
between 75 and 105 dB. Health Canada39 also recom-
mends a limit of 137 dB in the ultrasonic range to
avoid the potential of mild heating effects. Occupa-
tional health and safety procedures are similar to those
used for audible noise with the objective to ensure
that ambient SPLs do not exceed the recommended
maximum permissible exposure level.
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1 INTRODUCTION

High-level transient noise presents a special hazard to
the auditory system. First, impulse noise may damage
the cochlea by direct mechanical processes. Second,
damage risk criteria evaluate impulse noise in terms
of levels, duration, and number, but parameters such
as temporal pattern, waveform, and rise time are also
important in the production of a hearing loss. Third,
the effects of impulse noise are often inconsistent with
the principle of the equal energy hypothesis. Fourth,
impulse noise can interact with background noise.

2 DEFINITION OF IMPULSE NOISE

The term impulse noise is used in this chapter as a
generic term that includes all forms of high-intensity
short-duration sounds, that is, from the most common
industrial impacts to the intense blast waves associated
with military operations. The range of parameters
defining an impulse is large. Impulse durations may
vary from tens of microseconds for small arms fire
to several hundred milliseconds for a sonic boom
or a reverberant industrial impact. Intensities for
these impulses may vary from less than 100 dB
to in excess of 185 dB peak sound pressure level
(SPL). The energy of an impulse is usually broadly
distributed, but spectral concentrations of energy can
occur at various frequencies throughout the audible
range. The number of occurrences of impulse noise in
industry or the military may vary from one impulse
or less per hour to several per second with no
fixed interval of time between impulses. In addition
to the physical parameters of the impulse, other
environmental conditions associated with the exposure
can seriously affect the outcome of an exposure, that
is, a free field or reverberant enclosure, angle of
incidence, or the presence of other noise or vibrations,
drugs, and the like.

The waveforms or signatures of impulse noise can
be very different. One extreme is industrial impact
noise. Impact noise is reverberant (ringing), and its
physical behavior generally conforms to the laws of
acoustics. At the other extreme are blast waves. They

can have peaks of 150 dB or greater and are, in fact,
shock waves that are governed by physical principles
that are different from the laws of acoustics.1

Coles et al.2 described two basic types of impulses:
a nonreverberant A-wave and a reverberant B-wave
(Fig. 1). This scheme characterizes the impulse in
terms of peak level, duration, and number of impulses,
but neglects a number of other potentially important
variables, that is, rise time (T),3 spectrum,4 and
temporal pattern.5,6 Additional working definitions of
impulse noise can be found in the American National
Standards Institute (ANSI) Standard SI.13 (1971), and
a detailed exposition, which extends the definition,2

can be found in Pfander7 and Pfander et al.8 Pfander
considers the temporal specification of an impulse to
include both the rarefaction and condensation phases
as well as the duration of the impulse and the total
number impulses.

The physical specification of the impulse is further
complicated when the impulses are mixed with a
continuous noise. The combination of impulse and
continuous noise is very common in industrial settings.
In fact, Bruel9 showed that crest factors of 50 dB are
common. The complexity of evaluation of the hazards
to hearing of a complex noise environment is currently
being evaluated using kurtosis as a descriptive metric.
Thus, in some circumstances, it is difficult to establish
when an exposure contains impulsive components that
need to be evaluated separately. Certain studies10

report a slight reduction in temporary threshold shift
(TTS) produced by either agent alone. However, it is
clear that under certain conditions, high-level impulses
riding on a background noise produce greater injuries
to the organ of Corti than either the impulse or the
continuous noise alone.11

In summary, there is not a consensus on how to
describe the various types of impulse noise. It is not
clear what combinations of impulse and continuous
noise will present hearing hazards that are different
from those presented by a continuous noise exposure.
However, the following review of the biological
and audiological effects of impulse noise shows that
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Figure 1 Schematic representation of the two basic impulse noise pressure–time profiles, following the simplification of
Coles et al.2

impulse noise can affect the auditory system differently
than lower levels of continuous noise. Consequently,
impulse noises may require special consideration when
establishing future noise standards.

3 MEASUREMENT OF THE IMPULSE
There is general agreement that the best approach to
measuring an isolated impulse is to record the pres-
sure–time history of the impulse. However, because of
the extreme limits of various impulse noise parameters
(rise times can be as short as a few microseconds and
intensities as high as 185 dB SPL), care must be given
to the response properties of the measuring device.
The time constant of some current impulse sound level
meter (SLM) is approximately 30 to 40 ms; however,
some of the shorter impulses, for example, gunfire,
may last only a few hundred of a microsecond. There-
fore, the limitations of the measurement system may
seriously underestimate peak levels or other parameters
of the impulse. However, for typical industrial types
of impacts whose durations may last 200 ms or more,
many of the current precision SLMs may be suitable
measuring instruments.

Basically, the same considerations for a measure-
ment system apply to impulse noise as apply to other
physical systems, and general reviews can be found
in Pfeiffer12 and Nabelek.13 A compilation of several
studies dealing with measurements can be found in
Ivarsson and Nilsson.14 A suggestion was to develop
computer-based instrumentation (digital techniques) to
record and measure the cumulative distribution of
sound pressure over the exposure period of interest.9
From such measurements, various methods are avail-
able to calculate total or weighted energy levels of
the stimulus for application to energy-based damage
risk criteria.15 While the greatest focus of measure-
ment activity appears to be in estimating peak levels
and total energies of exposure, there are other param-
eters, for example, presence of reflections, rise time,

and temporal pattern, that are important in determining
the hazards of exposure.

Finally, there has been interest in developing
instrumentation to produce a single number index
of the hazards of an exposure containing impulsive
components.15,16 These dosimeters are usually based
upon some weighted measure of total energy, and
generally conform to the analytical model discussed
by Martin.17 While the potential value of such an
instrument cannot be denied, it may be premature to
adopt a measurement scheme that completely ignores
a variety of potentially relevant parameters such
as rise time, repetition rate, frequency content, and
background noise.

4 AUDIOMETRIC EFFECTS OF IMPULSE
Experiments on monkeys,18 humans,19 and chin-
chillas20,21 have shown that the recovery from impulse
noise often follows a nonmonotonic pattern, that is,
there is a growth to a maximum level of TTS, as
much as 10 h after exposure (Fig. 2). This pattern of
recovery is much different from the typical linear (in
log time) recovery pattern seen following a continuous
noise exposure.22

Furthermore, exposures that produce the nonmono-
tonic recovery curves usually have a prolonged period
of recovery and, in most of the cases examined, have
both permanent threshold shifts (PTS) and losses of
sensory cells.21,23,24 Two investigations have devel-
oped comprehensive models of hearing loss using the
results from TTS experiments. Kraak25 proposed that
PTS from a given exposure could be predicted by the
time-integrated amount of TTS.

If subjects are exposed to a noise for a relatively
long period of time, that is, on the order of days,
hearing sensitivity decreases over an 8- to 48-h period
and then stabilizes at an asymptotic level.26,27 In
contrast to many of the TTS results from short-
duration exposures, asymptotic threshold shift (ATS)
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Figure 2 (a) Hypothetical threshold recovery curves
illustrating the metabolic and structural recovery process
for TTS associated with a model proposed by Luz
and Hodge.62 (b) The actual TTS recovery curves for
chinchillas exposed to fifty 1-ms A-duration impulses at
155 dB. Note the growth of TTS between 1- to 10-h
postexposure.

is a more orderly phenomenon with reduced amounts
of intersubject variability.27 The dynamics of the
cochlear processes underlying ATS are beginning to
be described.28 If ATS is truly an asymptote, then it
is likely that the level of ATS will represent the upper
limit of PTS one can expect from prolonged exposure
to the noise.

Although comparatively little data on impulse-
noise-induced ATS currently exists,24,29,30 there appear
to be differences in the manner in which ATS develops
following prolonged exposures to continuous and
impulse noise. From the limited data available (Fig. 3),

the following tentative conclusions can be drawn:
(1) A long duration series of impulses produce a stable
level of asymptotic threshold shift with prolonged
exposure times. (2) For a given level of ATS, the
exposure time required to reach the ATS level can be
much shorter for impulse noise than for continuous
noise. (3) The rate of growth to asymptote is a
strong function of impulse peak level, that is, at peak
levels of 99 dB, 4 to 7 days are required to reach
an ATS but at peak levels of 120 dB, only 1 h is
required. (4) Variations in preexposure sensitivity do
not contribute to the hearing loss caused by the noise
exposure. (5) The function relating impulse noise level
to the level of ATS is not simple. At impulse levels
below about 110 dB, ATS grows at a rate of between
0.7 and 1 dB for each decibel increase in impulse level,
while above 110 dB the slope increases to between
2.6 and 5 dB of ATS per decibel increase in impulse
level. The change in the slope of the ATS function may
signal a transition from a primarily metabolic mode
of damage to a primarily mechanical mode and may
be related to the idea of a critical intensity.31–33 In
summary, there are significant differences between the
results of ATS exposures to continuous and impulse
noise.

There is extreme variability in the audiometric
changes that are produced by exposure to impulse
noise. For the same conditions of exposure, variability
across individuals can exceed 70 dB.30,34 The tym-
panic membrane may account for part of this vari-
ability. At high levels of exposure (i.e., >160 dB for
the chinchilla) the tympanic membrane (TM) can rip,
which in turn leads to poorer transmission of energy
through the middle ear and eventually smaller hair cell
losses and less hearing loss.

There are other data30 that show differences in TTS
of 60 dB or more for subjects given the same exposure.
Figure 3 shows individual animal data from chinchillas
exposed to reverberant impulses at either 99- or 120-
dB peak SPL. In the 120-dB exposure group there
is a 60-dB range in the level of ATS measured at
0.5 kHz, while in the same animals tested at 8 kHz the
range of the data is only about 20 dB. At the lower
exposure level, one animal tested at 8 kHz did not
develop ATS, while animal 1090 developed more than
a 60-dB shift.

The extent of the variability in animal and con-
trolled human studies has its parallels in demographic
survey data. For example, Taylor and Pelmear,35 from
a carefully controlled survey in the drop forging indus-
try, found variability so large as to preclude any mean-
ingful description of data trends. Some typical data
from the Taylor and Pelmear study illustrate the prob-
lem and are presented in Fig. 4.

5 ANATOMICAL AND PHYSIOLOGICAL
CORRELATES

Hawkins36 has made the case that the morphology
of cochlear sensory cell lesion appears the same
regardless of whether the lesion was induced by drugs,
aging, or noise. However, this generalization does
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Figure 3 Asymptotic threshold shift at 0.5 kHz and 8.0 kHz in individual chinchillas exposed to two different levels of
reverberant B-type impulses.30

not cover some of the effects caused by impulse
noise. Spoendlin37 discussed the intensity levels of
continuous and impulse noise required to cause direct
mechanical damage to the organ of Corti and concludes
that a critical level for the guinea pig for both
continuous and impulse noise stimulation occurs at
about 130 dB SPL. A graphic demonstration of the
type of severe mechanical damage that can be seen
following impulse noise exposure is shown in Fig. 5.

Figure 5 shows a scanning electron micrograph of
the first turn of a chinchilla cochlea.38 The animal was
sacrificed within minutes of exposure. The figure illus-
trates the ripping of the organ of Corti from its attach-
ments to the basilar membrane that can occur after a
very brief but intense stimulation (approximately 100
impulses, at a rate of two impulses/minute at 160 dB
SPL; the impulse has a 1.5-ms A duration). This type
of damage is different from that observed following
exposure to lower level continuous noise. This pro-
gression of changes that follow such severe mechan-
ical damage (Fig. 5) is also probably different.39 For
exposure to continuous noise of a high level (above

120 dB) there are data showing “mechanically induced
lesion,”40 such as breaking of tight cell junctions, rip-
ping of membrane, and so forth. Presumably, a severe
metabolic disturbance in the cochlea results from the
intermixing of perilymph and endolymph; and this dis-
turbance to the biochemical balance leads to additional
morphological changes. A similar set of conclusions
was drawn by Schmeidt et al.,41 who studied the dis-
turbance of peroxidase in guinea pig cochlea following
exposure to 164-dB impulses. Some insight into the
progression of damage following impulse noise expo-
sure can be obtained from the results of Kellerhals,42

who exposed guinea pigs to gunfire, and Hamernik
and Henderson,20 who exposed guinea pigs to 50
impulses of approximately 161 dB per SPL. Both stud-
ies showed that sensory cells were lost over a period
of up to 30 days.

A somewhat unusual set of result was obtained
by Reinis,43 who observed bleeding in the scala
tympani of mice exposed to long-duration (120-ms)
impulses. The occurrence of bleeding increased with
peak levels of the impulse between 143 and 179 Pa
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manent threshold shifts in decibels at 4 kHz for workers
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The solid line represents the predictions of the EEH.

Figure 5 Scanning electron micrograph showing exten-
sive tearing of the organ of Corti following blast wave
exposures at 160 dB. The animal was sacrificed immedi-
ately after exposure. Outer and inner hair cells and their
supporting elements (s) are torn loose from the basilar
membrane. TM = tectorial membrane, H = Hensen cells.
The insert shows an entire turn of the fractured organ of
Corti.

(i.e., approximately 139 dB re: 20 µPa). Detailed
histology of the cochlea was not presented.

The difference audiological and anatomical effects
produced by exposure to impulse or continuous noise
are primarily a function of the intensity of the noise,
that is, high-level continuous noise (greater than an A-
weighted sound pressure level of 120 dB) may also
produce mechanical damage. However, the point of
this section is that in practice it is unusual to find
widespread exposures of humans to continuous noise
levels in excess of 120 dB, while the contrary is true
for impulse noise exposures.

6 PARAMETERS OF AN IMPULSE AND THEIR
RELATIONS TO NIPTS

An understanding of the relationship between the
various parameters of an impulse and the resultant
noise induced permanent threshold shift (NIPTS) is
essential to the development of noise standards for
impulse noise exposures. In the United States, Canada,
and the United Kingdom, the most accepted damage
risk criteria (DRC) for impulse noise were developed
in a joint effort with U.S and British scientists.2
This DRC reflected a synthesis of the relatively
few experimental results and observations that were
available at the time. A 10-dB correction for a 100-
fold change in the number of impulses was suggested
and was incorporated in the Committee on Hearing
and Bioacoustics (CHABA)44 recommendations. For
the purposes of this review, the Coles et al.2 DRC
provides a framework for organizing the results of
a diverse set of experiments. The DRC developed
by Smoorenburg45 or Pfander8 could also serve this
purpose.

The following sections review the data from various
parametric studies that considered the parameters of
amplitude, duration, number of impulses, repetition
rates, and rise time. The insights from this review
are more applicable as guidelines for research rather
than data for noise standards because it is difficult to
compare the results of experimental animal studies,
human TTS experiments, and demographic data and
arrive at definitive conclusions.

6.1 Amplitude

The peak amplitude of an impulse noise exposure is a
primary consideration in many of the available damage
risk criteria (DRC).2,8,46 However, there is not a simple
relationship between the amplitude of an impulse and
either cochlear damage or hearing loss.

Impulse noise experiments on human subjects using
TTS are ethically limited to exposures that will
produced only mild levels of TTS (i.e., 20 to 25 dB).
In a systematic study by Tremolieres and Hetu47

subjects were exposed to impact noise ranging from
107 to 137 dB. Over the 30-dB intensity range of the
exposure, the average TTS increased about 15 dB or
0.5 dB per decibel of noise. Tremoliers and Hetu47

hypothesized that the growth of TTS with exposure
level was related to a power law. The Tremoliers and
Hetu results build on the observation of McRobert
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and Ward33 who reported that a given impulse had
a critical level, and that exposures to a few impulses
above the critical level produced a considerable effect
while exposure to a large number of impulses below
the critical level had little effect.

Systematic data for humans are not available, but
some insight can be gained from animal experiments.30

Four groups of chinchillas were exposed for a week to
reverberant impulses (150-ms B duration) of 99, 106,
113, or 120 dB. Figure 7 shows that the level of ATS
grows considerably slower than from 113 to 120 dB.
Furthermore, there was significantly more PTS and
cochlear damage in the 120-dB group. The break in the
function shown in Fig. 9 might reflect a change in the
cochlear processes underlying noise-induced hearing
loss.

There are trends in the human demographic data
that parallel the rapid growth of heating loss following
exposure to impulse noise or noise environments
containing impulsive components. Ceypek et al.48

reported the permanent threshold shift of workers who
developed a large hearing loss (approximately 50 dB)
at 4 and 6 kHz within 1 to 2 years. The level of the
loss was stable for many years and only spread to lower
frequencies. Taylor and Pelmear35 performed a careful
demographic study of Scottish workers exposed to a
combination of impact and background noise. Aside
from the extreme variability, one noteworthy aspect of
their results is that for a change of 20 dB in the noise
exposure there is an average change of 50 dB in the
observed hearing loss (Fig. 4).

Finally, when one compares two commonly cited
demographic studies that relate the A-weighted sound
pressure level of exposure to hearing level, for
example, the data of Passchier-Vermeer49 and Burns
and Robinson,50 the former has a considerably steeper
slope and greater hearing loss for presumably the
same exposure (Fig. 6). However, in the Burns
and Robinson50 data, the exposures were devoid of
impulsive components, while the Passchier-Vermeer49

results are from heterogeneous noise conditions. The
data from the Taylor and Pelmear35 and Kuzniarz51

studies are also plotted in Fig. 7. These studies are
based on workers exposed to noise environments con-
taining impulses; and in both cases, the Passchier-
Vermeer curve is a better predictor of eventual hearing
loss. Interpretation of the Ceypek et al.,48 Taylor and
Pelmear,35 and Passchier-Vermeer49 surveys is made
difficult by the variability of the demographic stud-
ies, but they are in agreement with controlled labora-
tory experiments that show that the rate of growth of
hearing loss may be accelerated when individuals are
exposed to noise environments that contain impulsive
noise, as compared to the acquisition of heating loss
with exposure to continuous noise alone.

6.2 Duration
The Coles et al.2 DRC (Fig. 1) specifies two durations;
that is, the A duration is the duration of the first
overpressure in a Friedlander or blast wave, and
the B duration is the time between the peak of
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an impact and the point 20 dB down on the decay
of a reverberant impulse waveform. An implicit
assumption in the Coles et al.2 DRC, as well as later
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formulations by Pfander7 and Pfander et al.,8 is the
longer duration impulses are more dangerous than the
shorter duration impulses. While there is experimental
support for this relationship, it is difficult to separate
the importance of the impulse duration from the
spectral content of an impulse. For A-type impulses,
the duration is directly related to the spectrum of the
impulse. Thus short-duration impulses have spectra
that contain predominantly high-frequency energy
and are inefficiently transmitted by the middle ear
system. For longer duration impulses (1 ms), the DRC
line for A-duration waves plateaus with increasing
duration because the distribution of acoustic energy
in the impulse is changed with the addition of lower
frequencies. Price52 has suggested modifying the DRC
to account for the resonant characteristic of the external
meatus, which could enhance the transmission of an
A-duration impulse in the range of 100 µs. The B-
duration criterion line continues downward because the
overall energy of the impulse at audible frequencies
increases in proportion to the duration of the impulse.

There are very few systematic tests of the validity
of the Coles et al.2 DRC, but limited data from humans
and chinchillas show that the duration of an impulse is
related to the traumatic effects of the exposure, and the
general slope of the line seems to be reasonable. Two
recent human studies support the amplitude/duration
trade-off. Tremolieres and Hetu47 exposed subjects to
impact noise ranging in amplitude from 107 to 137 dB
with durations of 20 to 200 ms (the duration is the time
from the impulse B-weighted peak level to the 8.7
dB down point). Yamamura et al.53 exposed subjects
to B-type impulses of either 100 or 105 dB with B
durations of either 10, 50, or 100 ms. Both of these
studies limited the TTS of the subjects to low levels
(approximately 20 dB), but the trend was clear; for
equal amplitudes, longer duration impulses produce
more TTS. These results were confirmed by Hamernik
and Henderson.54

We do not have enough data (i.e., different
signatures or varied numbers) to develop an empirical
relation between the number of impulses and the
resulting hearing loss. None of the presently proposed
DRC treats the rate of presentation, or the temporal
pattern of an impulse noise exposure as a critical
variable. The literature suggests two important factors
that vary with time: the acoustical reflex and the rate
of recovery of cochlear homeostasis following the
presentation of an impulse. There results are consistent
with earlier studies by Ward et al.,32 Perkins et al.,6

Price,55 and Hynson.5

7 EQUAL ENERGY HYPOTHESIS

The equal energy hypothesis (EEH) has been expanded
from the Eldred et al.56 principal of constant energy
and developed as a generalized scheme for evaluating
most exposures where the total energy of an exposure
(power × time) is used as a predictor of hearing loss.
Recently, a direct test of the EEH for impulse noise
was performed using “realistic” exposures. In the first
experiment,24 chinchillas were exposed for 5 days

to one of four conditions: four impulses/second at
107 dB, one impulse/second at 113 dB, one impulse
every four seconds at 119 dB, and one impulse every
16 seconds at 125 dB (Fig. 8).

In the second experiments (Fig. 9), chinchillas were
exposed to the same class of impulse as in Fig. 8,
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but the rate of presentation was held constant at
one impulse/second and the duration of the exposure
varied. All these exposures had the same acoustic
energy but, if hearing loss was dependent on the total
energy, then all groups should have the same levels
of ATS. However, in both experiments there is an
especially large increase in hearing loss (30 to 40 dB)
when the level of noise is increased from 119 to

125 dB, and this large increment may reflect a chance
in the underlying mechanism of the hearing loss.

8 INTERACTION OF IMPULSE AND
CONTINUOUS NOISE

Impulse/impact noise also presents a heightened risk
when they occur with background noise (approxi-
mately an A-weighted sound pressure level of 85 to 95
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dB). Experimental studies have shown that exposure to
combinations of relatively benign impact and contin-
uous noise can lead to multiplicative interactions with
hearing loss and cochlear damage with the effects of
the combination exposure being greater than the simple
additive effects of impulse or continuous noise.

The interaction may be a factor in demographic
studies. For example, the workers in the Passchier-
Vermeer study57 had substantially more hearing loss
than workers in the Burns and Robinson study,50

who were exposed to nominally the same amount
of acoustic energy. Interestingly, the subjects of
Passchier-Vermeer57 were exposed to noise that had
combinations of impact and continuous noise, while
the subjects of Burns and Robinson50 were exposed
to more stationary continuous noise. The enhanced
danger associated with combination noise exposures
may be quantified by measuring the kurtosis of a
noise exposure. Lei et al.58 have shown that the
kurtotic values of a noise, as well as the energy
of the exposure, are important predictors of hearing
loss. Lei et al.58 showed that non-Gaussian noise
exposures would produce more trauma than energy
and spectrally equivalent Gaussian exposures. The
non-Gaussian character of the noise was produced
by the insertion of high-level noise bursts or impact
transients into the otherwise Gaussian noise. They
showed that the increased trauma was related to the
kurtosis, β(t), of the non-Gaussian signal (Fig. 10).
These and other animal model experiments59 as well as
industrial epidemiological data60 suggest limitations on
the use of energy-based metrics such as the Leq, which
are the foundation of current international standards.

In summary, exposure to certain blast and impact
noise of different parameters, for example, level,
duration, and temporal pattern, produces conditions
of TTS and PTS that are frequently inconsistent with
the EEH. However, at lower levels of exposure, there
are combinations of certain parameters of impact
noise that do produce results consistent with the
EEH.61 Unfortunately, we simply do not have enough
systematic data to delineate the range of conditions
where the EEH is appropriate. For practical reasons,
it is important to learn the boundary conditions of the
EEH because the basic ideas behind the EEH are easy
to incorporate into measurement schemes and noise
standards.
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CHAPTER 28
EFFECTS OF INTENSE NOISE ON PEOPLE
AND HEARING LOSS

Rickie R. Davis and William J. Murphy
National Institute for Occupational Safety and Health
Cincinnati, Ohio

1 INTRODUCTION

The purpose of this chapter is to provide an overview
of the effects of noise on people and their hearing.
Noise is a universal problem that damages hearing and
impacts quality of life. Most industrial environments
have noise as a component. This chapter will provide
an introduction to the functioning of the peripheral
auditory system, protective mechanisms of the ear,
noise damage and how it is assessed, and some
discussion of how noise regulations are determined.

2 NOISE AND THE EAR

A number of works have reviewed the interaction of
the ear and noise1,2 and other information resources
such as websites (e.g., www.cdc.gov/niosh/topics/
noise) are available.

Noise is most commonly defined as unwanted
sound or acoustic energy. However, acoustical descrip-
tions usually characterize noise by its intensity, its
frequency spectrum, and its temporal signature. Com-
mon terms are wideband noise, white noise, pink noise,
and octave-band noise.3 These terms refer to the width
and shape of the frequency spectrum. Temporal signa-
tures are impact and impulse noise and intermittent
and continuous noise.

The mammalian ear is anatomically divided into
three parts: the outer ear or pinna and ear canal, which
ends at the tympanic membrane (or eardrum), the air-
filled middle ear containing three bones or ossicles, and
the inner ear or cochlea. The cochlea is fluid-filled and,
in mammals, is shaped like a snail shell. The cochlea
contains the outer and inner sensory hair cells and the
basilar membrane. The outer and inner sensory hair
cells differ in their shape, structural support, VIIIth
nerve innervation patterns, and function. The hair
cells are so-called because they have tiny structures,
stereocilia, on their apical surface consisting of stiff
actin rods that resemble hairs. The hair cells are
arranged in four rows the length of the cochlea: one
row of inner hair cells and three rows of outer hair
cells. The stereocilia of the third row of outer hair cells
are embedded in an overlying gelatinous membrane
called the tectorial membrane.

Acoustical vibrations in air set the tympanic mem-
brane into motion and the vibrations are transmitted
through the middle ear bones (the ossicles). These
bones serve as an impedance-matching transformer
between the gas medium of the atmosphere and the
liquid medium of the cochlea and provide about 30

dB of gain. These vibrations then set the fluid of the
cochlea into motion. The fluid acts upon the basilar
membrane and the hair cells. Low-level vibrations are
enhanced through active negative damping of the outer
hair cells. Vibrations are then transduced to electro-
chemical energy by the inner hair cells and are trans-
mitted as action potentials via the acoustical nerve to
the brain. Each inner hair cell represents a place on
the basilar membrane and each place represents a par-
ticular acoustic frequency. The reader is referred to
Dallos,4 Pickles,5 and other writings on the ear for a
more complete exposition.

The average human cochlea is insensitive to
acoustic energy below about 20 Hz and above 20 kHz.
Below 20 Hz humans often feel high-level acoustic
energy as whole-body vibration. Above the high-
frequency limit of the human (about 20 kHz in young
ears), there is usually no sensation associated with the
acoustic energy.

Depending upon the frequency of the sound, the
ear is capable of detecting sounds less than 0 dB
SPL (sound pressure level, dB referenced to 20 µPa).
(Often youngsters can hear certain pure tones at −10 or
even −20 dB SPL in the 1 to 3 kHz frequency range.)
The threshold of pain for the ear is somewhere around
130 dB. Since the decibel scale is logarithmic, this
represents an extremely wide dynamic physical range
of sound intensity with a ratio of quietest stimulus to
the threshold of pain of more than 1 trillion.

Protective Mechanisms The cochlea can be per-
manently damaged by high levels of sound. The audi-
tory periphery has several mechanisms that provide
some protection against loud sounds. These mecha-
nisms include the malleus–incus joint, the stapedal
annular suspensory ligament, the middle ear muscles
(or the acoustical reflex), the olivocochlear pathway,
and cellular scavengers of reactive oxygen species.

The ossicles consist of the malleus (or hammer),
incus (or anvil), and stapes (or stirrup) bones. The joint
between the malleus and the incus is held together by
a ligament. Normally this joint is tightly held together
so the malleus and incus move as a unit. At very high
acoustical levels this joint allows the two bones to slip
against each other, reducing transmission of acoustic
energy through the ossicular chain. In addition, Price6

has documented that the stapes bone is held against the
oval window membrane of the cochlea by the annular
suspensory ligament. This ligament acts as a nonlinear
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spring, limiting the inward motion of the stapes and
energy to the cochlea.

Located within the middle ear are two tiny muscles:
the tensor tympani muscle is attached to the long
process of the malleus and the stapedius muscle
attached to the protuberance of the stapes—two of the
bones of the ossicular transmission chain. In humans,
contraction of the stapedius muscle, activated by the
acoustical reflex arc, causes a stiffening of the ossicular
chain transmission path and an increase in acoustic
impedance. This leads to a reduction of acoustic energy
presented to the cochlea. Unfortunately, the contraction
requires tens of milliseconds,30 adapts after a few
seconds, and reduces the input by only 10 to 15 dB
mainly in sounds below 1500 Hz. Thus the acoustical
reflex is not a good substitute for an ear plug or muff
in an industrial environment. A small percentage of
the population does not exhibit an acoustical reflex.

A second reflex arc, which changes the gain of
the outer hair cells, may play a protective role in
the ear.7 The efferent olivocochlear bundle of nerve
fibers originate from cell bodies in the pons of the
midbrain. These efferent fibers synapse on the outer
hair cells. These fibers derive their functional input
from the auditory nerve. As the level of stimulation
increases, the feedback to the outer hair cells changes
the outer hair cell stiffness and reduces the input
to the inner hair cells. In a population there are
differing levels of outer hair cell drive from the
olivocochlear bundle. Maison and Liberman8 showed
in guinea pigs that those individuals possessing strong
levels of olivocochlear bundle effect had decreased
vulnerability to noise-induced hearing loss. Those
individuals who had lower levels of olivocochlear
bundle drive sustained a permanent threshold shift
up to 40 dB greater than an individual with strong
olivocochlear reflex drive. Normally, the olivocochlear
bundle feedback functions at relatively low levels of
sound producing a minor 0.5- to 1.5-dB attenuation
when electrically stimulated under normal conditions.
The purpose of the olivocochlear feedback loop is
still controversial, and some authors argue against a
protective role in high-level acoustical stimulation.9

The hair cells of the cochlea are prodigious con-
sumers of oxygen. By-products of high oxygen use
are the free-radical, reactive oxygen species.10 Once
generated, these extremely reactive versions of oxy-
gen immediately interact with DNA (deoxyribonu-
cleic acid), lipids and proteins. These interactions
lead to damage of cellular components. This damage
can result in death of the hair cell through apopto-
sis (programmed cell death).11,12 Animal studies have
shown that providing scavengers for free-radical oxy-
gen species prior to and just after noise exposure can
reduce the level of hearing threshold change.13,14 Free-
radical scavengers are the local protection accorded the
cochlea against insult by a high-level noise. Presently
companies are marketing over-the-counter compounds
for use by noise-exposed people to prevent noise-
induced hearing loss. There is presently no human
evidence of prophylactic effects for any compound or
food supplement to prevent or reduce noise-induced

hearing loss, but this evidence may be forthcom-
ing. In 2004 the U.S. Army funded a double-blind
study in human volunteers looking for these protective
effects.15

Although all of these mechanisms work in concert
to reduce damage to the ear, they are inadequate
for long-term protection in an industrial or military
environment. Only by reducing exposure to noise can
hearing be preserved.

3 AUDITORY AFTEREFFECTS OF NOISE
Figure 1 is a simple model of how the ear reacts
to noise. The left-hand portion of the curve is the
safe zone of the ear—noises in this range cause no
measurable damage in normal people. Most people live
in this range on a day-to-day basis.

Temporary threshold shift (TTS) is a change in
absolute hearing threshold due to exposure to a higher
level noise that resolves to no measurable threshold
shift after some period of time. This recovery time
can be from minutes to days. An intense noise
exposure results in a combined threshold shift (CTS)
that contains both TTS and permanent threshold shift
components.

Noise of sufficient intensity and appropriate fre-
quency can produce a permanent reduction of sensi-
tivity of the ear to sound, also known as a permanent
threshold shift , or PTS. This area of risk is repre-
sented in the right-hand portion of the curve of Fig. 1.
Noise at this level can cause immediate damage to
the sensory cells and supporting cells of the cochlea.
This damage results in loss of outer hair cells due to
necrosis or death due to mechanical overstimulation.
Using microscopic carbon particles in chinchilla ears,
Ahmad16 showed that tiny holes were developed in the
reticular lamina (upper surface of the organ of Corti) of
the noise-damaged cochlea. These tiny holes allowed

Figure 1 Theoretical noise damage curve. X axis is
increasing sound pressure level. Y axis is increasing
damage (may be shift in audiometric threshold or damage
to hair cells). Left side of curve shows little or no damage
due to noise. The middle section shows damage linearly
increasing with noise exposure. The right section of the
curve shows effect of extremely high noise exposures that
asymptote with higher noise levels.
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for the movement of the carbon particles from the fluid
space at the tops of the hair cells to the fluid space
around the hair cells. Presumably, this also allowed
for the mixing of the fluids contained in these spaces
(endolymph and perilymph). These fluids are very dif-
ferent in chemical composition and their mixing leads
to death of the hair cells, or necrosis.

An intermediate level of sound can produce either
TTS or PTS—the linear, central portion of Fig. 1.
Currently there is little understanding of how TTS
progresses to PTS or even if they are related. Detailed
light and electron microscopy of the cochlea17 has
found no consistent changes in either inner or outer
hair cells, which correlate with the psychophysical and
electrophysiological changes measured in the auditory
threshold.

The regulatory community accepts that TTS is an
early predictor or a process of PTS. However, TTS
has proven to be a poor predictor of PTS both in
animal and epidemiologic studies of humans exposed
to noise.18 The underlying mechanisms for TTS and
PTS are not likely the same. New techniques and
research may provide a better understanding of this
complex problem.

Within this linear portion of the graph (Fig. 1) the
equal-energy hypothesis (EEH) tends to function well
for continuous noise. In effect, this hypothesis says
that equivalent hearing losses (generally PTS) can be
produced by a low-level noise exposure over a long
time and a high-level noise exposure over a short time.
This hypothesis assumes that the ear integrates acoustic
energy over some time period—usually 24 h. Thus,
from the ear’s perspective, a 1-h exposure at some
sound intensity is equivalent to exposure to a sound
intensity that is 3 dB less for 2 h. This is called a
time–intensity trading ratio or simply trading ratio.

In the United States the linear range of this function
is declared by regulations to have A-weighted sound
pressure levels in the range of 90 to 120 dB. Table 1
demonstrates the difference in exposure times permitted
between a 5-dB time–intensity trading ratio and a 3-
dB ratio. Rather than using a physics-based 3 dB as
the doubling rate, U.S. government regulators use 5 dB,
under the assumption that workers will get breaks from

Table 1 Demonstration of Differences in Permissible
Exposure Times for a 5-dB Trading Ratio versus a
3-dB Trading Ratio

Time of
Permissible
Unprotected
Exposurea

5-dB Intensity/Time
Trading

Ratio (dB)

3-dB Intensity/Time
Trading

Ratio (dB)

8 h 90 90
4 h 95 93
2 h 100 96
1 h 105 99

30 min 110 102
15 min 115 105
7.5 min 120 108

a Current U.S. OSHA regulations.

the noise during the day, allowing for recovery. Most
countries today use a 3-dB trading ratio.

Determining the maximum acoustic energy a
worker may be exposed to is a tricky political and sci-
entific exercise. There are workers in the population
so susceptible to noise that reduction of noise expo-
sure would be economic and technologically infea-
sible. Subjecting normal workers to such abatement
procedures would result in communication difficulties.
On the other hand by setting the maximum exposure
level higher indicates the amount of workers’ hear-
ing society is willing to sacrifice. Regulations are a
compromise of economics, science, and politics.

The model in Fig. 1 is a reasonable first approxima-
tion for one person. However, in populations there are
people for whom the entire curve may be displaced to
the left (equal damage occurs at lower energy levels;
labeled Sensitive in Fig. 2) or displaced to the right
(exposure to higher energy levels causes less damage
to the ear; labeled Resistant in Fig. 2). Currently, there
is no way of predicting the sensitivity of a particular
person’s ears to noise. Only post hoc analysis can tell
us if someone has particularly vulnerable (glass) or
particularly resistant (iron) ears.

Figure 2 Three theoretical noise damage curves as in
Fig. 1. The left most curve demonstrates the effects
of noise on a susceptible individual. The middle curve
demonstrates the effects of noise on someone with normal
susceptibility to noise (most of the population). The right
curve shows the effects on a person resistant to noise.
On the X axis arrow 1 points to the most protective
noise exposure level—virtually everyone is protected from
noise-induced hearing loss. Arrow 3 points to the most
economically feasible noise exposure level—at least from
the noise control view. The most susceptible workers in
the population would receive large hearing losses, the
normal (most) workers would receive a small hearing loss
and the resistant would receive little or no hearing loss.
Arrow 2 points to a compromise level—some of the
most susceptible individuals would still receive a hearing
loss, only a small portion of the normal (most) workers
would sustain a hearing loss, yet it would not require
as large of investment in engineering controls or hearing
conservation as level 1.
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The arrows on the x axis of Fig. 2 show how
difficult it is to set a noise exposure fence. A
regulation designed to protect the maximum number
of workers would enact the level denoted by arrow
1. Even the most susceptible workers would be
protected at this level. However, this would be
burdensome to employers in requiring massive layouts
in noise control. It would also be burdensome to
employees in that the normal or resistant workers
would be overprotected. Communication and safety
signal recognition may suffer. Database analyses such
as the International Organization for Standardization
(ISO) 1999 indicate that even at 80 dB SPL some
members of a population may incur a noise-induced
hearing loss. Arrow 3 denotes the most economic level.
At this level society is willing to sacrifice the hearing
of a small number of the normal workers and most of
the susceptible workers. A compromise is denoted by
arrow 2 in which the hearing of a certain proportion
of the normal and susceptible population is sacrificed.

The EEH is a reasonable first approximation as long
as the acoustic energy remains within the linear region
of the ear. Additional assumptions are that the ear
integrates the noise over a 24-h period. Schneider19

showed that the actin in the stereocilia of the hair
cells is completely replaced over a 2-day period,
which might indicate that sound exposure should be
integrated over 2 days rather than a single 24-h day
as is currently the practice. They also showed that the
actin is replaced from the tip of the stereocila rather
than the base as one would guess.

Noise exposure can also result in tinnitus—a ring-
ing or buzzing in the ears. Tinnitus can be thought
of as the ear’s pain response. Tinnitus can be present
temporarily or, with continued noise exposure, it can
become permanent. Current research places the gen-
erator of tinnitus in the central nervous system.20 A
working hypothesis is that cochlear input to the central
nervous system is removed as a result of damage, and
the brain produces a stimulus to replace that missing
input. Generally, the subjective experience of tinnitus
does not correlate with any sounds produced by the ear.
Tinnitus may also be caused by exposure to chemicals
(e.g., aspirin).

Susceptibility to noise-induced hearing loss is
known to be specific to the individual. Workers with
“tender” ears may be damaged by a particular noise
while their co-workers who seem to have “tough”
ears experience no damage. This effect is also seen in
experimental animals. Animal research indicates that
there are genetic predispositions to noise-induced hear-
ing loss.21 In the human population, no specific genes
have been directly linked to susceptibility to noise-
induced hearing loss. However, hearing disorders such
as Usher’s syndrome have a genetic basis.

One of the dangers of noise is that it may mask
important signals for the worker. In the previous edi-
tion of this chapter Ward22 presented a very complete
discussion of masking by noise. In general terms,
low-frequency noises are able to mask high-frequency
noises by the “upward spread of masking.” In work
settings the most important signals that are masked

are co-worker speech and safety/warning signals. (The
reduction of speech intelligibility by noise is complex
and requires a book of its own.) The use of hear-
ing protection and/or possession of a hearing loss,
along with masking noises significantly complicates
the acoustical environment and isolates the worker.
Workers commonly maintain that their inability to hear
speech, machinery, warning signals, and environmen-
tal sounds (e.g., “roof-talk” for underground mining) is
a barrier to the use of hearing protection devices.23 The
increased masking with increasing noise level coupled
with the TTS produced by noise exposure invalidates
such claims. The masking by noise and the benefits
of hearing protector use to reduce masking and TTS
must be demonstrated to workers to overcome their
reluctance to effectively use hearing protection.

4 NONAUDITORY EFFECTS—NOISE
AND THE BODY

Extremely loud blasts, usually encountered only in a
military setting, can produce enough acoustic energy
to damage internal organs. The ear, the gastrointestinal
tract, the upper respiratory tract, and the lungs
are particularly susceptible to blast damage because
they are air filled.24 Generally, the rank order of
susceptibility to damage is the ears, the lungs and the
gastrointestinal tract, which is least susceptible of the
three systems. Fifty percent of normal human tympanic
membranes will rupture in the 57- to 345-kPa peak
pressure range (190 to 200 dB SPL peak pressure).25

Blast overpressure injury of the lungs can result in
air emboli that can travel throughout the circulatory
system. Even contusions of the lungs by blast can be
life threatening. Blast overpressure lung injury may be
enhanced by body armor. Foam material may more
effectively couple the body to the acoustical event and
increase injury.26

In the civilian sector most nonauditory effects of
loud noise are related to psychological stress. Noise
is considered stressful if the person cannot control
it nor can they habituate to it.27. At low levels
unsignaled noise causes an orienting response. As
the level becomes louder, the person startles with an
increase in blood pressure and muscular contractions.
These reactions last a few seconds, with an interrup-
tion of ongoing activities. At high enough levels sleep
can be compromised, impacting quality of life. With
chronic exposure a stress reaction results in release of
the corticosteroids, which are part of the fight-or-flight
system.27 Researchers have noted statistically signifi-
cant increases in blood pressure for workers exposed
to noise greater than an A-weighted sound pressure
level of 75 dB.28

5 RISK ANALYSIS—NOISE AND THE
POPULATION

In the occupational noise setting, risk analysis attempts
to determine the shape of the noise–exposure response
curve for the entire worker population. If Fig. 1 is
generalized to the population, the analysis attempts to
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determine levels at which the population is relatively
safe and how much hearing damage will be produced
at various levels of noise exposure. Due to individual
susceptibility to noise and the inconsistent use of hear-
ing protection, this is never a straightforward exercise.
Risk analysis is very important for setting government
regulations and can have significant impact on costs
associated with protecting workers. In order to protect
the most susceptible segment of the population, costs
of hearing loss prevention programs may be doubled
or tripled.

Risk analysis of occupational hearing loss is an
important field of study and readers are referred to
Prince29 as a starting point.
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1 INTRODUCTION

Human responses to vibration determine the accept-
ability of vibration in many environments. There are
three categories of human exposure:

Whole-Body Vibration Where the body is sup-
ported on a vibrating surface (e.g., sitting on a seat
that vibrates, standing on a vibrating floor, or lying on
a vibrating surface).

Motion Sickness Caused by real or illusory move-
ments of the body or the environment at low frequency
(usually less than 1 Hz).

Hand-Transmitted Vibration Caused by pro-
cesses in industry, agriculture, mining, construction,
and transport where vibrating tools or workpieces are
grasped or pushed by the hands or fingers.

This chapter identifies the principal human responses
to vibration, summarizes methods of measuring,
evaluating, and assessing exposures to vibration, and
minimizing effects of vibration.

The vibration to which the human body is exposed
is usually measured with accelerometers and expressed
in terms of the acceleration, in metres per second per
second (i.e., m s−2, or m/s2). The vibration is measured
at the interface between the body and the surface in
contact with the body (e.g., on the seat beneath the
ischial tuberosities for a seated person; on a handle
held by the hand).

Some human responses to vibration depend on the
duration of exposure. The duration of measurement
of vibration may affect the measured magnitude of
the vibration when the conditions are not statistically
stationary. The root-mean-square (rms) acceleration is
often used, but it may not provide a good indication of
vibration severity if the vibration is intermittent, con-
tains shocks, or otherwise varies in magnitude from
time to time.

The responses of the body differ according to the
direction of the motion (i.e., axes of vibration). The
three directions of whole-body vibration for seated
and standing persons are fore and aft (x axis), lateral
(y axis), and vertical (z axis). Figure 1 illustrates the
translational and rotational axes for a seated person
and the axes of hand-transmitted vibration.
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Figure 1 Axes of vibration used to measure exposures to (a) whole-body vibration and (b) hand-transmitted vibration.
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2 WHOLE-BODY VIBRATION

Vibration of the whole body is produced by transport
(road, off-road, rail, sea, and air), by some indus-
trial machinery, and occurs in buildings. Whole-body
vibration can affect human comfort as well as the per-
formance of activities and health. An understanding
of these effects and means of minimizing unwanted
effects can be assisted by knowledge of the biody-
namics of the body.

2.1 Biodynamics

The human body is a complex mechanical system
that does not, in general, respond to vibration in
the same manner as a rigid mass: There are relative
motions between the body parts that vary with the
frequency and the direction of the applied vibration.
The dynamics of the body affect all human responses
to vibration. However, the discomfort, the interference
with activities, and the health effects of vibration
cannot be predicted solely by considering the body
as a mechanical system.

2.1.1 Transmissibility of the Human Body The
resonances of the body vary with the direction of
excitation, where the vibration is measured, as well
as the posture of the body and the individual. For
seated persons, there are resonances to the head at
frequencies in the range 4 to 12 Hz for vertical
vibration below 4 Hz with x-axis vibration, and below
2 Hz with lateral vibration.1,2 A seat back can alter the
transmission of vibration to the head and upper body
of seated people, and bending of the legs affects the
transmission of vibration to standing persons.

2.1.2 Mechanical Impedance of the Human
Body Point mechanical impedance of the seated
human shows a principal resonance for vertical vibra-
tion at about 5 Hz and, sometimes, a second resonance
in the range 7 to 12 Hz.3 This response means the
body cannot usually be represented by a rigid mass
when measuring (or predicting) the vibration transmit-
ted through seats. The mechanical impedance of the
body is generally nonlinear: The resonance frequency
reduces when the vibration magnitude increases.

2.1.3 Biodynamic Models A simple model with
one or two degrees of freedom can represent the point
mechanical impedance of the body, and dummies may
be constructed to represent this impedance for seat
testing. The transmissibility of the body is affected
by many more variables and requires more complex
models reflecting the posture of the body and the
translation and rotation associated with the various
modes of vibration.

2.2 Vibration Discomfort

Vibration discomfort depends on various factors in
addition to the characteristics of the vibration. It is
often sufficient to predict the relative discomfort of
different motions and not necessary to predict the
absolute acceptability of vibration.

2.2.1 Vibration Magnitude The absolute thresh-
old for the perception of vertical whole-body vibration
in the frequency range of 1 to 100 Hz is, very approx-
imately, 0.01 m s−2 rms; a magnitude of 0.1 m s−2

will be easily noticeable; magnitudes around 1 m s−2

rms are usually considered uncomfortable; magnitudes
of 10 m s−2 rms are usually dangerous. The precise
values depend on vibration frequency and the expo-
sure duration, and they are different for other axes of
vibration.

For some common motions, doubling the vibra-
tion magnitude approximately doubles the sensation of
discomfort.4 Halving a vibration magnitude can there-
fore produce a considerable reduction in discomfort.
For some motions, the smallest detectable change in
vibration magnitude (the difference threshold) is about
10%.5

2.2.2 Effects of Vibration Frequency and
Direction Frequency weightings take account of the
different sensitivity of the body to different frequen-
cies. British Standard 68416 and International Standard
26317 define similar procedures for predicting vibra-
tion discomfort. Figure 2 shows frequency weightings
Wb to Wf as defined in British Standard 6841; Inter-
national Standard 2631 suggests the use of Wk in place
of the almost identical weighting Wb. Table 1 shows
how the weightings should be applied to the 12 axes
of vibration illustrated in Fig. 1a. The weightings Wg

and Wf are not required to predict vibration discom-
fort: Wg has been used for assessing interference with
activities and is similar to the weighting for vertical
vibration in ISO 26318; Wf is used to predict motion
sickness caused by vertical oscillation.

Some frequency weightings are used for more than
one axis of vibration, with different multiplying factors
allowing for overall differences in sensitivity between
axes (Table 1). The frequency-weighted acceleration
should be multiplied by the multiplying factor before
the component is compared with components in
other axes, or included in any summation over
axes. The rms value of this acceleration (i.e., after
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Figure 2 Acceleration frequency weightings for whole-
body vibration and motion sickness as defined in BS
68416 and ISO 2631.7
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Table 1 Application of Frequency Weightings for the
Evaluation of Vibration with Respect to Discomfort

Input Position Axis
Frequency
Weighting

Axis Multiplying
Factor

Seat x Wd 1.0
y Wd 1.0
z Wb 1.0

rx (roll) We 0.63
ry (pitch) We 0.40
rz (yaw) We 0.20

Seat back x Wc 0.80
y Wd 0.50
z Wd 0.40

Feet x Wb 0.25
y Wb 0.25
z Wb 0.40

frequency weighting and after being multiplied by the
multiplying factor) is called a component ride value.
In order to obtain an overall ride value, the root-sums-
of-squares of the component ride values is calculated:

Overall ride value =
[∑

(component ride values)2
]1/2

Overall ride values from different environments can
be compared with each other, and overall ride values
can be compared with Fig. 3 showing the ranges of
vibration magnitudes associated with varying degrees
of discomfort.

2.2.3 Effects of Vibration Duration The rate
of increase in discomfort with increase in vibration
duration may depend on many factors, but a simple
fourth-power time dependency is used to approximate
the change from the shortest possible shock to a
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Figure 3 Scale of vibration discomfort from British
Standard 68416 and International Standard 2631.7

Table 2 Vibration Dose Values at Which Various
Degrees of Adverse Comment May Be Expected in
Buildings

Place

Low
Probability
of Adverse
Comment

Adverse
Comment
Possible

Adverse
Comment
Probable

Critical working areas 0.1 0.2 0.4
Residential 0.2–0.4 0.4–0.8 0.8–1.6
Office 0.4 0.8 1.6
Workshops 0.8 1.6 3.2

Source: Based on International Standard 2631 Part 2
(1989) and British Standard 6472 (1992)4,9,10

full day of vibration exposure [i.e., (acceleration)4 ×
duration = constant, see Section 2.4.2].

2.2.4 Vibration in Buildings Acceptable magni-
tudes of vibration in some buildings are close to vibra-
tion perception thresholds. The acceptability of vibra-
tion in buildings depends on the use of the building
in addition to the vibration frequency, direction, and
duration. Using the guidance in ISO 2631 Part 2,9 it
is possible to summarize the acceptability of vibra-
tion in different types of buildings in a single table
of vibration dose values (see BS 6472; Table 210).
The vibration dose values in Table 2 are applicable
irrespective of whether the vibration occurs as a con-
tinuous vibration, intermittent vibration, or repeated
shocks.

2.3 Interference with Activities
Vibration can interfere with the acquisition of infor-
mation (e.g., by the eyes), the output of information
(e.g., by hand or foot movements), or the complex cen-
tral processes that relate input to output (e.g., learning,
memory, decision making).

2.3.1 Effects of Vibration on Vision Reading
a book or newspaper in a vehicle may be difficult
because the paper is moving, the eye is moving, or
both the paper and the eye are moving. There are
many variables affecting visual performance in these
conditions: It is not possible to adequately represent
the effects of vibration on vision without considering
the effects of these variables.4

2.3.2 Manual Control Writing and other complex
control tasks involving hand control activities can also
be impeded by vibration. The characteristics of the
task and the characteristics of the vibration combine to
determine effects of vibration on performance: A given
vibration may greatly affect one type of control task
but have little affect on another. The effects of vertical
whole-body-vibration on spilling liquid from a hand-
held cup are often greatest close to 4 Hz; the effects
of vibration on writing speed and writing difficulty
are most affected by vertical vibration in the range 4
to 8 Hz.11 Although 4 Hz is a sensitive frequency for
both drinking and the writing tasks, the dependence on
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frequency of the effects of vibration are different for
the two activities.

International Standard 2631 offered a fatigue-
decreased proficiency boundary as a means of predict-
ing the effects of vibration on activities.8 A complex
time-dependent magnitude of vibration was said to
be “a limit beyond which exposure to vibration can
be regarded as carrying a significant risk of impaired
working efficiency in many kinds of tasks, particu-
larly those in which time-dependent effects (“fatigue”)
are known to worsen performance as, for example,
in vehicle driving.” Vibration may influence “fatigue,”
but there is, as yet, little evidence justifying the com-
plex fatigue-decreased proficiency boundary presented
in this standard.

2.3.3 Cognitive Performance Simple cognitive
tasks (e.g., simple reaction time) appear to be unaf-
fected by vibration, other than by changes in arousal
or motivation or by direct effects on input and output
processes. This may also be true for some complex
cognitive tasks. However, the scarcity of experimen-
tal studies and the diversity of findings allows the
possibility of real and significant cognitive effects of
vibration.

2.4 Health Effects

Disorders have been reported among persons exposed
to vibration in occupational, sport, and leisure activi-
ties. The studies do not agree on the type or the extent
of disorders, and the findings have not always been
related to appropriate measurements of vibration expo-
sure. However, it is often assumed that disorders of the
back (back pain, displacement of intervertebral disks,
degeneration of spinal vertebrae, osteoarthritis, etc.)
may be associated with vibration exposure.4,12 There
may be several alternative causes of any increase in
disorders of the back among persons exposed to vibra-
tion (e.g., poor sitting postures, heavy lifting). It is
often not possible to conclude confidently that a back
disorder is solely, or primarily, caused by vibration.13

2.4.1 Evaluation of Whole-Body Vibration The
manner in which the health effects of oscillatory
motions depend upon the frequency, direction, and
duration of motion is currently assumed to be similar
to that for vibration discomfort. However, it is assumed
that the total exposure, rather than the average
exposure, is important.

2.4.2 Assessment of Whole-Body Vibration
British Standard 68416 and International Standard
26317 give guidance on the severity of exposures to
whole-body vibration. There are similarities between
the two standards, but the methods within ISO 2631
are internally inconsistent.14

British Standard 6841 British Standard 6841
defines an action level for vertical vibration based
vibration dose values.6 The vibration dose value uses a
fourth-power time dependency to accumulate vibration

severity over the exposure period from the shortest
possible shock to a full day of vibration:

Vibration dose value =



t=T∫

t=0

a4(t) dt




1/4

where a(t) is the frequency-weighted acceleration. If
the exposure duration (t , seconds) and the frequency-
weighted rms acceleration (arms, m s−2 rms) are known
for conditions in which the vibration characteristics are
statistically stationary, it can be useful to calculate the
estimated vibration dose value, eVDV:

Estimated vibration dose value = 1.4armst
1/4

The eVDV is not applicable to transients, shocks, and
repeated shock motions in which the crest factor (peak
value divided by the rms value) is high.

No precise limit can be offered to prevent disorders
caused by whole-body vibration, but British Standard
68416 (p. 18) offers the following guidance:

High vibration dose values will cause severe
discomfort, pain and injury. Vibration dose values
also indicate, in a general way, the severity of the
vibration exposures which caused them. However
there is currently no consensus of opinion on
the precise relation between vibration dose values
and the risk of injury. It is known that vibration
magnitudes and durations which produce vibration
dose values in the region of 15 m s−1.75 will
usually cause severe discomfort. It is reasonable
to assume that increased exposure to vibration will
be accompanied by increased risk of injury (p. 18).

An action level might be set higher or lower
than 15 m s−1.75. Figure 4 shows this action level for
exposure durations from one second to one day.

International Standard 2631 International Stan-
dard 26317 offers two different methods of evaluating
vibration severity with respect to health effects, and
for both methods there are two boundaries. When
evaluating vibration using the vibration dose value,
it is suggested that below a boundary corresponding
to a vibration dose value of 8.5 m s−1.75 “health
risks have not been objectively observed,” between
8.5 and 17 m s−1.75 “caution with respect to health
risks is indicated,” and above 17 m s−1.75 “health
risks are likely.” The two boundaries define a VDV
health guidance caution zone. The alternative method
of evaluation in ISO 2631 uses a time dependency
in which the acceptable vibration does not vary with
duration between 1 and 10 min and then decreases in
inverse proportion to the square root of duration from
10 min to 24 h. This method suggests an rms health
guidance caution zone, but the method is not fully
defined in the text, it allows very high accelerations
at short durations, it conflicts with the vibration dose
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Figure 4 Comparison between the health guidance caution zones for whole-body vibration in ISO 2631-1 (1997) (3 to
6 m s−2 rms; 8.5 to 17 m s−1.75), 15 m s−1.75 action level implied in BS 6841 (1987), the exposure limit values and exposure
action values for whole-body vibration in the EU Physical Agents (Vibration) Directive.6,7,15

value method and cannot be extended to exposure
durations below 1 min (Fig. 4).

With severe vibration exposures, prior considera-
tion of the fitness of the exposed persons and the
design of adequate safety precautions may be required.
The need for regular checks on the health of routinely
exposed persons may also be considered.

2.4.3 EU Machinery Safety Directive The
Machinery Safety Directive of the European Com-
munity (89/392/EEC) states that machinery must be
designed and constructed so that hazards resulting from
vibration produced by the machinery are reduced to
the lowest practicable level, taking into account tech-
nical progress and the availability of means of reducing
vibration.16 The instruction handbooks for machinery
causing whole-body vibration must specify the equiv-
alent acceleration to which the body is exposed where
this exceeds some stated value (for whole-body vibra-
tion this is currently a frequency-weighted acceleration
of 0.5 m s−2 rms). The relevance of any such value
will depend on the test conditions to be specified in
other standards. Many work vehicles exceed this value
at some stage during an operation or journey. Standard-
ized procedures for testing work vehicles are being
prepared; the values currently quoted by manufactur-
ers may not always be representative of the operating
conditions in the work for which the machinery is used.

2.4.4 EU Physical Agents Directive (2002) In
2002, the Parliament and Commission of the European
Community agreed on “minimum health and safety
requirements” for the exposure of workers to the risks

arising from vibration.15 For whole-body vibration, the
directive defines an 8-h equivalent exposure action
value of 0.5 m s−2 rms (or a vibration dose value
of 9.1 m s−1.75) and an 8-h equivalent exposure limit
value of 1.15 m s−2 rms (or a vibration dose value of
21 m s−1.75). Member states of the European Union
were required to bring into force laws to comply with
the directive by 6 July 2005.

The directive says that workers shall not be
exposed above the exposure limit value. If the
exposure action values are exceeded, the employer
shall establish and implement a program of technical
and/or organizational measures intended to reduce to
a minimum exposure to mechanical vibration and the
attendant risks. The directive says workers exposed to
vibration in excess of the exposure action values shall
be entitled to appropriate health surveillance. Health
surveillance is also required if there is any reason to
suspect that workers may be injured by the vibration
even if the exposure action value is not exceeded.

The probability of injury arising from occupational
exposures to whole-body vibration at the exposure
action value and the exposure limit value cannot be
estimated because epidemiological studies have not
yet produced dose–response relationships. However,
it seems clear that the Directive does not define safe
exposures to whole-body vibration since the rms values
are associated with extraordinarily high magnitudes of
vibration (and shock) when the exposures are short:
These exposures may be assumed to be hazardous
(see Fig. 417). The vibration dose value procedure
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suggests more reasonable vibration magnitudes for
short-duration exposures.

2.5 Seating Dynamics

Seating dynamics can greatly influence the vibration
responsible for discomfort, interference with activi-
ties, and injury. Most seats exhibit a resonance at low
frequencies resulting in higher magnitudes of vertical
vibration occurring on the seat than on the floor. At
high frequencies, there is usually attenuation of verti-
cal vibration. The principal resonance frequencies of
common vehicle seats are usually in the region of
4 Hz. The variations in transmissibility between seats
are sufficient to result in significant differences in the
vibration experienced by people supported by different
seats.

The transmissibility of a seat is dependent on the
mechanical impedance of the human body, so the
transmissibility of a seat measured with a mass sup-
ported on the seat will be different from that with a
human body sitting in the seat. The nonlinearity of the
body mechanical impedance results in seat transmissi-
bilities that vary with changes in vibration magnitude
and vibration spectra entering the seat. Measurements
of seat transmissibility can be undertaken on laboratory
simulators with volunteer subjects, but safety and ethi-
cal precautions are required to protect subjects.18 Mea-
surements may also be performed in vehicles. Anthro-
podynamic dummies are being developed to represent
the average mechanical impedance of the human body
so that laboratory and field studies can be performed
without exposing people to vibration. Seat transmissi-
bility may be predicted from the dynamic stiffness of
a seat and the apparent mass of the human body.

The suitability of a seat for a specific vibration
environment depends on: (1) the vibration spectra
present in the environment, (2) the transmissibility of
the seat, and (3) the sensitivity of the human body
to the different frequencies of vibration. These three
functions of frequency are contained within a simple
numerical indication of the isolation efficiency of a
seat called the seat effective amplitude transmissibility
(SEAT).4 In concept, the SEAT value compares the
vibration severity on a seat with the vibration severity
on the floor beneath the seat:

SEAT(%) = ride comfort on seat
ride comfort on floor × 100

A SEAT value greater than 100% indicates that,
overall, the vibration on the seat is worse than the
vibration on the floor beneath the seat; SEAT values
below 100% indicate that the seat has provided
some useful attenuation. Seats should be designed to
have the lowest SEAT value compatible with other
constraints. In common cars, SEAT values are often
in the range of 60 to 80%. In railway carriages the
SEAT value for vertical vibration is likely to be greater
than 100% because conventional seats cannot provide
any attenuation of the low-frequency vibration that is
normally present in such vehicles. The optimization of

the seating dynamics can be the most effective method
of improving vehicle ride.

The SEAT value may be calculated from either the
frequency-weighted rms values (if the vibration does
not contain transients) or the vibration dose values of
the frequency-weighted acceleration on the seat and
the floor:

SEAT(%) = vibration dose value on seat
vibration dose value on floor × 100

The SEAT value is influenced by the vibration input
and not merely by the dynamics of the seat: Different
values are obtained with the same seat in different
vehicles. The SEAT value indicates the suitability of a
seat for attenuating a particular type of vibration.

Conventional seating (comprising some combina-
tion of foam, rubber, or metal springing) usually has
a resonance at about 4 Hz and, therefore, provides no
attenuation at frequencies below about 6 Hz. Attenua-
tion can be provided at frequencies down to about 2 or
3 Hz using a separate suspension mechanism beneath
the seat pan. In such suspension seats, used in some
off-road vehicles, trucks, and coaches, there are low-
resonance frequencies (often below about 2 Hz). This
is beneficial if the dominant vibration is at higher
frequencies, but of no value if the dominant motion
is at very low frequencies. Standards for testing the
suitability of suspension seats for specific classes of
work vehicles have been prepared (see International
Standards ISO 5007,19 ISO 7096,20 and ISO 10326-
121). The suspension mechanism (comprising a spring
and damper mechanism) has a limited travel, often 50
to 100 mm. If the relative motion of the suspension
reaches this limit, there will be an impact that might
cause more discomfort or hazard than would have been
present with a conventional seat. Suspension seats are
nonlinear (having friction affecting response with low
magnitude motions, and hitting end-stops with high
magnitudes), and their full response requires consid-
eration of the dynamic response of the cushion and
the impedance of the human body in addition to the
idealized response of the damper and spring.

3 MOTION SICKNESS

Illness (e.g., vomiting, nausea, sweating, color changes,
dizziness, headaches, and drowsiness) is a normal
response to motion in fit and healthy people. Transla-
tional and rotational oscillation, constant speed rotation
about an off-vertical axis, Coriolis stimulation, move-
ments of the visual scene, and various other stimuli
producing sensations associated with movement of the
body can cause sickness.22 However, motion sickness
is neither explained nor predicted solely by the physi-
cal characteristics of motion.

Motion sickness arises from motions at frequencies
associated with normal postural control of the body,
usually less than 1 Hz. Laboratory studies with vertical
oscillation and studies of motion sickness in ships
led to the formulation of a frequency weighting,
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Wf (Fig. 2), and the motion sickness dose value for
predicting sickness caused by vertical oscillation:

Motion sickness dose value(MSDV) = armst
1/2

where arms is the root-mean-square value of the
frequency-weighted acceleration (m s−2) and t is the
exposure period (seconds).6,7,23 The percentage of
unadapted adults who are expected to vomit is given
by 1/3 MSDV. These relationships have been derived
from exposures in which up to 70% of persons vomited
during exposures lasting between 20 min and 6 h.

Vertical oscillation is not the principal cause of
sickness in road vehicles or trains, so the above
expression should not be assumed to be applicable to
the prediction of sickness in all environments.

4 HAND-TRANSMITTED VIBRATION

Exposure of the fingers or the hands to vibration or
repeated shock can give rise to various signs and
symptoms. Five types of disorder may be identified: (1)
circulatory disorders, (2) bone and joint disorders, (3)
neurological disorders, (4) muscle disorders, and (5)
other general disorders (e.g., central nervous system).4
More than one disorder can affect a person at the
same time, and it is possible that the presence of
one disorder facilitates the appearance of another. The
onset of each disorder is dependent on the vibration
characteristics, individual susceptibility to damage, and
other aspects of the environment. The term hand–arm
vibration syndrome (HAVS) is sometimes used to refer
to an unspecified combination of one or more of the
disorders.

4.1 Sources of Hand-Transmitted Vibration

The vibration on tools varies greatly depending on
tool design and method of use, so it is not possible to
categorize individual tool types as safe or dangerous.
Table 3 lists some tools and processes that are common
causes of vibration-induced injury.

4.2 Effects of Hand-Transmitted Vibration

4.2.1 Vascular Disorders Vibration-induced
white finger (VWF) is characterized by intermittent
whitening (i.e., blanching) of the fingers. The finger-
tips are usually the first to blanch, but the affected area
may extend to all of one or more fingers with continued
vibration exposure. Attacks of blanching are precipi-
tated by cold and therefore often occur in cold condi-
tions or after contact with cold objects. The blanching
lasts until the fingers are rewarmed and vasodilation
allows the return of the blood circulation. Many years
of vibration exposure often occur before the first attack
of blanching is noticed. Affected persons often have
other signs and symptoms, such as numbness and tin-
gling. Cyanosis and, rarely, gangrene, have also been
reported.

The severity of the effects of vibration are recorded
by reference to the stage of the disorder. The staging
of vibration-induced white finger is based on verbal

Table 3 Tools and Processes Potentially Associated
with Vibration Injuriesa

Category of Tool Examples of Tool

Percussive
metal-working
tools

Powered percussive
metal-working tools, including
powered hammers for riveting,
caulking, hammering,
clinching, and flanging.
Hammer swaging.

Percussive tools
used in stone
working,
quarrying,
construction, etc.

Percussive hammers, vibratory
compactors, concrete
breakers, pokers, sanders, and
drills used in mining, quarrying,
demolition, and road
construction.

Grinders and other
rotary tools

Pedestal grinders, hand-held
portable grinders, flex-driven
grinders and polishers, and
rotary burring tools.

Timber and
woodworking
machining tools

Chain saws, brush cutters
(clearing saws), hand-held or
hand-fed circular saws,
electrical screwdrivers,
mowers and shears, hardwood
cutting machines, barking
machines, and strimmers.

Other processes
and tools

Pounding machines used in shoe
manufacture, drain suction
machines, nut runners,
concrete vibro-thickeners, and
concrete levelling vibro-tables.

a The Health and Safety Executive suggest that for all
workers using these vibratory tools health surveillance is
likely to be appropriate.
Source: From Health and Safety Executive, 1994.24

statements made by the affected person. In the
Stockholm workshop staging system, the staging is
influenced by the frequency of attacks of blanching and
the areas of the digits affected by blanching (Table 4).

A scoring system is used to record the areas of
the digits affected by blanching (Fig. 5).4 The scores
correspond to areas of blanching on the digits com-
mencing with the thumb. On the fingers a score of 1 is
given for blanching on the distal phalanx, a score of 2
for blanching on the middle phalanx, and a score of 3
for blanching on the proximal phalanx. On the thumbs
the scores are 4 for the distal phalanx and 5 for the
proximal phalanx. The blanching scores for each fin-
ger, which are formed from the sums of the scores
on each phalanx, may be based on statements from
the affected person or on the visual observations of a
designated observer.

4.2.2 Neurological Disorders Numbness, tin-
gling, elevated sensory thresholds for touch, vibration,
temperature, and pain, and reduced nerve conduction
velocity are now considered to be separate effects
of vibration and not merely symptoms of vibration-
induced white finger. A method of reporting the extent
of vibration-induced neurological effects of vibration
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Table 4 Stockholm Workshop Scale for
Classification of Vibration-Induced White Fingera

Stage Grade Description

0 — No attacks
1 Mild Occasional attacks affecting only

the tips of one or more fingers
2 Moderate Occasional attacks affecting

distal and middle (rarely also
proximal) phalanges of one or
more fingers

3 Severe Frequent attacks affecting all
phalanges of most fingers

4 Very severe As in stage 3, with trophic skin
changes in the finger tips

a If a person has stage 2 in two fingers of the left hand
and stage 1 in a finger on right hand, the condition may
be reported as 2L(2)/1R(1). There is no defined means of
reporting the condition of digits when this varies between
digits on the same hand. The scoring system is more
helpful when the extent of blanching is to be recorded.
Source: From Ref.25

Table 5 Proposed Sensorineural Stages of the
Effects of Hand-Transmitted Vibration

Stage Symptoms

0SN Exposed to vibration but no symptoms
1SN Intermittent numbness with or without tingling
2SN Intermittent or persistent numbness, reduced

sensory perception
3SN Intermittent or persistent numbness, reduced

tactile discrimination and/or manipulative
dexterity

Source: From Ref. 26.

has been proposed (see Table 5). This staging is not
currently related to the results of any specific objective
test: The sensorineural stage is a subjective impression
of a physician based on the statements of the affected
person or the results of any available clinical or sci-
entific testing. Neurological disorders are sometimes
identified by screening tests using measures of sensory
function, such as the thresholds for feeling vibration,
heat, or warmth on the fingers.

4.2.3 Muscular Effects Workers exposed to
hand-transmitted vibration sometimes report difficulty
with their grip, including reduced dexterity, reduced
grip strength, and locked grip. Many of the reports are
derived from symptoms reported by exposed persons,
rather than signs detected by physicians, and could be
a reflection of neurological problems. Muscle activity
may be of great importance to tool users since a secure
grip can be essential to the performance of the job and
the safe control of the tool. The presence of vibration
on a handle may encourage the adoption of a tighter
grip than would otherwise occur; a tight grip may also
increase the transmission of vibration to the hand and
reduce the blood flow within the fingers. If the chronic
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Figure 5 Method of scoring the areas of the digits
affected by blanching.4 The blanching scores for the
hands shown are 01300right and 01366left.

effects of vibration result in reduced grip, this may help
to protect operators from further effects of vibration
but interfere with both work and leisure activities.

4.2.4 Articular Disorders Surveys of the users
of hand-held tools have found evidence of bone and
joint problems, most often among men operating
percussive tools such as those used in metal-working
jobs and mining and quarrying. It is speculated that
some characteristic of such tools, possibly the low-
frequency shocks, is responsible. Some of the reported
injuries relate to specific bones and suggest the
existence of cysts, vacuoles, decalcification, or other
osteolysis, degeneration, or deformity of the carpal,
metacarpal, or phalangeal bones. Osteoarthrosis and
olecranon spurs at the elbow and other problems
at the wrist and shoulder are also documented.4
There is not universal acceptance that vibration is
the cause of articular problems, and there is currently
no dose–effect relation predicting their occurrence.
In the absence of specific information, it seems that
adherence to current guidance for the prevention of
vibration-induced white finger may provide reasonable
protection.

4.2.5 Other Effects Hand-transmitted vibration
may not only affect the fingers, hands, and arms:
Studies have reported an increased incidence of
problems such as headaches and sleeplessness among
tool users and have concluded that these symptoms
are caused by hand-transmitted vibration. Although
these are real problems to those affected, they are
“subjective” effects that are not accepted as real
by all researchers. Some current research is seeking
a physiological basis for such symptoms. It would
appear that caution is appropriate, but the adoption of
modern guidance to prevent vibration-induced white
finger may also provide some protection from any
other effects of hand-transmitted vibration within, or
distant from, the hand.

4.3 Standards for the Evaluation
of Hand-Transmitted Vibration
There are various standards for the measurement, eval-
uation, and assessment of hand-transmitted vibration.
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4.3.1 Vibration Measurement International
Standards 5349–127 and 5349–228 give recommenda-
tions on methods of measuring the hand-transmitted
vibration on tools and processes. Guidanc̀e on vibra-
tion measurements on specific tools is given elsewhere
(e.g., ISO 8662).29 Care is required to obtain repre-
sentative measurements of tool vibration with appro-
priate operating conditions. There can be difficulties in
obtaining valid measurements using some commercial
instrumentation (especially when there are high shock
levels). It is wise to determine acceleration spectra and
inspect the acceleration time histories before accepting
the validity of any measurements.

4.3.2 Vibration Evaluation All current national
and international standards use the same frequency
weighting (called Wh) to evaluate hand-transmitted
vibration over the approximate frequency range of
8 to 1000 Hz (Fig. 6).30 This weighting is applied
to measurements of vibration acceleration in each of
the three axes of vibration at the point of entry of
vibration to the hand. More recent standards suggest
the overall severity of hand-transmitted vibration
should be calculated from root-sums-of-squares of the
frequency-weighted acceleration in the three axes. The
standards imply that if two tools expose the hand to
vibration for the same period of time, the tool having
the lowest frequency-weighted acceleration will be
least likely to cause injury or disease.

Occupational exposures to hand-transmitted vibra-
tion can have widely varying daily exposure dura-
tions—from a few seconds to many hours. Often,
exposures are intermittent. To enable a daily expo-
sure to be reported simply, the standards refer to an
equivalent 8-h exposure:

ahw(eq,8h) = A(8) = ahw

[
t

T(8)

]1/2

where t is the exposure duration to an rms frequency-
weighted acceleration, ahw, and T(8) is 8 h (in the same
units as t).

4.3.3 Vibration Assessment According to ISO
5349 In an informative annex of ISO 5349–127

there is a suggested relation between the lifetime
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Figure 7 Relation between daily A(8) and years of
exposure expected to result in 10% incidence of
finger blanching according to ISO 5349 (2001). A 10%
probability of finger blanching is predicted after 12 years
at the EU exposure action value and after 5.8 years at the
EU exposure limit value.15,27

exposure to hand-transmitted vibration, Dy (in years),
and the 8-h energy-equivalent daily exposure A(8) for
the conditions expected to cause 10% prevalence of
finger blanching (Fig. 7):

Dy = 31.8[A(8)]−1.06

The percentage of affected persons in any group
of exposed persons will not always correspond to
the values shown in Fig. 7: The frequency weighting,
the time dependency, and the dose–effect information
are based on less than complete information, and
they have been simplified for practical convenience.
Additionally, the number of persons affected by
vibration will depend on the rate at which persons enter
and leave the exposed group. The complexity of the
above equation implies far greater precision than is
possible: A more convenient estimate of the years of
exposure (in the range 1 to 25 years) required for 10%
incidence of finger blanching is

Dy = 30.0

A(8)

This equation gives the same result as the equation
in the standard (to within 14%), and there is no
information suggesting it is less accurate.

The informative annex to ISO 5349 (2001, Ref. 27,
pp. 15–17) states: “Studies suggest that symptoms of
the hand-arm vibration syndrome are rare in persons
exposed with an 8-h energy-equivalent vibration total
value, A(8), at a surface in contact with the hand,
of less than 2 m/s2 and unreported for A(8) values
less than 1 m/s2.” However, this sentence should
be interpreted with caution in view of the very
considerable doubts over the frequency weighting and
time dependency in the standard.31
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4.3.4 EU Machinery Safety Directive The
Machinery Safety Directive of the European Commu-
nity (89/392/EEC) requires that instruction handbooks
for hand-held and hand-guided machinery specify the
equivalent acceleration to which the hands or arms are
subjected where this exceeds a stated value (currently a
frequency-weighted acceleration of 2.5 m s−2 rms).16

Very many hand-held vibrating tools can exceed this
value. Standards defining test conditions for the mea-
surement of vibration on many tools (e.g., chipping
and riveting hammers, rotary hammers and rock drills,
grinding machines, pavement breakers, chain saws)
have been defined (e.g., ISO 866229).

4.3.5 EU Physical Agents Directive (2002) For
hand-transmitted vibration, the EU Physical Agents
Directive defines an 8-h equivalent exposure action
value of 2.5 m s−2 rms and an 8-h equivalent, exposure
limit value of 5.0 m s−2 rms (Fig. 8).15 The directive
says workers shall not be exposed above the expo-
sure limit value. If the ‘exposure action values are
exceeded, the employer shall establish and implement
a program of technical and/or organizational measures
intended to reduce to a minimum exposure to mechan-
ical vibration and the attendant risks. The directive
requires that workers exposed to mechanical vibration
in excess of the exposure action values shall be enti-
tled to appropriate health surveillance. However, health
surveillance is not restricted to situations where the
exposure action value is exceeded: health surveillance
is required if there is any reason to suspect that work-
ers may be injured by the vibration, even if the action
value is not exceeded.

According to ISO 5349–1,27 the onset of finger
blanching would be expected in 10% of persons after
12 years at the EU exposure action value and after
5.8 years at the exposure limit value. The exposure
action value and the exposure limit value in the direc-
tive do not define safe exposures to hand-transmitted
vibration.17
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Figure 8 Hand-transmitted vibration exposure limit
value [A(8) = 5.0 m s−2 rms] and exposure action value
[A(8) = 2.5 m s−2 rms] in the EU Physical Agents
(Vibration) Directive.15

4.4 Preventative Measures

When there is reason to suspect that hand-transmitted
vibration may cause injury, the vibration at tool–hand
interfaces should be measured. It may then be possible
to predict whether the tool or process is likely to cause
injury and whether any other tool or process could give
a lower vibration severity. The duration of exposure
to vibration should also be quantified. Reduction of
exposure time may include the provision of exposure
breaks during the day and, if possible, prolonged
periods away from vibration exposure. For any tool
or process having a vibration magnitude sufficient to
cause injury, there should be a system to quantify and
control the maximum daily duration of exposure of
any individual. The risks cannot be assessed accurately
from vibration measurements: They contribute to an
assessment of risk but may not always be the best
way of predicting risk. Risk may also be anticipated
from the type of work and knowledge that the same or
similar work has caused problems previously.

When evaluating the risks using the frequency
weightings in current standards, most commonly
available gloves would not normally provide effective
attenuation of the vibration on most tools.32 Gloves
and “cushioned” handles may reduce the transmission
of high frequencies of vibration, but current standards
imply that these frequencies are not usually the primary
cause of disorders. Gloves may help to minimize
pressure on the fingers, protect the hand from other
forms of mechanical injury (e.g., cuts and scratches),
and protect the fingers from temperature extremes.
Warm hands are less likely to suffer an attack of finger
blanching, and some consider that maintaining warm
hands while exposed to vibration may also lessen the
damage caused by the vibration.

Workers exposed to vibration known or suspected
to cause injury should be warned of the possibility of
vibration injuries and educated on the ways of reducing
the severity of their vibration exposures. They should
be advised of the symptoms to look out for and told to
seek medical attention if the symptoms appear. There
should be preemployment medical screening wherever
a subsequent exposure to hand-transmitted vibration
may reasonably be expected to cause vibration injury.
Medical supervision of each exposed person should
continue throughout employment at suitable intervals,
possibly annually.
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CHAPTER 30
EFFECTS OF MECHANICAL SHOCK ON PEOPLE
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1 INTRODUCTION
A mechanical shock is a nonperiodic, time-varying dis-
turbance of a mechanical or biological system charac-
terized by suddenness and severity with, for the human
body (or body segment, e.g., hand and arm or head),
the maximum forces occurring within a few tenths of
a second and a total duration on the order of a second.
Like vibration, the long-term average of shock motion
will tend to zero, although it may include translations,
or rotations, or both (e.g., vertical motion experienced
by passengers during aircraft turbulence). There is no
clearly definable or accepted boundary for the transi-
tion from transient vibration to a mechanical shock.

An impact occurs when the human body, or a body
part, collides with an object. An impact may be dis-
tinguished from a shock by the following example.
An individual seated in an automobile subjected to an
upward vertical shock acceleration in excess of that
due to gravity (e.g., traversing a speed bump) will
momentarily lose contact with the seat cushion and
subsequently suffer an impact with the seat on landing.
Posture, contact area, muscle tension, and the rela-
tive internal motion and stresses of body parts may
differ between these situations. Thus, when consid-
ering the injury potential or discomfort of a shock
or impact, the size and shape of the object in con-
tact with, or impacting, the body or body part (e.g.,
hand, or head) is important, as is the posture. The
direction of application of the shock or impact to the
body is equally important. Orthogonal coordinate axes
are commonly specified at the seat for a seated per-
son, with reference commonly made to headward [i.e.,
directed toward the head, i.e., in the +z direction of the
coordinate system defined in International Organiza-
tion for Standardization (ISO) standard 2631–11—see
Chapter 29], tailward (directed toward the feet, or
−z direction), spineward (directed from chest toward
the spine, or −x direction), or sternumward (directed
from back toward the chest, or +x direction) forces
and accelerations. A separate, standardized, orthogo-
nal coordinate system with primary (zh) axis along on
the third metacarpal is used to describe motions at the
hand (ISO 5349-12—see Chapter 29).

2 MEASUREMENTS AND METRICS
Uniaxial sensors, usually accelerometers, are employed
to record instantaneous accelerations that vary
with time t , as a(t), with orthogonal component

accelerations commonly being combined by vector
addition. Care must be taken to avoid exciting mechan-
ical resonances within, or mechanical overloading sen-
sors used to record large magnitude stimuli, such
as those produced by some hand-held power tools
(e.g., pneumatic hammers, impact drills). A common
solution is to insert a mechanical filter between the
accelerometer and the tool handle (see ISO 5349-23).

2.1 Frequency Weighting

Human response to shock and impact depends on
the frequency content of the stimulus, as well as the
magnitude. Studies have been conducted to determine
vibration magnitudes at different frequencies with an
equal probability of causing a given human response.
The biomechanic and biodynamic responses of the
human body to external forces and accelerations can be
expected to depend nonlinearly on the magnitude of the
stimulus, and so any weighting of different frequencies
will be applicable to a limited range of shock or impact
magnitudes.

Equinoxious frequencies may be estimated, in
principle, from epidemiological studies of health
effects in human populations or, more commonly
in practice, from the response of human subjects,
animals, cadavers, or biodynamic models to the stimuli
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Figure 1 Frequency weightings for whole-body and
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tailward whole-body shocks, and Wd is for spineward,
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for all directions of shocks entering the hand.
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of interest. The frequency weightings employed for
hand-transmitted shocks, and small whole-body shocks
influencing ride comfort in transportation vehicles, are
those used for vibration (ISO 5349-12; ISO 2631-11;),
and are shown in Fig. 1. The range of frequencies is
from 0.5 to 80 Hz for whole-body shocks and from 5.6
to 1400 Hz for shocks entering the hand. For a seated
or standing person, the frequency weighting employed
for the third orthogonal coordinate axis (from “side
to side”) is also Wd . Frequency weightings for whole-
body shocks likely to cause spinal injury are implicit in
the biodynamic models used for their evaluation. The
frequency weighting for the dynamic response index
(DRI), which has been used extensively to evaluate
headward whole-body shocks, is shown by the thick
continuous line in Fig. 1. The frequency weightings are
applied to acceleration–time histories, a(t), by means
of electronic filters or, implicitly, by the application of
a biodynamic model as described in Section 4.

2.2 Characterizing the Magnitude of Shocks

The magnitude of a shock may be characterized by
second, and higher, even-order mean values of the
time history of the acceleration or by the output
of biodynamic models. In the former case, the time
history is commonly frequency weighted to equate the
hazard at different frequencies, aw(t), that is, the mean
value is

aRM =

 1

T

T∫

0

[aw(t)]mdt




1/r

(1)

where the integration is performed for a time T , and
m and r are constants describing the moment and root
of the function. The higher order moments provide
progressively greater emphasis to the components of
the motion with larger amplitudes compared to the
root-mean-square (rms) acceleration arms, which is
obtained from Eq. (1) with m = r = 2 and is the
primary magnitude metric for human response to
vibration. More appropriate metrics for shocks include
the root-mean-quad (rmq) acceleration armq , with m =
r = 4,4 and metrics with higher even-order moments,
such as with m = r = 6.

2.3 Characterizing Exposure to Shocks

A generalized expression for exposure during a time
T to a stimulus function that has often been frequency
weighted to equate the hazard at different frequencies,
or transformed to estimate the internal motion of a
body part, F(aw(t)) may be written

E(aw, T )m,r =



T∫

0

[F(aw(t))]mdt




1/r

(2)

As already noted, F(aw(t)) may be expected to be a
nonlinear function of aw(t), and the function may be
based on the output of a biodynamic model.

Within this family of exposure functions, generally
only those with even integer values of the moment m
are of interest. The vibration dose value (VDV) for
which F(aw(t)) ≡ aw(t) and m = r = 4, may be used
generally for characterizing exposure to small shocks,4
that is,

VDV = E(aW, T )4,4 =



T∫

0

[aW (t)]4dt




1/4

(3)

Higher, even-order moment metrics (e.g., m = r = 6)
have been proposed for exposure to repeated shocks
(e.g., ISO 2631-55). A related function, the severity
index, for which F(aw(t)) ≡ aw(t), moment m = 2.5
and root r = 1, is sometimes used for the assessment
of head impact, although it cannot be applied to
long-duration acceleration–time histories owing to the
noninteger value of m. The head injury criterion
(HIC ), which was developed as an alternative to the
severity index, is used to assess the deceleration of
instrumented crash test dummies or anthropomorphic
manikins (see Section 4.3):

HIC =

∣∣∣∣∣∣∣
(t2 − t1)


 1

t2 − t1

t2∫

t1

a(t) dt




2.5
∣∣∣∣∣∣∣
max

(4)

where t1 and t2 are the times between which the HIC
attains its maximum value, and a(t) is measured at the
location of the center of gravity of the “head.”

3 QUANTIFYING HUMAN RESPONSE
TO SHOCKS

Human subjects cannot be subjected to injurious
shocks for ethical reasons, and so only responses to
small-amplitude shocks are obtainable from labora-
tory experiments. The tolerance of the human body to
large single shocks has been studied in the past: Such
experiments are, however, unlikely to be replicated.
Some information has been obtained from studies of
accidents, although in most cases the input accelera-
tion–time histories are poorly known. An exception
is the single shocks powering the ejection seats of
high-speed aircraft. Establishing the characteristics of
shocks or impacts that result in injury to humans thus
relies primarily on studies conducted with human sur-
rogates (animal and cadavers) and predictions from
theoretical models.

3.1 Experiments with Human Subjects

Human subjects have been exposed to whole-body
mechanical shocks in the vertical and, most often
separately, horizontal directions when sitting on a
seat attached to the moving platform of a vibration
exciter. For headward shocks the VDV has been
shown to characterize the discomfort produced by
either single or repeated shocks.6 A single frequency
weighting function may be used in the range of
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shock magnitudes with peak accelerations up to about
15 m · s−2(Wk). However, a nonlinear relationship
may be required to extend the characterization of
shocks to magnitudes in which impacts may occur if
the subject is not restrained by a seat harness.7 For
the multiple whole-body shocks encountered in most
commercial transportation, and industrial, settings,
where exposures commonly also involve ongoing
vibration, the preferred metric is the VDV calculated
with a fixed frequency weighting [Eq.(3)]. The metric
does not appear to be particularly sensitive to the
precise form of the frequency weighting function when
used to assess discomfort.8

The tolerance of the body to large single shocks has
been studied in experiments conducted with a human
subject seated on a rocket-propelled sled that is braked
at the end of a test track. The subjects wore safety belts
and harnesses to restrain motion during deceleration.
Experiments have also been conducted using a drop
tower for single tailward shocks.

The response of the hand and arm to shocks, as
opposed to nonstationary random or periodic vibra-
tion, has received comparatively little attention.9 While
it has been suggested that acute and chronic health
effects may be influenced by shocks, the results of
experiments are contradictory. It has been demon-
strated that the total mechanical energy absorbed by
the hand and arm, as well as the forces exerted by the
hands to grip and control the power tool, are increased
by exposure to shocks when compared with exposure
to continuous vibration.10 The responses of the hand
and arm to shocks are, however, considered at present
to be defined by the same metric as used for vibra-
tion, namely the energy-equivalent rms exposure [i.e.,
F(aw(t)) = aw(t) and m = r = 2 in Eq. (2)].

3.2 Experiments with Human Surrogates
The boundary between the onset of injury and
survivability of exposure to single whole-body shocks
has been explored by a combination of experiments
involving human subjects exposed to less hazardous
shocks than those believed to define the boundary and
animals (chimpanzee and hog) exposed to shocks at, or
exceeding, the expected boundary. The animals were
positioned on the rocket-propelled sled previously
described either in a seated position, for exposure
to spineward and sternunward shocks, or supine,
for exposure to headward and tailward shocks. The
animals were instrumented with, in some cases,
accelerometers surgically embedded in the back. The
efficacy of various forms of restraining devices in
preventing or reducing injury was also studied (e.g.,
lap belts, shoulder straps, and thigh straps).

The onset and extent of injury from single impacts
to the head have been studied using human cadavers
and animals. A rotary hammer was used to simulate
impact with a hard unyielding surface to determine
the acceleration–time relationship for concussion in
live dogs. In related experiments, cadavers with
instrumented heads were positioned horizontally and
dropped so that the head impacted a steel block. The
research led to the Wayne State Concussion Tolerance

Curve for impact of the forehead on a hard, flat
surface,11 which has had considerable influence on
motor vehicle passenger compartment design. The
severity index describes the relationship between peak
acceleration and impact duration from about 2.5 to
50 ms.

With changing ethics regarding animal and human
experimentation, it is unlikely that the historical stud-
ies on the onset of injury from single shocks or
impacts will be extended or repeated. Anthropomor-
phic manikins have now been developed as human
surrogates for evaluating “human” response to extreme
shock and impact environments (e.g., crash test dum-
mies). More complete responses can be obtained, in
principle, by computer models that simulate both the
shock or impact environment and the “human.”

4 SIMULATION OF HUMAN RESPONSE
4.1 Single-Degree-of-Freedom Biodynamic
Model: Dynamic Response Index

The biodynamic response of the human body, or a
body part, can be represented by the motion of a
collection of masses, springs, and mechanical dampers
for frequencies up to several hundred hertz.12 The
simplest model consists of a mass m, which represents
the mass of the upper body of a seated person,
supported by a spring with stiffness k, representing
the spine and associated musculature, and a damper,
which is excited at its base, as sketched in Fig. 2.
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Figure 2 Single-degree-of-freedom, lumped-parameter,
biodynamic model (see text). The mass m is supported
by a spring with stiffness k and viscous damper with
resistance c. The transmissibility of motion to the mass
is shown as a function of the frequency ratio, r(= ω/ω0),
when the base is subjected to a displacement x0(t). The
response of the mass is taken to represent spinal motion.
(After Griffin.4 Reprinted with permission.)
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The transmissibility of this simple model, that is,
the motion of the mass relative to that of the base
(x1/x0), is plotted in the diagram as a function of
the ratio of the angular excitation frequency, ω, to
the (angular) resonance frequency, ω0[= (k/m)1/2].
It can be seen that for excitation frequencies less
than the resonance frequency (i.e., r = ω/ω0 � 1) the
motion of the mass is essentially equal to that of the
base. At angular frequencies greater than the resonance
frequency (i.e., r >

√
2), however, the motion of

the mass becomes progressively less than that of
the base, forming a low-pass mechanical filter. At
angular excitation frequencies close to the resonance
frequency, the motion of the mass exceeds that of the
base by an amount that depends on the damping ratio,
labeled c/cc in the diagram.

This single degree-of-freedom (DOF) biodynamic
model has been used extensively to simulate the
response of the spine to shocks. For headward
shocks, the DRI estimates the potential for spinal
injury from the maximum deflection of the spring,
|x1(t) − x0(t)|max, which is calculated for a known
input acceleration–time history. The metric relates the
maximum compressive force of the spring, k|x1(t) −
x0(t)|max, to the peak stress on the spine by assuming
the cross-sectional area of the spine is proportional to
the model mass, that is, by [k/m]|x1(t) − x0(t)|max.
The DRI is then defined as (ω0)

2|x1(t) − x0(t)|max/g,
where the natural frequency is 52.9 rad/s (thus making
f0 = 8.42 Hz), the damping ratio is 0.224, and g is the
acceleration of gravity (9.81 m s−2). The model has
been used to predict the spinal injury rate for input
acceleration–time histories corresponding to those
employed in rocket-driven ejection seats for high-
speed aircraft. Its success has led to its adoption for
specifying ejection seat performance, and its extension
to a metric for exposure to repeated shocks13,14 and to
shocks in three dimensions.5,15

4.2 Complex Biodynamic Models
Numerous, more complex biodynamic models have
been developed to incorporate more realistic descrip-
tions of individual body parts and to predict the
motion of one body part relative to another.16,17 The
mathematical dynamical model (MADYMO), which
employs a combination of rigid bodies, joints, springs,
and dampers to represent the human, or in some cases
anthropomorphic manikin, is a comprehensive com-
puter model for predicting the response to whole-body
shocks. A MADYMO typically employs 15 ellipsoidal
segments with masses and moments of inertia deter-
mined from anthropomorphic data for adults and chil-
dren. The connections between these segments are
flexible and possess elastic and resistive properties that
are characteristic of human joints. The environment
to be simulated may include the interior surfaces of
vehicles or cockpits (e.g., seats and dashboard) and
occupant restraints. The model may also simulate wind
forces to estimate pilot motion after ejection from an
aircraft.

There does not appear to be a biodynamic model
specifically designed to predict the response of the

hand and arm to the shocks experienced while operat-
ing hand-held impact power tools. MADYMO models
have been developed to predict the detailed response
of some body parts to a simulated environment using
finite elements (FEs), which can interact with the
multibody model elements. Examples of human body
subsystems that have been modeled with FEs include
the spine, to estimate forces on the lumbar vertebral
disks,18 and to predict the injury potential of vertebral
compression and torsional loads,19 and the head and
neck, to predict forward rotation loads during rapid
horizontal deceleration.17

The nonlinear response of the spine to shocks has
also been modeled using an artificial neural network.20

The network is first trained with human responses
to known input acceleration–time functions and is
then capable of predicting spinal motion in response
to arbitrary input accelerations that fall within the
boundaries of magnitude and frequency set by the
training data. The success of a neural network in
predicting the motion recorded by an accelerometer
placed over the L4 vertebral spinal process when a
subject was exposed to tailward shocks and impacts is
shown in Fig. 3. For comparison, the spinal motion
predicted by the simple biodynamic model with
parameters of the DRI is shown in Fig. 3. The output
of the simple biodynamic model is obtained by linear
filtering using the DRI frequency weighting of Fig. 1.
It would appear from these results that a nonlinear
model is required to reproduce spinal motion when
the input acceleration–time history includes impacts.

4.3 Anthropomorphic Manikins

Manikins that mimic the shape, weight, and some
biodynamic properties of humans are used extensively
for motor vehicle crash testing and for evaluating
aircraft escape systems and seating.21 The Hybrid
III manikin has become the de facto standard for
simulating the response of motor vehicle occupants
to frontal collisions and for tests of occupant safety
systems (i.e., seat belts and air bags). The manikin
approximates the size, shape, mass, and weight of
the 50th-percentile North American adult male and
consists of metal parts to provide structural strength
and define the overall geometry (see Fig. 4).

The “skeleton” is covered with foam and an
external vinyl skin to replicate the shape of the
50th-percentile male. The manikin possesses a rubber
lumbar spine, curved to mimic a sitting posture. The
head, neck, chest, and leg responses are intended
to replicate human head acceleration resulting from
forehead and side-of-the-head impacts; fore-and-aft,
and lateral, bending of the neck; deflection of the chest
to distributed forces on the sternum, and impacts to the
knee, during rapid deceleration.22 Instrumentation to
record these responses as well as other parameters are
indicated in Fig. 4. Hybrid III dummies are available
for small (5th percentile) adult females and large
(95th percentile) adult males, as well as for infants
and children. A related side impact dummy has been
developed.
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Figure 3 Comparison between the measured (continuous line) and predicted (dashed lines) response of the spine (above
L4) to shocks and impacts: (a) nonlinear neural network model and (b) DRI model. (From Nicol et al.20 Reprinted with
permission.)
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Figure 5 Comparison between the response of human volunteers (dotted lines), a manikin, and a mathematical
biodynamic model of the head and neck to 150 m · s−2 spineward deceleration. (a) Response of Hybrid III head and neck
(dashed line) and (b) response of three-dimensional MADYMO model of the head and neck with passive neck muscles
(dashed line) and active neck muscles (continuous line). (From RTO-MP-20.17 Reprinted with permission.)

Manikins have also been developed by the
Air Force for use with aircraft ejection systems.
The Advanced Dynamic Anthropomorphic Manikin
(ADAM) is conceptually similar to that of the Hybrid
III dummy and, in addition, attempts to replicate
human joint motion, soft tissue, and the response of the
spine to vertical accelerations for both small-amplitude
vibration and large impacts. The spine consists of a
mechanical spring–damper system (see Section 4.1)
that is mounted within the torso.

The potential limitations of mechanical models for
predicting nonlinear human responses to shock and
impact may be overcome, in principle, by introducing
active control systems. At present, only simple active
biodynamic models have been demonstrated for use in
seat testing.23

4.4 Biofidelity of Biodynamic Models
and Human Surrogates

Knowledge of the biofidelity of a biodynamic model
or human surrogate is essential in order to relate the
results to those expected with human subjects. This
inevitably requires human subjects to be exposed to
the same stimulus as the model or surrogate and hence
limits comparisons to noninjurious shocks and impacts.
Nevertheless, it is instructive to compare the time
histories of some responses. A comparison between
the responses of human volunteers, the range of which
is shown by dotted lines, with those of the Hybrid
III manikin and of a three-dimensional head and neck
MADYMO model to a sternumward deceleration are
shown in Figs. 5a and 5b, respectively.

Inspection of Fig. 5a reveals that forward rotation
of the head of the Hybrid III does not fall within the
values defined by the human subjects, although the
manikin does reproduce the maximum angular rotation
of the head but at the wrong time after the onset of the
shock. The MADYMO model also predicts head rota-
tion that falls outside the range of values defined by
human subjects when muscle behavior is not included.
The inaccuracy can be overcome in this case by includ-
ing muscle tension in the computer model (continu-
ous line in Fig. 5b). It may be inferred from these
results that the intrinsic mechanical damping of the
neck of Hybrid III does not closely replicate the human
response, and active “muscle” forces are necessary.

Employing the results of experiments with live
animals to predict biodynamic responses in humans
introduces uncertainties associated with interspecies
differences. Of particular concern are the differences in
size and mass of body parts and organs, which influence
resonance frequencies. For this reason, most animal
research has employed mammals of roughly similar size
and mass to humans (i.e., hogs and chimpanzees).

As with manikins, human cadavers lack appropriate
mechanical properties for tissues and muscle tension.
The latter is important for obtaining realistic human
responses, as has already been noted.

5 HEALTH, COMFORT, AND INJURY
CRITERIA

There is an extensive literature on the effects of shock
and impact on humans.4,24 For small-amplitude whole-
body shocks, the primary response is of reduced com-
fort in transportation vehicles. The ability to perform
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common tasks (e.g., writing, reading, drinking from a
cup) is also impeded. Large-amplitude headward and
tailward whole-body shocks can injure the spine when
seated, and headward shocks can also injure the feet
and ankles when standing. The response and injury
potential will depend on the peak magnitude of the
shock acceleration and its time history. The response
to shocks in all directions will be influenced by the
effectiveness of body restraints in restricting the rela-
tive displacement of body parts (e.g., “flailing” of arms
and legs and “torpedoing” of torso through harness)
and in preventing impacts with surrounding struc-
tures. The combination of extreme shock and impact
can cause bone fracture and soft tissue (e.g., organ)
injury. Fatal injury may result from exposure to large
shocks or impacts. The consequences of impacts to
body parts are influenced by the velocity, duration,
area of impact, and transfer of momentum (e.g., bullet
versus basketball) and, for the head, may involve fatal
or nonfatal concussion, contusions, skull fracture, and
axonal brain injury. Hand-transmitted shocks have not
been conclusively demonstrated to lead to more rapid
onset or extreme symptoms of the hand–arm vibra-
tion syndrome, even though this is suspected, and so
are currently assessed by the criteria used for hand-
transmitted vibration that are described in Chapter 29.
The criteria described here are for discomfort and
injury and survivability from exposure to whole-body
shocks. There are, however, no universally accepted
procedures or metrics.25 Unfortunately, even consen-
sus standards prepared for the same application (e.g.,
discomfort) contain significant incompatibilities.26

5.1 Discomfort—No Impacts

Exposure to shocks of insufficient magnitude to cause
severe health effects may influence ride comfort in
vehicles, aircraft, and boats. The VDV is corre-
lated with subjective assessments of discomfort from

exposure to shocks, with the expected rating for
motions judged to produce “severe discomfort” listed
in Table 1. The acceleration–time histories are fre-
quency weighted by Wk or Wd depending on the direc-
tion of the shocks relative to the body (see Fig. 1).
The VDV is an acceptable metric for motions involv-
ing whole-body vibration as well as shocks and is
suggested here for “small” shocks with peak accel-
erations up to about 15 m · s−2, provided the person is
restrained.27 The risk of injury should be considered
for exposures involving shocks of greater magnitude
(see Section 5.2).

The VDV provides a linear measure of the motion
and may therefore not serve as an appropriate metric
for nonlinear motions, such as those involving impacts
(see Fig. 3). It should also be noted that motions
considered unpleasant in most circumstances may in
others be considered acceptable and even exhilarating
(e.g., fairground rides).

5.2 Risk of Injury from Multiple Shocks
and Impacts

A general method for assessing the risk of injury to a
healthy seated person from exposure to multiple shocks
and impacts has recently been proposed.31 The method
consists of three parts: a dynamic response model to
predict the transmission of the motion from the seat
to the spine; identification of acceleration peaks and
their accumulation to form the dose at the spine; and
an injury risk model for assessing the probability of
adverse health effects based on the cumulative fatigue
failure of repeatedly stressed biological materials.32

The dynamic response model employs the nonlinear
biodynamic model described in Section 4.2 for head-
ward and tailward shocks and impacts, and (linear)
single-degree-of-freedom biodynamic models for the
other directions (see Section 4.1). The inputs to the

Table 1 Health, Comfort, and Injury Criteria for Healthy Adults

Human Response Metric
Weighting,

Model, or Manikin Value Source

Discomfort (severe)—no impacts
Small shocks, any direction VDV Wk , or Wd 15 m/s1.75 BSI 684127

Risk of injury from shocks and
impacts (up to 40 m · s−2)

Many shocks, any direction E(�apeak)6,6 ⇒
compress spine

Nonlinear (4.2)
and single DOF
(4.1) models

>0.5 MPa ISO 2631-55

Risk of injury from shocks—subject
restrained, no impacts
Large shocks, headward, tailwarda E(DRIq, nq) DRI model 9.0 ASCC 61/2528

Survivable single shock, or impact
To body, headward shocka DRI DRI model 18 After von Gierke12

To body, spineward shocka Peak acceleration See Fig. 6 Eiband29

Head impact (manikin) HIC Hybrid III 1000 NHTSA30

To neck, flexion (manikin) Moment Hybrid III 190 N.m NHTSA30

To neck, extension (manikin) Moment Hybrid III 57 N.m NHTSA30

aWhen body restrained.
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dynamic response models are the seat motions mea-
sured in the three orthogonal directions (x, y, and
z). The acceleration dose is constructed separately
from the peak acceleration of each shock at the spine
that causes compression, or lateral motion, apeak(t), as
calculated from the output of the appropriate biody-
namic model using Eq. (2) with F(aw(t)) ≡ apeak(t)
and m = r = 6. The combined acceleration dose appli-
cable to an average working day is converted into an
equivalent static compressive stress, which may then
be assessed by a Palmgren–Miner model for fatigue
failure of the vertebral end plates.31 The calculation
takes into account the reducing strength of the verte-
brae with age. A lifetime exposure to a static stress
of less than 0.5 MPa is associated with a low prob-
ability of an adverse health effect, whereas lifetime
exposure to a static stress in excess of 0.8 MPa has a
high probability of spinal injury.5 The nonlinear bio-
dynamic model is based on human responses to peak
accelerations of up to 40 m s−2, and so the method
should not be applied to shocks and impacts of larger
magnitude. This restriction has limited practical con-
sequences, as such motions are unlikely to be tolerated
in commercial transportation systems.

5.3 Risk of Injury from Large Shocks When
Subject Restrained

For “large” single or multiple shocks in the headward
or tailward direction, that is, with peak accelerations
greater than about 40 m · s−2, the method proposed
by Allen13 and adopted by the Air Standardization
Coordinating Committee,28 which is conceptually

similar to that just described, is recommended for
single or multiple shocks (no impacts). It is based
on the DRI (see Section 4.1), which is extended to
include multiple shocks and used to estimate the risk
of spinal injury in healthy young men, using the theory
of cumulative material fatigue damage. The model is
applicable to persons who are seated and restrained
by seat harnesses. The metric depends on the number
of shocks experienced and is presented in the form
described by Payne.14 For exposures consisting of
multiple shocks of differing magnitude, if there are nq

shocks of magnitude DRIq , where q = 1, 2, 3, . . . , Q,
then the dose can be expressed as

E(DRIq , nq) =



Q∑
q=1

nq(DRIq)
8




1/8

(5)

The metric is applied here to the shocks experienced
during a “day,” normally expected to be no more than 8
h so that there is time for recovery between exposures.
As the maximum value listed in Table 1 is applicable
to healthy young men, it is to be expected that a more
conservative value should be used when applying the
procedure to older persons.

5.4 Survivable Single Shocks or Impacts
Estimates for survivable exposures of humans to single
shocks are given for headward acceleration in Table 1
and for spineward deceleration in Fig. 6.

For headward acceleration, the accumulated opera-
tional experience with nonfatal aircraft ejections from
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military aircraft suggests that a DRI of 18 is asso-
ciated with a tolerable rate of spinal injury (<10%)
among healthy, young male pilots who are restrained
in their seats by conventional flying harnesses.12 For
spineward acceleration, the most reliable estimate is
from the rapid deceleration of human volunteers and
animals seated on a test sled with body restraints and
is summarized in Fig. 6.29 The limit of human toler-
ance is indicated by the boundary of severe injury,
which depends on the duration of the peak acceler-
ation and the rate of onset of the deceleration. The
curve is a composite of injurious exposures to animals
and extrapolations from exposures involving human
subjects.

An alternative approach is to specify tolerance
limits for measurements conducted on anthropomor-
phic manikins subjected to single shocks or impacts.
The HIC has been applied to the motion of the
center of gravity of the head of the Hybrid III
manikin in motor vehicle crash tests prescribed by the
U.S. National Highway Traffic Safety Administration
(NHTSA), using a time interval (t2 − t1) of 36 ms [see
Eq.(4)]. The value in Table 1 is the maximum allow-
able by the NHTSA for frontal collisions and is con-
sidered to represent a “concussion tolerance level.”33

Values are also listed in the Table for the most com-
mon neck injury (“whiplash”).34 Survivable fracture
limits for the pelvis, patella, and femur in frontal and
side impacts have also been proposed for manikins.22

Caution must be exercised in applying these data to
humans, however. In particular, the rank ordering of
the severity of head injuries in humans by the HIC val-
ues recorded on the Hybrid III has been questioned35,36

and may reflect its biofidelity (see Section 4.4).
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1 INTRODUCTION

In many industrial and military situations, it is
not practical or economical to reduce the noise to
levels that do not present either a hazard to hearing
or annoyance. In these situations, personal hearing
protection devices are capable of reducing the noise
by up to about 45 dB, depending on their design and
the sound frequency. A properly selected and fitted
personal hearing protection device or a combination
of them (e.g., earmuffs worn over earplugs) usually
can establish sufficient reduction of noise at the ear,
if not to a pleasant level at least to a harmless
one. Certain types of hearing protectors can also
reduce noise-induced annoyance and improve speech
communication, signal detection, and audibility of
desirable sounds, such as machine cues, in certain
situations as described in the following. A personal
hearing protection device (HPD) should be used for the
whole time that one is in a noise area. If one removes
the protector even for a small percentage of time, such
as 5 to 10 min in a whole workday, the protection is
sharply reduced.

2 HEARING PROTECTOR TYPES

Hearing protection devices can be divided into four
categories according to their position relative to the
ear: earplugs, semiinserts, earmuffs, and helmets.

Earplugs are inserted into the ear canal and
remain there without any additional means of support.
Semiinserts, also called supraaural HPDs, close the
entrance to the ear canal without being deeply inserted
into it and are supported by a head or chin band.
These may be used as hearing protector and are also
commonly designed as lightweight earphone systems
for sound production. Earmuffs cover the entire outer
ear with a cuplike shell, the edge of which is covered
with a compliant cushion that presses and seals against
the flesh. Muffs may be held in place by a headband,
suspended from a hard hat via clamping arms or
mounted inside a helmet. Helmets cover most of the
head surface. They are not commonly used for ear
protection alone; usually they combine this function
with protection of the head against cold, impact
hazards, and/or weapons threats such as gunshots.

Helmets may act also as a support for earphones or
earmuffs, and if their design covers most of the head,
may offer added hearing protection against the bone
conduction pathway for noise that flanks the other
types of HPDs.

Figure 1 shows examples of the four basic kinds of
ear protectors. Each has advantages and disadvantages
compared with the others.

Many other more sophisticated HPDs and special
features for communications and other enhancements
have arisen over the past decade, and these are
typically embodied as augmentations of the basic
HPD types mentioned in this section. These so-
called augmented HPDs, due to their radical design
departures from conventional protectors, are covered
in a separate section (Section 12) herein.

3 BASIC REQUIREMENTS FOR HEARING
PROTECTORS
Every HPD, irrespective of type, must comply with
the requirements of (1) sound attenuation, (2) comfort,
and (3) absence of adverse effects on human tis-
sue. In addition there are three other requirements
whose importance depends on the conditions of use:
(4) conservation of speech intelligibility and hearing
of signals, (5) ease of handling, and (6) durability.

1. The first requirement, sound attenuation, is
obvious. It determines the amount of protection from
noise that is afforded to the ear. The degree of sound
attenuation necessary depends on the sound pressure,
the kind of noise, and the duration of exposure. The
exact nature of these interrelationships is somewhat
obscure, but it can be stated quite generally that the
amount of sound attenuation provided by an HPD
should be sufficient to keep the noise level below the
established safety limit (either government legislation,
consensus standards, or prescribed safety practices in
industry or elsewhere). All HPD will not be capable
of attaining this limit. Even the best ear protectors do
not attenuate more than 45 dB on the average, while
an attenuation of 40 to 50 dB may be advisable under
some circumstances. Limiting factors may be leakage
around the HPD, sound transmission through the HPD,
vibration of the HPD, and/or bone conduction of the
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Figure 1 Four basic types of HPDs. (From Berger.1)

sound around the HPD.2 All of these are referred to as
“flanking paths.”

2. Although comfort may appear to be a secondary
requirement at first glance, it must he realized that
an uncomfortable HPD becomes intolerable after
prolonged wear and is typically removed, negating
any protective benefit it may have. The annoyance
produced by noise of very high sound pressure, to
some extent, may distract the discomfort caused by ear
protectors. Consequently, the requirement of comfort
is most acute in a noise of moderate sound pressure,
where HPDs are used for psychological rather than for
physiological reasons, for example, to eliminate the
distraction caused by irregular noise, to reduce noise
annoyance, or to facilitate sleep.

3. A third factor, which in itself justifies discarding
otherwise satisfactory ear protectors, is a toxic or
allergic effect on the skin. An HPD may lead to
inflammations that cannot be controlled except by
discontinuing its use. Fortunately, by careful selection
of materials that contact the skin, nontoxicity is the
easiest requirement to fulfill.

4. Whenever the noise level is low enough
to permit speech communication and/or hearing of
signals, the acoustical performance of the HPD
should be such as to assure the highest possible
speech intelligibility and audibility. Special devices
designed to meet this requirement are discussed in
Section 12 herein.

5. Ear protectors are effective only when used cor-
rectly. This is more easily achieved when their appli-
cation is simple, and when they are properly selected
for the individual user based on anthropometric size
and fit. Sizing and fit issues are commonly encoun-
tered with “one size fits all” or multisized earplugs,
but also the proper fit of earmuffs depends heavily on
their design, such as headband height, width, and com-
pression force on the cushions. If HPDs are difficult
to handle and apply, the probability of incorrect use
increases, and with it the variability of their protective
performance.

6. The durability of an HPD is an economic
factor and becomes important when large quantities
are purchased. In general, more durable devices are
more economical in the long run.
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4 COMFORT AND OTHER REQUIREMENTS
Pressure Pressure exerted by an HPD on the skin
and underlying tissue and bone is probably the most
direct cause of discomfort. If the pressure is strong and
continues for a relatively long period of time, the pain
may become intolerable. Two factors are involved, the
total force of the ear protector against the skin and the
distribution of the pressure.

The total force exerted by an earplug results from
the ratio of its cross-sectional dimensions, the corre-
sponding dimensions of the ear canal, and material
density. For instance, a small-diameter earplug is gen-
erally more comfortable than a large-diameter one,
unless, of course, the smaller earplug is inserted too
deeply into the bony part of the ear canal or if it feels
unstable as if it will fall out of the ear. The pressure
exerted by earmuffs and semi-inserts varies proportion-
ally with the force applied by their supporting means.
A helmet creates a more complicated situation, and the
total force depends partly on size, weight, and the dis-
tribution of head contact points of the helmet’s liner
cushion.

When the total force is distributed over a large
area, the resulting pressure is smaller than when it
is concentrated on a few spots. For this reason an
earplug shaped to fit the contours of the auditory
canal and made of a soft, conformable material that
permits individual adaptation is more comfortable than
a poorly shaped or noncompliant plug. The same is true
for the sealing cushion of an earmuff or a semiinsert.
In order to ensure a large area of contact with the
skin, earmuffs and semiinserts should not only be of a
size and shape compatible with the anatomy, but they
should also be made of a compliant material.

When the area of contact between the ear protector
and the skin is large, the total force acting on the flesh
lining must be limited to a value that permits proper
circulation of the blood. A certain amount of pressure
on the skin is necessary to hold the ear protector in
place and to provide sound attenuation. As the pressure
diminishes, the impedance of the skin decreases and
the vibration of the ear protector as a rigid body
increases. With too little pressure air leaks may be
created.

It is difficult to specify the maximum pressure
acceptable for earplugs. Experience shows that, on
the average, three to five sizes are sufficient to fit
most ears, and a few earplugs (e.g., the venerable V-
51R), are available in up to five sizes. The largest
size that can be tolerated affords the maximum sound
attenuation. Most earplugs, however, are designed to
be one size fit most, and this quality can be reasonably
established with multiflanged polymer earplugs or
user-molded foam, wax, or spun fiber devices.

There are several investigators that have studied
the effects of pressure and cushion force on comfort,
including limits on those parameters (e.g., see the
review in Casali and Grenell,3 but little empirically
derived design information currently exists. Pressure
on the very sensitive pinna should be avoided as far
as possible. Pressure limits have not been specified
for semiinserts, but pressure just sufficient to hold

the semiinsert in place (and not as the basis for
establishing a pneumatic seal) seems to be adequate.

Weight The weight of an HPD affects comfort
directly because the force of gravity presses the device
against the skin and indirectly because the force
required to hold the device in place increases as the
weight increases. The following weights are suggested:
an earplug should weigh on the order of 1 to 5 g, an
earmuff or an earphone mounted in a socket below
350 g, and a semiinsert assembly around 18 g. Too
little weight is not advisable since sound attenuation, at
least for most materials, becomes lower as the weight
decreases.

Temperature Ambient temperature can affect both
the acoustical performance and the comfort of an
HPD. Some materials, such as waxes, become very
soft at high temperatures, and air leaks and increased
sound conduction through the material may result. In
other devices, a moderate softening of the material
at body temperature may improve the conformability,
thus improving the seal and comfort.

Temperature may raise more serious problems with
large hearing protectors, such as earmuffs and helmets,
than with small ones. By providing heat insulation,
they tend to raise the temperature of the head. In a
cold climate this may be welcome but in a hot climate
it becomes annoying. In addition to the discomfort
caused by heat, evaporation of perspiration is almost
impossible and buildup of humidity under the HPD
occurs. Muff cushions made in part of absorbent
materials improve this situation. They have other
disadvantages, however.

They typically cannot be dissembled and washed,
and if they are not changed frequently they may
become unhygienic. Consequently, earmuffs should
cover the smallest possible area of the head surface
while still accommodating the pinnae; the area of
contact with the skin of helmets should also be kept
to a minimum; and if possible, ventilation can be
provided, especially in the case of muffs with helmet.

Wearing Time and Comfort The longer discom-
fort exists, the more annoying it becomes and the more
likely the HPD will be removed. For a short period
of time, even hard, poorly shaped earplugs can be
tolerated. On the other hand, HPDs that seem quite
comfortable during the first minute may become intol-
erable after a half hour or so. Some particularly high-
attenuation earplugs can be tolerably worn during short
periods of exposure to intense noise, but only a few
are sufficiently comfortable to wear for an 8-h period
or during a whole day or night. In addition to the direct
discomfort caused by pressure, long wearing periods
accentuates the adverse effects of temperature and tox-
icity.

Toxicity Some materials affect the skin chemically
and cause inflammation or other allergic reactions.
As a matter of fact, any material can probably cause
skin irritation under a given set of circumstances.
Toxic effects cannot be eliminated completely because
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some are the result of an allergy. Materials are
available, however, that cause allergy only in rare
cases and are otherwise practically free from toxic
effects on the skin, even over long periods of use.
Polymerized chloroprenes (neoprene) and polyvinyl
chloride copolymers (vinylite) are generally nontoxic
when compounded with nontoxic plasticizers. Since
the testing of new materials takes a great deal of time,
it seems advisable, at least for the present, to use
these and other materials known from experience to
be chemically neutral to the skin.

Washability If an ear protector is designed for
repeated use, it should be washable. It should be
resistant to damage not only due to water and soap but
also to antiseptics, such as alcohol. Smooth surfaces
of impermeable material lend themselves better to
cleaning than do absorbent materials such as chamois
or porous materials such as sponge rubber.

The requirement of washability should not be
applied indiscriminately, however. Some earplugs are
intended to be thrown away after one use and do
not require washing. For some purposes, such as
in the food processing industry, disposable earplugs
are more readily accepted than “permanent” washable
ones. Earmuffs are too expensive to be used only
once, but they can be isolated from the skin by a
disposable tissue or other inexpensive material, though
such materials may impact attenuation.

Durability Durability, like washability, is not a
universal requirement; for example, it is superfluous
for very inexpensive earplugs designed to be used
only once. “Permanent” devices, however, which may
be less costly in the long run, should last as long
as possible. Consequently, they should be reasonably
rugged and made of a material resistant to aging. Many
factors can speed up the aging process, but the most
important seem to be ear wax, perspiration, humidity,
light, ozone, and even some active chemicals contained
in the air. Materials of the neoprene or vinylite type,
when compounded with appropriate ingredients, are
resistant to most of these influences and may last for 2
or more years without objectionable changes. Most of
the soft resilient materials, however, show a tendency
either to contract and harden with time or to expand
and become too soft; in either case, the distortion of
shape and material breakdown degrades attenuation.

Ease of Handling Ease of handling is often
slighted; yet it contributes a lot to the performance
of an HPD. A complicated device or one that has
to be applied with precision may give excellent
results in the laboratory but thereafter fail in the
field because of incorrect use. The way in which
an HPD is to be applied should be as obvious
as practicable; its performance should not depend
heavily on instructions that dictate precise placement.
Three properties facilitate easy placement: mechanical
simplicity, symmetry, and adaptability.

5 SELECTING HEARING PROTECTION
A correctly selected hearing protector should provide
enough noise reduction to remove the risk of hearing
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Figure 2 Effect of percentage of time typical hearing
protection is worn on the effective noise reduction
experienced by the wearer, conserving 5-dB exchange
rate. (From Berger.1)

damage (as discussed below), and at the same
time allow communication with others and hearing
of signals while ensuring reasonable comfort. The
selection and the acceptance of an HPD is strongly
linked to the comfort it affords. The users should
participate in the selection of HPDs. This selection
should be based on several pointed aspects, but it
should also incluide the final user opinion.

It should be emphasized that the HPD should be
used for the whole time that one is in a noise area. If
one removes the protector even for a small percentage
of time, such as 5 to 10 min in a whole workday, the
protection is sharply reduced, as shown in Fig. 2.

6 EVALUATION OF HEARING PROTECTORS
In most countries, the required tests concern primarily
noise attenuation, although in some areas, mechanical
tests, comfort, and toxicity are also addressed by the
testing standards. In all cases known to the authors,
evaluation tests comprise in-laboratory tests. In some
cases, field tests are used for validation purposes.

6.1 Attenuation Tests
Of the various tests on ear protectors, those of
sound attenuation at the ear are the most widely
known. These tests are still not entirely satisfactory
because: (1) the reproducibility of the data from
one laboratory to another with sufficient agreement
is often lacking, and (2) the results from most test
protocols, with the exception of all but the most recent
standards (e.g., ANSI S12.6–1997—Method B4), are
not representative of actual attenuation achieved in the
industrial or military workplace.

Most present-day tests use human subjects and psy-
chophysical (listening-based) methods, but efforts con-
tinue to develop microphone-based “objective” tests
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that can replace the psychophysical-based “subjective”
methods. These efforts have largely failed for the fol-
lowing reasons. These include the fact that the sound
attenuation provided by an HPD is dependent at least in
part on the anatomical and mechanical properties of the
human head and ear and how these structures behave
when an HPD is applied. Furthermore, the objective
tests do not accommodate the real influences of human
variability in head/ear size and anthropometry, which
greatly affect the performance of the HPD as worn.

6.2 Hearing Protector Attenuation
The maximum protection offered by an HPD is
dependent on the frequency of the noise; in the most
basic sense, the attenuation is much more limited at
the low frequencies than the high. Despite the presence
of an HPD, noise can still reach the inner ear of the
person wearing the hearing protector by one or more
of the following pathways (see Fig. 4):

1. Leakage around the protector’s contact with the
head (for muffs) or ear canal (for earplug)

2. Vibration of the protector causing sound gener-
ation in the outer ear canal

3. Sound transmission through protector materials
4. Bone and tissue conduction through of the head

The four leakage pathways set practical limits to the
noise attenuation provided by any ear protector (Fig. 3).
The maximum possible attenuation of the protector is
unlikely to be achieved for various reasons, for example,
protector–wearer coupling seal, but approximate values
for wearers of both plugs and muffs are between 40 to
60 dB depending on the frequency bands.5

The noise attenuation of a hearing protector is best
represented by the insertion loss (IL), which is the
difference between the sound pressure levels at the
outer ear canal with and without the hearing protector.

Working environments are generally semireverberant
fields characterized by broad or narrow-band frequen-
cies. Therefore, any test method for measurement of
hearing protector attenuation must reasonably repre-
sent this situation.

6.3 Hearing Protector Attenuation
Measurements
Several national and international standards are avail-
able for the laboratory determination of hearing pro-
tector noise attenuation, mainly the American National
Standards Institute (ANSI) standard used in the United
States and International Organization for Standardiza-
tion (ISO) and other recommendations and standards
such as EN, OSHA, and NIUSH (see references at end
of this chapter) used in Europe.

The method specified by the U.S. Environmental
Protection Agency (EPA) for determining (and label-
ing) the amount of noise attenuation that an HPD
provides is based on subjective tests of protectors as
worn by listeners rather than objective tests from an
electromechanical device. The actual test method is
called the real-ear attenuation at threshold (REAT)
test, and the techniques for measuring REAT, as
presently required by the EPA, are specified in ANSI
S3.19–1974,6 which requires auditory thresholds be
obtained from a panel of 10 normal-hearing listeners
sitting in diffuse random-incidence sound field. The
test signals are pulsed on one-third-octave bands of
noise, which have center frequencies of 125, 250, 500,
1000, 2000, 3150, 4000, 6300, and 8000 Hz. Thresh-
olds are determined with listener’s ears open and with
their ears occluded by the hearing protector under test,
and this is an important point—with the protector fit
by an experimenter to obtain an optimal seal. The deci-
bel difference between the open-ear threshold and the
occluded-ear threshold at each frequency is the REAT
in decibels for that frequency. Each listener is tested
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three times with his or her ears open and three times
with the ears occluded. Open and occluded tests shoul
be counterbalanced. The REAT values for all 10 listen-
ers are arithmetically summed, and the mean attenua-
tion is calculated for each test frequency. Since there
are three REAT values at each frequency for 10 listen-
ers, the average calculated by dividing the grand total
by 30 to obtain the grand mean. The standard devi-
ation is also calculated for each test frequency using
the number 29 (using n − 1 from the formula for the
standard deviation of a sample, where n is the number
of samples) as the denominator, as if 30 separate sub-
jects had provided one REAT each per test frequency.

When a REAT is being determined for the purpose
of labeling hearing protectors according to EPA
labeling requirements, the protector is fitted into
the ear or placed on the head by the experimenter
in order to obtain maximum protector performance.
Technically, the experimenter-fit described in ANSI
S3.19–19746 and adopted by the EPA does permit
the test subjects to fit the protector themselves (using
a fitting noise to adjust the device for maximum
attenuation) provided that the experimenter personally
checks each installation for good fit and acoustical seal
and reinserts or readjusts the protector as necessary. In
practice, however, experimenter-fit is generally taken
to mean that the experimenter always personally fits
the device under the test.

The European community also relies upon REAT for
determining hearing protector attenuation (EN 248697

and EN 3528). However, there are differences in
methods between the ISO and ANSI standards. The
number of subjects required in ISO 4869-19 is 16 rather
than 10, and each subject is tested only once with ears
open and once with ears occluded to produce one REAT
at each test frequency. In addition, ISO 4869-1 relies
upon a subject-fit in which the listeners fit the hearing
protectors using afitting noise to adjust the protectors for
best perceived attenuation but without feedback from
the experimenter. Because of the lack of intervention
by the experimenter in fitting the protector on the test
subject, when hearing protectors are tested for European
markets, the reported REATs are usually lower than
when they are tested for distribution in the United States
under ANSI S3.19–1974, Experimenter-Fit.6

In 1997, a new ANSI standard was approved (ANSI
S12.6–19974 [Method A and B]). Method B, subject-
fit protocol utilizes audiometrically qualified subjects
who are trained and experienced in psychophysical
threshold testing but naı̈ve with respect to use of
hearing protectors. These subjects fit the protectors
on themselves after reading only the manufacturer’s
instruction, and they receive no assistance whatsoever
from the experimenter.MethodBhasbeendemonstrated
to provide data that approximate the protection that
can be attained by a group of informed users in the
workplace within a well-managed and well-supervised
hearing conservationprogram.10 Theoctaveband results
measured using the new standard can be converted to a
single number called noise reduction ratio for subject
fit (NRRsf).11 This number is the single-number rating
(SNR) for 84% of the population (see ISO 4869-29)

less 5 dB. The NRRsf may be subtracted from the A-
weighted sound pressure level (or Leq) exposure to give
directly the protected level for 84% of the users.12

6.4 Single-Number Ratings of Attenuation
The mean attenuation and standard deviations as
reported by HPD suppliers have been used to calculate
all ratings of protectors’ performance according to the
various methods in a compendium published by the
National Institute for Occupational Safety and Health
(NIOSH).13

The NRR is a single-number rating method that
attempts to describe an HPD based on how much
the overall (broadband) noise level is reduced by the
device. The NRR is described in 40 CFR part 211
EPA Product Noise Labeling Law, subpart B hearing
protective devices14 and was adopted by the EPA from
Method 2 in the first NIOSH compendium.15

The NRR is intended to be used for calculating the
exposure under the HPD by subtracting it from the
C-weighted environmental noise exposure level. Thus,
if a protector has an NRR of 17 dB and it is used in
an environmental noise level of 95 dB time-weighted
average for an 8-h day, the noise level entering the ear
could be expected to be 78 dB or lower in 98% of
the cases. An alternative use of the NRR is with A-
weighted noise level exposure measurements, wherein
the NRR can be applied if 7 dB is first subtracted from
its value. Thus, for the same protector above, if it is
used at an environmental A-weighted noise level of
90 dB, then the A-weighted noise level entering the
ear is 90 − (17 − 7) = 80 dB.

In Europe, rating systems (ISO/DIS 4869-19929)
have been adopted using a single number rating (SNR),
the high–middle–low (HML) rating, and the assumed
protection value (APV). These methods are based on
REAT values measured according to ISO 4869-pt.1-
19929 for one-third-octave bands in octave steps from
63 to 8000 Hz (when data for 63 Hz are not present,
the summation occurs from 125 to 8000 Hz). All of
these methods provide the user with the option of
selecting a protection performance value, which is
an indication of the percentage of test subjects who
achieved the specified level of noise reduction.

6.5 Headband Force of Earmuffs
As discussed above, with earmuffs, comfort will suffer
if the head band force is too large. However, sufficient
force is necessary for a quality fit of the hearing
protector, which is in turn needed for establishing
sufficient sound attenuation. Therefore, it is necessary
to measure the headband force and also to use
the measured force for quality control and other
muff evaluations, such as useful work life. ANSI
S3.19–19746 shows a mechanical device for headband
force measurements. The EN 352-1,8 1993, standard
shows a more accurate, mechanical/electric device.
There is between 2 and 5% variation in the measured
force. The applied pressure is actually more important
than the headband force for acceptability comfort.3
Hearing protectors with broad cushions will give less
pressure with the same force.
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6.6 Simultaneous Use of Two HPDs (Double
Hearing Protection)

Many noise situations exist where the use of a single
protector is not sufficient, particularly in the military
and in a few industries. In these cases the use of
“combined” protection (earmuff worn over earplugs)
should be considered. However, because such noise
exposures are usually very severe, extreme care is
required and the performance of the combination
should be known before use. Tests have shown that
the performance of combination protection is not
the arithmetic sum of the protectors’ attenuation but
instead, is something on the order of 5 to 15 dB more
than the performance of the better of the two HPDs
involved (EN 458).16

Berger et al. (page 321)17 showed that at and above
2 kHz most earplug-plus-muff combinations provided
attenuation that is approximately limited by the bone
conduction flanking path (see Fig. 10.20 in Berger
et al.18). Any extra attenuation gained varied between
0 and 15 dB for the better of the individual devices.
The increase in NRR is between 3 and 10 dB when
compared with the higher of the two individual pro-
tectors.

7 CONSIDERATIONS IN THE SELECTION
AND USE OF HEARING PROTECTORS

Although the demonstrated noise reduction capability
is arguably the most important factor to consider in
the selection of hearing protection devices, several
other points are also very important. Studies by
Casali19 and Riko and Alberti20 on the effectiveness
of hearing protectors suggest that workers are most
likely to demonstrate consistent wearing of devices
that are comfortable and easy to insert, regardless of
the amount of attenuation they provide. Additional
thought must be given to the worker’s physical
limitations, including concurrent use of safety glasses
or eyeglasses, the need for the worker to hear warning
signals, and the need to communicate verbally. The
environmental conditions of the workplace, such
as temperature, confined working spaces, or the
wearing of additional personal protective devices
(hardhats, safety glasses, respirators, etc.), also warrant
consideration. The durability (shelf life or useful life)
and hygienic issues posed by each type of HPD, as
well as the length of time it will be worn, are also
factors that should not be overlooked. Custom-molded
earplugs are a viable HPD option for many individuals,
but it is important to ensure both the expertise of those
who will obtain the impression as well as those who
will manufacture the final earplug.

To ensure that a worker receives the most effective
attenuation from the use of an HPD, the worker should
be trained in the use, care, and maintenance of the
device. All HPDs, incluiding user-molded earplugs
and adjustable earmuffs, require good instruction. This
training should be updated on a regular basis and
should be provided by appropriately trained personnel.

Comfort is a personal matter. Many users would say
that HPDs, as a class of personal protection equipment

(PPE), are generally uncomfortable. But with careful
selection, fitting, and consideration of the environment
of use, acceptable HPDs can in fact be matched to
users. It is generally reasonable advice that a choice of
HPDs that are adequate for the exposures faced should
be provided to each worker. In fact, this is required by
the OSHA hearing conservation amendment.21

Hearing protectors cannot be depended upon for
complete protection unless they are selected properly
and worn adequately and properly throughout the time
of exposure. But, comfort can work against protection
achieved; for example, small earplugs or weak head-
band springs on earmuffs may be more comfortable
but offer low noise attenuation.

8 REAL-WORLD ATTENUATION
Standard laboratory methods (ANSI S3.19–1974,6

ANSI S12.6–1984,22 and ISO 4869 Pt 1–19929)
were developed to produce a measurement of atten-
uation for an optimum-fit condition. Since the late
1970s, researchers in various laboratories around the
world13 have been investigating the amount of atten-
uation workers typically receive. They found work-
ers generally received much less attenuation than the
optimum-fit laboratory methods predict. The magni-
tude of the difference was from 22 to 84% less atten-
uation for the real-world setting than for laboratory
setting. Researchers of the ANSI working group have
worked with researchers from other laboratories to
develop and test laboratory methods that give measure-
ments of hearing protector attenuation, which are more
reflective of real-world performance and remain con-
sistent from laboratory to laboratory. The new method
provides very consistent interlaboratory results, much
more consistent than those possible using the meth-
ods of ANSI S3.19–1974.6 This latest standard, ANSI
S12.6–1997 (B),4 provides mean attenuation values
that are much lower than optimum-fit attenuation and
more in accord with real-world results, while main-
taining a reasonable standard deviation.

9 PROBLEMS WITH HEARING PROTECTORS
Comfort, wearability, and durability are just as impor-
tant, if not more important, than a few decibels more
attenuation. Provided that the attenuation is reasonable,
human factors issues usually make the difference in
HPD selection. Some of these factors include hygiene,
discomfort, effects on communication, effect on direc-
tional localization and distance of warning sounds, and
safety in general. In particular, many workers com-
plain that HPDs compromise their ability to hear fellow
workers, public address system announcements, warn-
ing and other signals, and auditory cues from their
machines (which they may rely on for carrying out
their work). This is one of the major reasons for the
development of augmented HPDs, which are discussed
in Section 12.

10 COSTS OF HEARING PROTECTORS
The cost of hearing conservation by means of personal
hearing protection should consider the following
factors:
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1. Initial cost of muffs and/or plugs
2. Management and administrative costs of

ordering, documentation, storage, issuing, fit-
ting, training, and assessment of effectiveness
in a hearing conservation program

3. Replacement of the worn parts
4. Education in and encouragement toward the

use of hearing protectors, correctly and consis-
tently, using videos, lectures, posters, audio-
metric feedback, and the like

These costs can be compared with other methods
of engineering noise reduction, say for the period of a
5- or 10-year hearing conservation program.

11 REPORTING PROTECTIVE FAILURES
Every employee should learn to be personally respon-
sible for reporting HPD failures or other related noise
exposure problems, which may include:

• Damaged HPDs
• Inflammation of the ear that may be due to HPD

usage
• Overly compromised hearing of necessary

workplace signals or speech
• Changes in conditions of machinery and equip-

ment because of wear or lack of maintenance
• Any change in the perceived noise exposure due

to moving of machines, new machines, and/or
altered working methods and work practices

Ultimate responsibility for documenting these prob-
lems should be given to the health and safety rep-
resentatives, to foremen and supervisors, and/or to the
management staff. Direct and prompt action should be
taken to mitigate or correct the failures or problems
within the company’s noise plan. Of course, report-
ing protective failures must not affect the worker’s
social status, job assignment, or compensation in the
workplace.

12 AUGMENTED VERSUS CONVENTIONAL
PASSIVE HPDs
So-called conventional HPDs constitute the vast major-
ity of HPDs, and these devices have been the primary
subject of this chapter to this point. These devices
achieve attenuation of noise strictly by passive means
without the use of dynamic mechanical elements or
electronic circuitry and are effective protection against
nearly all industrial noises and many military noises,
if properly selected and worn. However, due to the
very nature of the attenuation that conventional HPDs
provide, signals and speech are attenuated no differ-
ently than noise of the same frequencies. Furthermore
and by design, conventional HPDs reduce noise at
the ear solely by passive means, and the attenuation
provided is the same regardless of the incident sound
pressure level, that is, the devices are level independent
or amplitude insensitive. Although the devices are cur-
rently tested at the threshold of hearing using REAT

standards (e.g., ANSI S3.19–1974; Experimenter-Fit
in the U.S.6), the attenuation achieved at thresh-
old remains the same (or linear) throughout most
of the dynamic range of noises normally encoun-
tered in industry and other settings. Exceptions include
extremely high impulses of noise that may excite the
HPD on the human head, an example being the sepa-
ration of an earmuff cushion from the side of the head
as an explosion’s blast passes it. It is also noteworthy
that most conventional HPDs have spectral attenuation
curves that increase (more attenuation) nonlinearly as
a function of sound frequency as described above.

A major impetus for the development of augmented
HPDs has been the sometimes negative influence
that conventional HPDs have on the hearing ability
of users.23 They have often been implicated in
compromised auditory perception, degraded signal
detection, and reduced speech communication abilities.
Depending upon situational demands, these effects can
create hazards for the wearer, or at the very least,
resistance to use by those in need of hearing protection.

12.1 HPD Effects on Hearing Speech
and Signals

Users may reject hearing protection if it compromises
their hearing to an extent where sounds no longer
appear natural, signals cannot be detected, and/or
speech cannot be understood. In some cases, too much
attenuation may be provided by an HPD for a particular
noise situation, with the concomitant effect that the
user’s hearing is unnecessarily degraded. In very lay
terms. This is commonly referred to as overprotection.

Overall, the research evidence on normal hearers
generally suggests that conventional passive HPDs
have little or no degrading effect on the wearer’s
understanding of external speech and signals in
ambient A-weighted sound pressure levels above about
80 dB and may even yield some improvements with a
crossover between disadvantage to advantage between
80 and 90 dB.23 However, HPDs do often cause
increased misunderstanding and poorer detection (as
compared to unprotected conditions) in lower sound
pressure levels, where HPDs are not typically needed
for hearing protection anyway but may be applied for
reduction of annoyance. In intermittent noise, HPDs
may be worn during quiet periods so that when a loud
noise occurs, the wearer will be protected. However,
during those quiet periods, the conventional passive
HPDs typically reduce hearing sensitivity.

Noise- and age-induced hearing losses generally
occur in the high-frequency regions first, and for those
so impaired, the effects of HPDs on speech perception
are not clear-cut. Due to their already elevated
thresholds for mid- to high-frequency speech sounds
being further raised by the protector, hearing-impaired
individuals are usually disadvantaged in their hearing
by conventional HPDs. Although there is no consensus
across studies, certain reviews have concluded that
sufficiently hearing-impaired individuals will usually
experience additional reductions in communication
abilities with conventional HPDs worn in noise.24
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Conventional passive HPDs cannot differentiate
and selectively pass speech or nonverbal signal
(or speech) energy versus noise energy at a given
frequency. Therefore, conventional HPDs do not
improve the speech/noise ratio in a given frequency
band, which is the most important factor for achieving
reliable detection or intelligibility. Since conventional
HPDs attenuate high-frequency sound more than
low-frequency sound, thereby attenuating the power
of consonant sounds that are important for word
discrimination, which lie in the higher frequency range,
while also allowing low-frequency noise through, they
enable an associated upward spread of masking to
occur if the penetrating noise levels are high enough.

Since some of the high-frequency binaural cues
(especially above about 4000 Hz) that depend on the
pinnae are altered by HPDs, judgments of sound direc-
tion and distance may be compromised. Earmuffs,
which completely obscure the pinnae, radically inter-
fere with localization in the vertical plane and also
tend to cause horizontal plane errors in both left-
to-right and front-to-back judgments.24 Earplugs may
result in some front-back judgment errors but generally
cause fewer localization problems than muffs, although
exceptions do exist.

The safety professional often faces a dilemma
in selecting HPDs for the workforce that provides
adequate attenuation for the noise threat at hand,
but also that does not provide so much attenuation
that the worker cannot hear important signals and/or
speech communications. This is the dilemma of
underprotection versus overprotection.

To reduce worker complaints, and to some extent
mitigate the underprotection versus overprotection
dilemma, certain features have been developed and
integrated into HPDs, as follows.

12.2 Uniform (Flat) Attenuation HPDs
Conventional HPDs generally increase attenuation
profile as a function of frequency and, therefore, create
a frequency imbalance from the listener’s perspective.
This is because the relative amplitudes of different
frequencies are heard differently than they would be
without the HPD, and, thus, broadband acoustical
signals are heard as spectrally different from normal; in
other words, usually as more bassy. Thus, the spectral
quality of a sound is altered, and sound interpretation,
which is important in certain jobs (e.g., machining,
mining, and performing music), that relies on auditory
inspection, may suffer as a result.

In an attempt to counter these effects, flat- or
uniform-attenuation HPDs such as the ER-15 Musi-
cian’s earplug or the ER-20 Hi-Fi earplug have been
developed.23 These devices utilize acoustical networks
to provide essentially flat attenuation over the range of
frequencies from 125 to 8000 Hz (see Fig. 4).

12.3 Level-Dependent HPDs
Level-dependent (also sometimes called amplitude-
sensitive) HPDs are designed to intentionally change
their attenuation characteristics as the incident noise
level changes (increasing attenuation as noise level
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Figure 4 Attenuation characteristics of two flat-
attenuation earplugs and for standard premolded,
fiberglass, and foam earplug. (From Berger.1)

increases). Such devices may be passive (relying
on acoustical networks or mechanical valves for
their unique attenuation characteristics) or electronic.
While most of these devices are based on earmuff
designs (e.g., the EAR Ultra 9000), a few level-
dependent earplugs exist (e.g., the Gunfender and the
U.S. Army’s Combat Arms Earplug). Typically, these
devices offer little or no attenuation at low to moderate
noise levels; however, as ambient noise levels increase,
their attenuation increases to some maximum level.
The Army’s Combat Arms Earplug reduces impulse
noise levels of a howizer (170 dB Peak to an acceptable
level) while permiting normal spech and commands to
be understood.

Passive Level-Dependent HPDs In passive level-
dependent HPDs, a valve or sharp-edged orifice
provides a controlled leakage path into the HPD.
At low noise levels, the passive attenuation of
the device behaves as that of a leaky protector,
offering minimal attenuation below about 1000 Hz.
This minimal attenuation is all that is available to
protect the wearer’s hearing at sound pressure levels
below about 110 dB. Since such devices are intended
to be used primarily in intermittent impulsive noise,
this should not be a problem as long as the off periods
are relatively quiet (e.g., below about an A-weighted
shound pressure level of 85 dB). At elevated sound
pressure levels (above about 110 to 120 dB, as might
occur during a gunshot), the flow through the orifice
changes from laminar to turbulent, effectively closing
the orifice, thus increasing the attenuation of the
device. An additional advantage is that some orifice-
based devices offer roughly flat attenuation.25

Electronic Level-Dependent HPDs These battery-
powered electronic HPDs are typically earmuff based
and incorporate a microphone and output-limiting
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Figure 5 Example operating characteristics of an
electronic level-dependent sound transmission earmuff
(input is the ambient A-weighted sound pressure level in
the environment and output is the earphone output).

amplifier to transmit external sounds to earphones
mounted within the earcups. The electronics can be
designed to pass and boost only certain sounds, such
as the critical speech band or critical warning signal
frequencies. Typically, the limiting amplifier maintains
a predetermined (in most cases user-adjustable) gain,
often limiting the earphone output to about an A-
weighted sound pressure level of 82 to 85 dB, unless
the ambient noise reaches a cutoff A-weighted sound
pressure level of 115 to 120 dB, at which point the
electronics cease to function (Fig. 5). At this point,
the device essentially becomes a passive HPD.

Ideally, a level-dependent sound transmission HPD
should exhibit flat frequency response and distortion-
free amplification (without spurious electronic noise)
across its passband, as well as high signal-to-noise
(S/N) ratios at levels below its predetermined cutoff
level. The cutoff level itself should be safe (to
ensure that transmitted sound does not overexpose
the wearer), achieved quickly (i.e., with little or
no delay), and have a sharp attenuation transition
without transients or oscillations. The passband of
the electronics should be adequate to accommodate
desired signals but not so wide as to pass unnecessary
and undesirable noise to the listener. The external
microphones (two, one for each ear to permit dichotic
listening to aid in sound localization) should be
minimally affected by wind or normal movement
of the head. Such devices have the potential for
improving the hearing of hearing-impaired listeners
in quiet or moderate noise levels, acting much like a
user-adjustable hearing aid. However, normal-hearing
listeners may not realize similar benefits due to the
potential for the residual electronic noise to mask
desired signals. Like their passive counterparts, some
of these devices are well suited for impulsive noise,
but less so for sounds with long on durations, which
can produce objectionable distortions.

Two example studies on electronic level-dependent
earmuffs26,27 have, respectively, demonstrated that (1)

several example devices exhibited adequate protection
against most gunfire noise exposures, and (2) user-
preferred settings of the volume control did not result
in an appreciable increase in noise exposure dose over
that experienced with the electronics turned off. More
research on level-dependent HPDs is needed on the
issues of protection from sharp transient impulses, such
as high-caliber weapons and pile drivers, and on the
efficacy of these devices in improving hearing ability
in low-to-moderate level noises. On the issue of testing
these HPDs against sharp impulse noise of very high
levels, REAT testing is not applicable, so acoustical
manikins exposed to noises produced by special
apparati for producing shock waves are necessary.28,29

12.4 Active Noise Reduction (ANR) HPDs

Active noise reduction relies on the principle of
destructive interference of equal amplitude, about 180◦
out-of-phase sound waves at a given point in space;
in the case of hearing protectors, the cancellation is
established at, or very near, the outer ear. ANR has
been incorporated into two types of at-the-ear systems:
(1) those designed solely for hearing protection and (2)
those designed for one- or two-way communications.
Both types are further dichotomized into open-back (or
supraaural) and closed-back (or circumaural earmuff)
variations. In the former, a lightweight headband
connects ANR microphone/earphone assemblies that
are surrounded by foam pads that rest on the pinnae.
In that there are no earmuff cups to afford passive
protection, the open-back devices provide only active
noise reduction. If there is an electronic failure,
no protection is provided by the open-back device.
Closed-back devices, which represent most ANR-
based HPDs, are typically based on a passive noise-
attenuating earmuff that houses the ANR transducers
and, in some cases, the ANR signal processing
electronics. If backup attenuation is needed from an
ANR HPD in the event of an electronic failure of the
ANR circuit, the closed-back HPD is advantageous due
to the passive attenuation established by its earcup.

Analog and Digital ANR HPDs Detailed descrip-
tions of the technology behind ANR electonic feed-
back/feedforward control systems are beyond the scope
of this chapter but may be found in Casali and
Robinson.30 Basically, in a typical analog device, a
closed-loop, feedback system is used that receives
input from a sensing microphone that detects the
noise that has penetrated the passive barrier posed by
an earmuff. The signal is then fed back through a
phase compensation filter, which reverses the phase,
to an amplifier that provides the necessary gain, and
finally is output as an antinoise signal through an
earphone loudspeaker to effect cancellation inside the
earcup. Digital technology, with its advances in speed,
power, reliability, and miniaturization of signal pro-
cessing components, has demonstrated strong promise
for improving the capabilities of ANR-based HPDs,
particularly in regard to precise tuning of the control
system via software for optimizing the cancellation of
specific sound frequencies.



374 EFFECTS OF NOISE, BLAST, VIBRATION, AND SHOCK ON PEOPLE

Passive-plus-Active MIRE

Passive MIRE

REAT

10

50

40

30

20

10

0

63 125

3150 6300

1000 2000 4000 8000500250

M
ea

n
 In

se
rt

io
n

 L
o

ss
 (

d
B

)
S

td
. D

ev
.

(d
B

)

1/3-Octave-Band Center Frequency (Hz)

Figure 6 Attenuation of the NCT PA-3000 closed-back ANR headset. (From Casali and Robinson.33 )

Due to the phase shifts that can be attributed
to transducer (i.e., microphone, earphone) location
differences, as well as the possibility of throughput
delays in signal processing, establishing the correct
phase relationship of the cancellation signal and noise
becomes more difficult as the bandwidth of the noise
increases; therefore, ANR has typically been most
effective against low-frequency noise.

In certain types of noises, especially those charac-
terized by high overall levels and/or frequency con-
tent that is heavily skewed toward frequencies of
less than 1000 Hz, ANR-based hearing protectors may
offer some warning signal detection advantages over
HPDs with weaker low-frequency attenuation; how-
ever, these improvements are likely to be very user-
and HPD-specific.31 Part of the reason for the poten-
tial advantage is that in severe low-frequency noise,
the ANR may serve to prevent the upward spread of
noise masking into the warning signal’s bandwidth.

ANR HPD Attenuation and Testing/Labeling
Issues At present, standardized attenuation data and
NRR ratings are not available for ANR hearing pro-
tectors. Microphone-in-real-ear (MIRE) testing (e.g.,
using ANSI S12.42–199532) can be used to measure
the passive (ANR off) and total (ANR on) attenuation
of the device. The active component of the attenuation
can then be computed using the following relationship,
with each term measured in decibel attenuation:

Active component = MIRE total − MIRE passive

REAT or MIRE testing can be used to quantify, for
performance testing purposes, the passive component

of the total attenuation, but the choice of method can
affect the data. For example, MIRE attenuation at low
frequencies is lower than REAT attenuation due to
the physiological noise masking effects on occluded
thresholds that occur in REAT testing. In addition,
MIRE, unlike REAT, does not account for the bone
conduction flanking path. Finally, passive attenuation
is often decreased in the middle frequencies (from
about 1000 to 3000 Hz) when the ANR circuit is
turned on (i.e., the electronics produces and/or ampli-
fies noise, which increases the noise level under the
protector).

Typical REAT and MIRE attenuation for an
earmuff-based ANR HPD is shown in Fig. 6. Read-
ily apparent in the figure is the difference between the
MIRE and REAT attenuation at 125 and 250 Hz. This
difference is likely due to physiological noise masking
the test stimulus during the REAT test. Also evident in
the figure is the slight reduction in total attenuation at
1000 and 2000 Hz when the ANR device is turned on.
In general, the depicted ANR muff has enhanced low-
frequency attenuation and good mid range and high-
frequency performance as well. However, even a well-
designed large-volume ANR earmuff such as the one in
Fig. 5 cannot typically outperform, on a purely atten-
uation basis, a well-fitted (and less expensive) foam
earplug covered by a quality passive earmuff.23 Con-
sequently, some manufacturers of ANR-based devices
distinguish their products by features and parameters
other than attenuation performance, such as comfort
and frequency response.

Current ANR HPD Applications Although ANR
devices cannot currently be sold in the United States
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under EPA labeling regulations as hearing protectors
(except as to their passive attenuation only) due to the
lack of appropriate ANR testing standards and labeling
regulations, they are being used for various purposes
in both the public and private sector. ANR headsets are
sold to reduce noise annoyance (airline passenger and
personal stereo headsets), as communications headsets
for commercial, military, and civilian aviation, and
used to combat severe noise environments in the mili-
tary (particularly in armored vehicles). Special-purpose
ANR devices are also (or have been) commercially
available for telephone operators and telemarketers,
to reduce patient noise exposure in magnetic imaging
machines, and even to reduce siren noise for emer-
gency vehicle crews. There is some disagreement in
the hearing protection scientific community as to the
potential for the application of ANR HPDs to indus-
trial noise markets (for which low-frequency noise is
not the norm) and, therefore, whether an NRR-like
rating is really necessary.

12.5 Adjustable Attenuation HPDs

To help overcome the problem of overprotection in
moderate noise environments, earplug designs have
recently been developed that allow the user some level
of control over the amount of attenuation achieved.
These devices incorporate a leakage path that is
adjustable via the setting of a valve that obstructs a
tunnel or “vent” cut through the body of the plug,
or via selection from a choice of available filters or
dampers that are inserted into the vent.

The Dutch Ergotec Varifone is an example of
an adjustable-valve design that is constructed from
an acrylic custom-molded impression of the user’s
earcanal. According to the manufacturer’s data, below
500 Hz the attenuation adjustment range is approxi-
mately 20 to 25 dB, with a maximum attenuation of
about 30 dB at 500 Hz. At higher frequencies, the
range of adjustment decreases, while the maximum
attenuation attainable increases slightly. An example of
a selectable-damper design is the Sonomax SonoCus-
tom, manufactured in Canada. The Sonomax device
has a variety of different attenuation dampers that pro-
vide the opportunity for discretely variable attenuation
in a single device. Furthermore, the SonoCustom HPD
is sold as a system with a probe tube microphone
test apparatus that verifies the amount of attenuation
achieved via MIRE techniques on each user as they
are fit with the product.

There are two important distinctions between
passive adjustable-attenuation HPDs and passive level-
dependent HPDs discussed earlier. The former require
user setting to effect attenuation changes, and the
attenuation, once selected, is essentially independent
of incident sound pressure level. Level-dependent
devices, on the other hand, react automatically to
changes in incident sound pressure levels, and the user
typically has no control over the change in attenuation.

The adjustable attenuation class of HPD affords
much flexibility in product design/development in that
they can be fitted with modular augmentations, and

this is a major advantage in that these relatively expen-
sive and personalized (i.e., custom- or semi-custom-
molded) earplugs can be adapted to changing user
needs and different noise environments. Filter-based
devices can be tuned for specific environments or tuned
to pass speech or other critical bands necessary for
specific jobs. As this technology matures, the poten-
tial exists that additional electronic augmentations can
also be incorporated into the devices (e.g., noise sup-
pression, electronic filtering, closed-loop attenuation
control, hearing assistive circuits, automatic gain con-
trol, etc.). This capability offers promise for improving
the hearing ability of HPD users in noise environments
over that which would be attained with conventional
HPDs alone. Furthermore, there is much promise for
“tuning” this type of HPD to optimize its characteris-
tics for the individual user.
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CHAPTER 32
DEVELOPMENT OF STANDARDS AND
REGULATIONS FOR OCCUPATIONAL NOISE

Alice H. Suter
Alice Suter and Associates
Ashland, Oregon

1 INTRODUCTION
Millions of people throughout the world are exposed
to hazardous levels of noise. Because of lack of
knowledge or lack of concern, a substantial portion of
those exposed are losing their hearing. Occupational
noise is not adequately dealt with by marketplace
incentives. Worker compensation for hearing loss, at
least in the United States, is relatively insignificant as
a motivation for noise control. If workers’ hearing is
to be conserved, it is almost always up to government
bodies to inform and regulate employers through
necessary standards and regulations. It is important
for safety and health professionals to be informed
about the standards and regulations that apply to their
companies in order to protect employees.

The regulatory process is not a simple one since
several weighty decisions need to be made, including
the amount of hearing and the percentage of the noise-
exposed population to be protected. Thus it is not
surprising that standards and regulations for noise
exposure vary among the different nations, although
recent trends are toward uniformity. Noise exposure
regulations in the United States, however, seem to
be lagging behind the other industrialized nations,
both in terms of the degree of protection and the
implementation of noise control measures.

2 NEED FOR STANDARDS AND
REGULATIONS RELATED TO OCCUPATIONAL
NOISE
In the United States, an estimated 9 million workers are
exposed to average A-weighted sound pressure levels
of 85 dB and above. The number of noise-exposed
workers in various types of occupations is described
in Table 1. Although these data are now more than
20 years old (with the exception of mining), no surveys

Table 1 Number of American Workers Exposed to
A-Weighted Sound Pressure Levels of 85 dB or above

Sector Number of Workers

Agriculture 323,000
Mining 218,400
Construction 513,000
Manufacturing and utilities 5,124,000
Transportation 1,934,000
Military 976,000
Total 9,088,400

Source: From Refs. 1–3.

Table 2 Noisiest Manufacturing Industries, Listed in
Descending Order According to Percentage of
Workers Exposed to A-Weighted Sound Pressure
Levels above 90 dB

SIC Code Industry

24 Lumber and Wood
22 Textiles
29 Petroleum and Coal
33 Primary metals
49 Utilities
26 Paper
28 Chemicals
27 Printing and publishing
34 Fabricated metals
20 Food
35 Machinery (except electrical)
37 Transportation equipment
25 Furniture and fixtures
30 Rubber and plastics
21 Tobacco
32 Stone, clay, and glass
36 Electrical machinery
23 Apparel
31 Leather

Source: Adapted from Ref. 4.

of noise exposure have effectively replaced them. One
could hope that noise control programs could have
reduced these numbers, but there is little evidence to
that effect in the United States.

Table 2 shows the noisiest types of U.S. manufac-
turing industries stated in terms of Standard Industrial
Code (SIC), arranged in descending order according
to the percentage of workers exposed to A-weighted
sound pressure levels above 90 dB. Although this
ranking is based on data from U.S. industries, the rel-
ative noise hazards of other industries throughout the
world is likely to be similar.

The reader should bear in mind that the information
given in Tables 1 and 2 is not sufficiently conservative
according to more recent damage–risk criteria, which
show that a certain percentage of workers will incur
material hearing impairment at daily average exposure
levels below 85 dB (the criterion used in Table 1) and
well below 90 dB (the criterion used in Table 2).

3 TERMINOLOGY
In the field of occupational noise, the terms reg-
ulation, standard, and legislation are often used
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interchangeably, even though technically they may
have slightly different meanings. In the United States, a
regulation is a rule or order prescribed by a government
authority and is usually more formal than a standard.
A standard is a codified set of rules or guidelines,
much like a regulation, but can be developed under
the auspices of a consensus group, such as the Interna-
tional Organization for Standardization (ISO) or in the
United States the American National Standards Insti-
tute (ANSI). Legislation consists of laws prescribed by
legislating authorities or by local governing bodies.

In some countries national standards are called leg-
islation. Some official bodies use the terms standards
and regulations as well. The European Union (EU)
issues directives. All members of the European Com-
munity needed to “harmonize” their noise standards
(regulations or legislation) with the 1986 directive on
occupational noise exposure by the year 1990.5 This
means that the noise standards and regulations of the
member countries had to be at least as protective as
the EU’s directive. In 2003 the EU issued an updated
directive for noise exposure6 with which the member
nations must comply no later than February 2006.

Some nations have a code of practice, which is
somewhat less formal. For example, the Australian
national standard for occupational exposure to noise
consists of two short, mandatory paragraphs, followed
by a 35-page code of practice, which provides practical
guidance on how the standard should be implemented.
Codes of practice usually do not have the legal force
of regulations or legislation.

Another term that is used occasionally is recom-
mendation, which is more like a guideline than a
mandatory rule and is not enforceable. Examples of
recommendations issued by a U.S. governmental body
would be criteria developed by the National Institute
for Occupational Safety and Health (NIOSH),7,8 which
are often considered recommendations for “best prac-
tice.”

4 CONSENSUS STANDARDS
At least in the United States, the advent of fed-
eral standards for occupational noise exposure was
preceded by a series of consensus standards, issued
by such organizations as the American Standards
Association (the predecessor of ANSI), the National
Research Council Committee on Hearing and Bioa-
coustics (CHABA), and the Intersociety Committee,9
a group comprised of members from several profes-
sional organizations concerned with noise and hearing.
Although these bodies reflected an ever increasing
level of knowledge by the professional community,
there was a need for uniformity. The U.S. federal
government satisfied that need with the promulgation
of a noise standard in 196910 under the authority of
the Walsh–Healey Contracts Act of 1935. The same
is happening currently in Europe under the direc-
tion of the European Union. In addition to ANSI,
several international consensus organizations are cur-
rently active in noise standardization, particularly the
ISO and the International Electrotechnical Commis-
sion (IEC). These organizations have been involved in

the standardization of criteria for exposure to noise,
as well as standards for instruments and measurement
methodologies.

The ISO’s technical committee TC43, Acoustics,
is made up of members from 27 countries. ISO
Subcommittee SC1, Noise, is primarily concerned with
noise exposure, emission, and measurement, as well as
hearing conservation and machinery noise.

One of the most widely used noise standards is ISO
1999, Acoustics: Determination of Occupational Noise
Exposure and Estimate of Noise-Induced Hearing
Impairment,11 which has a counterpart in the United
States as ANSI S3.44.12 Both of these standards may
be used to predict the amount of hearing loss expected
to occur in various centiles of the exposed population
at various audiometric frequencies as a function of
exposure level and duration, age, and sex.

5 DAMAGE–RISK CRITERIA
The term damage–risk criteria refers to the risk of
hearing impairment from various levels of noise. Many
factors enter into the development of these criteria and
standards in addition to the data describing the amount
of hearing loss resulting from a certain amount of
noise exposure. There are both technical and policy
considerations operating in the development of criteria
and their application to standards and regulations.

The following questions are good examples of
policy considerations: What proportion of the noise-
exposed population should be protected, and how
much hearing loss constitutes an acceptable risk?
Should we protect even the most sensitive members
of the exposed population against any loss of hearing,
or should we protect only against a compensable
hearing handicap? The answers to these questions are
directly related to the hearing loss formula that is
used, and different governmental bodies and consensus
organizations have varied widely in their selections.

In earlier years, regulatory decisions were made
that allowed substantial amounts of hearing loss as an
acceptable risk. The most common definition used to
be an average hearing threshold level (or “low fence”)
of 25 dB or greater at the audiometric frequencies 500,
1000, and 2000 Hz. Since that time, the definitions of
hearing impairment or hearing handicap have become
more restrictive, with different nations or consensus
groups advocating different definitions. For example,
one U.S. government agency now uses a 25-dB
average at 1000, 2000, and 3000 Hz,4 and another
uses the same low fence averaged over the frequencies
1000, 2000, 3000, and 4000 Hz.8 Other definitions
may incorporate a low fence of 20 or 30 dB and may
include a different frequency combination or a broader
range of frequencies.

In general, as definitions include higher frequencies
and lower fences or hearing threshold levels, the
acceptable risk becomes more stringent, and a higher
percentage of the exposed population will appear to
be at risk from given levels of noise. If there is to
be no risk of any hearing loss from noise exposure,
even in the more sensitive members of the exposed
population, the permissible 8-h exposure limit would
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have to be as low as an A-weighted sound pressure
level of 75 dB. In fact, the EU has established an
equivalent A-weighted sound pressure level (Leq) of
75 dB as the level at which the risk is negligible,
and this level has also been put forward as a goal
for Swedish production facilities.13

Overall, the prevailing thought on this subject is
that it is acceptable for a noise-exposed workforce to
lose a small amount of hearing, but not too much.
As for how much is too much, there is no consensus
at this time. In all probability, most nations draft
standards and regulations that attempt to keep the
risk at a minimum level while taking technical and
economic feasibility into account, but without coming
to consensus on such matters as the frequencies, fence,
or percentage of the population to be protected.

6 PRESENTING THE DAMAGE–RISK
CRITERIA
Criteria for noise-induced hearing loss may be pre-
sented in either of two ways: noise-induced permanent
threshold shift (NIPTS) or percentage risk. NIPTS is
the amount of permanent threshold shift in decibels
remaining in a population after subtracting the thresh-
old shift that would occur “normally” from causes
other than occupational noise. The percentage risk is
the percentage of a population with a given amount
of noise-induced hearing impairment after subtracting
the percentage of a similar population not exposed to
occupational noise that would exceed that same impair-
ment due to aging and other causes. This concept is
sometimes called excess risk. Unfortunately, neither
method is without problems.

The problem with using NIPTS alone is that it
is difficult to summarize the effects of noise on
hearing. The data are usually set out in a large
table showing noise-induced threshold shift for each
audiometric frequency as a function of noise level,
years of exposure, and population centile. The concept
of percentage risk is more attractive because it uses
single numbers and appears to be easy to understand.
But the problem with percentage risk is that it can
vary enormously, depending on a number of factors,
particularly the height of the hearing threshold level
fence and the frequencies used to define hearing
impairment (or handicap).

With both methods, the user needs to be sure
that the exposed and nonexposed populations are well
matched for such factors as age, nonoccupational noise
exposure, and the fence and audiometric frequen-
cies used to define hearing impairment (or handi-
cap). For example, ISO 1999 offers two databases for
use in predicting hearing loss from noise. Database
A presents hearing threshold data from a European
population, which has had minimal noise exposure.
Database B gives hearing levels of a U.S. popula-
tion with greater amounts of nonoccupational noise
exposure plus some small amounts of occupational
exposure. Both databases are at least 40 years old at
this time, and nowadays it is difficult to find subjects
in industrialized nations that have had no exposure to
noise.

Table 3 Example of a Population at Risk
from Noise Exposure

A-weighted noise exposure level: 90 dB
Sex: Male
Age: 50
Years of exposure: 30
Nonnoise population: Database A
Frequencies: average at 1000, 2000, 4000 Hz
Fence: 27 dB
Risk from aging: 3%
Risk from noise + aging: 16%
Percent risk: 13%

Source: From Ref. 11.

Table 4 Example of a Population at Risk
from Noise Exposure

A-weighted noise exposure level: 90 dB
Sex: Male
Age: 60
Years of exposure: 40
Nonnoise population: Database A
Frequencies: average at 1000, 2000, 4000 Hz
Fence: 27 dB
Risk from aging: 15.5%
Risk from noise + aging: 35%
Percent risk: 19.5%

Source: From Ref. 11.

Table 3 shows an example of the percentage risk
method taken from ISO 1999, Annex D.11 According
to the ISO data and method, the risk in a male
population due to noise at an average A-weighted
sound pressure level of 90 dB after 30 years of
exposure is 13%, using the frequencies 1000, 2000,
and 4000 Hz and a fence of 27 dB.

Using the same data and method, but changing
just a few parameters, the risk becomes 19.5%, as in
Table 4. By examining hearing impairment at age 60
instead of age 50, with 40 years of exposure instead
of 30, the risk has been increased considerably.∗
Moreover, the risk from aging alone has increased
from 3 to 15.5% within 10 years.

Likewise, any change in the level of the fence or the
selected frequencies would also change the outcome in
terms of percentage risk. It is up to the policymakers to
decide theseparameters, aswell as thepredictedduration
of noise exposure (a working lifetime of 30 or 40 years),
in determining how much loss is to be prevented.

7 NOISE STANDARDS OF VARIOUS NATIONS
Table 5 gives some of the main features of the noise
exposure standards of several nations. Most of the
information is current as of this publication, but some

∗These figures are slightly different from those that would
be obtained using the example in ISO Annex D. In the ISO
example, the user makes a small adjustment to the NIPTS
values, whereas it is more correct to make this adjustment to
the hearing loss from aging, as has been done here.



380 EFFECTS OF NOISE, BLAST, VIBRATION, AND SHOCK ON PEOPLE

Table 5 Permissible Exposure Limits (PEL), Exchange Rates, and Other Requirements for Noise Exposure
According to Nation

Nation
Date (if available)

PEL Lav (8-h)
(A-weighted

average sound
pressure level in dB)

Exchange
Rate (dB)

Lmax (dB)
Lpeak (dB)

Level Eng. Control
(A-weighted

average sound
pressure level in dB)

Level Audio. Test
(A-weighted

average sound
pressure level in dB) Comments

Argentina, 2003 85 3 115a 85 85 Note 1
Australia, 2000 85 3 140b peak 85 85 Note 2
Brazil, 1992 85 5 115a 85

130 peak or
120b

Canada, 1991 87 3 87 84 Note 3

Chile, 2000 85 3 115a Note 4
140b peak

China, 1985 85 3 115a 85
Colombia, 1990 85 5 115a

140 peak
Denmark 85 3 See note Note 5
EU, 2003 87 3 140b 85 85 Note 6a

137b 80 Note 6b
135b

Finland, 1982 85 3 85
France, 1990 85 3 135 peak 85
Germany, 1990 85 3 140 peak 90 85 Note 7

55,70
Hungary 85 3 125a 90

140 peak
India, 1989 90 5 115a Note 8

140 peak
Israel, 1984 85 5 115a

140 peak
Italy, 1990 85 3 140 peak 90 85
Mexico, 2001 85 3 105a 90 80
Netherlands, 1987 80 3 140 peak 85 Note 9
New Zealand, 1995 85 3 140 peak 85 85
Norway, 1982 85 3 110a 80 Note 10

55,70
Spain, 1989 85 3 140 peak 90 80
Sweden, 1992 85 3 115a 85 85 Note 11

85 135, 135,135
85

United Kingdom, 1989 85 3 140 peak 90 85
United States, 1983 90 5 115a 90 85 Note 12

140 peak
Uruguay, 1988 85 3 85 85
Venezuela 85 3 140 peak

aA-weighted sound pressure level.
bC-weighted sound pressure level. No designation presumes unweighted.
Note 1. Argentine standard 295/2003 states that no work is allowed for sound pressure levels greater than 135 dB even
for workers wearing hearing protectors.
Note 2. Each of the Australian states and territories has its own legislation for noise. All have now adopted the 8-h
A-weighted Leq of 85 dB and most have a standard of 140-dB peak C-weighted sound pressure level for impulses.
Note 3. There is some variation among the individual Canadian provinces: Ontario and Quebec use an A-weighted sound
pressure level of 90 dB with a 5-dB exchange rate; Alberta, British Columbia, New Brunswick, Newfoundland, Nova
Scotia, Saskatchewan, and Yukon use 85 dB with a 3-dB exchange rate; and Northwest Territories uses 85 dB with a 5-dB
exchange rate. All require engineering controls to the level of the PEL, at least for new equipment, processes, or worksites.
Manitoba requires certain hearing conservation practices above an A-weighted level of 80 dB, hearing protectors and
training on request above 85 dB, and engineering controls above 90 dB. The federal standard, effective July 1991, has no
requirements for Lmax or Lpeak.
Note 4. Chilean standard DS 594/99 of April 2000 requires a maximum C-weighted sound pressure level of 95 dB for an
8-h exposure to impulse noise, measured at the worker’s ear using a 3-dB exchange rate.
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Table 5 (continued)

Note 5. In Denmark, a correction of 5 dB must be added to the measured A-weighted sound pressure level if the noise is
impulsive. A noise is defined as impulsive if the peak A-weighted or C-weighted sound pressure level (on the peak-hold
setting) exceeds 115 dB more than once per minute. The person measuring the noise has the option of using either A- or
C-weighting.
Note 6a. European Union (Directive 2003/10/EC)6 puts forward three exposure values: an A-weighted exposure limit value
of Leq 87 dB and a peak C-weighted sound pressure level of 140 dB; an ‘‘upper action’’ A-weighted sound pressure level
of 85 dB and a peak C-weighted sound pressure level of 137 dB; and a ‘‘lower action’’ A-weighted sound pressure level
of 80 dB and a peak C-weighted sound pressure level of 135 dB. The attenuation of hearing protectors may be taken
into account when assessing the exposure limit value, but not for requirements driven by the upper and lower action
values. At no time shall employees’ noise exposures exceed the exposure limit value. When exposures exceed the upper
action level, the employer must implement a program of noise reduction, taking into account technology and availability
of control measures.
Note 6b. EU continued.6 Hearing protectors must be made available when exposures exceed the lower action A-weighted
sound pressure level of 80 dB. Hearing protectors must be used by workers whose exposures equal or exceed the upper
action value of 85 dB. Audiometric testing must be available to workers whose exposures exceed the upper action value,
and when noise measurements indicate a risk to health these measures must be available at the lower action value.
Note 7. The German standard (UVV Larm-1990) states that it is not possible to give a precise limit for the elimination of
hearing hazard and the risk of other health impairments from noise. Therefore the employer is obliged to reduce the noise
level as far as possible, taking technical progress and the availability of control measures into account.
Note 8. India: Recommendation.
Note 9. The Netherlands’ noise legislation requires engineering noise control at an A-weighted sound pressure level or
85 dB ‘‘unless this cannot be reasonably demanded.’’ Hearing protection must be provided above 80 dB and workers are
required to wear it at levels above 90 dB.
Note 10. Norway requires an A-weighted PEL of 55 dB for work requiring a large amount of mental concentration,
70 dB for work requiring verbal communication or great accuracy and attention, and 85 dB for other noisy work settings.
Recommended limits are 10 dB lower. Workers exposed to average A-weighted sound pressure levels greater than 85 dB
should wear hearing protectors.
Note 11. In accordance with the new EU directive, Sweden uses the same 85-dB upper and 80- dB lower exposure values
but reduces the limit value from 87 to 85 dB. The C-weighted peak sound pressure levels are also 135 for the upper,
lower, and limit values, which is more conservative than the EU directive. In addition, Sweden adds a requirement for a
maximum A-weighted sound pressure level (presumably for continuous noise) of 115 dB.
Note 12. These levels apply to the OSHA noise regulation16 covering workers in general industry and maritime. The U.S.
military services require standards that are somewhat more stringent. The U.S. Air Force and the U.S. Army both use an
85-dB PEL and a 3-dB exchange rate.
Sources:
Jorge P. Arenas, Institute of Acoustics, Universidad Austral de Chile, Valdivia, Chile. Paper presented at the 129th meeting

of the Acoustical Society of America, 1995. Also via personal communication, Feb. 2005; updated information on noise
standards of Latin American nations: Argentine Std. 295/2003; Chilean Std. DS 594/99, April 2000; Colombian Std. Res.
1792/90, May 1990; Mexican Std. NOM-011-STPS-2001; Uruguayan Std. Dec. 406/1988, June, 1988; Venezuelan Std.
COVENIN 1565:1995.

Pamela Gunn, WorkSafe Division of the Department of Consumer and Employment Protection, Perth, Western Australia
(personal communication, March 2005).

Tony F. W. Embleton, I-INCE Publication 97-1: Final Report—Technical Assessment of Upper Limits on Noise in the
Workplace. Approved by the Board of Directors of I-INCE on 1997.08.23 and published in Noise/News International,
Vol. 5, 1997, pp. 203–216.

Christine Harrison, Worker Compensation Board, British Columbia (personal communication, March 2005).
ILO, Noise Regulations and Standards, CIS database, International Labour Office, Geneva, Switzerland (summaries), 1994.
Published standards of various nations.

standards may have been recently revised. Readers are
advised to consult the newest versions of the individual
nations’ standards.

8 OTHER FEATURES OF NATIONS’
NOISE STANDARDS

In addition to their requirements to protect workers
against hearing loss, several nations include provisions
for preventing other adverse effects of noise. Some
nations state the need to protect against the extraau-
ditory effects of noise in their regulations. Both the
EU directive and the German standard acknowledge

that workplace noise involves a risk for the health and
safety of workers beyond hearing loss, but that current
scientific knowledge of the extraauditory effects does
not enable precise safe levels to be set.

The Norwegian standard includes a requirement
that noise levels must not exceed an A-weighted sound
pressure level of 70 dB in work settings where speech
communication is necessary. The German standard
advocates noise reduction for the prevention of acci-
dent risks, and both Norway and Germany require a
maximum A-weighted noise level of 55 dB to enhance
concentration and prevent stress during mental tasks.
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Some countries have special noise standards for
different kinds of workplaces. For example, Finland
and the United States have noise standards for
commercial vehicle cabs, and Germany and Japan
specify noise levels for offices. Others include noise
as one of many regulated hazards in a particular
process. Still other standards apply to specific types
of equipment or machines, such as air compressors,
chain saws, and construction equipment.

In addition, some nations have promulgated sepa-
rate standards for hearing protection devices (e.g., the
EU, Netherlands, and Norway) and for hearing conser-
vation programs (e.g., France, Norway, Spain, Sweden,
and the United States).

Some nations use innovative approaches to attack
the occupational noise problem. For example, the
Netherlands has a separate standard for newly con-
structed workplaces, and Australia and Norway give
information to employers for instructing manufacturers
to provide quieter equipment.

There is little information about the degree to
which these standards and regulations are enforced.
Some specify that employers “should” take cer-
tain actions (as in codes of practice or guidelines),
while most specify that employers “shall.” Standards
that use “shall” are more apt to be mandatory,
but individual nations vary widely in their ability
and inclination to enforce. Even within the same
nation, enforcement of occupational noise standards
may vary considerably with the government in
power.

9 FURTHER INFORMATION

Readers may consult the following publications for
further information on standards and regulations for
occupational noise exposure:

B. Goelzer, C. H. Hansen, and G. A. Sehrndt, Eds.,
Occupational Exposure to Noise: Evaluation, Preven-
tion, and Control, Special Report S 64, published
on behalf of the World Health Organization, Dort-
mund/Berlin, 2001.

NIOSH, Criteria for a Recommended Standard:
Occupational Noise Exposure; Revised Criteria,
National Institute for Occupational Safety and Health,
U.S. Dept. HHS, report DHHS (NIOSH), Cincinnati,
OH, 1998.

A. H. Suter, Standards and Regulations, in Ency-
clopaedia of Occupational Health and Safety, Vol. IV,
2nd. ed., J. M. Stellman, Ed., International Labour
Office, Geneva, Switzerland, 1998.

A. H. Suter, Standards and Regulations, in The
Noise Manual (rev. 5th ed.), E. H. Berger, L. H.
Royster, J. D. Royster, D. P. Driscoll, and M. Layne,
Eds., American Industrial Hygiene Assoc., Fairfax,
VA, 2003, pp. 639–668.
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CHAPTER 33
HEARING CONSERVATION PROGRAMS

John Erdreich
Ostergaard Acoustical Associates
West Orange, New Jersey

1 INTRODUCTION
Hearing conservation programs have evolved from
their original purpose of simply screening employee
hearing. With increasingly sophisticated analyses of
growing databases of employee audiometric data, of
more detailed exposure records, and industry strategies
to control noise exposure, the hearing conservation
program has become the basis not only by which to
protect worker hearing, but it is also a powerful tool
with which to limit employer exposure to liability
for nonoccupationally caused hearing impairments.
Hearing conservation programs are, in essence, an
educational tool for both the employer and the
employee.

1.1 Purpose of Hearing Conservation
Programs

The essential components of a hearing conservation
program (HCP) are as follows:

• Selection of a “key person” with responsibility
and authority to coordinate all facets of the HCP
for both worker and employer.

• Education of both parties regarding the effects
of noise exposure on hearing.

• Annual audiometric screening of noise-exposed
employees.

• Identification of locations and processes con-
tributing to noise exposures.

• A program of noise control where exposures
exceed a selected criterion level.

• Selection of the criterion noise exposure accept-
able to management.

• Annual reviews of hearing losses to identify
cause.

1.1.1 Protection of Employee Hearing Early
hearing conservation programs were implemented in
several industries following World War II. Primary
among these were aircraft, petrochemical, and some
railroads. In 1950, Kryter1 published the original
version of his monograph that described the relation
between noise exposure and occupational hearing loss.
This was further clarified by Glorig et al.2 and by
Burns and Robinson3 in their studies of noise in
American and British industry.

By the mid-1960s it was clear that noise-induced
hearing loss (NIHL) was a serious problem and
that workers needed to protect their hearing. In the
United States regulations were promulgated mandating

acceptable noise exposures. At this writing, the United
States, the European Union, and many other countries
have promulgated similar regulations to protect and
conserve worker hearing.

1.1.2 Limitation of Employer Liability Although
early in the twentieth century there was little recourse
an employee had to be compensated for occupational
injuries or diseases, major changes began to evolve
after World War II. In 1948 New York State workman’s
compensation lawwas expanded to include coverage for
noise-induced hearing loss (Slawinsky vs. J. H. Walters
and Company). In the period between 1948 and 1962
other states adopted similar positions in which noise-
induced hearing loss, although it develops over time,
was considered a compensable occupational injury.

Workman’s compensation laws set schedules for
compensation for occupational injuries and diseases.
The employer is protected, to a degree in the United
States, by its insurance coverage through the workers
compensation system. However, for noise-induced
hearing loss the employee can overcome the limited
compensation payments if negligence on the part of his
employer can be demonstrated. In that case, the injury
is treated under tort law and is not adjudicated under
the workman’s compensation system. Nor is it likely
covered by the employer’s insurance. A comprehensive
hearing conservation program will not only protect
employee hearing but also will demonstrate that there
is no negligence. Furthermore, it will document the
hearing levels and progression of hearing impairment, if
any, in the employee and others with similar exposures.
This record is the best defense in tort litigation.

1.2 Relation of the Hearing Conservation
Program (HCP) to Regulations

1.2.1 Occupational injury compensation In
the United States, a system of compensation for occu-
pational injury has developed since the midtwentieth
century. Workman’s compensation programs attempt
to provide for this compensation in an environment
that creates a buffer between the employee and the
employer by establishing a uniform procedure for
the injured employee to receive compensation for an
injury. These programs impose three general require-
ments upon the claimant:

The existence of an injury must be established.
Occupational causality must be demonstrated.
Economic impact of the injury must be determined.
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The existence of a hearing impairment is evaluated in
the annual audiometric screening that is part of the
HCP. This will be discussed subsequently.

For a determination of occupational causality for
a noise-induced hearing impairment, demonstration
of employee noise exposure sufficient to produce
the measured impairment is required. Records of
sound surveys conducted as part of the HCP can
establish, in conjunction with an employee work
history, the noise exposure of the individual during the
period of employment. In this regard, a proper HCP
provides a strong basis for adjudicating a claim for
compensation for an occupational hearing impairment.
An otologic examination is also recommended to
preclude the existence of hearing impairments arising
from nonoccupational causes.

Some jurisdictions require that the employee com-
ply with the requirements of the HCP implemented
by the employer. If the employer can demonstrate that
the employee has not properly used the hearing protec-
tion provided, then the claim may be disallowed. For
example, the New Jersey Workman’s Compensation
Statute (34 : 15–35.22)4 states:

No compensation shall be payable for loss of hear-
ing caused by hazardous noise . . . if an employer
can properly document that despite repeated warn-
ings, an employee willfully fails to properly and
effectively utilize suitable protective device or
devices provided by the employer capable of dimin-
ishing loss of hearing due to occupational exposure
to hazardous noise.

Economic impact of a hearing impairment is assumed
in all American workman’s compensation regulations,
although the schedule of compensation varies by
jurisdiction and from federal to state plans. This is
unrelated to the facts of exposure documented in the
HCP.

1.2.2 Torts Although a system of compensation
exists for occupational NIHL, the schedule of com-
pensation is limited and does not protect the employer
from litigation under the tort statutes. Generally, if the
employee can demonstrate negligence on the part of
the employer or a defect on the part of the manufac-
turer of the tools used in the course of employment,
then it is possible to claim compensation unrestricted
by the schedules set forth in the workman’s compen-
sation statutes.

In addition to employee audiometric data and
noise surveys, HCP documentation should include
company memoranda that describe the history of the
HCP as well as the individuals responsible for its
implementation. These are important instruments in the
defense of these claims. For companies with several
facilities the HCP should follow similar guidelines at
each location to establish that corporate management
has committed to the safety of its employees.

1.2.3 Exposure Limitation Permissible employee
noise exposure in the United States is promul-
gated under the Occupational Safety and Health Act

(OSHA), CFR 1910.29.5 In 1981 a dual limit was
established by the Hearing Conservation Amendment
to the act that established a threshold exposure at which
hearing conservation is mandatory (the action level)
and a higher threshold (the permissible exposure level,
PEL), which defined the limit of exposure. These cri-
teria are based on a 5-dB exchange rate (every 5-dB
increase in level requires a halving of exposure time)
and an 8-h exposure (Table 1).

Permissible time of exposure (t , in hours) at any
level may be calculated as

t = 8 h

2(L−90)/5

where L is the level of the sound to which the
employee is exposed, 5 represents the exchange rate,
and 90 is the 8-h PEL. Similar calculations may be
carried out for a 3-dB exchange rate by replacing the
5 with 3.

Table 1 Allowable Time (T) of Exposure in Minutes
for 5- and 3-dB Exchange Rate at Different Levels

Level T at 5 dB T at 3 dB

80 1920 4838
81 1671 3840
82 1455 3048
83 1267 2419
84 1103 1920
85 960 1524
86 836 1210
87 728 960
88 633 762
89 551 605
90 480 480
91 418 381
92 364 302
93 317 240
94 276 190
95 240 151
96 209 120
97 182 95
98 158 76
99 138 60

100 120 48
101 104 38
102 91 30
103 79 24
104 69 19
105 60 15
106 52 12
107 45 9
108 40 8
109 34 6
110 30 5
111 26 4
112 23 3
113 20 2
114 17 2
115 15 1
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Noise dose (D) is defined in terms of the 90 dB A-
weighted sound pressure level 8-h limit that represents
(OSHA) 100% dose. For a given exposure and duration
(Ti) the dose may be calculated as

D = Ti

t
× 100

= 2(L−90)/5

8
× Ti × 100

Doses comprised of exposures at different levels are
calculated by adding the individual doses. The OSHA
action level is simply 50% of the 5 dB-exchange dose.

In some cases the employee exposure is reported in
terms of the time weighted average level. This is the
8-h exposure equivalent to the calculated dose. Time
weighted average is calculated as

D =
(

T1

t1
+ T2

t2
+ T3

t3
+ · · · + Tn

tn

)
× 100

TWA = 16.61 log(D) + 90

Where exposures cannot be reduced by engineering
controls, hearing protection is required to reduce
exposures below 100% dose for those employees who
have not suffered an occupational hearing loss, or a
standard threshold shift (STS). Calculation of the STS
is discussed in Section 2.5. For those employees who
have suffered an STS, hearing protection must be worn
when the exposure dose reaches 50% or 85 dB TWA.

Countries other than the United States use an
exchange rate of 3 dB/doubling, which is the equiv-
alent average level (Leq). This is defined in Chapter 127.
Dose is calculated as above using 3 for the exchange
rate in place of 5. Table 2 illustrates the difference
between doses calculated on the basis of a 3-dB and
a 5-dB exchange rate for all sound equal to or greater
than 80 dB A-weighted sound pressure level for an 8-h
exposure.

2 COMPONENTS OF THE HEARING
CONSERVATION PROGRAM
The key individual, discussed in a later section,
is responsible for the implementation of the HCP
elements including:

Table 2 Comparison of Dose for an 8-h Exposure at
Level, L, for a 3 and a 5-dB Exchange Rate Including
All Contributions to Exposure at or Above 80 dB

A-weighted
Sound Pressure
Level (dB)

5-dB Exchange
Dose

3-dB Exchange
Dose

80 0.25 0.10
85 0.50 0.31
90 1.00 1.00
95 2.00 3.17

100 4.00 10.08
105 8.00 32.00
110 16.00 101.59
115 32.00 322.54

• Initial site noise exposure survey
• Audiometric testing and assessment
• Notification of worker and employer
• Training and education
• Recordkeeping
• Noise control program
• Hearing conservation program evaluation

2.1 Site Noise Survey

A site noise survey is needed to determine whether a
hearing conservation program is required at a particular
facility. If such a survey reveals exposures above the
criterion level, then the next step is to conduct individ-
ual dosimetry on a representative sample of employees.
This sample should include all job functions that are
potentially exposed above the selected criterion noise
level. The results of the dosimeter will demonstrate
several things: those employees who must be included
in hearing conservation program, those areas and pro-
cesses that contribute to the overexposure, and the
tasks that are carried out by employees that cause
the overexposures. For a hearing conservation program
to be effective it is important to understand how an
employee’s dose accumulates to identify those tasks
that could be subject to engineering controls.

2.1.1 Initial Walk-through The most important
purpose of the initial walk-through is to gain an
understanding of the facility and the work processes
that are carried out. These will strongly influence the
sound exposures of employees who are assigned to
different job functions. This should include discussions
with both management and employee representatives.
Frequently, the employee representatives will offer
different explanations of job functions than will
management. After gaining an understanding of job
functions and the layout of the facility, a sound
survey comprising measurements of A-weighted sound
pressure levels may be started.

Ideally, each job function in each area of the facility
should be delineated, tabulated, and a short sample
of the sound pressure level at each position should
be measured. Based on the job functions and facility
layout, the surveyor should determine the maximum
sound levels to which employees are exposed and
also a representative estimate of the TWA exposures.
If the walk-through survey reveals few measured
sound pressure levels above the [85 dB A-weighted
sound pressure level] criterion and no estimated time
weighted averages above the action level, there is no
need for a hearing conservation program. Measured
sound pressure levels should be documented and a
summary prepared showing the monitoring locations
and the results for future documentation of potential
employee exposures.

In some cases the selected criterion above which
the employee should not be exposed may be selected
by management to be lower than a governmentally
mandated level. In that case the company criterion is
substituted for the regulatory limit.
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2.1.2 Individual Dosimetry Noise dosimeters
integrate the instantaneous sound exposures to
which the worker is subjected over the duration
of the measurement—a full or a partial shift.
These instruments are capable of employing selected
exchange rates depending on the jurisdiction for which
the exposure is evaluated. Dosimetry will reveal
typical work shift exposures for each job function.
Although many audio dosimeters exist that will
monitor and calculate a single dose, these instruments
are of limited benefit since they serve only to identify
the overall level at which the individual is exposed.
Using simple dosimeters can provide only an estimate
of the number of people to be included in hearing
conservation programs. Further, some instruments will
produce a single value corresponding to the dose
accumulated during the measurement period while
others will produce a time history that depicts the
moment-by-moment accumulation of the dose.

Single Dose Exposure measurements that produce a
single-number dose are useful to demonstrate compli-
ance with regulations. In the event that measurements
reveal an employee overexposure, these results cannot
provide information that supports further efforts to mit-
igate those overexposures. With the exception of a task
in which the employee is subjected to a source of con-
stant noise emission, there is no means to identify the
process responsible for the majority of the accumulated
dose without a time history of the exposure.

Time History Using time history dosimeters pro-
vides substantially more useful information. In addition
to demonstrating the worker exposure, if the individ-
ual is instructed to keep a log of job tasks during the

monitoring, or if the surveyor keeps such a record,
comparison of the log with the dosimeter time his-
tory can reveal those tasks that are responsible for the
majority of the workers exposure. This is useful in
planning either an engineering noise control or admin-
istrative program to reduce exposure.

As an example, Fig. 1 shows an employee exposure
throughout a work shift. From noon to 1 p.m.
exposures are low during the lunch break. Using a
chipping hammer on a truck muffler from 9 : 30 a.m.
to 10 a.m. produces the highest exposures during
the shift. An impact wrench produces an increased
exposure in the afternoon. Overall, the chipping
hammer alone comprises 56% of this daily exposure
of 128% (by the OSHA 5-dB exchange). Modifying
this single task (e.g., by using a cutting torch instead
of a chipping hammer) could reduce the exposure to
72% or a TWA of 88 dB from 92 dB.

Octave-Band Measurements for Noise Control
Effective noise control engineering requires detailed
understanding of the mechanism of noise production
of each contributing source as well as a detailed
characterization of the spectrum and level of the
contributions. Although the details of measurements
for noise control are beyond the scope of this
chapter, several American and international standards
provide guidance for these measurements. Among
these, International Organization for Standardization
(ISO) 3746 : 1995 6 can provide data for both noise
remediation and for prediction of noise levels that
will be produced when equipment is placed into
a facility. Similarly, American National Standards
Institute (ANSI) S12.16–19927 is useful in this
context.
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Following identification of the processes that con-
tribute to the exceedance of the criterion noise dose,
octave-band measurements should be taken to pro-
vide the basis on which to implement noise mitigation.
Sound pressure levels must be sampled over the entire
equipment duty cycle to define those components of
the process that are responsible for the major contri-
bution. This will enable the noise control engineer to
develop optimal methods for reduction.

2.2 Employee Assessment and Testing

Evaluation of audiologic health in the industrial
environment presents challenges different from the
traditional diagnostic/rehabilitation setting. Not infre-
quently, audiometric evaluation is conducted to deter-
mine hearing handicap for the purposes of financial
compensation of occupational hearing loss. In this
adversarial situation the employee has an incentive to
maximize the apparent impairment, while the employer
is similarly motivated to demonstrate minimal impair-
ment or nonoccupational causality. Accurate evalua-
tion of employee hearing requires care by the audio-
metric technician to assure accurate results.

A critical aspect of any hearing conservation pro-
gram is the baseline audiogram. At a minimum it
serves as the benchmark against which future audio-
grams are compared. More importantly, the base-
line audiogram establishes the hearing level of the
employee at the start of his or her occupational noise
exposure for the new employer. Some state compen-
sation laws are structured such that the last employer
of record is responsible for the full compensation bur-
den for a hearing impairment unless the prior employer
and the employee have been notified of a preexisting
hearing impairment within a short period following
new employment. Unless this notification is under-
taken with the preemployment audiogram as its basis,
a company with an effective hearing conservation pro-
gram can find itself liable for a previous employer’s
ineffective program.

2.2.1 Audiometric Test Procedures Basic
audiometric evaluations have been described in
Chapter 120 of the Encyclopedia of Acoustics8 to
which the reader is referred. Initial screening of the
employee is conducted with a pure-tone audiogram
including the audiometric test frequencies of 500,
1000, 2000, 3000, 4000, and 6000 Hz. Industrial
audiometry differs from diagnostic audiometry in
several aspects. First, the individual being tested may
not be cooperative. In instances where there is labor
unrest or where there is incentive for financial gain
through one of several injury compensation programs,
the results of testing may be biased. Second, the
technician must be vigilant that the worker being tested
has not been exposed to levels of noise prior to the
evaluation that could elevate the hearing threshold and
produce an artifactual threshold elevation.

Certification of the Technician Technicians who
conduct the audiometric screening of employees must
be trained to recognize certain pathological conditions

such as an ear canal occluded by wax or a perforated
eardrum. They must also recognize an employee who
has difficulty performing an audiogram for whatever
reason. In United States, audiometric technicians may
be certified through the Council for Accreditation in
Occupational Hearing Conservation (CAOHC). This
organization conducts training courses for instructors
who then conduct classes to train the audiometric
technicians.

For a discussion of basic audiometry refer to
Chapter 120 in the Encyclopedia of Acoustics.8

2.2.2 Additional Audiometric Evaluation The
tests described below are carried out by licensed
audiologists. They are beyond the purview of the
audiometric technician.

Pseudohypacusis To evaluate cases of pseudohy-
pacusis, or malingering, special audiometric tests are
available. Several of these do not rely on cooperation
of the patient while others exploit the compromised
perception of sound if one ear is substantially less sen-
sitive than the other.

Perhaps the most telling indication of malingering
is inconsistency of thresholds produced on successive
test–retest audiograms. The judgment required to
maintain a sound at a constant suprathreshold level
is much more difficult than the judgment of whether
a sound is heard. One method of maintaining sound
at a constant level is to ignore the sound entirely
and simply depress and release the switch indicating
“heard” and “not heard” with a regular rhythm. This
produces a small range tracing on an automated
tracking audiogram. Another technique is for the
listener to set the criterion for “heard” versus “not
heard” relatively high and low, respectively, resulting
in large, atypical, threshold variations.

Comparison of Speech Reception Threshold
(SRT) and Pure-Tone Thresholds Since the
majority of information in speech is carried in the
frequencies between 500 and 2000 Hz, it is reasonable
to expect the speech reception threshold (SRT) to
closely approximate the pure tone average (PTA) of
500, 1000, and 2000 Hz. A large difference between
the SRT and the PTA in a listener is suggestive of non-
organic hearing impairment. Extensive experience9

with patients with confirmed pseudohypacusis showed
that 70% exhibited SRTs at least 12 dB lower than
the PTA. This discrepancy is one indication of
malingering.

Delayed Auditory Feedback All speakers rely on
feedback to modulate the level of their voice. This
feedback is evidenced by the automatic increase or
decrease of vocal effort depending on the level of
background noise in which they speak. If a masking
noise is applied as a listener reads aloud, the person’s
voice level will increase. This is known as the
Lombard effect.

Although the Lombard effect itself can be used
as a test for pseudohypacusis, a more dramatic
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demonstration may be produced by presenting the lis-
tener’s own speech as the masking sound. In a normal
hearing individual auditory feedback is always present.
Delaying the feedback, by presentation through a suit-
able electronic device, disrupts the normal processing
of speech by the listener. The individual exhibits a
change in speech rate and potentially vocal level. A
normal hearing listener will take longer to read the
same passage with 200-ms delayed feedback than with
undelayed feedback.

The test is conducted by presenting the delayed
speech initially at 0 dB HL (normal hearing threshold)
subsequently raising it in 10-dB increments. The
hearing-impaired individual will be unaffected until
the delayed speech exceeds the true hearing threshold
while the normal hearing individual will be affected at
lower levels.

2.3 Employee and Management Feedback
(Key Individual)
To maintain commitment to the goals of the HCP peri-
odic review of program effectiveness and individual
employee hearing status is crucial. For the program
to be effective a key individual should be designated
to whom the employee can direct questions about any
aspect of the program, especially the use of hearing
protective devices (HPDs) and the results of annual
audiometric evaluations. The key individual should
be educated in the details of hearing conservation to
the extent of being able to accurately answer those
questions. This person should occupy a place in the
sociology of the company that engenders the respect of
both labor and management. The key individual should
also be in the position of addressing questions about
the program from management including operational
details, program effectiveness, and costs. Motivation
and support is the key to continued HCP efficacy.

2.3.1 Notification Almost without exception, an
employee will ask, “How did I do?” at the completion
of the audiogram. While it is not the responsibility of
the audiometric technician to provide feedback, with
the advent of computerized audiometry and databases,
feedback can be provided at that point that there is or
is not a change from the previous test.

If changes are noted, it is appropriate to schedule a
retest at a later date. The employee can be advised of
the need to retest and that a written notification of the
audiometric results will follow. This will also provide
the supervising medical personnel an opportunity to
determine if an otologic referral is appropriate.

In addition to providing individual employees
notification of the results of their test, it is advisable

to provide management with annual summaries of
the program results. By reporting the data shown
in Table 3, any problem area in a facility can be
identified by comparing the number of standard
threshold shifts found with those in other departments.
Furthermore, examination of the number of individuals
exhibiting improved thresholds and those exhibiting
worse thresholds in any year is an indication of the
reliability of the testing procedures.

2.3.2 Medical Referral Referral to an otologist
for a complete otologic workup is recommended for
any employee who exhibits hearing loss on the baseline
examination. Especially in the case where a worker has
either never had a hearing test or where that evaluation
was several years earlier, a medical exam frequently
reveals underlying auditory pathology unrelated to
noise exposures that could result in serious health
consequences. Furthermore, such an evaluation may
obviate claims for compensation at a later date. If an
otologic examination is warranted, the physician will
communicate the results of the exam to the employee.

2.4 Training and Education

Proper use and fitting of hearing protectors and
the effects of noise on hearing are two topics that
should be included in the employee education phase
of the HCP. In companies that hold regular safety
meetings this is most efficiently accomplished during
one of those safety meetings. Material that can be
used for the education and training is available
from several sources, including the manufacturers of
HPDs, professional industrial hygiene organizations,
and the federal government. An excellent source
of information on specific educational and training
strategies is The Noise Manual.10

2.5 Recordkeeping

Maximum benefit to the employee and the employer
occurs when full records of the HCP are maintained.
OSHA requires only that after comparison of the
current audiogram with the baseline audiogram, if an
STS of 10 dB or more (average change at 2000, 3000,
and 4000 Hz) has occurred, it must be recorded on the
OSHA recordkeeping forms provided that, in addition,
the average hearing threshold at those frequencies in
the same ear is 25 dB or greater. All thresholds are
referred to audiometric zero. If a threshold shift is
determined to be nonoccupationally related, it need not
be reported on the OSHA form. An excellent summary
of recordkeeping rules may be found on the CAOHC
website at www.caohc.org/oshafinal.html.

Table 3 Sample Database to Report Annual Summaries to Management

Department

Number
Employees
Screened

Number
STS

Identified

Number
Cases

Worse by
10 dB

Number
Cases

Better by
10 dB

Number
Referred to
Otologist

Number STS
Classified

Occupational

Average
Department
Exposure

Dose
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This said, it is important that the employer doc-
ument both the threshold shift and the determination
of nonoccupational causation in the event of future
tort claims. Additionally, HCP records should include
noise surveys and should document mitigation that was
carried out as part of the company effort to reduce
employee noise exposure. This information forms the
basis for the defense of any litigation related to hearing
loss within the company.

2.6 Exposure Reduction

2.6.1 Personal Protection Hearing protection
devices are covered in Chapter 31 to which the reader
is referred.

2.6.2 Engineering Controls Reduction of source
noise levels is the preferred method of employee expo-
sure protection. The sound survey carried out in the
facility can serve as the basis for source level reduc-
tion if it has included both time history dosimetry and
one-third octave-band sound pressure level measure-
ments. With these data the offending equipment or
process responsible for the employee overexposures
can be identified and appropriate engineering measures
may be implemented. The detailed protocol for a noise
control program is beyond the scope of this chapter and
may be found in other sections of this handbook.

2.6.3 Administrative Controls Where engineer-
ing controls are not feasible, the remaining choice is to
administratively limit employee noise exposure dura-
tion. This can be accomplished by rotating employees
in and out of the high noise exposure areas throughout
the work shift, taking care to limit the overall dose
to the permissible exposure level. As this may have

implications for production goals, it is often the least
desirable of options.

3 EVALUATION OF THE HEARING
CONSERVATION PROGRAM

3.1 Statistical Review of the Company
Database

On a facilitywide basis, occupational NIHL may be
considered a public health issue and treated as such.
The effectiveness of the intervention strategy, the
hearing conservation program, can be evaluated in
the same manner as any other public health program.
Comparison of pre- and postintervention rates of
“disease” within the facility and with expected rates of
the “disease” with normative dose–response data are
typical metrics appropriate for this evaluation. In this
case, the dose–response relationship for development
of NIHL is known from the ISO 199911 databases.
Evaluation of the HCP is a statistical exercise similar
to studying the epidemiology of the disease.12,13

Procedures for the calculation of expected NIHL
can be found in ANSI S3.44–1996,14 Section 6.3, to
which the reader is referred for detailed information.
Predicted values over a limited number of exposures
are shown in Fig. 2.

Two different aspects of a hearing conservation pro-
gram should be evaluated: quality and effectiveness.
The effectiveness of a program is judged by the rate
of new cases of occupational NIHL that develop. This
rate may be biased by program errors that increase or
decrease the rate from one test cycle to the next. The
quality of the program relates to the consistency of
test results and to the other factors such as training
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and feedback that affect the compliance of employees
with the requirements of the HCP.

A preliminary gauge of program effectiveness may
be determined from annual summaries of HCP mon-
itoring results. Rates of NIHL lower than those pre-
dicted from the ANSI/ISO dose–response predictions
are suggestive of an effective program if the data are
reliable. Indicators of data quality are small variations
between years using a metric of the percent of individ-
ual thresholds better or worse or the percent worse in
sequential years of testing. Details of the technique of
comparison can be found in the AIHA Noise Manual.9

Although there is some controversy of the validity of
details of the use of database comparisons, the overall
concept can provide useful insights into the quality of
an HCP.

3.2 Comparison with Normative Data (ISO
1999/ANSI S3.44)

Additionally, hearing threshold level data for groups
in an HCP may be compared with the referenced
databases in ISO 199911/ANSI S3.44.14 A higher
threshold for a particular age cohort with a known
exposure in comparison to the referenced databases
suggests reason for review of the HCP effectiveness.
Comparison of populations in different departments
within the facility is also instructive.

An HCP with effective hearing protection should
exhibit similar trends of hearing threshold changes
across departments with different exposures because
the HPDs should reduce all exposures to below the
PEL. The department exhibiting higher mean threshold
shifts than others should be reviewed for adequacy of
the HCP implementation.

4 EVALUATING CAUSALITY

4.1 Patterns of Noise-Induced Hearing Loss
Sounds of different frequency are distributed spatially
within the cochlea. The classical pattern of noise-
induced hearing loss begins with a decrease of
thresholds in the frequencies corresponding to that
place in the cochlea at which 4 kHz sounds are
localized. As the hearing impairment progresses, the
“4 kHz notch” deepens and extends to higher and
lower frequencies. Typical progressions of NIHL,
based on the ISO 199911 male database, are shown
in Figs. 2 and 3.

For a typical 30-year-old male exposed to 85 dB
over his working life, there is a small threshold deficit
at 4 kHz. A cohort of the same age but exposed
to 95 dB TWA for the same duration exhibits a
pronounced threshold deficit at 4 kHz and the adjacent
frequencies. The individual exposed at 100 dB TWA
for that same period exhibits the pronounced hearing
loss shown in Fig. 2.

That exposure level is more important than duration
is seen by comparison with Fig. 3.

This shows population thresholds for males aged 30
to 60 years exposed at 90 dB TWA over their working
lives. The difference between the 30-year-old cohort
and the 60-year-old cohort is only about 5 dB at the
most affected frequency of 4 kHz.

4.2 Comparison of Individual NIHL
with Population Databases

Although it is not possible to predict an individual’s
NIHL based on level and duration of exposure,
comparison of an employee’s threshold with the
population can be instructive. Figure 4 illustrates a
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Figure 4 Female claimant 1975 audiograms.

range of hearing thresholds for female population
exposed to 90 dB TWA for 13 years and for an
individual similarly exposed. Predicted 90th and
10th percentile thresholds are shown. An individual
exhibiting poorer thresholds than expected for the most
sensitive subgroup is either exposed at levels higher
than 90 dB TWA or may have hearing impairment of
nonoccupational origin.

In this case, for a 13-year exposure at 90 dB, the
hearing thresholds for a person claiming occupational
NIHL at all frequencies other than 2 kHz are poorer
than the predicted thresholds for the 10th percentile
of the population. Furthermore, the pattern of hearing
loss is atypical of NIHL; there is a low-frequency
component and a substantial impairment at high
frequencies. Twenty-two years after the first audiogram
(Fig. 5) the new hearing profile for this person exhibits
similar impairments at 4 and 6 kHz with a worsening
of thresholds of as much as 40 dB in the lower
frequencies. This is clear evidence of nonoccupational
etiology of the impairment.

The audiometric profile in 1975 should have been
cause for an otologic referral because of the departure
from the normative thresholds.

4.3 Retrospective Exposure Assessment
Based On Current Hearing Levels

Given these possibilities, a retrospective noise survey
database is invaluable. The combination of hearing
impairments inconsistent with dose–response func-
tions in the ISO/ANSI standards in support of previous
exposure levels from past noise surveys is powerful
evidence that the hearing impairment was not the result
of occupational noise exposure.

4.4 Role of the Otologist

At this point, referral to an otologist for a complete
otologic examination is indicated. The otologist should
be experienced in the evaluation of occupational
hearing loss. A battery of tests included in this
examination can definitively determine the cause of
the threshold deficit.
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Figure 5 Female claimant 1997 audiograms.

4.5 Nonoccupational Causes of Hearing Loss

Recent evidence in animal models as well as some epi-
demiologic studies has suggested that certain industrial
chemicals may potentiate the effect of noise exposure
by producing oxidative stress in the cochlea.15,16 These
substances include, among others, acrilonitrile, organic
solvents, aminoglycoside antibiotics, and others. For
this reason, it is recommended that the employee occu-
pational history include summaries of chemical expo-
sures as well as noise exposure.
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CHAPTER 34
RATING MEASURES, DESCRIPTORS, CRITERIA,
AND PROCEDURES FOR DETERMINING HUMAN
RESPONSE TO NOISE

Malcolm J. Crocker
Department of Mechanical Engineering
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Auburn, Alabama

1 INTRODUCTION

People are exposed to noise during daytime and
nighttime hours. During the day the noise can interfere
with various activities and cause annoyance, and at
night it can affect sleep. Very intense noise can even
lead to hearing damage (see Chapters 19, 20, 27 to 29,
and 33). In the daytime the activities most affected
are communications that involve speech between
individuals, speech in telephone communications, and
speech and music on radio and television. If the
noise is more intense, it is normally more annoying,
although there are a number of other attitudinal
and environmental factors that also affect annoyance.
There are many different ways to measure and evaluate
noise, each normally resulting in a different noise
measure, descriptor, or scale. The various measures
and descriptors mainly result from the different sources
(aircraft, traffic, construction, industry, etc.) and the
different researchers involved in producing them.
From these measures and descriptors, criteria have
been developed to decide on the acceptability of the
noise levels for different activities. These criteria are
useful in determining whether noise control efforts
are warranted to improve speech communication,
reduce annoyance, and lessen sleep interference. This
chapter contains a review and discussion of some of
the most important noise measures and descriptors.
In the past 20 to 30 years these measures and
descriptors have undergone some evolution and change
as researchers have attempted to find descriptors that
best relate to different human responses and are more
easily measurable with improved instrumentation.
For completeness this evolution is traced and some
measures and descriptors are described that are no
longer in use, since knowledge of them is needed in the
study of the results of various noise studies reported
in the literature.

2 LOUDNESS AND ANNOYANCE

As the level of the noise is increased, it is accompanied
by an apparent increase in loudness. Loudness may
be considered to be the subjective evaluation of the
intensity of a noise when this evaluation is divorced
from all the attitudinal, environmental, and emotional
factors that may affect the listener’s assessment of
the annoying properties of the noise. Chapter 21

contains a detailed discussion on the loudness of
noise. Generally, if a noise is louder, it is judged
to be more annoying and vice versa, although there
are exceptions. Table 1 shows some of the acoustical
and nonacoustical factors that can contribute to the
annoyance caused by noise. Some of the factors shown
in Table 1 are also important in considerations of
the effects of noise on speech communication (see
Sections 6 and 7) and on sleep (see Section 15.1
and Chapter 24). The annoyance caused by noise is
discussed further in Section 15.2 and in detail in
Chapter 25.

3 LOUDNESS AND LOUDNESS LEVEL

As discussed in Chapter 21, which contains an in-
depth description of the loudness of sound, and
Chapter 67, the human ear does not have a uni-
form sensitivity to sound as its frequency is var-
ied. Figure 2 in Chapter 21 and Fig. 2 in Chapter 67
show equal-loudness-level contours. These contours
connect together pure-tone sounds that appear equally
loud to the average listener. Recently, slightly mod-
ified contours have been proposed by Moore and
co-workers.1–3 See Fig. 1. In 2005, a new Amer-
ican National Standards Institute (ANSI) standard
(ANSI S3.4–2005)4 for the calculation of the loud-
ness of steady sounds was published. This 2005 ANSI
standard4 is based on the loudness model of Moore
et al.1 The model in ANSI S3.4–2005 gives reason-
ably accurate predictions of a wide range of data
on loudness perception.1 However, the equal-loudness
contours predicted by the model shown as the dotted

Table 1 Some Acoustical and Nonacoustical Factors
That Contribute to Annoyance Caused by Noise

Acoustical Factors Nonacoustical Factors

Sound pressure level Time of day
Frequency spectrum Time of year
Duration Necessity for noise
Pure-tone content Community attitudes
Impulsive character Past experience
Fluctuation in level Economic dependence on

source
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Figure 1 The bottom curves (marked Hearing Threshold) show the absolute thresholds (free field, frontal incidence,
binaural listening) predicted by the original (1997) model1 (dotted line), the modified model (dashed line), and as published
in ISO 389–7 (2005),7 (solid line). The other curves show equal-loudness contours as predicted by the original model, the
modified model, and as published in ISO 226 (2003)8 (dotted, dashed, and solid lines, respectively).

lines in Fig. 1 differ substantially from those in the
International Organization for Standardization (ISO)
standard that was applicable at the time (ISO 226,
1987),5 which in turn were based on the 1956 data
of Robinson and Dadson.6

Similar contours have been determined experimen-
tally for bands of noise instead of pure tones. The unit
of (linear) loudness is the sone. A sone is defined as
the loudness of a pure tone, which has a sound pres-
sure level of 40 dB at 1000 Hz. A sound that is twice
as loud is said to have a loudness of 2 sones and so
on. The loudness level of a 1000- Hz pure tone of
40 dB is defined as 40 phons. If the 1000- Hz pure
tone is raised in level by 10 dB, it appears to be about
twice as loud to the average listener. Thus a doubling
of the loudness has been defined to be equivalent to
an increase in loudness level of 10 phons. The rela-
tionship between loudness S and loudness level P (for
both pure tones and bands of noise) is thus given by
Eq. (1) and shown in Fig. 2:

S = 2(P−40)/10 (1)

The preceding discussion has concerned the loud-
ness of pure tones. Equal loudness contours for bands
of noise were determined experimentally and indepen-
dently by Stevens and Zwicker and standardized.9–12

These can be used to evaluate the loudness (in sones)
of noise sources. The procedure used in the Stevens
mark VI method is to plot the noise spectrum in either
octave or one-third-octave bands onto the loudness
index contours. The loudness index (in sones) is deter-
mined for each octave (or one-third-octave) band and
the total loudness S is then given by

S = Smax + 0.3
(∑

S − Smax

)
(2)
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Figure 2 Relationship between the loudness (in sones)
and the loudness level (in phons) of a sound.

where Smax is the maximum loudness index and
∑

S
is the sum of all the loudness indices. The 0.3 constant
(used for octave bands) in Eq. (2) is replaced by
0.15 for one-third-octave bands. The Stevens method
assumes that the sound field is diffuse and does
not contain any prominent pure tones. The Zwicker
method is based on the critical band concept and,
although more complicated than the Stevens method,
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can be used either with diffuse or frontal sound fields.
Complete details of the procedures are given in the
ISO standard,12 and Kryter13 has discussed the critical
band concept in his book. See also the updated ANSI
standard, ANSI S3.4–2005.4 This is based on the
Zwicker method10,11 but uses the more recent data of
Glasberg and Moore.1,3 In recent years the Zwicker
method10,11 has become more widely used than the
Steven’s method because it appears to relate better
to the physiological response of the human auditory
system.

4 NOISINESS AND PERCEIVED NOISE LEVEL
4.1 Noisiness
Although the level of noise or its loudness is very
important in determining the annoyance caused by
noise, there are other acoustical and nonacoustical fac-
tors that are also important. In laboratory studies, peo-
ple were asked to rate sounds of equal duration in terms
of their noisiness, annoyance, or unacceptability.16,17

Using octave bands of noise, Kryter and others have
produced equal noisiness index contours. These equal

noisiness contours are similar to those for equal loud-
ness, except that at high frequency less sound energy
is needed to produce equal noisiness and at low fre-
quency more is needed. The unit of noisiness index
is the noy N. Equal noisiness index curves are shown
in Fig. 3. The procedure to determine the logarithmic
measure, the perceived noise level (PNL), is quite com-
plicated and has been standardized.18 It has also been
described in several books.19–21 (See also Chapter 43.)
Briefly, it may be stated as follows. Tabulate the octave
band (or one-third-octave band) sound pressure levels
of the noise. Calculate the noisiness index in noys for
each band in Fig. 3.

Then calculate the total noisiness index N , from

Nt = Nmax + 0.3
(∑

N − Nmax

)
(3)

where Nmax is the maximum noisiness index and �N
is the sum of all the noisiness indices. If one-third-
octave bands are used, the constant 0.3 for octave
bands in Eq. (3) is replaced by 0.15.
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The total perceived noisiness index Nt (summed
over all frequency bands) is converted to the PNL or
LPN from

LPN = 40 + (33.22) logNt (4)

The procedure is similar to that for calculating
loudness level (phons) from loudness (sones). Some
have questioned the usefulness of this procedure
since listeners in laboratory experiments do not
seem to be able to distinguish between (1) loudness
and (2) noisiness and (3) annoyance. Despite this,
the procedure has been widely used in assessing
single-event aircraft noise. In the United States the
Federal Aviation Administration (FAA) has adopted
the effective perceived noise level for the certification
of new aircraft. As an example, the noisiness of
the spectra given in Fig. 6 of Chapter 119 can be
calculated. The takeoff noise shown by the upper
dashed line of Fig. 6 of Chapter 119 has a noisiness
of 170 noys and a perceived noise level of 114 PNdB.
Perceived noise level has received wide acceptance in
many countries as a measure of aircraft noisiness with
and without tone corrections.

4.2 Effective Perceived Noise Level

Although PNL can be used to monitor the peak noise
level of an aircraft passby (or flyover or flyby), this
measure does not take into account the variation of
the noise or its duration. Experiments have shown
that annoyance and noisiness increase both with the
magnitude and with the duration of a noise event.
Noise that is of long duration is normally judged to be
more annoying than noise of short duration. Figure 4
shows a PNL time history of a flyover of a typical
fanjet aircraft. As the airplane approaches, the discrete
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Figure 4 Typical noise history of a fanjet aircraft
flyover.12

frequency whine caused by fan and compressor noise
radiated from the engine inlets is very evident. When
the airplane is overhead, the noise is dominated by
that from the fan exit and is again mostly whine.
When the plane has passed, the low-frequency jet
rumble is heard. The peaks for each source occur at
different times since each source is very directional.
The inlet noise is mainly “beamed” forward in the
flight direction, while the jet noise is mainly radiated
backward about 45◦ to the jet exhaust direction.

In addition to the effects of noise level and dura-
tion, the effects of tonal content must be considered.
If the noise contains pure tones along with the broad-
band noise spectrum, it is also judged to be noisier
than without such tones. To account for these effects
the effective perceived noise level (EPNL) or LEPN has
been defined as

LEPN = LPN,max + C + D (5a)

where C is the correction factor for pure tones
(between 0 and 6 dB, depending on frequency and the
tone magnitude in relation to the broadband noise in
adjacent frequency bands) and D is a correction for
duration.17–19 EPNL is simply a time integration of
the tone-corrected perceived noise level. Equation (5a)
does not directly reveal the time integration. However,
EPNL is defined in Federal Aviation Regulations
(FAR) Part 36, and also International Civil Aviation
Organization (ICAO) Annex 16 as

LEPN = 10 log{sum[10LPN(k)/10�t]} − 10 (5b)

where LPN(k) is the perceived noise level plus the tone
correction of the kth sample in the time history. There
are some complexities regarding the maximum value of
LPN(k) also known as PNLT(k) if the tone correction at
thatmoment is not as large as the average tone correction
for the two preceding and two succeeding samples in
which case this average replaces the tone correction
value for sample k. But essentially Eq. (5b) states the
summation process that is actually taking place, just as
in any time-integrated measure of noise level.

The EPNL takes into account tonal content, dura-
tion, and the level of the noise by integrating the
tone-corrected PNL over the duration of the event. An
example of how the tone-corrected PNL varies with an
aircraft flyover is shown in Fig. 5. For aircraft certifi-
cation purposes h is equal to 10 PNdB, �t is equal to
0.5 s, and the duration, d , is determined by the 10-dB
down points shown as A and B in Fig. 5.

The procedure for calculating LEPN is quite compli-
cated, and its description is beyond the scope of this
chapter. It is fully described in standards16,21,22 and
in some other books.17–19 There is a useful, approx-
imate relationship between A-weighted sound pres-
sure level, L(A) and PNL. For aircraft noise spec-
tra this is generally taken to be PNL = L(A) + 13,
and EPNL = SEL + 3 (SEL is sound exposure level).
The A-weighting filter and A-weighted sound pressure
level are discussed in the next section.
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Figure 5 How tone-corrected perceived noise level may vary in an aircraft flyover, showing some of the labeling used in
the calculation of effective perceived noise level.20

5 WEIGHTED SOUND PRESSURE LEVELS

Figure 1 in this chapter and Fig. 2 in Chapter 21 show
that the ear is most sensitive to sounds in the mid-
frequency range around 1000 to 4000 Hz. It has a
particularly poor response to sound at low frequency.
It became apparent to scientists in the 1930s that
electrical filters could be designed and constructed
with a frequency response approximately equal to
the inverse of these equal loudness curves. Thus A-,
B-, and C-weighting filters were constructed to approx-
imate the inverse of the 40-, 70-, and 90-phon contours
(i.e., for low-level, moderate, and intense sounds),
respectively. (See Fig. 1.) In principle, then, these fil-
ters, if placed between the microphone and the meter
display of an instrument such as a sound level meter,
should give some indication of the loudness of a sound
(but for pure tones only).

The levels measured with the use of the fil-
ters shown in Fig. 6 are commonly called the A- ,
B-, and C-weighted sound levels. The terminology
A-, B-, and C-weighted sound pressure levels is pre-
ferred by ISO to reduce any confusion with sound
power level and will be used wherever possible
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Figure 6 A-, B-, and C-weighting filter characteristics
used with sound level meters.

throughout this handbook. The A-weighting filter has
been much more widely used than either the B- or
C-weighting filter, and the A-weighted sound pres-
sure level measured with it is still simply termed by
ANSI as the sound level or noise level (unless the use
of some other filter is specified). Because it is sim-
ple, giving a single number, and it can be measured
with a low-cost sound level meter, the A-weighted
sound pressure level has been used widely to give an
estimate of the loudness of noise sources such as vehi-
cles, even though these produce moderate to intense
noise. Beranek and Ver have reviewed the use of the
A-weighted sound pressure level as an approximate
measure of loudness level.23 The A-weighted sound
pressure levels are often used to gain some approx-
imate measure of the loudness levels of broadband
sounds and even of the acceptability of the noise.
Figure 7 shows that there is reasonable correlation
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Figure 7 Relation between subjective response and
A-weighted sound pressure level for diesel engine trucks
undergoing an acceleration test; •, values measured in
1960, ◦, values measured in 1968. (From C. H. G. Mills
and D. W. Robinson, The Subjective Rating of Motor
Vehicle Noise, The Engineer, June 30, 1961; Ref. 39; and
T. Priede, Origins of Automotive Vehicle Noise, J. Sound
Vib., Vol. 15, No. 1, 1971, pp. 61–73.)
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between the subjective response of people to vehi-
cle noise and A-weighted sound pressure levels for
vehicle noise. The A-weighted sound pressure level
forms the basis of many other descriptors described
later in this chapter and of the SEL, single-event noise
exposure level (SNEL), equivalent continuous sound
pressure level LAeq day–night level (DNL) (Ldn),
and day–evening–night level (DENL) discussed in
Chapters 1 and 119. The A-weighted sound pressure
level descriptor is also used as a limit for new vehi-
cles (Chapter 119) and noise levels in buildings (see
Chapter 97 in the Encyclopedia of Acoustics) in several
countries. Although the A-weighting filter was origi-
nally intended for use with low-level sounds of about
40 dB, it is now commonly used to rate high-level
noise such as in industry where A-weighted sound
pressure levels may exceed 90 dB. At such high levels
the A-weighted sound pressure level and the loudness
level are normally in disagreement.

6 ARTICULATION INDEX AND SPEECH
INTELLIGIBILITY INDEX

The articulation index (AI) is a measure of the
intelligibility of speech in a continuous noise. The
AI was first proposed by French and Steinberg24 and
was extended later by Beranek and Ver.23 Speech has
a dynamic range of about 30 dB in each one-third-
octave band from 200 to 6000 Hz, and the long-term
root-mean-square (rms) overall sound pressure level at
the speaker’s lips is about 65 dB. In speech, vowels
and consonants are joined together to produce not
only words but sounds that have a distinctive personal
nature as well. The vowels usually have greater energy
than consonants and give the speech its distinctive
characteristics. This is because vowels have definite
frequency spectra with superimposed short-duration
peaks. The articulation index ranges from AI = 0
to 1.0 corresponding to 0 and 100% intelligibility,
respectively. If the AI is less than about 0.3, speech
communication is unsatisfactory (only about 30% of
monosyllabic words understood); while if the AI is
greater than about 0.6 or 0.7, speech communication
is generally satisfactory (with more than 80% of
monosyllabic words understood). Methods to calculate
the AI are somewhat complicated and are given in
American National Standard (ANSI S3.5–1969)25 and
explained in several books.17,20 Since the calculation
of AI is complicated, it will not be explained in detail
here. The calculation of AI is also described briefly in
Chapter 106. In 1997 the ANSI S3.5–1969 standard
was updated and then further revised in 2002.26 In
this later standard, the AI has been renamed as the
speech intelligibility index (SII). As before, the SII
is calculated from acoustical measurements of speech
and noise. The reader is referred to the new standard
for the changes from AI to SII and complete details
of the calculation of this index.26 Because of the
complication in the calculation of AI and SII, many
favor the use of the speech interference level (SIL),
which is easier to calculate. SIL is described in the
next section of this chapter.

7 SPEECH INTERFERENCE LEVEL

The speech interference level is a measure used to
evaluate the effect of background noise on speech
communication.23 The speech interference level is the
arithmetic average of the sound pressure levels of
the interfering background noise in the four octave
bands with center frequencies of 500, 1000, 2000,
and 4000 Hz [see ANSI S3.14–1977(R-1986)]. If the
SIL of the background noise is calculated, then this
may be used in conjunction with Fig. 8 to predict
the sort of speech required for satisfactory face-to-
face communication with male voices (i.e., for at
least 95% sentence intelligibility). As an example, if
the SIL is 40 dB and the speakers are males, they
should be able to communicate with normal voices
at 8 m. If the SIL increases to 50, raised voices
must be used at 8 m. For females the SIL should
be decreased by 5 dB (or the x axis moved to the
right by 5 dB.) The shaded area of Fig. 8 shows
the range of speech levels that normally occur as
people raise their voices to overcome the background
noise. Speech interference level is also discussed in
Chapter 106. Because it is simpler to measure than the
SIL, the A-weighted sound pressure level is sometimes
used as a measure of speech interference, but with
somewhat less confidence. Webster has produced a
comprehensive diagram (see Fig. 9) that summarizes
speech levels required for communication (at various
distances) with 97% intelligibility of sentences for both
outdoor and indoor situations.27 Figure 9 is similar
to Fig. 8 but contains some additional information
concerning voice levels in different situations. With
noise levels above 50 dB, people tend to raise
their voice levels as shown by the “expected line”
(at the left) for nonvital communication and the
“communicating line” (at the right) of the diagonal
shaded area for essential communication.

8 INDOOR NOISE CRITERIA

The speech interference level is mainly used to evalu-
ate the effect of noise on speech in situations outdoors

 

Speech Interference Level, dB

T
al

ke
r 

to
 L

is
te

ne
r 

D
is

ta
nc

e 
(m

)

16

8

4

2

1

0.5

30
0.25

40 50 60 70 80 90

Normal

Raised
Very Loud

Shout

Expected voice
level

Figure 8 Talker-to-listener distances (m) for male
speech communication to be just reliable. (Reprinted from
American Standard ANSI S3.14–1977.)



400 EFFECTS OF NOISE, BLAST, VIBRATION, AND SHOCK ON PEOPLE

A-Weighted Sound Pressure Level, dB

N R L S

N R L S

NC R L S

Differences
Between

Private and
Public

Voice Levels

Voice Levels
in Free Field

Voice Levels in
"Typical" Rooms

Expected and
Communicating

Voice Levels Due
to Ambient Noise

Voice Levels at 1 m
(read sound pressure

level scale on abscissa)

Equivalent Noise
Floors Due to
Reverberation

Relaxed

Normal

Raised

Li
vi

ng
 R

oo
m

C
la

ss
ro

om

C
on

fid
en

ce
R

oo
m

32

16

8

4

2

1

0.5

0.25
20 30 40 50 60 70 80 90 100 120

D
is

ta
nc

e,
 m
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or indoors where the environment is not too reverber-
ant. The A-weighted sound pressure level can be used
as a guide for the acceptability of noise in indoor sit-
uations, but it gives no indication about which part of
the frequency spectrum is of concern. A number of
families of noise-weighting curves have been devised
to evaluate the acceptability of noise in indoor sit-
uations. These include noise criterion (NC) curves,
noise rating (NR) curves, room criterion (RC) curves,
and balanced noise criterion (NCB) curves. The curves
have resulted from the need to either specify accept-
able noise levels in buildings or determine the accept-
ability of noise in existing building spaces. A major
concern has been to determine the acceptability of air-
conditioning noise. Beranek and co-workers28–31 has
been a major contributor to the development of the
NC and NCB noise criterion curves. Beranek and co-
workers28–31 and Blazier32 were mainly responsible
for the development of the RC room criterion curves.
NR curves were devised by Kosten and van Os33 and
are similar to the NC curves. They have been standard-
ized and adopted by the ISO. These noise-weighting
curves are now reviewed briefly.

8.1 Noise Criterion Curves
The NC curves (Fig. 10) were developed from the
results of a series of interviews with people in offices,

public spaces, and industrial spaces.28,29 These results
showed that the main concern was the interference
of noise with speech communication and listening to
music, radio, and television. In order to determine the
NC rating of the noise under consideration, the octave-
band sound pressure levels of the noise are measured,
and these are then plotted on the family of NC curves
(Fig. 10). The noise spectrum must not exceed the
particular NC curve specified in any octave band in
order for it to be assigned that particular NC rating.23

NC curves are also discussed in Chapter 106.

8.2 Noise Rating Curves

The NR curves are similar to the NC curves (see
Fig. 10). They were originally produced to develop
a procedure to determine whether noise from fac-
tories heard in adjacent apartments and houses is
acceptable.33 The noise spectrum is measured and plot-
ted on the family of NR curves (Fig. 11) in just the
same way as with the NC curves. One difference from
the NC curves, however, is the use of corrections for
time of day, intermittency, audible pure tones, fraction
of time the noise is heard, and type of neighborhood.
These corrections are made to the final NR rating and
not to the octave band levels used to determine the
NR. It has been found that in the range of NR or NC
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of 20 to 50 there is little difference between the results
obtained from the two approaches.

8.3 Room Criterion Curves
Noise Criterion curves are not defined in the low-
frequency range (16- and 31.5-Hz octave bands) and
are also generally regarded as allowing too much
noise in the high-frequency region (at and above

2000 Hz). Blazier based his derivation of the RC
curves on an extensive study conducted for the
American Society of Heating, Refrigeration, and Air
Conditioning Engineers (ASHRAE) by Goodfriend
of generally acceptable background spectra in 68
unoccupied offices.32 The A-weighted sound pressure
levels were mostly in the range of 40 to 50 dB.
Blazier32 found that the curve that he obtained from
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the measured data had a slope of about −5 dB/octave,
and he thus drew a family of straight lines with this
slope (see Fig. 12). He also found that intense low-
frequency noise with a level of 75 dB or more in
region A is likely to cause mechanical vibrations in
lightweight structures (including rattles), while noise in
region B has a low probability to cause such vibration.
The value of the RC curve is the arithmetic average
of the levels at 500, 1000, and 2000 Hz. Since these
curves were obtained from measurements made with
air-conditioning noise, they are mostly useful in rating
the noise of such systems. RC curves are also discussed
in Chapter 106.

8.4 Balanced Noise Criterion Curves

In 1989, Beranek30,31 modified the NC curves to include
the 16- and 31.5-Hz octave bands and changed the
slope of the curves so that it is now −3.33 dB/octave
between 500 and 8000 Hz. He also incorporated the
A and B regions as specified by Blazier32 in the RC
curves. The rating number of a balanced noise criterion
NCB curve is the arithmetic average of the octave band
levels with midfrequencies of 500, 1000, 2000, and
4000 Hz. The result is a set of rating curves that are
useful to rate air-conditioning noise in buildings (see
Fig. 13). As an example of its use, a background noise
spectrum from air-conditioning is plotted (as the dashed
curve) in Fig. 13. The NCB is calculated from the
formula NCB = 1

4 (44 + 42 + 37 + 33) dB. Thus this
background noise spectrum can be assigned a rating
of NCB 39 dB. Such a noise spectrum might be just
acceptable in a general office, and barely acceptable in a
bedroom and living room in a house, but not acceptable
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Figure 13 Balanced noise criterion (NCB) curves.

at all in a church, concert hall, or theater. NCB curves
are also described in Chapter 106.
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9 EQUIVALENT CONTINUOUS SOUND
PRESSURE LEVEL
For noise that fluctuates in level with time it is useful
to define the equivalent continuous sound pressure
level LAeq, which is the A-weighted sound pressure
level averaged over a suitable period T . This average
A-weighted sound pressure level is also sometimes
known as the average sound level LAT in ANSI
documents, so that LAeq = LAT. The equivalent sound
pressure level is given by

LAeq = 10 log


 1

T

T∫

0

p2
Adt/p2

ref


 dB (6)

where pA is the instantaneous sound pressure mea-
sured using an A-weighting frequency filter and pref
is the reference sound pressure 20 µPa. The averag-
ing time T can be specified as desired to range from
seconds to minutes or hours.

The average sound pressure level (or the equivalent
continuous sound pressure level LAeq) can be conve-
niently measured with an integrating sound level meter
or some other similar device. Since it accounts both for
magnitude and the duration, LAeq has become one of the
most widely used measures for evaluating community
(environmental) noise from road traffic, railways, and
industry.34–36 LAeq has also been found to be well cor-
related with the psychological effects of noise.37,38 For
community noise, a long-period T is usually used (often
24 h). In the literature LAeq is often abbreviated to Leq.

10 DAY–NIGHT EQUIVALENT SOUND
PRESSURE LEVEL
In the United States during the 1970s, the Environ-
mental Protection Agency developed a measure, from
the equivalent sound pressure level, known as the
day–night equivalent level (DNL) or Ldn that accounts
for the different response of people to noise during the
night.38

Ldn = 10 log
15(10Ld/10) + 9(10(Ln+10)/10)

24
(7)

where Ld is the 15-h daytime A-weighted equivalent
sound pressure level (from 07:00 to 22:00) and Ln

is the 9-h nighttime equivalent sound pressure level
(from 22:00 to 07:00). The nighttime noise level is
subjected to a 10-dB penalty because noise at night is
deemed to be much more disturbing than noise during
the day. This 10-dB nighttime penalty is analogous
to the 10-dB nighttime penalty applied in both the
composite noise rating (CNR) and the noise exposure
forecast (NEF), as described in Section 12. The
day–night equivalent level has become increasingly
used in the United States and some other countries
to evaluate community noise and in particular airport
noise.36,39 In 1980 the U.S. Federal Interagency
Committee on Urban Noise (FICON) adopted Ldn as
the appropriate descriptor of environmental noise in

residential situations.36–40 Its use is also discussed in
Chapter 106, where it is termed day–night average
sound pressure level.

11 PERCENTILE SOUND PRESSURE LEVELS
The equivalent sound pressure level discussed above
accounts for the fluctuation in noise level of an unsteady
noise by forming an average sound pressure level to find
an equivalent steady A-weighted sound pressure level.
There is, however, some evidence that unsteady noise
(e.g., from noise sources such as passing road vehicles
or aircraft movements) is more disturbing than steady
noise. To try to better account for fluctuations in noise
level and the intermittent character of some noises, A-
weighted percentile sound pressure levels are used in
some measures, in particular those for community and
traffic noise.34,41,42 The level Ln is defined to represent
the sound pressure level exceeded n% of the time, and
thus L10, for example, represents the sound pressure
level exceeded 10% of the time.

Figure 14 gives an example of L10, L50, and L90
levels and a cumulative distribution. It is seen in this
schematic example figure that the A-weighted level
exceeded 10% of the time L10 is 85 dB, while L50
is sometimes termed the median noise level, since
for half the time the fluctuating noise level is greater
than L50 and for the other half it is less. L50 is
used in Japan for road traffic noise. Levels such as
L1 or L10 are used to represent the more intense
short-duration noise events. L10 is used in Australia
and the United Kingdom (over an 18-h 06:00 to
24:00 period) as a target value for new roads and for
insulation regulations for new roads. Levels such as
L90 or L99 are often used to represent the minimum
noise level, the residual level from a graphic level
recorder, or the average minimum readings observed
when reading a sound level meter. Figure 15 shows
the outdoor A-weighted sound pressure levels recorded
in 1971 at 18 locations in the United States. Values
of L99, L90, L50, L10, and L1 are shown for the
period 07:00 to 19:00.34,39 The small range in levels
in recordings 1 and 4 (urban situations) and the
large range in levels in recordings 6, 11, 13, and
18 (situations involving aircraft overflights) are very
evident. Obviously road traffic usually creates more
steady noise, while aircraft movements lead to more
extreme variations in noise levels. Percentile sound
pressure levels are also discussed in Chapter 106.

12 EVALUATION OF AIRCRAFT NOISE
The noise levels around airports are of serious concern
in many countries. Several attempts have been made to
produce measures to predict and assess the annoyance
caused by aircraft noise in the community. A study of
rating measures in 1994 showed 11 different measures
in use in the 16 countries studied.36 The following
measures merit brief discussion.

12.1 Composite Noise Rating
The CNR has a long history dating back to the
early 1950s.43–45 Originally, the basic measure it
used was the level rank—a set of curves placed
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Figure 15 A-weighted sound pressure levels measured in 1971 at 18 locations in the United States. Values of the
percentile levels L99, L90, L50, L10, and L1, where Ln is A-weighted sound pressure level exceeded n percent of the time
are shown for the period 0700–1900 h. (From Refs. 34, 35, and 39)

about 5 dB apart in the midfrequency range, rather
similar to the NC and NR curves described earlier.
The level rank was obtained by plotting the noise
spectrum on the curves and finding the highest zone
into which the spectrum protruded. The rank found
initially plus the algebraic addition of corrections

gave the CNR. The corrections43 were for spectrum
character, peak factor, repetitive character, level of
background noise, time of day, adjustment to exposure,
and public relations. The value of CNR obtained
was associated with a range of community annoyance
categories found from case histories—ranging from no
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annoyance, through mild annoyance, mild complaints,
strong complaints, and threats of legal action, to
vigorous community response.

In the late 1950s, the CNR was adapted to apply
to the noise of military jet aircraft46 and later of
commercial aircraft.47 The calculation was further
modified later when applied to commercial aircraft by
using the PNL instead of the level rank or the sound
pressure level (SPL) just referred to. More details on
the calculation of CNR are given in the Handbook of
Acoustics, Chapter 64.

The final version of CNR does not contain any
corrections for background noise, previous experience,
public relations, or other factors such as the presence
of pure tones. Although CNR is no longer used, it
is discussed here for completeness and because it has
formed the basis for some of the other noise measures
and descriptors, such as NEF, which follow.

12.2 Noise Exposure Forecast

The NEF is a similar measure to CNR, but it uses
the effective perceived noise level instead of PNL.48,49

Thus NEF automatically takes account of the annoy-
ing effects of pure tones and the duration of the
flight events. The use of NEF has been superseded
in the United States and most other countries by the
day–night level Ldn or the day–evening–night level
Lden.

12.3 Noise and Number Index

The noise and number index (NNI) is a subjective
measure of aircraft noise annoyance first developed
and used in the United Kingdom. The NNI was the
outcome of surveys in 1961 and 1967 of noise in
the residential districts within 10 miles of London
(Heathrow) Airport.50,51 NNI is based on a summation
of 〈PNL〉N terms weighted by aircraft movements.
〈PNL〉N is the average peak noise level of all aircraft
operating during a day, and N is the number of aircraft
movements. Here PNL is the peak perceived noise
level produced by an individual aircraft during the day
and N is the number of aircraft operations of that type
over a 24-h period.

In 1988 NNI was superseded in the United
Kingdom by a measure based on the A-weighted Leq.
The Leq is determined over the period 07:00 to 23:00.
Noise at night is evaluated in terms of the size of the
90 SEL footprint of individual aircraft movements, or,
less commonly, using Leq determined over the period
23:00 to 07:00.

12.4 Equivalent A-weighted Sound Pressure
Level Leq, Day–Night Level Ldn, and
Day–Evening–Night Level Lden

In recent years some countries have continued to use
NEF or NNI or similar noise measures or descriptors
related to those that include a weighting based on the
number of aircraft movements.36 However, because
they are much simpler to measure and seem to give
adequate correlation with subjective response, there
has been a move in several countries toward the

use of Leq and Ldn.36 In Germany, Luxembourg, and
the United Kingdom Leq has been adopted: (1) in
Germany and Luxembourg with day (06:00 to 22:00)
and night (22:00 to 06:00) periods, and (2) in the
United Kingdom with an 18-h period only (07:00
to 23:00) (because nighttime flights are normally
restricted). The European Union has specified the use
of Lden to evaluate aircraft noise, which includes three
periods: day, evening, and night, from which Lden is
calculated. See Chapters 1, 114, and 119.

In the United States since publication of the
Environmental Protection Agency’s (EPA) Levels
document38 and other similar publications, the use of
CNR and NEF has been superseded by the day–night
equivalent level DNL (Ldn) for the assessment of the
potential impacts of noise and for planning recommen-
dations and land-use management near civilian and
military airports.

13 EVALUATION OF TRAFFIC NOISE

13.1 Traffic Noise Index

In an attempt to develop acceptability criteria for traffic
noise from roads in residential areas, Griffiths and
Langdon57 produced a unit for rating traffic noise, the
traffic noise index (TNI). They measured A-weighted
traffic noise at 14 sites in the London area and
interviewed 1200 people at these sites in the process.
Griffiths and Langdon excluded sites with noise
sources other than traffic. They then used regression
analysis to fit curves to the data. This indicated that L10
was better at predicting dissatisfaction than L50 or L90,
and that TNI was also superior to L10, L50, and L90.

Use of the traffic noise index has not been
widespread. The index attempts to make an allowance
for the noise variability since fluctuating noise is com-
monly assumed to be more annoying than steady noise.

Some doubt has been cast on the conclusions of
Griffiths and Langdon, and it has been suggested that
the very short sample times (100 s in each hour)
used may have resulted in underestimates of L10 and
overestimates of L90.52 TNI is not considered today to
be significantly superior to either L10 or Leq and has
not been widely used.

Instead of TNI, the British government has adopted
the A-weighted L10, averaged over 18 h from 06:00
to 24:00, as the noise index to be used to implement
planning and remedial measures to reduce the impact
on people of road traffic noise.53–55 In addition the
British government uses a 16-h Leq and an 8-h Leq for
the case of land used for residential development.

13.2 Noise Pollution Level

In a later survey, Robinson56 again concluded that,
with fluctuating noise, Leq, the equivalent continuous
A-weighted sound pressure level on an energy basis,
was an insufficient descriptor of the annoyance caused
by fluctuating noise. He included another term in his
noise pollution level (NPL) or LNP.

Robinson examined the available Griffiths and
Langdon data.57 He then examined the aircraft noise
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experiments of Pearsons58 and found that LNP pre-
dicted very well Pearsons’s data points and the trade-
off between duration and level for individual flyover
events. A-weighted levels were used in LNP with traf-
fic noise, and perceived noise levels (PNdB) were used
with aircraft noise. The superiority of LNP over all
other forms of noise rating has not been proved in
practice, and it has not been widely used.

13.3 Equivalent Sound Pressure Level

Figure 16 shows the annoyance results of Pearsons
and co-workers, using six different noise ratings: L1,
L10, L50, L90, Leq, and LNP.59 As expected for all of
the noise measures, annoyance increases with level.
(See Chapter 25.) The shapes of the curves, however,
do vary considerably when the annoyance is less
than very annoying. In particular, the L10 and Leq
measures exhibit a very steep rise in annoyance from
the categories of slightly to moderately annoying for
no increase in noise level, presumably one of their
drawbacks. However, except for the case of LNP in the
extremely annoying category, the standard deviation of
Leq for a specified response category was in all cases
less than or equal to the standard deviation of the other
noise measures. This is an advantage in the use of
Leq since there is more confidence in the annoyance
scores predicted. There is one clear advantage of Leq
over L10, however, in the case of noise containing
short-duration, high-level single events. If the events
do not occur for more than 10% of the time, then L10
will be relatively insensitive to these high-level events
and will tend to represent the “background” noise. In
fact, for a noise measure Ln to be useful, the intruding
noise events must be present for more than n% of the
time. This suggests that L10 would be unsuitable as a

measure of aircraft noise annoyance and that it might
be a possible source of error in Griffiths and Langdon’s
results57 for low traffic flows.

The A-weighted equivalent sound pressure level
(often now denoted as Leq) has become the measure
most commonly used to assess and regulate road traffic
(and railroad noise).36 In the United States Ldn (a similar
measure) is used for road traffic noise assessment.

14 EVALUATION OF COMMUNITY NOISE

In some community noise measures, corrections are
applied to community noise levels to account for
pure-tone components or impulsive character, seasonal
corrections (summer or winter when windows are
always closed), type of district (rural, normal suburban,
urban residential, noisy urban, very noisy urban), and
for previous exposure (such corrections are similar to
those for NR).

Figure 17 gives three examples of the A-weighted
sound pressure levels measured in a community over a
24-h period.34 The triangles in the three figures are the
maximum levels read from a graphic level recorder.
The continuous lines are percentile levels measured
for hour-long periods throughout the 24 h. The highest
percentile measure L1 does not represent the maximum
levels well, which are presumably mostly higher level,
short-duration sounds (occurring less than 1% of the
time). It is observed in Fig. 17a and 17b that although
the day–night levels Ldn are only 3 dB different (86
and 83), there is a much greater fluctuation in sound
pressure level with time in Fig. 17b. This example is
for a location near a major airport, and the fluctuation
in level would suggest that the noise environment
in location 6 would be much more annoying than
in location 1 (near a freeway). Figure 17c illustrates
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Figure 16 Annoyance as a function of noise level. (From Ref. 59)
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another quite different distribution of A-weighted
sound pressure levels with time.

In the United States, the A-weighted Leq and Ldn
are normally used to characterize community noise.
However, the Department of Housing and Urban
Development (HUD) also recognizes the usefulness
of L10 in some instances. In other countries the A-
weighted Leq is mainly used for community noise
studies rather than Ldn. International standards on the
description and measurement of environmental noise60

recommend the use of A-weighted Leq and rating
levels (which are A-weighted Leq values to which
tone and impulse adjustments have been made). These
standards also recommend that in some circumstances
it may be useful to determine the distribution of
A-weighted sound pressure levels by determining
percentile levels such as L95, L50, and L5.

In California, some state legislation requires the use
of the community noise exposure level (CNEL) rather
than the day–night level Ldn. The two descriptors are
similar except that the CNEL (LCN) like Lden has three
periods instead of two. Besides the night penalty of
10 dB, an evening penalty of 5 dB is applied with
CNEL. CNEL is defined61 as

LCN = 10 log

12(10Ld/10) + 3(10(Le+5)/10)

+ 9(10(Ln+10)/10)

24
(8)

where Ld is the average 12-h day HNL (hourly noise
level), Le is the average 3-h evening HNL, and Ln is
the average 9-h night HNL.

The hourly noise level is given by

HNL = 10 log

∫
10L/10 dt

3600
(9)

where L is the instantaneous A-weighted sound
pressure level, and t is the time in seconds. The integral

is calculated and summed. HNL is usually computed
electronically. As is discussed in Chapter 106, the
CNEL has also been extensively used to evaluate
airport noise in California.62 In California it has also
been used to assess environmental noise transmission
into buildings (see Chapter 106).

15 HUMAN RESPONSE

15.1 Sleep Interference

Various investigations have shown that noise disturbs
sleep.63–69 It is well known that there are several
stages of sleep and that people progress through
these stages as they sleep.63 Noise can change the
progression through the stages and if sufficiently
intense can awaken the sleeper. Most studies have been
conducted in the laboratory under controlled conditions
using brief bursts of noise similar to aircraft flyovers
or the passage of heavy vehicles. However, some
have been conducted in the participants’ bedrooms.
Different measures have been used such as A-weighted
maximum sound pressure level LA max, A-weighted
sound exposure level (ASEL), effective perceived noise
level (EPN dB), and day–night sound pressure level
[DNL (Ldn)], and most studies have concentrated on
the percentage of the subjects that are awakened.
Pearsons et al.68 have reassessed data from 21 sleep
disturbance studies (drawn from the reviews of Lucas63

and Griefhan64 and seven additional studies). From
these data, Finegold et al.69 have proposed sleep
disturbance criteria based on the indoor ASEL. In
the reanalysis, because of the extremely variable and
incomplete databases, the data were averaged in 5-
dB intervals to reduce variability. A regression fit to
these data gave the following expression (which is also
shown graphically in Fig. 18):

% Awakenings = 7.1×10−6L3.5
AE (10)
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Figure 18 Proposed sleep disturbance curve based on
data of Pearsons et al.68 (From Ref. 69 with permission.)
Curve represents percentage of subjects awakened
against A-weighted sound exposure level ASEL.

where LAE is the indoor ASEL. Although the authors
recognize that there are concerns with the existing
data and there is a recognition that additional sleep
disturbance data are needed, Finegold et al.69 have
proposed that Fig. 18 be used as a practical sleep
disturbance curve until further data become available.
Sleep disturbance caused by noise is discussed in more
detail in Chapter 24.

15.2 Annoyance

In 1978 Schultz published an analysis of 12 major
social surveys of community annoyance caused by
transportation noise.70 This Schultz analysis, which
relates the percentage of the population that report they
are “highly annoyed” by transportation noise to the
A-weighted day–night average sound pressure level
DNL (Ldn), has become widely used all over the
world as an important curve for describing the average
community response to environmental noise. Since
the Schultz curve was published, additional data have
become available. Fidell et al.71 used 453 exposure
response data points compared to the 161 data points
originally used by Schultz. This resulted in almost
tripling the database for predicting noise annoyance
from transportation noise. A later study by the U.S.
Air Force eliminated 53 of these data points because
there was insufficient correlation between the DNL
and the percentage of the population that was highly
annoyed, %HA.69 The results of these two studies
and the original Schultz curve are given in Fig. 19.
Finegold et al.69 recommend a logistic fit,

%HA = 100

1 + exp(11.13 − 0.14Ldn)
(11)

rather than the quadratic fit used by Fidell et al.71 or
the third-order polynomial fit used by Schultz.70 This
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Figure 19 Curves representing the percentage of
subjects that are highly annoyed by noise against
A-weighted day–night average sound pressure level DNL
(Ldn): ( � ) New logistic USAF curve (400 data points),
(. . .+ . . . .) Schultz70 third-order polynomial (161 data
points), and (--∗--) Fidell et al.71 quadratic curve (453
data points). (From Ref. 69 with permission.)

results in a very close agreement between the curve
obtained with the 400 data points and the original 1978
Schultz curve.70 See Fig. 20. The differences between
the curves in Figs. 19 and 20 are not very significant;
however, there are several advantages to the use of the
logistic fit given in Eq. (11), including (1) the same
predictive utility in both the original Schultz curve
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100

1+exp(11.13−0.14Ldn)

Figure 20 Curves representing the percentage of
subjects that are highly annoyed by noise against
A-weighted day–night average sound pressure level DNL
(Ldn). ( � ) Logistic fit to 400 community annoyance
social survey data points and (. . .+ . . .) 1978 Schultz70

curve. (From Ref. 69 with permission.)
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and the Fidell et al. curve, (2) it allows prediction
of annoyance to approach but does not reach 0 or
100%, (3) it approaches a 0% community annoyance
prediction for a DNL (Ldn) of approximately 40 dB
rather than the anomaly of an increase in annoyance
for levels of less than 45 dB as predicted by the Fidell
et al. curve, (4) use of a logistic function has had a
history of success with U.S. federal environmental
impact analyses, and (5) it is based on the most
defensible social survey database.69

Most community noise impact studies since the late
1970s have been based on a combination of aircraft and
surface transportation noise sources. However, there
has been a continuing controversy over whether all
types of transportation should be combined into one
general curve for predicting community annoyance
to transportation noise.69,72–78 Some researchers have
suggested that people find aircraft noise more annoying
than traffic noise or railroad noise for the same value
of DNL.36,69,72,76

The differences have been discussed in the litera-
ture36,39,69 and can perhaps be explained by a variety
of causes such as (1) methodological differences,
(2) variability in the criterion for reporting high
annoyance, (3) inaccuracy in some of the acoustical
measurements, (4) community response biases, and
(5) aircraft noise entering homes through parts of the
building structure with less transmission loss (such
as the roof rather than the walls with aircraft noise).
Figure 21 shows logistic fits to 400 final data points
from a total of 22 different community annoyance
surveys. It can be seen that aircraft noise appears to
produce somewhat more annoyance than railroad or
traffic noise particularly for the higher DNL (Ldn)
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Figure 21 Curves representing the percentage of
subjects that are highly annoyed by noise against
A-weighted day–night average sound pressure level DNL
(Ldn) for different sources: � Aircraft, . . .+ . . . traffic, and
--∗-- railway. Curves based on data from Fidell et al.71

(From Ref. 69 with permission.)

values. Miedema and Vos have made a reanalysis of
data from selected social surveys that also shows that
aircraft noise appears to cause more annoyance than
other surface transportation noise sources.72 However,
the results from the Miedema and Vos study seem to
suggest that for high values of DNL (Ldn) (over 60
to 70 dB), although aircraft noise is by far the most
annoying source, railroad noise is also more annoying
than traffic noise (in contrast to the results of Finegold
et al).69

If the five causes discussed above can be dismissed
as responsible for the apparent greater annoyance of
aircraft noise, then it may be that aircraft noise is more
annoying than surface transportation noise for reasons
such as: (1) the higher peak levels, (2) the greater
variation in level with time, and (3) the different
frequency spectra from other types of transportation
noise sources. As already discussed in the text
accompanying Fig. 17, aircraft noise does generally
exhibit a much greater variation in level from traffic
noise and other sources of surface transportation. If
such variation is indeed more annoying and is one of
the main causes of the difference in annoyance caused
by these different forms of transportation noise, this
suggests that it may be advisable to reexamine such
measures that account for variation in level such as
the TNI or the NPL discussed in Sections 13.1 and
13.2. The annoyance caused by noise is discussed
in more detail in Chapter 25 and also briefly in
Chapter 119.

16 NOISE CRITERIA AND NOISE
REGULATIONS

Using some of the noise measures and descriptors
discussed and surveys and human response studies,
various criteria have been proposed so that noise
environments can be determined that are acceptable for
people, for speech communication, for different uses
of buildings, for sleep, and for different land uses. In
some countries such criteria are used to write noise
regulations for new machinery, vehicles, traffic noise,
railroad noise, aircraft and airport noise, community
noise, and land use and planning. It is beyond the
scope of this chapter to give a comprehensive summary
of all these criteria and regulations. Instead just a
few are described in this section. The interested
reader is referred to the chapters in Part VIII and
to the literature 36,39,73 for more complete summaries
of criteria, regulations, and legislation. For instance,
Chapter 120, provides information on limits for the
noise of new vehicles in different countries (where
acceleration noise tests are used). Such limits are based
on results such as those presented in Fig. 7.

16.1 Noise Criteria

An example of noise criteria is given in Table 2,
which is based on those suggested by Beranek and
Ver23 and gives recommended NCB curve values (and
approximate A-weighted levels) for various indoor
functional activity areas. The NCB curves are given
in Fig. 13. For example, the air-conditioning unit
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Table 2 Recommended Values of NCB Curves for Different Uses of Spaces in Buildingsa

Type of Space (and Acoustical Requirements) NCB Curve Approximate LA

Broadcast and recording studios 10 18
Concert halls, opera houses, and recital halls 10–15 18–23
Large auditoriums, large drama theaters, and large churches <20 28
Broadcast, television, and recording studios <25 33
Small auditoriums, small theaters, small churches, music rehearsal rooms,

large meeting and conference rooms
<30 38

Bedrooms, sleeping quarters, hospitals, residences, apartments, hotels,
motels, etc.

25–40 38–48

Private or semiprivate offices, small conference rooms, classrooms, and
libraries

30–40 38–48

Living rooms and drawing rooms in dwellings 30–40 38–48
Large offices, reception areas, retail shops and stores, cafeterias, and

restaurants
35–45 43–53

Lobbies, laboratory work spaces, drafting and engineering rooms, general
secretarial areas

40–50 48–58

Light maintenance shops, industrial plant control, rooms, office and
computer equipment rooms, kitchens, and laundries

45–55 53–63

Shops, garages, etc. (for just acceptable speech and telephone
communication)

50–60 58–68

For work spaces where speech or telephone communication is not
required, but where there must be no risk of hearing damage

55–70 63–78

Source: Based in part on Ref. 23.
aAlso given are the approximate equivalent A-weighted sound pressure levels LA.

chosen to supply air to bedrooms (used in residences,
apartments, hotels, hospitals, etc.) should have a
spectrum corresponding to no more than an NCB curve
of 25 to 40 (or an A-weighted sound pressure level of
no more than about 38 to 48 dB).

Another example of noise criteria are the guidelines
recommended by EPA,38 WHO,75 FICON,40 and
various European road traffic regulating bodies. See
Table 3. As already mentioned, Leq is very widely
used to evaluate road traffic, railroad, and even aircraft
noise.36 Interestingly, railroad noise has been found
to be less annoying than traffic noise in several
surveys.36,79,80 This has resulted in noise limits (using
Leq) that are 5 dB lower for railroad noise than
road traffic noise in Austria, Denmark, Germany, and

Switzerland and 3 dB lower in The Netherlands.36

Gottlob terms this difference the “railway bonus.”36

An example of national noise exposure criteria
is the guidance given in the British government
guidelines adopted in 1994 for land development
given in Table 4. This table shows guidelines in A-
weighted sound pressure levels Leq for four noise
exposure categories.81 The noise exposure categories
can be interpreted as follows82: (a) Noise need not
be considered as a determining factor in granting
planning permission, although the noise level at the
high end of the category should not be regarded
as a desirable level; (b) noise should be taken into
account when determining planning applications, and
where appropriate, conditions should be imposed

Table 3 Guidelines from EPA,38 WHO,75 FICON,40 and Various European Agencies for Acceptable Noise Levels

Authority Specified A-Weighted Sound Pressure Levels Criterion

EPA levels Ldn ≤ 55 dB (outdoors) Protection of public health and welfare
with adequate margin of safety

Document38 Ldn ≤ 45 dB (indoors)
WHO Leq ≤ 50/55 dB (outdoors; day) Recommended guideline values
Document (1995)75 Leq ≤ 45 dB (outdoors; night)

Leq ≤ 30 dB (bedroom)
Lmax ≤ 45 dB (bedroom) Considered generally compatible with

residential development
U.S. Interagency Committee Ldn ≤ 65 dB

(FICON)40 65 ≤ Ldn ≤ 70 dB Residential use discouraged
Various European road traffic

regulations36
Leq ≥ 65 or 70 dB (day) Remedial measures required

Source: Based on Ref. 39.
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Table 4 Guidelines Used in the United Kingdom for
A-Weighted Equivalent Sound Pressure Levels for
Different Noise Exposure Categories

Noise Exposure
Category

Noise Source A B C D

Road traffic (07.00–23.00) <55 55–63 63–72 >72
(23.00–07.00) <45 45–57 57–66 >66

Rail traffic (07.00–23.00) <55 55–66 66–74 >74
(23.00–07.00) <45 45–59 59–66 > 66

Air traffic (07.00–23.00) <57 57–66 66–72 >72
(23.00–07.00) <48 48–57 57–66 > 66

Mixed sources (07.00–23.00) <55 55–63 63–72 >72
23.00–07.00) <45 45–57 57–66 >66

Source: Based on Ref. 81.

to ensure an adequate level of protection against
noise; (c) planning permission should not normally be
granted; where it is considered that permission should
be given, for example, because there are no alternative
quieter sites available, conditions should be imposed
to ensure a commensurate level of protection against
noise; and (d) planning permission should normally be
refused.83,84

17 HUMAN VIBRATION CRITERIA
The effects of vibration on people are reviewed in
Chapter 29. Different criteria are needed for vibration
in buildings, vehicles, and that caused by the use
of machine tools. Work continues on such effects of
vibration on people and criteria for human comfort and
protection.85–87
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GENERAL INTRODUCTION TO NOISE AND
VIBRATION TRASDUCERS, MEASURING
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1 INTRODUCTION

In the measurement of noise and vibration fields, it is
necessary to sense the sound or vibration disturbance
with a transducer. The transducer converts some
physical property of the sound and vibration field
into an electrical signal. This signal is then amplified,
attenuated, or transformed in some way so that it
can be analyzed and/or processed to provide the data
of particular interest. For some cases such as simple
measurements of the A-weighted sound pressure level,
only limited amounts of processing are needed. In
other cases with more sophisticated measurements,
special analysis and processing is required. Such
examples include modal analysis, sound intensity,
wavelet analysis, machinery condition monitoring, and
acoustical holography, with which quite complicated
signal analysis and processing may be needed. In all
cases considerable care should be taken to ensure
that the transducers together with their measurement
systems are calibrated and checked periodically to
make sure they are working properly. Part V of this
book contains 19 chapters concerned with the basic
design principles of noise and vibration transducers,
analysis equipment, signal processing, and simple and
advanced measurement techniques for various noise
and vibration measurements, including those for source
and path identification.

2 TYPICAL MEASUREMENT SYSTEMS

It may be necessary to measure noise and/or vibra-
tion for various different reasons. Before beginning
any measurement program, the objectives should be
defined. For instance, it may be desired to measure
noise to determine if a noise problem exists, whether
the noise output of a machine is within its specifi-
cations, to determine the main sources of noise on
a machine or in a vehicle or building. In the case
of vibration, the reasons for measurement can include
determining whether vibration of structures may result
in unwanted sound generation, or in the case of intense
vibration, machine wear and condition, and even the
danger of structural fatigue and failure. The basis of
all noise and vibration measurement systems is the
transducer. The microphone is the main transducer

used to measure sound, while the accelerometer is
the main transducer used to measure vibration. Spe-
cialized transducer systems have been developed to
measure sound intensity in air and vibration intensity
of structural systems. In addition, measurement pro-
cedures have been formulated to determine the modes
of vibration of structures. Special rooms and systems
such as anechoic and reverberant rooms and impedance
tubes (see Chapter 43) are now widely used for sound
power and noise source identification measurements
of machines and the measurement of the acoustical
impedance of materials. With any measurement, cal-
ibration of the system is essential to obtain reliable
results that can be compared with results obtained by
others.

Since about 1920, most sound and vibration mea-
surement systems have made extensive use of electrical
networks. From that time, the electrical amplification
of signals has made possible several measurement
techniques that were previously impossible to use.
When measurements are made of noise or vibration,
it is usually necessary to combine several different
types of instruments into one measurement system.
The individual components of the measuring system
utilized will depend on the particular measurements
needed. A generalized system is shown in Fig. 1. To
design a system to make useful measurements, it is
desirable for one to have a good understanding of the
phenomena being investigated and to have a reasonable
understanding of the functioning of the instrumentation
and signal processing. The chapters in Part V of this
book are designed to help with these requirements.
Chapter 43 reviews some of the noise and vibration
measurements in common use, uncertainty concerns
with the measured results, and some of the more spe-
cialized procedures for measuring the passby noise of
vehicles and the flyby noise of aircraft.

The first item in any noise or vibration measuring
system is the transducer. As its name implies, this
instrument converts a signal in one physical form
into another, that is, a transducer converts a sound
pressure signal or a vibration signal into an electrical
signal. Normally, the electrical signal obtained from a
transducer is not suitable for direct analysis or read-
out, and a signal conditioner is then used to amplify,
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Figure 1 Idealized noise or vibration measuring system.

attenuate, or transform the signal using analog-to-
digital (A/D) conversion. It is optional at this stage to
include a data storage item in the system before the
signal is passed to a signal processor. (See Fig. 1.) The
signal processor may consist of a narrow-or wide-band
filter, a root-mean-square (rms) detecter, a probability
density analyzer, and the like. See Chapter 40 for more
details of signal analysis equipment and systems. The
last item in the system is usually the display unit, a
read-out unit, or a digital computer, which is used
to perform some postprocessing of the signal. Analog
and/or digital meters, oscilloscopes, and other units can
all be used to display signals. Also a data storage item
or data distribution system can be included in the main
measurement system at this stage instead of earlier, so
that the data can be analyzed or shared with others
later. (See Chapter 41.)

3 TRANSDUCERS

Transducers and their associated measuring systems
generally suffer from two major shortcomings:

1. A transducer will normally respond to other
variables in addition to its response to the vari-
able of interest. For example, a microphone,
although being most sensitive to sound pres-
sure, may also be slightly sensitive to variations
in temperature, humidity, magnetic fields, and
vibration.

2. It is difficult, and in many cases not possible,
to introduce a transducer into the measurement
medium without disturbing the medium in
some way. The transducer will extract some
energy from the medium or structural system.
In addition, other disturbances will be caused.
An accelerometer will add mass to the system
and alter the structure’s vibration. A pitot tube
or hot-wire anemometer will disturb the flow.
A microphone will reflect, diffract, and refract
the incident sound wave. Some noncontacting
vibration transducers and systems will not

directly interfere with the vibration of the
system to be measured, but they will interfere
with any associated sound field generated by
the vibrating body.

3.1 Transducer Characteristics

An ideal sound or vibration transducer should have the
following characteristics1:

1. It should cause negligible diffraction of the
sound field or structural vibration field (i.e.,
its dimensions should be small compared with
the smallest sound or vibration wavelength of
interest).

2. It should have a high acoustical or mechanical
(driving point) impedance compared with the
fluid medium or structure so that little energy
is extracted from the field.

3. It should have low electrical noise.
4. Its output should be independent of tempera-

ture, humidity, magnetic fields, static pressure,
and wind velocity, and it should be rugged and
stable with time.

5. Its sensitivity should be independent of sound
pressure or vibration level magnitudes.

6. Its frequency response should be flat.
7. It should introduce a zero phase shift between

the sound pressure or structural vibration and
the electrical output signal.

No transducer can meet all of the above criteria,
and thus different types of transducers and vibration
sensors are preferred for different measurements. The
microphone is by far the most common form of acous-
tical transducer, and the piezoelectric accelerometer is
the most widely used vibration transducer. Because of
their importance the next section of this chapter con-
cerns these devices. But it should be noted that other
specialized noise and vibration transducers are used for
measurements. For instance, sound intensity probes of
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different designs can be used for noise source identi-
fication and sound power measurements of a source
in situ (see Chapters 36 and 45), and several other
types of vibration-measuring transducers such as strain
gauges and laser Doppler interferometer systems are
also in use, as described in Chapter 37.

3.2 Sensitivity
An ideal microphone (or accelerometer) together with
its measurement system should have an output voltage
amplitude E that is proportional to the exciting
pressure amplitude p (or acceleration amplitude a)
(see Fig. 2). The ratio of open-circuit output voltage
to input pressure (or acceleration) is normally called
the sensitivity Mp:

Mp = E/p or Mp = E/a (1)

The transducer sensitivity [V/(N/m2) or V/(m/s2)]
depends on the microphone (or accelerometer) design.
(Different types are discussed in Chapters 36 and 37
and later in Sections 4.1, 5.1, and 5.2 of this chapter).

In the case of noise measurements with very low
sound pressure amplitudes, electrical noise will exceed
the voltage signal generated by the microphone, and
this will govern the lower signal amplitude limit
for measurements. With very high sound pressure
amplitudes, the diaphragm displacement may become
so large that the voltage generated is no longer
proportional to the displacement. Nonlinearity then
sets the upper amplitude use limit. See Chapter 36. For
sound pressures somewhat above the nonlinear limit,
physical damage to the microphone can occur.

The situation is similar for vibration measurements
made with seismic mass accelerometers. For very high
vibration amplitudes, the accelerometer displacement
may become so large that the voltage generated is no
longer proportional to the displacement. Nonlinearity
again sets an upper use limit. For displacements
above the nonlinear limit, physical damage to the
accelerometer can occur. Large accelerometers are
normally more sensitive than small ones, and this is
advantageous in many applications; but large heavy
accelerometers cause more mass loading problems

Open-Circuit
Output
Voltage
Amplitude

Pressure Amplitude p or
Acceleration Amplitude a

E

Figure 2 Sensitivity of (1) an ideal microphone or
accelerometer and (2) an actual transducer •.

to start to occur at a lower frequency than small
lightweight accelerometers.1

If Fig. 2 is plotted on a logarithmic scale, Fig. 3
is obtained. The reference voltage Eref is normally
taken as 1 V, while the reference sound pressure pref is
usually taken as 20 µPa, and the reference acceleration
is normally taken as 1 µm/s2.

A microphone or accelerometer has a usable range
of operation between its upper and lower amplitude
limits. Thus, at any frequency the microphone or
accelerometer response magnitude is normally given
by subtracting the X from the Y axis in Fig. 3, and the
range �R in which the microphone or accelerometer
response R is constant is known as the dynamic range:

R = 20 log

(
E/p

Eref/pref

)
, dB

= 20 log

(
E/Eref

p/pref

)
, dB (2a)

or

R = 20 log

(
E/a

Eref/aref

)
, dB

= 20 log

(
E/Eref

a/aref

)
, dB (2b)

3.3 Dynamic Range
It is seen for the microphone (or accelerometer) shown
in Fig. 3 that the dynamic range is about 100 dB. Most
good-quality microphones have a dynamic range of
about 100 to 120 dB (interestingly enough about the
same as the human ear). See Chapter 36. As the micro-
phone diaphragm diameter (or accelerometer mass)
is increased, the transducer sensitivity is normally
increased as well so that electrical noise is less of a
problem and the lower signal amplitude limit for mea-
surements is decreased. In the case of a microphone,
however, a larger diaphragm diameter usually results
in a larger deflection for a given sound pressure and
a reduced upper sound pressure level limit because
of nonlinearity problems. Thus between the upper and
lower amplitude limits the microphone has a usable
range of operation.

Small-diameter microphones are not very sensitive
but can be used for high-amplitude sound pressures
without distortion; their electronic noise floor is
quite high, however. (Different types are discussed
briefly in this chapter. The fundamentals of the
operation of the main types of microphone are
described in more detail in Chapter 36.) Large-
diameter microphones are normally more sensitive and
can be used for lower level noise than small-diameter
microphones. Their noise floor is lower, but larger
diameter microphones experience more diffraction
problems at low frequencies than small-diameter
microphones.1 Figure 4 shows the inherent noise floor
plotted against upper limiting frequency for four
microphone diameters.2 Because of the dynamic range
problems, the small-diameter microphones cannot be
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Figure 4 Inherent noise floor against upper limiting
sound pressure level for four different diameter
microphones. The four dots represent the four sizes of
microphone (1 in., 1
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8 in.) in order from 1
in. (bottom left) to 1
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used for very “quiet” sounds, and the large-diameter
microphones cannot be used for intense noise.

Figure 5 shows the dynamic range for four com-
mercially available microphones. The lower level limit
is given in terms of the A-weighted sound pressure

level of the internal noise floor of the microphone
and associated preamplifier. The upper level limit is
set by the sound pressure level at which 3% dynamic
distortion occurs. It is observed that the 1-in. and
1
2 -in. diameter microphones have the greatest dynamic
ranges of about 150 dB. The 1

4 -in. microphone has a
dynamic range of about 140 dB, while the 1

8 -in. diam-
eter microphone has a dynamic range of only about
100 dB.2

3.4 Frequency Response

The magnitude of the frequency response, R(f ), of
an ideal microphone is given by Eq. (2a) as the
frequency of the sound pressure p is changed. The
magnitude of the frequency response, R(f ), or an ideal
accelerometer is given by Eq. (2b) as the frequency
of the vibration a is changed. Figure 6 shows the
frequency response of an ideal microphone used for
noise measurements or an ideal accelerometer used
for vibration measurements. In practice microphones
and accelerometers can only approach the ideal
frequency response in Fig. 6. Resonance peaks of
the diaphragm of the microphone or the inertial
mass of the accelerometer are usually observed in
the high-frequency range. These peaks are normally
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Figure 5 Comparison of the dynamic ranges of the same four condenser microphones as shown in Fig. 4. The lower limit
is A-weighted sound pressure level. The upper limit is given in decibels at which 3% total harmonic distortion occurs.2

suppressed by the addition of damping or some other
means at the transducer design stage. Note that for
some measurements (e.g., explosive blasts with a
microphone and shock events with an accelerometer)
knowledge of the phase frequency response of the
transducer is also important. For such measurements
of impulsive phenomena, the additional requirements
of zero or linear phase shift with frequency are needed
for microphones and accelerometers, respectively.

Figure 7 shows the frequency response range of
four different diameter condenser microphones.2 It is

R(f )
Frequency Response
re V/(N/m2) or V/(m/s2)−30

−40

−50

−60

10 100 1000 10000

Frequency (Hz)

Figure 6 Frequency response of an ideal microphone or
accelerometer.

observed that the smaller diameter microphones have
the largest usable frequency range. The 1

8 -in. diameter
microphone has a usable range from about 5 Hz to
about 150 kHz. The 1-in. microphone on the other
hand has a much more restricted usable frequency
range from about 2 Hz to only about 10 kHz.

4 NOISE MEASUREMENTS

Since the human hearing range extends from about
20 to 20,000 Hz, it is desirable that the frequency
response of microphones and noise measurement
systems should be “flat” between these limits as
shown in Fig. 6. For certain types of measurements
(e.g., for measurement of sonic booms or explosive
blasts), it may be necessary to measure sounds
that contain frequencies lower than about 20 Hz.
For scale-model studies or for the measurement of
noise environments or structures subject to fatigue, it
may be necessary to measure to frequencies higher
than 20,000 Hz. We will first discuss the different
types of microphones used in noise measurements
and their acoustical properties and then methods by
which microphones are calibrated. More details about
microphones are given in Chapter 36 and of their
calibration in Chapter 51. Chapter 57 in the Handbook
of Acoustics3 also has detailed information about
microphone calibration.

1
Upper Limiting Frequency (kHz)Lower Limiting Frequency (Hz)
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Figure 7 Comparison of the frequency response ranges of four different diameter condenser microphones [lower limiting
frequency (Hz) and upper limiting frequency (kHz)]. Microphone diameters: 1

8 in., 1
4 in., 1

2 in., and 1 in.2
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4.1 Types of Microphones for Noise
Measurements
An acoustical transducer is a device that converts some
property of a sound field into an electrical signal. The
most common device is the microphone designed to
measure sound pressure. Some transducers have been
designed, however, to measure sound particle velocity,
sound pressure gradient, and sound intensity.

Microphones may be divided into three main
classes: communication, studio, and measurement
microphones. (See Chapter 36 for more details.) The
discussion here mainly concerns noise measurement
microphones. There are three main types of micro-
phone used for noise measurements: (1) polarized
condenser microphones, (2) prepolarized condenser
microphones (sometimes called electret microphones),
and (3) piezoelectric microphones. The polarized con-
denser microphone possesses a thin diaphragm under
tension and must be provided with an external polar-
izing voltage that is applied between the diaphragm
and the backplate. On the other hand, the prepolar-
ized condenser (electret) microphone avoids the need
for a polarizing voltage by the provision of a thin
layer of electrically charged material, which is nor-
mally deposited on the backplate during manufacture.

Condenser microphones, because of their stability
and well-defined mechanical impedance, are the ones
mostly preferred for noise measurements. They do
have drawbacks of fragility and sensitivity to humidity,
however. Piezoelectric microphones are more robust
than condenser microphones. They possess a stiff
diaphragm that is coupled to a piezoelectric crystal
or ceramic element.

Microphones may be divided into directional and
nondirectional (or omnidirectional) types. In some
cases, directional microphones may be useful, such as
in the localization of noise sources. Most noise mea-
surements are made with nominally omnidirectional
microphones, although even these types become some-
what directional at high frequency, at which the dimen-
sions of the microphone become comparable with the
acoustic wavelength.

Microphones may be further subdivided into three
main types: (1) free-field, (2) pressure-field, and (3)
diffuse-field microphones. The frequency responses of
these microphones are adjusted so that they have an
essentially flat frequency response when placed in these
different sound fields. Today TEDS (transducer elec-
tronic data sheet) microphones with built-in sensitivity
are also available. These microphones have built-in
information about the response required in different
sound fields. So such TEDS microphones can be used
in all of the three sound fields described above if they
are used in conjunction with information loaded into the
operating system of the associated analyzer. Chapter 36
describes the design and principles of operation of the
main types of microphones and furthermore explains
how the microphone parameters, physical properties,
and design may be chosen to obtain the required micro-
phone sensitivity, frequency response, and dynamic
range. Chapter 43 also addresses some of the same con-
siderations with respect to noise measurements.

4.1.1 Condenser Microphones The introduc-
tion, in the 1920s, of the condenser microphone with
its uniform sensitivity, low distortion, and portability
revolutionized electroacoustics, and it soon became an
integral part of any high-quality sound system. How-
ever, although the polarized condenser microphone
has significant advantages, it also suffers from some
disadvantages: specifically its rather low sensitivity,
high internal impedance, and the need for a polariz-
ing voltage. These shortcomings led to the develop-
ment of other microphone designs such as piezoelec-
tric and prepolarized types, which will be discussed
shortly and also in more detail in Chapter 36. The very
large, almost distortionless electronic signal amplifi-
cation that can now be achieved has made the lack
of sensitivity of the condenser microphone unimpor-
tant, and, because of its smooth sensitivity over a very
wide frequency range and its well-defined geometry,
the condenser microphone is still preferred for use in
many noise measurement applications.4

Figure 8 shows a diagram of a 1-in. condenser
microphone. The condenser microphone consists of
a thin metal diaphragm stretched under tension and
spaced a short distance from an insulated backplate.
The diaphragm and backplate constitute the electrodes
of the condenser. Holes are drilled in the backplate to
provide the required air damping for the diaphragm.
A small hole is provided to equalize the static
pressure across the diaphragm, provided that it changes
slowly. This hole usually determines the lower cutoff
frequency of the microphone. Some discussion of
the electrical circuit of the system and the theory,
design, and construction of condenser microphones is
given in Chapter 36 and in Chapters 110 and 112 of
the Handbook of Acoustics.3 Other authors have also
discussed the electrical theory in some detail.5–7 It
is normally necessary to remove the protection grid
during microphone calibration (see Chapter 51).

4.1.2 Prepolarized (Electret) Microphones In
the 1970s, a new type of precision microphone became
commercially available. This microphone is basically
a condenser microphone; however, no direct current
(dc) polarization voltage is needed since the electret
foil diaphragm and/or the backplate is permanently
polarized during manufacture. The polarization voltage
is created by embedding and aligning static electrical
charges into a thin layer of material, which is deposited
on the microphone diaphragm or backplate.

The first electret microphones used diaphragms
made from an insulating material that carried the per-
manent electrical charge. The diaphragms of electret
microphones made in this way have to be quite heavy
in order to carry the permanent electrical charge mate-
rial. Heavy diaphragms have several disadvantages and
result in a low resonance frequency peak. Most high-
quality electret microphones used for noise studies
now have the permanently charged material attached
to the stationary backplate instead of the diaphragm.
In this way, much thinner diaphragms can be used,
made of the same metal-coated plastic material used
in condenser microphones. Such microphones have a
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Figure 8 Cross section through a 1-in. condenser microphone.

high resonance frequency peak and an overall perfor-
mance almost rivaling the best condenser microphone.
The thin diaphragm and the perforated backplate com-
prise the two plates of the condenser. Preamplifiers are
still needed, and in some recent electret microphones
miniature preamplifiers are built into the microphones
themselves. See Chapter 36 and Chapters 110 and 112
of the Handbook of Acoustics.3 Figure 9 shows a cross-
sectional diagram of a typical electret microphone.8

The electret microphone has the following advan-
tages: (a) no polarization voltage needed, (b) rugged
construction, (c) large capacitance (about 500 pF), and
hence, loading is a lesser problem than with the con-
denser microphone), and (d) low cost.6,9,10

4.1.3 Piezoelectric Microphones The design
and construction of piezoelectric transducers is dis-
cussed in Chapter 36 and in Chapters 110 and 112 in

Charge
Carrying

Layer

Stainless steel mesh
for dust protection

Figure 9 Electret microphone using a thin electret
polymer layer deposited on the perforated backplate.

the Handbook of Acoustics3 and in varying detail by
several other authors.11,12

Piezoelectric crystals may be cut and used in many
different orientations. If a slice is cut from a piezo-
electric crystal and pressures applied to the opposite
faces of the slice causing a deformation, then equal and
opposite charges are produced on the opposite faces of
the slice with an electric potential developed between
the faces. Crystals are often directly exposed to liq-
uids (e.g., as hydrophones) where the high mechanical
impedance of the liquid is not a disadvantage. In gases,
the large acoustical/mechanical impedance mismatch is
a disadvantage, and piezoelectric materials are usually
used in conjunction with a diaphragm. See Chapter 36.

Figure 10 shows a cross-sectional view of a
commercial piezoelectric microphone. Much thicker
diaphragms are normally used with piezoelectric
than condenser microphones (usually about 50 times
greater). This inevitably leads to a lower resonance
frequency for the diaphragm (assuming the density of
the diaphragm material is the same) [consider Eq. (10)
in Chapter 1]. To obtain a flat free-field response, it is
necessary to damp this resonance overcritically. Hence
the upper frequency response is poorer than with
a condenser microphone because the mass-controlled
region is entered at a lower frequency (see Fig. 9 in
Chapter 1 and Chapter 36).

The diaphragm is connected to a ceramic bender
element. A bimorph simply supported bender element
is most often used, although sometimes cantilever
benders are used.11,12 The force needed to produce
a voltage from a crystal or ceramic slice in pure
compression is quite large. However, if a thin bar or
beam is cut from a crystal in a suitable orientation,
a voltage is produced across the beam as it is bent.1

Metal foil is usually cemented to the outside surfaces
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Figure 10 Cross-sectional view of piezoelectric microphone.

of the crystal, and the two foils with the crystal in
between form a condenser of the solid dielectric type.
It is usual to use two bars in conjunction to produce
a bimorph. Electrical connections may be applied in
two ways to the bimorph to produce either parallel or
series connections.1

Other microphones are used for many communi-
cation purposes but not normally for precision noise
measurements. The moving coil microphone has been
in use for many years but is less valuable in noise work
since its frequency response is not very smooth and is
poor at high frequencies. Also its sensitivity is low.
However, it does have some advantages that make it
ideal for some applications. (See Chapter 36.)

4.2 Directivity

At low frequencies, for example, below about 1000 Hz,
the frequency response of a microphone is independent
of the angle of incidence of the sound waves. However,
at higher frequencies, as the microphone dimensions
and the wavelength of the sound become comparable,
diffraction effects become important and the frequency
response of a microphone is strongly dependent on the
angle of incidence of the sound. See Fig. 11. The effect
of directivity is discussed in detail in Chapter 36 and
Chapter 3 in Ref 1.

Microphones can be designed to have a flat fre-
quency response when exposed to a free progressive
wave sound field. They are usually known as free-
field microphones. Other microphones can be designed
to have a flat frequency response to grazing incidence
sound waves and are normally known as pressure-field
microphones. Still other microphones are designed to
have a flat frequency response to random incidence
sound and are known as diffuse-field incidence micro-
phones. (See Chapters 36 and 43.) Care must be made

in ensuring that the right type is used. Figure 12 illus-
trates the use of different types.

4.3 Transducer Calibration

It is important to calibrate transducers used for
sound, shock, and vibration to ensure the accuracy of
measurements made with them. Proper calibration also
ensures that the results measured with the transducers
are comparable with the results measured by others.
The accuracy of the calibration must also be known.
The transducer system and the calibration method used
must perform the calibration with a known accuracy.
If these conditions are met, then the calibration is
termed as traceable. It should be noted, however, that
this traceability is not an indication necessarily of
highly accurate measurements, but simply that if the
uncertainty is known, the measurements can then be
compared with valid measurements made by others,
which have also been made using proper calibration
procedures. Thus measurements made with transducers
and calibration procedures are of no use unless the
associated uncertainty in measurement is also known.
New and upgraded international standards now provide
a variety of calibration methods together with their
suitability for ensuring traceability.

Transducers should be calibrated on site before
and after each measurement or set of measurements
and periodically at service centers or national metrol-
ogy laboratories. Chapter 51 describes calibration pro-
cedures for microphones and sound intensity sys-
tems. Chapter 52 discusses the calibration of shock
and vibration transducers. Chapters 51 and 52 also
describe the traceability of sound and vibration mea-
surements, and Chapter 53 describes the traceability
of shock and vibration measurements to national and
international standards in detail.
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Figure 11 Directivity of a microphone with a protection grid at different frequencies.

(a)

(b)

Figure 12 Noise measurements using (a) free-field microphone and (b) diffuse-field microphone.
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Microphones, calibrators, and sound level meters
all need to be calibrated. The most common require-
ment is the calibration of microphones for their sound
pressure response, but calibrations for sound intensity,
sound power, and acoustic impedance measurements
are also commonly needed. Chapter 51 discusses the
calibration of microphones in detail. Nedelitsky in
Chapter 108 of the Handbook of Acoustics3 and oth-
ers have also discussed the problems of calibrating
microphones. When a microphone is introduced into
a sound field, it causes undesirable reflections and
hence changes the sound field. This effect is more pro-
nounced at high frequency. Ideally we should like to
measure the sound pressure in the unperturbed or “free
field,” but this is difficult. It is extremely important
that manufacturers and users calibrate microphones
accurately. Unfortunately, some users do not calibrate
microphones sufficiently frequently to ensure the accu-
racy of sound pressure level readings. As already dis-
cussed, microphones may be designed to have three
flat frequency responses. As mentioned before, TEDS
microphones with built-in sensitivities are also avail-
able. TEDS microphones can be used to obtain all
of the three flat frequency responses. The two main
types of microphones in use are the free-field type
(primarily used for outdoors measurements) and the
diffuse-field type (mainly used for indoors measure-
ments). Pressure-field microphones are mostly used for
coupler measurements, except for the recently devel-
oped flat surface microphone.

As regards calibration of microphones, the pressure
response may be considered to be the response
of the microphone to a uniform pressure applied
over its diaphragm. This is the response of an
ideal microphone of zero size introduced into a
free progressive plane wave field. However, when
an actual finite size microphone is introduced into
such a field, reflection and diffraction are caused,
which give a different microphone response called
the free-field response. See Chapter 36. Because the
microphone can be oriented at any arbitrary angle in
the plane wave field, perhaps the pressure response
is more fundamental. There are several ways of
measuring the pressure response of a microphone:13,14

(a) pistonphone, (b) driven-diaphragm-type calibrator,
(c) electrostatic actuator, (d) reciprocity method, and
(e) substitution method. The only absolute method of
calibration is the reciprocity method. This is somewhat
complicated and time consuming; and the other four
methods, although not giving absolute calibration, are
more convenient and normally sufficiently accurate.
See Chapter 51 in this handbook and Chapter 108 in
the Handbook of Acoustics.3

4.3.1 Pistonphones The pistonphone is a very
accurate, reliable, and simple device for calibrating a
microphone that is convenient for use in the field. The
principle of operation is quite simple. A small battery-
powered electric motor drives a shaft on which is
mounted a cam disk. The cam disk drives two pistons
symmetrically. The cam gives the pistons a sinusoidal
motion at four times the shaft rotational speed. The

stroke of the pistons (or peak amplitude from mean
position) is thus one quarter of the difference in
maximum and minimum diameters of the cam. The
pistons vary the cavity volume sinusoidally in time
and since for pistonphones a low frequency (e.g.,
250 Hz) is normally chosen (for mechanical reasons), a
corresponding sinusoidal variation in pressure occurs.
(See Chapter 51 and Chapter 3 in Ref. 1 for the theory
and further details of its operation.)

Provided the piston stroke is carefully controlled,
the sound pressure level produced can be accurately
predicted. Good sealing should be maintained when
the microphone is fitted into the coupler opening. In
principle, this type of pistonphone can be used to
calibrate any microphone provided that good sealing is
maintained. If microphones of different diameters are
to be calibrated with the pistonphone, and different
coupler connections are used to keep the volume
unchanged, the sound pressure level is unchanged.
If a different volume results, the change in sound
pressure level can be predicted. (See Ref. 1 for the
theory.) A change in atmospheric pressure will alter
the calibration, but a correction is simply made by the
use of a barometer provided by the manufacturer.

4.3.2 Driven-Diaphragm Calibrators Somewhat
simpler, lower cost calibrators are also available
that work on the driven-diaphragm principle. Some
commercially available types produce 114 dB at
1000 Hz. A stabilized 1000-Hz oscillator feeds a
piezoelectric driven element that vibrates the metallic
diaphragm creating a pressure in the front coupling.
The diaphragm is driven by an oscillator powered by
a 9-V battery. Some calibrators generate five selected
frequencies: 125, 250, 500, 1000, and 2000 Hz at
94 dB. With such calibrators, corrections should
normally be made for changes in ambient temperature
and pressure (altitude). Newer types of calibrator have
a built-in microphone that measures and controls the
sound pressure generated in the coupler cavity via a
feedback loop. See Chapter 51 for more details of such
driven-diaphragm-type calibrators.

4.3.3 Sound Intensity Probe Calibration When
two phase-matched microphones are used together to
form a sound intensity probe, then the two-microphone
intensity probe can be calibrated by fitting an intensity
coupler attached to the pistonphone. See Chapter 51.
The coupler normally consists of two chambers (upper
and lower) connected by a coupling element. When
the pistonphone is connected to the coupler, a phase
difference is created between the two sound pressures
generated in the upper and lower chambers. The
sound pressure amplitudes are the same, however,
in both chambers. Thus the propagation of a plane
progressive sound wave in a free field is simulated.
If one microphone of the intensity pair is fitted to
the upper chamber and the other is fitted to the lower
chamber, then the simulated sound wave produced by
the sound in the two chambers can be used for the
calibration of the intensity probe for the measurement
of both sound intensity and particle velocity. The
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intensity coupler and pistonphone can also be used
for the sound pressure sensitivity calibration of the
two microphones. For this measurement, the two
microphones are connected to the upper chamber of
the coupler. They are then automatically exposed
to the same sound pressure, and the amplitude and
phase difference between the two microphones can
be measured and checked to see that it is within
acceptable limits. If a sound source, which can
generate broadband sound, is attached to the coupler,
then the pressure residual-intensity index spectrum can
be measured as well. This index is used to determine
the accuracy of the sound intensity measurements
made with the probe. See Chapters 45, 51, and 86.

5 VIBRATION MEASUREMENTS

A vibration sensor is a device that converts some
property of the vibration of a structure into an electrical
signal. While a vibration generator works on the
opposite principle of converting an electrical signal
into a mechanical vibration. Both vibration sensors
and generators may be termed transducers, since
they convert one physical variable into another. (See
Chapter 37.)

Vibration sensors can be made to work using sev-
eral different principles and to measure surface dis-
placement, velocity, acceleration, and strain. They may
be arbitrarily designated as contacting or noncontact-
ing devices. Contacting sensors are often convenient
to use since they can measure vibration at a specific
location on a structure. They do have the disadvan-
tage, however, that they can change the vibration of
the structure by adding mass and damping. This is
particularly a problem if the structure is lightweight.

There are three quantities of most interest in vibra-
tion studies.1 These are displacement, velocity, and
acceleration. A fourth quantity, strain, is also fre-
quently measured. In the early 1900s, most vibration
measurements were made using mechanical or opti-
cal devices. Such devices are still used satisfacto-
rily for low—frequency measurements (a few hertz).
With the advent of electronics in the 1920s, transduc-
ers that converted mechanical into electrical signals
were developed. Before about 1960, displacement and
particularly velocity-sensitive transducers were uti-
lized, especially when higher frequency measurements
were needed. However, since that time acceleration-
sensitive transducers (accelerometers) have become
preferred. The reason for this is mainly because
excellent lightweight accelerometers were developed
to measure very high frequency vibrations (5000 Hz
or more) in aircraft and spacecraft. Most velocity-
sensitive transducers have an upper limiting frequency
of about 1000 Hz, while piezoelectric accelerometers
can be made to have an upper limiting frequency of
40,000 Hz or more.1

For many measurements it is unimportant whether
displacement, velocity, or acceleration is measured.
For simple harmonic motion, the amplitudes of these
three quantities are simply related to each other by
multiplying or dividing by the angular frequency ω

Seismic
Mass

Test
Piece

Damper

y2

y1

m

kR

Case

Spring

Figure 13 Idealized diagram of vibration transducer.

(see Chapters 1 and 43). Even if the vibration is ran-
dom in nature, if frequency filtration is used, this prin-
ciple can still be applied. Alternatively, the conversion
from acceleration to velocity and displacement may be
made by using electronic integration.

5.1 Principle of Seismic Mass Transducers

Modern-day piezoelectric accelerometers and some of
the earlier displacement transducers15 work on the
same principle: A seismic mass m is supported on
a spring of stiffness k and the whole is enclosed in
a case (Fig. 13). The damping constant R in most
applications is small, and it is neglected for simplicity
in the following analysis (although it could easily be
included).

If the vibrating member (test piece) is undergoing
a time-dependent displacement, y2(t), and the mass
experiences a time-dependent displacement, y1(t), then
considering the forces acting on the mass m,

k(y2 − y1) = mÿ1 (3)

The situation is identical to that studied in
Section 4.1C of Chapter 1, except that there is no
external force applied to the mass, and instead the test
piece receives a displacement input, y2(t).

The easiest variable to measure is the relative
displacement y2 − y1. We will assume the test piece
experiences simple harmonic motion:

y2 = Beiωt (4)

and, consequently in steady-state conditions, the mass
experiences simple harmonic motion, y1 at the same
angular frequency ω:

y1 = Aeiωt (5)

Note that A and B are written as complex quantities
because y1 and y2 will not generally be in phase (see
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Section 4.1C in Chapter 1). From Eqs. (3), (4), and (5)
we obtain (noting that i2 = −1)

k(B − A)eiωt = −mω2Aeiωt (6)

B − A = −(mω2/k)A (7)

Rearranging Eq. (7) gives

A = −
(

k

mω2 − k

)
B (8)

and substituting Eq. (8) into Eq. (7) gives

B − A = mω2

mω2 − k
B (9)

It is easy to see how this result can be used to design
displacement, velocity, or acceleration transducers.

5.1.1 Seismic Mass Displacement and Veloc-
ity Transducers Seismic mass displacement and
velocity transducers were widely used until the 1950s.
They required a large seismic mass and a soft spring
(between about 0.5 and 3 Hz) and were operated well
above the system’s natural frequency to obtain a flat
frequency response curve. They were heavy and only
suitable for use on heavy machinery.16 The soft spring
gave a low resonance frequency between about 0.5
and 3 Hz, but the upper frequency limit was normally
about 100 Hz due to limitations in the mechanical link-
ages used to measure the motion of the mass relative
to the system’s case. There are now several other dis-
placement and velocity transducers available that do
not suffer from this very limited frequency range. For
example, the laser Doppler system can be used to mea-
sure dynamic displacement and velocity with a very
high degree of precision.

5.1.2 Seismic Mass Acceleration Transducers
To measure acceleration conveniently with the seismic
mass, the system shown in Fig. 13 must be used as
follows. The ratio of relative displacement amplitude
|B − A| to test piece acceleration amplitude ω2|B | is
from Eq. (9)

|B − A|
ω2|B | = 1

|ω2 − ω2
n|

= 1/ω2
n

|1 − (ω2/ω2
n)|

(10)

Except for the constant (1/ ω2
n) in the numerator,

the right-hand side of Eq. (10) is identical to that of
Eq. (19) in Chapter 1 with δ = 0. If we had included
damping in our model, the result would have again
been identical to Eq. (19) in Chapter 1, except for the
constant. Thus, we can make use of the results of
Fig. 9 in Chapter 1. This figure shows that we should
like to operate the instrument in the stiffness-controlled
region, where ω/ωn � 1.

Again this is obvious from Eq. (10), since, if
ω/ω2

n � 1, the right-hand side becomes a constant
(equal to 1/ ω2

n). To obtain a flat frequency response
over a wide frequency range,ωn should be made large.
But note that in this case the sensitivity decreases,
since it is approximately proportional to 1/ ω2

n. To
obtain a large value of the frequency ωn, it is
necessary to use a very stiff spring and a small
mass, which is opposite to what is needed for seismic
mass displacement and velocity transducers discussed
above.1

It is possible to measure the relative displacement
by attaching a strain gauge to the spring and calibrating
the instrument by the change in resistance produced.
This is the principle of the strain gauge accelerome-
ter, which is normally used with a Wheatstone bridge.
Such accelerometers will usually be found to have an
upper frequency limit of about 1000 or 2000 Hz. Pro-
vided that the accelerometer is dc coupled, it is easy to
calibrate the accelerometer by inverting it. If the strain
gauge accelerometer is placed horizontally, there is no
signal; placed vertically in one direction it gives a con-
stant resistance change equivalent to +1 g and placed
in the opposite vertical position the change is equiva-
lent to −1 g. If the accelerometer is alternating current
(ac) coupled, such calibration is not possible. However,
the most commonly used type of accelerometer is now
the piezoelectric accelerometer.17,18

5.2 Piezoelectric Accelerometers
The piezoelectric accelerometer is a seismic mass type
of accelerometer that works on the principle described
above. The main types include the following: com-
pression, delta shear, planar shear, theta shear, annular
shear, and ortho shear. These are all designed to accen-
tuate certain advantages that are useful in different
environmental conditions and are described in more
detail in Chapter 37 and Section 12 of Chapter 43. As
already discussed, the heavier accelerometers have the
greatest sensitivity but the lowest resonance frequency
and vice versa.

Several characteristics of piezoelectric accelerom-
eters need to be considered. The piezoelectric
accelerometer produces a charge after deformation.
After the signal is passed through a charge converter
(incorporated in modern piezoelectric accelerometers),
it can be considered as a voltage source. Hence,
the sensitivity is given in mV/ms−2. Besides being
sensitive to acceleration in the longitudinal axis, the
accelerometer is also slightly sensitive to vibration in
the transverse axis due to irregularities in construction
and alignment of the piezoelectric disks. See Fig. 14.
Good accelerometers should have a lateral sensitiv-
ity less than 5% of the longitudinal (or main axis)
sensitivity. The transverse sensitivity will vary in the
base plane having maximum and minimum values in
certain directions. The sensitivity of an accelerometer
will be somewhat temperature dependent (one should
always consult the manufacturer’s instructions), how-
ever, provided the maximum (Curie point) temperature
is not exceeded, the piezoelectric material will not be
damaged and will retain its properties.
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Figure 14 Transverse and longitudinal sensitivity of
accelerometer.

Piezoelectric accelerometers produce some output
signal when subjected to acoustical signals or base
strains. Normally the acoustical sensitivity is low
(producing a false response output of less than 1
g for a sound pressure level input of 160 dB). As
the test object vibrates, it will induce strain in the
accelerometer base with a consequent output signal.
Most accelerometer bases are made thick and rigid to
reduce this effect.

As was discussed above (also see Chapter 37)
all accelerometers exhibit a fundamental resonance
frequency. The frequency range of an accelerometer
is usually assumed to be bounded by an upper
frequency limit of one third of the resonance frequency
for less than 1-dB error or one fifth the resonance
frequency for less than 0.5-dB error. This assumes
that the accelerometer design has low damping.
The upper frequency limit is extended in some
accelerometer designs by using high damping. Today
TEDS accelerometers are also available with built-
in amplitude response information, so that the upper
frequency limit is increased by about 50% to about
one half of the resonance frequency.

The lower limiting frequency depends on the type
of preamplifier used to follow the accelerometer. Two
types may be used and are commercially available.
If the preamplifier is designed so that the output
voltage is proportional to the input voltage, it is
called a voltage amplifier. If the output voltage is
proportional to the input charge, it is called a charge
amplifier. When a voltage amplifier is used, the
accelerometer output voltage is very sensitive to cable
capacitance. This is because typically the capacitance
of a piezoelectric accelerometer is several hundred

picofarads (usually between 100 and 1000 pF). This
is somewhere between the very low capacitance of
a condenser microphone and the higher capacitance
of a piezoelectric microphone (see Sections 4.1.1 and
4.1.3). When a charge amplifier is used, the output
voltage is not sensitive to changes in cable length.
Broch19 describes the reasons for this in some detail.
If a voltage amplifier is used, the lower limiting
frequency (3-dB down point) is given by

f� = 1

2πRC
(11)

where R is the input resistance of the voltage
preamplifier and C is the effective circuit capacitance:

C = (CA + CL)CC

CA + CL + CC

(12)

where CA,CL, and CC are the accelerometer, cable,
and preamplifier capacitances, respectively.

The dynamic range of the piezoelectric accelerom-
eter is determined by the lower limiting frequency
set by electrical noise in the system and the upper
limiting frequency governed by the preloading of
the accelerometer and the mechanical strength of the
piezoelectric element. Smaller accelerometers usually
have a higher upper limit. (See Chapter 37.) It should
also be noted that accelerometers have a main direction
of sensitivity. See Fig. 14.

5.3 Measurement Difficulties

It should be noted that poor mounting techniques can
have a marked effect on the frequency response above
2000 or 3000 Hz. Below this frequency, the mounting
technique is not important as long as the accelerometer
is fixed directly onto the specimen. The best technique
is to attach the accelerometer to the specimen with
a threaded steel stud. When this mounting method
cannot be used, cement is also acceptable, and wax
can be used with small to medium size accelerometers
(up to 20 to 30 g).17 At low frequencies, magnets
may be used. Ground loops must be avoided, in
particular, when low acceleration levels are measured.
With higher acceleration levels, ground loops can also
cause problems. Measurement errors of 50% or more
may be caused by ground loops with acceleration
amplitudes of 100 m/s2 or more. In such cases the
accelerometer should be electrically isolated from the
specimen and attached with a nonconducting stud or
cemented to a mica washer, which is in turn cemented
to the specimen. Cable “whip” can produce electrical
noise, and cables should be attached to the specimen
as shown in Fig. 15.

In the case of the measurement of high-frequency
vibration of thin metal plates, considerable care should
be taken when using an accelerometer because of
the mass loading effect. Well below its resonance
frequency, the accelerometer can be assumed to act
as a pure mass. The velocity of the test piece u0
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Figure 15 Mounting of an accelerometer to reduce cable
whip noise.

can be assumed reduced to u1 by the addition of the
accelerometer20

u1

u0
= Z

Z + iωm
(13)

where Z = mechanical impedance of test piece at the
attachment point, ω = angular frequency, and m is the
accelerometer mass.

The input point impedance for a metal plate can be
assumed to be

Z = 4√
3
ρcLh2 (14)

where ρ = plate density, cL = longitudinal wave speed
in plate, and h = plate thickness.

Substituting Eq. (14) in Eq. (13) and assuming
|Z | = |iωm|, which gives a 3-dB reduction in velocity
amplitude (from Eq. 13), gives the frequency f3dB at
which the 3-dB reduction occurs as

f3dB = 2ρcLh2

√
3πm

(15)

Equation (15) is plotted in Fig. 16. This figure
suggests that even lightweight accelerometers will
“load” thin metal plates (e.g., a 10-g accelerometer
will mass “load” a 3.2-mm (1

8 -in.) aluminum plate at
frequencies above about 4000 Hz).

To overcome such mass loading problems, various
types of noncontacting gauges have been produced and
still are widely used. Particular examples of where
noncontacting gauges are invaluable are in the study of
the vibration of thin sandwich composite panels and of
loudspeaker cones. Examples of noncontacting gauges
are given in Chapter 37.

5.4 Calibration, Metrology, and Traceability of
Shock and Vibration Transducers

Vibration measurements of acceleration, velocity, and
displacement can be classified in two main ways: (1)
relative measurements made between two points with
systems such as laser Doppler interferometers and
(2) absolute measurements made with seismic mass
transducers (mainly accelerometers). The calibration
of transducers used for both types of measurement
is described in detail in Chapter 52. Chapter 52 also
describes the traceability of vibration measurements
and Chapter 53 describes the traceability of shock and

vibration measurements to national and international
standards in more detail. In many ways the traceabil-
ity requirements and calibration concerns for shock
and vibration transducers are similar to those of micro-
phones.

6 SIGNAL ANALYSIS, DATA PROCESSING,
AND SPECIALIZED NOISE AND VIBRATION
MEASUREMENTS

6.1 Signal Analysis and Data Processing

Sound and vibration signals produced by transducers
are not normally in a suitable form for the study
of noise and vibration problems. Frequency analysis
is the most common approach used in the solution
of such problems. This is because the human ear
acts in many ways like a frequency analyzer (see
Chapter 67) and also because frequency analysis can
often be used to reveal information that can be
related to the operation of machines, in particular
rotating machinery and to the properties and the
behavior of structures (see Chapter 68). Until the late
1970s, frequency analysis mostly was carried out with
dedicated instruments that incorporated analog filters.
Since that time, with the advent of the fast Fourier
transform (FFT) algorithm, frequency analysis has
been increasingly carried out using digital computers,
either as part of a dedicated instrument or after
appropriate conversion of the analog signal to digital
form (known as A/D conversion). The analog signal is
converted into a series of discrete values (also known
as a time series). Dual and multichannel analyzers are
also in common use for the parallel analysis of the
signals from several transducers.

Besides carrying out frequency analysis of signals,
analyzers have been made to calculate various other
functions including cross-spectra, coherence between
signals, and the like. Chapter 40 provides detailed
explanations for the working of analyzers. Chapter 41
explains how measured noise and vibration data can
be acquired, processed, shared, and stored using the
power of modern digital computer systems. Chapter 42
deals with signal processing. This chapter summarizes
the analog-to-digital conversion process, digital data
storage and retrieval, basic computations used in noise
and vibration data analysis, and errors associated
with the various calculations. Important considerations
in signal processing include sampling rate, sampling
interval, resolution, and data format. The analog data
must be sampled so that at least two sample values
per cycle of the highest frequency of interest in the
analog signal are obtained. The format of the data is
also important, and it must be ensured that the data
produced are in a form that they can be read directly by
any computer program written in a common language
such as C or FORTRAN.

6.2 Sound Level Meters and Dosimeters

The sound level meter (SLM) is an instrument
designed to measure sound pressure over a frequency
range and a sound pressure level range similar to the
human ear. The basic SLM consists of a microphone,
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amplifier, frequency weighting circuit(s), detector
averaging circuit, and an analog or digital read-out
device.21–25 Miniaturization of electrical circuits and
components has allowed small lightweight SLMs to
be built, which possess considerable sophistication
and capabilities. Also standards for SLMs written
by successive national and international standards
committees have resulted in different requirements and
additional changes in SLM design and manufacture
so that there is a wide variety of SLMs in use.
There are four main types of SLM: 0, 1, 2, and
3. Type 0 meters are the most accurate and type 3

the least. The tolerances for the different types are
specified in these standards. The different SLM types
are generally used for precision, laboratory, field, and
survey measurements. Dosimeters are similar in design
to SLMs, except that the time constant, threshold,
and exponent circuits are omitted.15,26 Dosimeters
are worn on the person and are normally designed
to measure the so-called noise dose, which is a
percentage of a criterion exposure, where exposure
is measured in pascal-squared hours. The noise dose
calculated depends on the exchange rate used. In the
United States, the Occupational Safety and Health
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Figure 16 Effect of mass loading of an accelerometer on the vibration of a metal plate20.
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Administration (OSHA) requires a 5-dB exchange rate
while the National Institute for Occupational Safety
and Health (NIOSH) and most other countries use
the 3-dB (equal energy) exchange rate. Chapter 38
reviews the main aspects of SLM design and also
briefly describes dosimeter design. Chapter 39 reviews
dosimeters in more detail.

6.3 Noise and Vibration Measurements

Chapter 43 deals with basic noise and vibration mea-
surements. The chapter describes proper measurement
techniques, measurement uncertainties, and repeata-
bility of measurements. Not only are routine noise
and vibration measurements described, but also mea-
surement procedures specifically designed to mea-
sure reverberation time, vehicle passby noise, airport
noise monitoring, aircraft takeoff and landing noise,
and measurements of the sound absorption coeffi-
cient and acoustic impedance of materials with the
impedance tube technique. An example of the use of
the impedance tube to measure the sound-absorbing
properties of porous asphalt road surfaces is given in
this chapter. Other books have useful chapters on noise
measurements, such as Ref. 28.

6.4 Sound Power and Sound Intensity

Measurements of the sound power of machines are
frequently needed. The European Union requires some
machines to be provided with labels giving their sound
power output. From knowledge of the sound power
level, the sound pressure level can be calculated at a
certain distance from a machine, either outside in free
space or in a building, provided certain environmental
conditions are known. Chapter 44 describes several
methods that can be used and that have been
standardized both nationally and internationally. Also
measurement surfaces including the spherical and
box surfaces are described. Reverberation time and
comparison methods of measuring sound power are
also reviewed in Chapter 44.

Sound intensity measurements described in Chapter
45 provide another method of determining the sound
power output of sources, and this approach is particu-
larly useful when the machine cannot be moved into a
special facility such as an anechoic room or a reverber-
ation room. In addition, the sound intensity approach
can still be used to determine the sound power of a
sound source when there is a hostile background noise
present. Provided that the background noise is steady,
good estimates of the sound power of a source can be
made, even if the background noise level is very high.
In such situations, the approaches described to obtain
the sound power of sources in Chapter 44 normally
fail.

Chapter 46 provides further in-depth discussion
on data analysis with an emphasis on the use of
such analysis to solve noise and vibration problems.
Also some basic concepts including types of signals,
probability distribution, and probability density are
described. The chapter also describes techniques such
as zoom analysis, practical FFT analysis, spectrum

averaging, and spectral analysis using filters, time-
domain analysis, time synchronous averaging, and
analysis of cyclo-stationary signals. Cyclo-stationary
signal analysis has recently become the subject of
increasing interest since it is now evident that many
machine vibration signals are not purely periodic, since
their vibrations possess amplitude modulations as well.
This chapter explains how some of the data analysis
techniques can be applied to vibration caused by worn
roller bearings and diesel engine noise.

6.5 Modal Analysis

Modal analysis can be used to provide information
concerning the natural frequencies, modal damping
factors, and mode shapes of structures and machinery.
This information can be obtained either from math-
ematical analysis of a structure’s dynamic response
derived from a set of equations and knowledge of
its mass and stiffness distributions or from experi-
mental measurements of the structure’s response to
excitation. Experimental modal analysis (often sim-
ply known as modal testing) is discussed in detail
in Chapter 47. As explained in this chapter, however,
modal testing cannot be divorced from mathematical
models of the structure’s dynamical behavior and the
objective of modal testing in reality is an attempt to
construct or validate a mathematical model of this
behavior. Unfortunately, such mathematical models
obtained through modal testing can never be quite
complete because, in practice, the amount of experi-
mental data obtained is inevitably limited. Usually, the
mathematical model to be validated is a finite element
model of the structure. Modal analysis is used for sev-
eral main purposes. These include (a) monitoring the
dynamic properties of a structure or machine to obtain
early indications of structural deterioration or impend-
ing failure (often known as structural or machinery
health monitoring), (b) modification of a structure’s
mass or stiffness distributions so as to change natural
frequencies to avoid high-amplitude resonant vibra-
tion, the resulting structural fatigue and the possibility
of failure, and (c) troubleshooting—the display of ani-
mated modes of vibration of the structure so that the
dynamic behavior of certain critical areas of the struc-
ture can be understood, thus making possible practical
solutions to vibration problems.

6.6 Condition Monitoring

Condition monitoring is discussed in Chapter 48. Such
monitoring of machinery may give sufficient advance
warning of wear and possible imminent breakdown
and failure so that replacement parts can be obtained
in time to avoid costly machine downtime and/or
loss of production. Costs savings can be considerable,
for instance, in the case of downtime of a city
electrical power plant, where unexpected downtime
losses can exceed several million U.S. dollars each
day. The savings in avoiding unnecessary downtime
costs often vastly exceed the costs of replacement
machine parts. In cases such as aircraft power plants,
predictive maintenance can even prevent the possibility
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of catastrophic failure of the compressor blades and
other components of the engines.

Chapter 48 describes two main approaches to con-
dition monitoring: (1) monitoring the relative displace-
ment of a rotating machine shaft or bearing with a
proximity probe and (2) monitoring the vibration of
the cover of a machine. Proximity probes are nor-
mally built into machines during manufacture; while,
on the other hand, accelerometers can be placed on the
cover of a machine at any time during service to mon-
itor its vibration. Proximity probes are usually used
to monitor changes in absolute shaft displacement and
to measure so-called shaft orbits. Chapter 57 in the
Handbook of Acoustics3 also contains useful informa-
tion concerning monitoring changes in shaft motion
with the use of proximity probes. Chapter 48 is mainly
concerned with vibration measurements of machine
casings made with accelerometers. If a machine is
monitored in its original new condition, measurements
made later may reveal changes indicating wear and the
possibility of failure. Faults related to the frequency
of the shaft speed include: misalignment, imbalance,
and cracks in the drive shaft. It is usually difficult
to distinguish between these faults. Useful informa-
tion is given in Chapter 48 about the changes in the
vibration signature, which manifest themselves with
electrical machines, gears, bearings, and reciprocat-
ing machinery such as internal combustion engines,
pumps, compressors, and the like.

6.7 Advanced Noise and Vibration Analysis
and Measurement Techniques

Wavelets are starting to become of practical use in the
solution of noise and vibration problems, machinery
diagnostics, and health monitoring. Wavelet analysis is
concerned with the decomposition of time signals into
short waves or wavelets. Any waveform may be used
for such decomposition provided that it is localized at
a particular time (or position). Chapter 49 provides an
in-depth discussion of the basics of wavelet analysis
of signals, and in this chapter time is taken as
the independent variable, although, in practice, any
physical variable can be used. The Fourier coefficients
of a signal are obtained by averaging over the
full length of the signal, and the result is that no
information is provided about how the frequency
content of the signal may be changing with time.

In principle, the short-time Fourier transform
(STFT) does provide this needed frequency time vari-
ation information, by dividing the time record of the
signal into sections, each of which is analyzed sepa-
rately. The frequency coefficients of the signal com-
puted by the STFT depend on the length and time (or
position) of the short record that the calculation process
assumes is one period of an infinitely long periodic
signal (see Chapters 40, 42, and 46). The difficulty
remains, however, that infinitely long harmonic func-
tions are being used to decompose a transient signal.
Wavelets are short functions that avoid this difficulty.
A set of wavelet functions is used as the basis for the
decomposition of transient time-history signal records.

Near-field acoustical holography is a technique that
can be used to reconstruct the frequency spectrum
of any sound field descripter (i.e., sound pressure,
particle velocity, and sound intensity) at any location in
space, normal surface velocity/displacement, directivity
patterns, and the total sound power of a source. This
is achieved by making a sound pressure on a planar
surface located near to the source’s surface with either
a scanning microphone (or hydrophone) or an array of
microphones. If a scanningmicrophone is used, it should
be robot controlled. The procedure essentially creates a
near-field hologramand relies on themeasurement of the
phase relationship between all of the sensor elements
in the array that is used. If a scanning microphone is
used instead, then the phase relationship is obtained
by comparisons with a reference signal, which is kept
stationary throughout the measurement. The approach
can be used both with sources that are random in nature
(such as fluid flow or boundary layer noise sources) and
withdeterministic sources (suchas those containingpure
tones likenoise fromapropeller).Although the approach
is not simple, it eliminates the need for costly facilities
and relies on theuseof software instead, someofwhich is
becoming commercially available. Chapter 50 describes
the theory behind this approach and also describes its
use in practice to determine the in-flight sound pressure,
normal surface velocity, and sound intensity on the
interior fuselage surface and the floor of a passenger
commuter aircraft.
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CHAPTER 36
ACOUSTICAL TRANSDUCER PRINCIPLES
AND TYPES OF MICROPHONES

Gunnar Rasmussen and Per Rasmussen
G.R.A.S. Sound & Vibration
Holte, Denmark

1 INTRODUCTION
A microphone can be defined as a device that converts
some property of an acoustic field into an electrical
signal. The property of the sound field most often
measured is the sound pressure, but other properties
like pressure gradient or particle velocity may also be
measured. The microphones may be broadly divided
into three classes, according to their applications:

• Communication microphones: These are micro-
phones for a wide range of applications, such
as telephones, mobile telephones, dictaphones,
walkie talkies, toys, hearing aids, and computer
peripherals. The main factors for these applica-
tions are cost, size, and ruggedness.

• Studio microphone: A broad range of micro-
phones for recording music and speech, such
as on-stage performances and public address
(PA) systems, and television. Some of the main
factors for this class of microphones are perfor-
mance, reliability, and design (appearance).

• Measurement microphones: For laboratory mea-
surements, environmental measurements, type
approval, and product labeling measurements.
The main factors are precision, long-term sta-
bility, and calibration.

For each of the applications, the microphones may be
developed to meet specifications for dynamic range,
frequency range, size, and frequency response.

2 TYPES OF MICROPHONES
Different types of microphones may be divided accord-
ing to the conversion principle used for converting the
sound-field-related property to an electrical signal. In
1877, Thomas A. Edison invented the carbon lamp-
black button microphone. This was one of the first
practical microphones of the variable-resistor types.
These microphones employed a diaphragm to con-
vert the sound pressure signal into a mechanical force
acting on carbon granulate. The force acting on the
carbon granulate would change the electrical resis-
tance of carbon and thereby modulate a bias current.
This would provide a low output impedance signal that
could be transmitted over considerable distances with-
out amplification and was therefore quickly adopted for
telephone use. The ability to be used without ampli-
fying devices far outranked its many disadvantages:
poor temperature stability, sensitivity to humidity, and

problems with long-term as well as short-term stabil-
ity and high noise floor. With the wide availability
of amplifying devices and very high impedance input
FETs (field-effect transistors), the carbon microphone
is very seldom used today and will not be discussed
further.

3 CONDENSER MICROPHONES
The most widely used microphone type today is
the condenser-type microphone. This was invented in
1917 by E.C. Wente and has since been developed
further. The condenser-type microphone is available
in the so-called externally polarized versions and in
the prepolarized version, sometimes also called electret
microphones. As the basic function of these types is
almost the same, these will be handled together.

In a condenser microphone, a metallic or conduct-
ing diaphragm is placed close to and parallel with
a backplate (Fig. 1), so that the diaphragm and the
backplate form a capacitor. The capacity Cm of this
capacitor is given by

Cm = ε0πb2

h
(1)

where ε0 is the dielectric constant for air, b is the
radius of the backplate, and h is the equilibrium
distance between the backplate and the diaphragm.
This capacitor is charged by a voltage source Vc

through a large series resistor Rc so that the charge
Qc on the microphone becomes

Qc = CmVc = Vc

ε0πb2

h
(2)

Diaphragm Backplate

h
Bias Voltage

Output
d

Figure 1 Condenser microphone principle.
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If the pressure outside the microphone is different from
the pressure inside the microphone, the diaphragm
will be displaced from its equilibrium position. If the
diaphragm is displaced by an amount x, this will,
according to Eq. (1), cause a change in the microphone
capacity:

Cm,� = ε0πb2

h + x
(3)

The large series resistor Rc and a high input impedance
preamplifier ensures that the charge Qc in Eq. (2) is
kept constant. The change in capacity will therefore
result in a change in the voltage Vout across the
microphone capacitor:

Qc = CmVc = Cm,�Vout = Vout
ε0πb2

h + x
(4)

Combining Eqs. (2) and (4) gives

Vout = Vc

h + x

h
(5)

A pressure difference p between the inside and
the outside of the microphone will give a resulting
diaphragm force F given by

F = pA (6)

where A is the effective diaphragm area. If Zm is the
mechanical impedance of the diaphragm, the resulting
displacement of the diaphragm (Fig. 2) will be

x = F

jωZm

= A

jωZm

p (7)

and the output signal from the microphone will be

Vout = Vc

h + p (A/jωZm)

h
(8)

Pressure Deflecting
Diaphragm

Bias Voltage

Output

x

Figure 2 Condenser microphone diaphragm deflection.

This equation shows that, for an overpressure outside
the microphone, where the diaphragm is deflected
toward the backplate (corresponding to a negative x),
the output signal will go down.

In general, the mechanical impedance of the
diaphragm can be expressed as

Zm = jωmm + rm + 1

jωcm

(9)

where mm is the diaphragm mass, rm is the damping
in the microphone, and cm is the stiffness of the
diaphragm. It can be seen from Eq. (8) that in order
to obtain a flat frequency response, the mechanical
impedance of the diaphragm must be controlled by the
diaphragm stiffness, and the contributions from mass
and damping must be negligible:

Zm ≈ 1

jωcm

(10)

and if this is substituted in Eq. (8), the microphone
output as a function of the input pressure is given by

Vout = Vc

h + pAcm

h
(11)

In practice, the microphone capacity is loaded by
stray capacitance and the input impedance of the
preamplifier, and this will lead to nonideal situations
with limitations in performance and frequency range.

The prepolarized microphone, or electret-type
microphone, is similar to the above-mentioned exter-
nally polarized microphone; only the polarization volt-
age is not established by an external voltage source.
The polarization voltage is established by injecting an
electrical charge into a thin layer of PTFE (polyte-
trafluoroethylene) or similar material, usually on the
microphone backplate. Due to the high resistance of
PTFE, the electrical charge decays only very slowly
(decay rates from years to hundreds of years, depend-
ing on temperature).

4 ELECTRODYNAMIC MICROPHONES

The electrodynamic microphone is, in principle, simi-
lar in build to an electrodynamic loudspeaker. How-
ever, instead of converting an electrical signal to
sound, the sound pressure is converted to an electri-
cal signal. The microphone (Fig. 3) consists of a stiff
diaphragm loosely supported so that it can move freely.
A coil is attached to the diaphragm, and the coil can
be moved in a strong magnetic field caused by a per-
manent magnet.

A pressure difference p between the inside and
the outside of the microphone will give a resulting
diaphragm force F given by

F = pA (12)
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Figure 3 Dynamic microphone principle.

where A is the effective diaphragm area. If Zm is the
mechanical impedance of the diaphragm system, the
resulting velocity v of the diaphragm and coil will be

v = pA

Zm

(13)

As the coil is moving in the magnetic field B, this
gives an output voltage Vout of

Vout = BlA

Zm

p (14)

where l is the length of the wire in the coil.
Again, the diaphragm impedance is given as

Zm = jωmm + rm + 1

jωcm

(15)

It can be seen from Eq. (14) that in order to obtain
a flat frequency response, the mechanical impedance
of the diaphragm must be controlled by the damping
and the contributions from mass and stiffness must be
negligible:

Zm ≈ rm (16)

and if this is substituted in Eq. (14), the microphone
output as a function of the input pressure is given by

Vout = BlA

rm

p (17)

so that in order for the microphone to give a flat
frequency response, the diaphragm movement should
be controlled by the damping.

5 PIEZOELECTRIC MICROPHONES

A wide variety of crystals and crystalline sub-
stances exhibit piezoelectric effects when mechanically
deformed. This phenomenon is utilized in many types

Figure 4 Piezoelectric microphone principle.

of transducers, including piezoelectric microphones
and pressure transducers.

The piezoelectric microphone consists of a stiff
diaphragm that is coupled to a piezoelectric crystal
or ceramic substrate, as shown in Fig. 4. The output
signal from the piezoelectric element is proportional
to the mechanical displacement x of the element:

Vout = Cpx (18)

where Cp is a constant for the piezoelectric element.
A pressure difference p between the inside and
the outside of the microphone will give a resulting
diaphragm force F given by

F = pA (19)

where A is the effective diaphragm area. If Zm is the
mechanical impedance of the piezoelectric element at
the contact point with the diaphragm, the resulting
displacement of the piezoelectric element will be

x = F

jωZm

= A

jωZm

p (20)

and the output signal from the microphone will be

Vout = Cp

A

jωZm

p (21)

Again, the diaphragm impedance is given as

Zm = jωmm + rm + 1

jωcm

(22)

It can be seen from Eq. (21) that in order to obtain a
flat frequency response, the mechanical impedance of
the diaphragm must be controlled by the diaphragm
stiffness and the contributions that form the mass and
damping must be negligible:

Zm ≈ 1

jωcm

(23)
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and if this is substituted in Eq. (21), the microphone
output as a function of the input pressure is given by

Vout = CpAcmp (24)

6 MICROPHONE DIRECTIVITY

Sound pressure is a scalar quantity and as such does
not have any directional properties or information.
However, a sound field may have a propagation
direction, that is, the sound waves propagate in a
certain direction. Different microphones may have
different responses as a function of the orientation of
the microphone relative to the orientation of the sound
field. This may be expressed as

R(f, θ) = V (f, θ)

V (f, 0◦)
(25)

where V (f, θ) is the output of the microphone as a
function of frequency f for an angle θ between the
microphone and the propagation direction of the sound
field, and V (f, 0◦

) is the output of the microphone as a
function of frequency f for an angle θ = 0◦ between
the microphone and the propagation direction of the
sound field (0◦ incidence).

In general, microphones can be divided into direc-
tional microphones or omnidirectional microphones.
Both types will eventually have a certain directional-
ity, especially at higher frequencies where diffractions
around the microphone start to change the acoustical
field. While directional microphones are designed to
obtain a certain directionality, omnidirectional micro-
phones are designed to minimize directionality effects.

7 DIRECTIONAL MICROPHONES

Directionality microphones are designed so that both
sides of the microphone diaphragm are exposed to
the sound field, but with a delay in the sound signal
from the front of the microphone to the back of the
microphone.

For the microphone in a sound field (Fig. 5) the
sound wave arrives first at the front of the microphone.
Then the sound wave travels a distance l1 to the back
of the microphone. This distance depends on the size

l1

f

l2

Figure 5 Directional microphone.

(diameter) of the microphone and on the angle θ of the
microphone relative to the propagation direction of the
microphone:

l1 = lm cos θ (26)

where lm is a constant for the microphone depending
on its size and geometry.

As the sound wave reaches the back of the
microphone, it has to travel a further distance of l2,
which is independent of the angle θ, but depends only
on the design and geometry of the microphone. The
total travel length lt for the sound wave, therefore,
becomes

lt = l1 + l2 = lm cos θ + l2 (27)

If the pressure of the incoming wave is p and the
diaphragm area is S, the resulting force F on the
diaphragm will be

F = −dx
∂p

∂x
S = −lt

∂p

∂x
S = −(lm cos θ + l2)

∂p

∂x
S

= −(lm cos θ + l2)kpS (28)

Since the wave number k is proportional to the
frequency f ,

k = 2πf

c
(29)

the force F acting on the diaphragm will be pro-
portional to the frequency. And to obtain a flat fre-
quency response, the diaphragm impedance has either
to be designed so that the output of the microphone is
inversely proportional to the diaphragm force or it has
to be corrected for electrically afterwards.

The actual directivity is independent of the fre-
quency as long as the dimensions lm and l2 are small
compared to the wavelength. The directivity is given
by Eqs. (25) and (28):

R(θ) = −(lm cos θ + l2)kpS

−(lm + l2)kpS
= lm cos θ + l2

lm + l2

= (lm/l2) cos θ + 1

(lm/l2) + 1
(30)

It can be seen that the directivity depends only on the
ratio K:

K = lm

l2
(31)

Figure 6 shows some examples of the directivity plots
for various ratios of K .

8 OMNIDIRECTIONAL MICROPHONE

As mentioned above, pressure is a scalar quantity and,
as such, does not possess any directional information.
Therefore, a pressure transducer is by definition an
omnidirectional transducer.
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Figure 6 Microphone directivity for different K factors: (a) K = 0.5, (b) K = 1, and (c) K = 2.

This is true at low frequencies, but at higher
frequencies, where the dimensions of the transducer
become comparable to the wavelength, diffraction
around the microphone will change the response.

In connection with the measurement of sound
pressure, three types of microphones are used. These
are: free-field microphones, pressure microphones, and
random-incidence microphones. They are constructed
to have different frequency characteristics in order to
comply with different requirements.

9 PRESSURE MICROPHONE

The pressure microphone is constructed to measure the
actual sound pressure as it exists on the diaphragm.
A typical application is the measurement of sound
pressure in a closed coupler or the measurement of
sound pressure at a boundary, such as a wall. In

this case, the microphone forms part of the wall and
measures the sound pressure on the wall itself. The
frequency response of this microphone should be flat
over a wide-as-possible frequency range, taking into
account that the sensitivity will decrease with increased
frequency range. The acoustic damping in the air gap
between the diaphragm and backplate is adjusted so
that the frequency response is flat up to and a little
beyond the resonant frequency.

10 FREE-FIELD MICROPHONE

The introduction of a microphone into a sound field
will result in a pressure increase in front of the
diaphragm (Fig. 7), depending on the wavelength.
The free-field microphone is designed essentially to
measure the sound pressure as it existed before the
microphone was introduced into the sound field. At
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Figure 7 Presure increase in front of microphone due to
diffraction.

higher frequencies, the presence of the microphone
in the sound field will change the sound pressure.
Generally, the sound pressure around the microphone
cartridge will increase due to reflections and diffrac-
tion. The free-field microphone is designed so that its
frequency characteristics compensate for this pressure
increase. The resulting output of the free-field micro-
phone is a signal proportional to the sound pressure as
it existed before the microphone was introduced into
the sound field.

The free-field microphone should always point
toward the sound source (0◦ incidence) (Fig. 8a).

For a typical 0.5-in. microphone, the maximum
pressure increase will occur at 26.9 kHz, where the
wavelength of the sound coincides with the diameter
of the microphone [λ = (342 m/s)/(26.9 kHz) ≈
12.7 mm ≈ 0.5 in.]. The microphone then must be
designed so that its sensitivity decreases by an amount
that compensates for increased acoustic pressure in
front of the diaphragm. This is done by increasing the
internal acoustic damping in the microphone cartridge
in order to obtain the desired frequency response
(Fig. 8b) (see Section 12).

The result is an output from the microphone that
is proportional to the sound pressure as it existed
before the microphone was introduced into the sound
field (Fig. 8c). The curve in Fig. 8a is also called
the free-field correction curve for the microphone and
must be added to the pressure frequency response
of the microphone cartridge to obtain the acoustical
characteristic of the microphone in a free field.

11 RANDOM-INCIDENCE MICROPHONE

In principle, the free-field microphone needs to be
pointed toward the sound source in conditions where
sound waves travel essentially in one direction. In
some cases, for example, when measuring in a rever-
beration room or other highly reflecting surroundings,
sound waves will not have a well-defined propaga-
tion direction but will arrive at the microphone from

15

10

5

0

−5

−10

−15

dB

100 1000 10000 100000
Frequency (Hz)

15

10

5

0

−5

−10

−15

dB

100 1000 10000 100000
Frequency (Hz)

(a) (b)

15

10

5

0

−5

−10

−15

dB

100 1000 10000 100000
Frequency (Hz)

(c)

Figure 8 Frequency response of typical free field microphone: (a) Pressure increase in front of microphone due to
diffraction. (b) Pressure response of microphone. (c) Resulting free-field response of microphone.
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all directions simultaneously. The sound waves arriv-
ing at the microphone from the front will cause a
pressure increase as described above for the free-field
microphone, whereas sound waves arriving from the
back of the microphone will cause a pressure decrease
to a certain extent due to the shadowing effects of
the microphone cartridge. The combined influence of
the waves coming from different directions depends,
therefore, on the distribution of sound waves from the
different directions. For measurement microphones,
a standard distribution has been defined, based on
statistical considerations, resulting in a standardized
random-incidence microphone.

12 MICROPHONE DESIGN PARAMETERS

The basic characteristics of a microphone are deter-
mined by factors such as size, diaphragm tension, dis-
tance between the diaphragm and the backplate, and
the acoustic damping within the microphone. These
factors will determine the frequency range of the
microphone, its sensitivity, and its dynamic range. The
sensitivity is described as the output voltage of the
microphone for a given sound pressure excitation, and,
in itself, is of little interest for the operation of the
microphone, except for calibration purposes. However,
the sensitivity of the microphone (together with the
electrical impedance of its cartridge) also determines
the lowest sound pressure level that can be measured
with the microphone. The size of the microphone is
the first parameter determining its sensitivity. Gener-
ally, the larger the diameter of the diaphragm, the more
sensitive the microphone will be. There are, however,
limits to how sensitive the microphone can be made
simply by making it larger. The polarization voltage
causes the diaphragm to be attracted, and deflected,
toward the backplate. When the size of the micro-
phone is increased, this deflection will also increase,
and eventually the diaphragm will be deflected so
much that it will actually touch the backplate. To
avoid this, the distance between the diaphragm and the
backplate can be increased or the polarization voltage
can be lowered, in both cases leading to a decrease
in sensitivity. The optimum practical size of a mea-
surement microphone for use up to 20 kHz is very
close to 0.5 inch (12.7 mm). In some special applica-
tions involving very low level measurements, 1-inch
(25.4-mm) microphones may be required, but for the
majority of applications, 0.5 inch or smaller is the bet-
ter choice.

When the size of the microphone is decreased, the
useful frequency range is increased. The frequency
range obtainable is determined, in part, by the size
of the microphone. At high frequencies, when the
wavelength of sound waves becomes much smaller
than the diameter of the diaphragm, the diaphragm will
stop behaving like a rigid piston (the diaphragm is
said to “break up”—not a destructive phenomenon).
Different parts of the diaphragm will start to move
with differing magnitude and phase, bringing about a
change in the microphone’s frequency response. To
avoid this, the upper limiting frequency is placed such
that the sensitivity of the microphone drops off before

the diaphragm starts to break up. For a typical 0.5-inch
microphone, the upper limiting frequency is placed in
the range of 20 to 40 kHz, depending on diaphragm
tension. If the diaphragm is tensioned, that is, made
stiffer, its resonance frequency will be higher; on the
other hand, the sensitivity of the microphone will be
reduced because the diaphragm will deflect less for a
given sound pressure level.

The frequency response of a microphone is deter-
mined by diaphragm tension, diaphragm mass, and the
acoustic damping in the air gap between the diaphragm
and backplate. This system can be represented by a
simple mass–spring–damper system, as seen in Fig. 9.
In this analogy, the mass represents the mass of the
diaphragm, and the spring represents the tension in
the diaphragm. Thus, if the diaphragm is tensioned
to make it stiffer, the corresponding spring becomes
stiffer. The damping element in the analogy repre-
sents the acoustic damping between the diaphragm and
the backplate. This can be adjusted, for example, by
drilling holes in the backplate, which will make it eas-
ier for the air to slip away from the air gap when
the diaphragm is deflected, thereby decreasing damp-
ing.

This simple mechanical analogy of the microphone
is a first-order mechanical system with a simple fre-
quency response. At low frequencies (below reso-
nant frequency), the response of the microphone is
determined by the diaphragm tension (Fig. 10). If
the diaphragm tension is increased, the output of the
microphone will decrease, and if it is decreased, the
output will increase. The tension and mass of the
diaphragm determine the resonant frequency such that
an increase in tension increases the resonant frequency,
and an increase in mass decreases the resonant fre-
quency. The response around the resonant frequency
(Fig. 11) is determined by the acoustic damping, where
an increase in damping will decrease the response. At
higher frequencies, above the resonant frequency, the
response of the microphone to sound pressure is deter-
mined by the mass of the diaphragm. The greater the
mass of the diaphragm, the smaller will be the output
signal from the microphone since the sound pressure
has greater difficulty in moving the diaphragm.

S

M
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Diaphragm Tension

System Damping

Figure 9 Microphone equivalent system.
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13 DYNAMIC RANGE

The dynamic range of a microphone is the range
between the highest and the lowest sound pressures
that can be handled by the microphone. The highest
level is determined by the distance between the
backplate and the diaphragm, usually on the order
of 20 µm (2 × 10−5m). If the sound pressure is high
enough, it will deflect the diaphragm so much that
it will actually touch the backplate. In this situation,
the microphone will become highly nonlinear. Thus,
it is usual to limit the maximum deflection to about
one-tenth of the distance between the backplate and
the diaphragm. For a typical 0.5-inch measurement
microphone, this will be around 140 dB (relative to
2 × 10−5 Pa). As the sound pressure is decreased,
diaphragm movement is also decreased proportionally.
Thus, at a sound pressure level of 20 dB (relative

to 2 × 10−5 Pa), the movement of the diaphragm
is reduced by a factor of 10−6 (120 dB), giving a
diaphragm movement of around 2 × 10−12 m.

The lowest level of sound pressure is determined by
the inherent noise generated in the microphone itself
and the conversion factor from pressure to voltage
in connection with the preamplifier. The inherent
noise generated by the microphone is associated with
the damping in a simple mechanical model.1 In
an electrical analogy of this mechanical model, the
damping is present in the form of a resistor RA, and
the Johnson noise from this resistor, expressed as
power spectral density (PSD), is given by the Nyquist
equation:

PSD = p2
rms/�f = 4kBT RA (32)
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where kB is the Boltzmann constant and T is the
absolute temperature. It can be seen that this causes
a frequency-independent thermal noise contribution
proportional to the damping.

The Johnson noise contribution will be present
on the output terminal of the microphone and is
superimposed on the signal generated by the sound
pressure on the diaphragm. This signal is given by the
sound pressure pi on the diaphragm and the sensitivity
Sm. The sensitivity, or electromechanical coupling
coefficient, is the ratio between the sound pressure and
resulting output voltage. The total output Vo from the

microphone is therefore given by

Vo = Ns + piSm (33)

where Ns is the thermal noise contribution. It can be
seen that the lower limit can be extended downward
either by increasing the sensitivity or by decreasing the
damping.
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1 INTRODUCTION
Vibration transducers are used widely in noise, shock,
and vibration control. There are two main types of
vibration transducers: (1) vibration sensors, which
convert vibration to an electrical signal (voltage or
charge), and (2) generators, which work on the
principle of converting an electrical voltage or current
to a mechanical vibration.

There are several important properties that must
be considered in the design and selection of a
vibration transducer. The sensitivity of a measurement
transducer represents the smallest quantity that it can
measure. The term can also refer to the effect of
various environmental parameters such as temperature,
magnetic fields, and the like on the transducer output.
The dynamic range represents the ratio of the largest to
smallest quantities that can be measured and is usually
expressed in decibels, while the frequency range is
the range of frequencies to which a measurement
transducer is sensitive or an actuator can excite.
The electrical quantity that defines the electrical
input or output of a transducer in terms of the
relationship between voltage and current is known as
the input/output impedance.

There are a number of Internet sites where more
detailed information on vibration transducers is avail-
able. Two useful sites are www.endevco.com and
www.bk.dk. At the first site a handbook of dynamic
measurement can be downloaded, and at the second
a number of technical reviews are available that deal
exclusively with vibration measurement. In addition to
these sites, there are a number of useful handbooks that
include vibration measurement information, including
the one by Harris and Piersol.1

2 VIBRATION SENSORS
Prior to discussing vibration sensors in detail, it
is useful to point out the relationships between
the acceleration, velocity, and displacement of a
vibrating object. For single frequencies or narrow
bands of noise, the displacement d , velocity v, and
acceleration a are related by the frequency ω (rad/s),
as d/ω2 = v/ω = a. In terms of phase angle, velocity
leads displacement by 90◦ and acceleration leads
velocity by 90◦. For narrow-band or broadband signals,
velocity and displacement can also be derived from

acceleration measurements using electronic integrating
circuits. On the other hand, deriving velocity and
acceleration signals by differentiating displacement
signals is generally not practical due primarily to the
limited dynamic range of displacement transducers and
secondarily to the cost of differentiating electronics.

2.1 Accelerometers
Vibratory motion is often sensed by using an
accelerometer attached to the vibrating surface. These
transducers, may be either piezoresistive or piezoelec-
tric in nature.

Piezoelectric accelerometers consist of a small mass
attached to a piezoelectric crystal. The inertia force
due to acceleration of the mass causes stress in the
crystal that in turn produces a voltage proportional
to the stress (or acceleration of the mass). The mass
may be mounted to produce either compressive/tensile
stress or, alternatively, shear stress in the crystal.
The latter arrangement allows a smaller (and lighter)
accelerometer for the same sensitivity. It also results
in less sensitivity to base strain and temperature

Three piezoelectric accelerometer types are illus-
trated in Fig. 1a, 1b, and 1c and a schematic of the
delta shear type is shown in Fig. 1d. All these figures
are adapted from the Brüel and Kjær accelerometer
handbook.2 Piezoelectric accelerometers are by far the
most commonly used.

Another type of piezoelectric accelerometer that is
much less expensive is one made using piezoelectric
polymer film (polyvinylidene fluoride, or PVDF) in
place of the piezoelectric crystal. These accelerometers
are used in mass production applications such as air
bags in cars.

Piezoresistive accelerometers, which are a third
type, rely on the measurement of resistance change in a
piezoresistive element subjected to stress. The element
is generally mounted on a beam, as in Fig. 2. They are
less common than piezoelectric crystal accelerometers
and generally less sensitive by an order of magnitude
for the same size and frequency response. Also, they
require a stable direct current (dc) power supply
to excite the piezoresistive element (or elements).
However, piezoresistive accelerometers are capable of
measuring down to dc (or zero frequency), are easily
calibrated at dc, and can be used effectively with low-
impedance voltage amplifiers.

444 Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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(a) (b) (d)

B

P

P

M

M

RR

B

M

(c)

Figure 1 Piezoelectric accelerometer configurations: (a) planar shear type, (b) delta shear type, (c) compression type,
and (d) schematic of delta shear type. M = seismic mass, P = piezoelectric element, R = clamping ring, and B = base.
(Adapted from Brüel and Kjær.2)

When choosing an accelerometer, some compro-
mise must always be made between weight and sen-
sitivity. Small accelerometers are more convenient to
use, can measure higher frequencies, and are less likely
to affect the vibration characteristics of the structure by
mass loading it. However, they have low sensitivity,
which puts a lower limit on the acceleration amplitude
that can be measured. Accelerometers range in weight
from miniature 0.2 g for high-level vibration ampli-
tude (up to a frequency of 18 kHz) on light-weight
structures to 500 g for low-level vibration measure-
ment on heavy structures (up to a frequency of 1 kHz).
Thus, prior to choosing an accelerometer, it is nec-
essary to know approximately the range of vibration
amplitudes and frequencies to be expected as well
as detailed accelerometer characteristics, including the
effect of various amplifier types. The latter informa-
tion should be readily available from the accelerometer
manufacturer.

Accelerometers often have preamplifiers built into
their casing so that their output can be fed into a
standard voltage amplifier. When no in-built pream-
plifier exists, the signals are usually preconditioned
by a charge amplifier before further amplification or
connection to instrumentation such as a spectrum ana-
lyzer. Charge amplifiers act to virtually short circuit
the accelerometer output and integrate the current run-
ning through this short circuit giving the resulting
charge (coulomb = amperes × seconds). This makes

Applied
Acceleration

Mass
Piezoelectric

Film

Beam

Figure 2 Beam-type accelerometer using a PVDF film
sensing element.

them insensitive to cable capacitance (and thereby
length) and to leakage resistance, which would mod-
ify the lower limiting frequency of a voltage amplifier.
Charge amplifiers allow measurement of acceleration
down to frequencies of 0.2 Hz, and they are insensitive
to cable lengths up to 500 m. Many charge amplifiers
also have the capability of integrating acceleration sig-
nals to produce signals proportional to velocity or dis-
placement. Particularly at low frequencies, this facility
should be used with care, as phase errors and high
levels of electronic noise will be present, especially
if double integration is used to obtain a displacement
signal.

The minimum vibration level that can be measured
by an accelerometer is dependent upon its sensitivity,
and the preamplifier noise level can be as low as an
equivalent 10−4 ms−2 for broadband measurements
The maximum level is dependent upon size and
construction and can be as high as 106 ms−2 for small
shock accelerometers. Most commercially available
accelerometers at least cover the range 10−2 ms−2 to
5 × 104 ms−2. This range is then extended at one end
or the other, depending upon accelerometer type.

The transverse sensitivity of an accelerometer is
its maximum sensitivity in a direction at right angles
to its main axis. The maximum value is usually
quoted on calibration charts and should be less than
5% of the axial sensitivity. Clearly, this can affect
acceleration readings significantly if the transverse
vibration amplitude at the measurement location is an
order of magnitude larger than the axial amplitude.
Note that the transverse sensitivity is not the same in
all directions; it varies from zero up to the maximum,
depending on the direction of interest. Thus, it is
possible to virtually eliminate the transverse vibration
effect if the transverse vibration only occurs in one
known direction.

Accelerometer base strain, due to the structure on
which it is mounted undergoing strain variations, will
generate vibration signals. These effects are reduced
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by using a shear-type accelerometer and are virtually
negligible for piezoresistive accelerometers.

Magnetic fields generally have a negligible effect
on an accelerometer, but large, varying fields may
induce a spurious output. The effect of intense electric
and magnetic fields can be minimized by using a
differential preamplifier with two outputs from the
same accelerometer such that voltages common to the
two outputs are canceled out. This arrangement is
generally necessary when using accelerometers near
large generators or alternators.

Accelerometers are generally lightly damped and
have a single-degree-of-freedom resonance (charac-
terized by the seismic mass and piezoelectric crystal
stiffness) well above the operating frequency range as
shown in Fig. 3a. Care should be taken to ensure that
high-frequency vibrations do not excite the accelerom-
eter resonance and thus produce preamplifier or ampli-
fier overloading or errors in measurements, especially
when no frequency analysis is used. The effect of this
resonance can be minimized by inserting a mechani-
cal filter between the accelerometer and its mounting
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Figure 3 Typical frequency response of an accelerometer. Solid line is for an accelerometer bolted directly to a solid
structure and the dashed line is the result of placing a mechanical filter between the accelerometer and solid structure.
(Adapted from Brüel and Kjær.2)
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point. This results in loss of accuracy at lower frequen-
cies, effectively shifting the ±3-dB error point down
in frequency by a factor of 5 (see Fig. 3b). However,
the transverse sensitivity at higher frequencies is also
much reduced.

The frequency response of an accelerometer is
regarded as essentially flat over the frequency range
for which its electrical output is proportional to within
±5 to ±10% of its mechanical input. The lower
frequency limit has been discussed previously. The
upper frequency limit is generally just less than
one third (using the ±10% limit) of the resonance
frequency (see Fig. 3a). The resonance frequency is
dependent upon accelerometer size and may be as
low as 1000 Hz or as high as 180 kHz. In general,
accelerometers with higher resonance frequencies are
smaller in size and less sensitive.

There are numerous methods of attaching an
accelerometer to a vibrating surface. Some are illus-
trated in ISO 53483 and Chapter 15 of Hansen and
Snyder.4 The method used will determine the upper
frequency for which measurements will be valid.

Mounting the accelerometer by bolting it to the
surface to be measured with a BeCu alloy stud is
by far the best method and results in the resonance
frequency quoted in the calibration chart. Best results
are obtained if a thin layer of silicon grease is used
between the accelerometer base and the structure,
especially if the mounting surface is a little rough. If
electrical isolation is desired, or if drilling holes in the
surface is undesirable, a cementing stud may be used
with little loss in performance. This stud is fixed to
the surface using epoxy or cyanoacrylate adhesive. If
electrical isolation is desired, a thin layer of epoxy can
be spread on the surface and allowed to dry, and the
stud then stuck to the dried layer. Alternatively, the
accelerometer could be fixed to the surface directly
using adhesive, but this can damage it superficially.
An alternative method of electrical isolation if holes
are allowed in the test surface is to use an isolated
stud with a mica washer.

Beeswax can be used for fixing the accelerometer to
the vibrating surface with little loss in performance up
to temperatures of 40◦C provided only a thin layer is
used. Thin double-sided adhesive tape can also be used
at the expense of reducing the usable upper frequency
limit of the accelerometer by approximately 25%.
Thick double-sided tape (0.8 mm) reduces the upper
frequency limit by up to 80%. The use of a permanent
magnet to mount the accelerometer also affects
its performance, reducing its mounted resonance
frequency by an amount highly dependent on magnet
construction and surface properties. This mounting
method is restricted to ferromagnetic materials.

For all accelerometers, the accelerometer cable
should be fixed with tape to the vibrating surface
to prevent the cable from excessive movement. This
will minimize the effect of triboelectric noise, which
results from the cable screen being separated from the
insulation around the inner core of the cable. This
separation creates a varying electric field that results
in a minute current flowing into the screen that will be

superimposed on the accelerometer signal as a noise
signal. For this reason low noise accelerometer cable
should always be used.

Accelerometers generally have a flat zero degree
phase between the mechanical input and electrical
output signals at frequencies below about one third of
the mounted resonance frequency. If accelerometers
are heavily damped to minimize the resonance effect,
then the phase error between the mechanical input
and electrical output will be significant, even at low
frequencies. This explains why commercially available
accelerometers are usually lightly damped.

Temperatures above 100◦C can result in small
reversible changes in accelerometer sensitivity of up to
12% at 200◦C. If the accelerometer base temperature
is kept below 200◦C using a heat sink and mica
washer with forced air cooling, then it is possible
to take measurements on surfaces as hot as 400◦C.
Without cooling, accelerometers cannot generally be
used at temperatures in excess of 260◦C. PVDF film
accelerometers will not even tolerate this temperature
and should not be used above 120◦C.

If the test object is connected to ground, the
accelerometer must be electrically isolated from it
or an earth loop may result, producing a high-level
hum in the resulting acceleration signal at the mains
power supply frequency (50 or 60 Hz, depending on
the country).

Accelerometers should not be dropped on hard sur-
faces (which can easily produce shocks in excess of
20,000 m/s2) or subjected to temperatures in excess of
260◦C. Otherwise permanent damage (such as depolar-
ization, cracking of the brittle piezoelectric element, or
melting of the isolation materials), indicated by a sig-
nificant change in accelerometer sensitivity, will result.

2.2 Velocity Transducers
Velocity transducers are generally one of two types.
The least common type is the noncontacting magnetic-
type consisting of a cylindrical permanent magnet
on which is wound an insulated coil. A voltage
is produced by the varying reluctance between the
transducer and the vibrating surface. This voltage is
proportional to the surface velocity and the mean
distance between the transducer and the surface. When
nonferrous vibrating surfaces are to be measured, a
high permeability disk may be attached to the surface.
This type of transducer is generally unsuitable for
absolute measurements but is very useful for relative
vibration velocity measurements such as needed for
vehicle active suspension systems. Another device
suitable for vehicle active suspension systems consists
of a magnet fixed to the vehicle body and a coil
fixed to the suspension. Relative motion between
the two produces a coil voltage proportional to the
velocity.5 This type of device is a subset of the
most common general type of velocity transducer
consisting of a moving coil surrounding a permanent
magnet. Inductive electromotive force (emf), which is
proportional to the velocity of the coil with respect
to the permanent magnet, is set up in the coil when
it is vibrated. In the 10 Hz to 1 kHz frequency
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range, for which the transducers are suitable, the
permanent magnet remains virtually stationary and the
resulting voltage is directly proportional to the velocity
of the surface on which it is mounted. Outside of
this frequency range, the velocity transducer electrical
output is not proportional to its velocity. This type of
velocity transducer is designed to have a low natural
frequency (below its useful frequency range); thus, it is
generally quite heavy and can significantly mass load
light structures. Some care is needed in mounting but
this is not as critical as for accelerometers, due to the
relatively small upper frequency limit characterizing
the basic transducer.

The velocity transducers discussed above generally
cover the dynamic range of 1 to 100 mm/s. Some
allow measurements down to 0.1 mm/s while others
extend them to 250 mm/s. Sensitivities are generally
of the order of 20 mV/mm s−1. Due to their limited
dynamic range they are not as useful as accelerometers.
Low impedance, inexpensive voltage amplifiers are
suitable for amplifying the signal. Temperatures during
operation or storage should not exceed 120◦C.

Another type of velocity transducer is the laser
Doppler velocimeter, which allows vibration velocity
measurement without the need to fix anything to
the vibrating surface. Commercially available systems
focus a narrow beam of laser light on to a vibrating
surface and measure the Doppler shift in the reflected
light resulting from motion of the surface. Laser
Doppler systems are available that scan surfaces very
quickly and then display the entire surface motion
on a computer screen. It is even possible to measure
vibration along three Cartesian axes simultaneously.
Torsional vibration can also be measured using a
laser Doppler velocimeter with two laser beams that
are directed at a rotating shaft. More details of the
principles of operation of laser Doppler velocimeters
are available from the manufacturers (e.g., Polytec in
Germany). The dynamic range of these instruments
has been improving steadily since the first versions
became available. Minimum velocity levels that can be
measured are approximately 0.01 mm/s and maximum
velocities are about 20,000 mm/s peak to peak.
Frequency ranges vary with the instrumentation type,
but the upper range can be up to 1 MHz with the lower
end 0 Hz.

2.3 Displacement Transducers
Although the dynamic range of displacement transduc-
ers is typically much smaller than it is for accelerome-
ters, displacement transducers are often more practical
at very low frequencies (0 to 10 Hz), where vibra-
tion amplitudes are measured in terms of tenths or
hundredths of a millimetre, and where corresponding
accelerations are small.

The most common type of displacement transducer
is the proximity probe. Two types of proximity
probes are available, the capacitance probe and the
eddy current probe. The capacitance probe relies
on the measurement of the change in electrical
capacitance between the vibrating machine surface and
the stationary probe. The eddy current probe relies on

the generation of a magnetic field at the probe tip
by a high-frequency (>500 kHz) voltage applied to
a coil of fine wire. This magnetic field induces eddy
currents proportional to the size of the gap between the
probe tip and machine surface. These currents oppose
the high-frequency voltage and reduce its amplitude in
proportion to the size of the gap. Typical gap ranges
in which the amplitude is a linear function of gap size
vary from between 1 and 4 mm for smaller diameter
probes to between 2 and 20 mm for larger probes. The
carrier amplitude signal is demodulated to give a low-
impedance voltage output proportional to gap size over
the linear range of the transducer.

Eddy current probes are more common and easier
to use than capacitative-type pickups so further
discussion will be restricted to the former type. When
mounting an eddy current proximity probe to measure
the vibration of a rotating shaft, the surface or shaft
to be measured must be free of all irregularities such
as scratches, corrosion, out-of-roundness, chain marks,
and the like. Any irregularity will cause a change in
probe gap that is not a shaft position change, resulting
in signal errors. This is called mechanical runout.

The shaft material must be of uniform composition
all the way round its surface so that the resistivity does
not vary as the shaft rotates, resulting in an unwanted
electronic noise signal. This is called electrical runout
noise. Care should also be taken with the use of plated
shafts, as thin plating can allow the eddy currents
to penetrate to the main shaft material, resulting in
two different material resistivities being detected as
well as the rough interface surface between shaft and
surface treatment. As probes are generally matched to
a particular shaft material, this can lead to calibration
problems, as well as electronic noise problems due to
the rough interface.

Proximity probes require a power supply and
low-impedance voltage amplifier, both of which are
generally supplied in the same module. Note that the
length of cable between the power supply and probe
significantly affects the probe sensitivity.

The dynamic range of an eddy current proximity
probe is typically 100 : 1, although some have a range
of 150 : 1 and others 60 : 1. The resolution to which
the probe can measure varies from 0.02 to 0.4 mm,
depending upon the absolute range (2 to 25 mm). The
limited dynamic range restricts its practical application
to frequencies of less than 200 Hz.

Another commonly used displacement transducer
is the linear variable differential transformer (LVDT).
This is described in detail Hansen and Snyder.4 A
typical dynamic range for this type of transducer is
about 100 : 1, with maximum displacements measur-
able ranging from 1 to 100 mm, depending on the
transducer selected.

The frequency range characterizing most commer-
cially available LVDT transducers is dc to 100 Hz.
For long stroke (±15 to ±100 mm) transducers, the
diameter is typically between 12 and 20 mm, with a
body length of about three times the maximum stroke
(or displacement from center). Short stroke transduc-
ers usually have a fixed length not less than 30 to
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50 mm. More detail on the principles of operation of
these devices are available in publications from com-
mercial suppliers.

A less commonly used displacement transducer
is the linear variable inductance transducer (LVIT),
which is used for measuring relative displacements,
especially in vehicle suspension systems. It is described
in detail by Hansen and Snyder4 and Moore.6

2.4 Strain Sensors
When a structure vibrates either flexurally or longitudi-
nally, its surface is subjected to cyclic strains that can
be detected with a strain sensor. Three types of strain
sensors will be considered here: conventional resistive
strain gauges, PVDF film, and optical fibres.

2.4.1 Resistive Strain Gauges Resistive strain
gauges are constructed of a thin, electrical-conducting
wire, foil, or semiconductor sandwiched between two
plastic sheets, as shown in Fig. 4a. Larger areas at the
ends of the grid facilitate connection of cables. The
plastic sheets bonded to the active element simplify
handling and protect the element from mechanical
damage.

Foil strain gauges are produced by photoetching a
metallic foil (3 to 5 µm thick). The material used for
the metallic element is usually an alloy of nickel and
copper (constantan), the exact composition of which
is dependent upon the material on which the strain
gauge is to be used. Some effort is made to match
the temperature coefficient of expansion of the strain
gauge with the material on which it is to be used.

Wire strain gauges are produced using metallic
wire, 15 to 25 µm in diameter. Foil gauges are easier
to make if the gauge length is approximately 6 mm
or less, whereas wire gauges are easier for lengths
greater than approximately 6 mm. Wire gauges are
also more suitable for high-temperature applications,
as more suitable materials are available and better
mounting techniques can be used.

Semiconductor strain gauges contain a semiconduc-
tor element a few hundred micrometres wide and 20
to 30 µm thick, and their operation is based on the
piezoresistive effect; that is, mechanical stress applied
to a semiconductor will result in a change in resistance
as a result of a change in electron mobility. This type
of gauge is the most expensive and the least preferred
type for most applications, unless a high sensitivity is
needed.

The operation of metallic strain gauges is based on
the principle that the electrical resistance of a metallic
conductor changes if the conductor is subjected to an
applied strain. The change in resistance of the strain
gauge is partly due to the change in the geometry
of the conductor and partly due to the change in the
specific conductivity ρ of the conductor material due
to changes in the material structure. The change in
resistance �R of a strain gauge as a fraction of the
nominal resistance R0 for a cylindrical conductor is
given by

�R

R0
= ε

(
1 + 2ν + 1

ρ

∂ρ

∂ε

)
(1)

where ν is Poisson’s ratio, ε is the strain imposed on
the strain gauge, and the first two terms in parentheses
represent the geometrical component. The quantity in
parentheses in Eq. (1) is a constant over a wide range
of values of ε for materials such as constantan and
shapes, which are used in strain gauges. Thus, Eq. (1)
can be written as

�R

R0
= Kε (2)

where K is the gauge factor (usually in the vicinity of
2).

As the resistance change �R is usually a very small
value, it cannot be accurately measured directly. The
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Figure 4 (a) Strain gauge types and (b) Wheatstone bridge circuit.
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most common means of determining �R is to insert
the strain gauge as one leg in a Wheatstone bridge
(see Fig. 4b). The bridge is balanced by varying R1
to produce zero output, with the vibrating structure at
rest. When the structure begins to vibrate, a voltage
proportional to the strain (and thus structural vibration
bending moment) will appear at the bridge output.
Note that the bending moment is the double spatial
derivative of the structural displacement.

The bridge output voltage V0 is related to the
change in resistance �R of the strain gauge, the bridge
dc supply voltage Vs , and the structural strain as

V0

Vs

= �R

R
= Kε (3)

As Vs is normally about 5 V and K is about 2,
the output voltage V0 is about 10 times the strain
level. Thus, 1 µstrain would produce 10 µV. Clearly,
a high-gain, low-noise operational amplifier is needed
to amplify the voltage to a usable level if strains as
low as a few microstrains are to be measured. Also, the
dc power supply to the bridge must be characterized
by very low noise levels; often batteries rather than
regulated mains power are necessary. The dynamic
range of a strain gauge and its associated electrical
system is from 2 to 5 µstrain to 10, 000 µstrain over
a frequency range limited only by the amplifying
electronics and the way the gauge is fixed to the
structure. The frequency range of general interest is
usually limited to dc to 1000 Hz, and this is easily
covered with standard circuitry.

In some cases, the sensitivity of the measurement
system can be increased by replacing resistances R3
or R2 in the Wheatstone bridge with a second strain
gauge. If resistance R2 is replaced with a strain gauge,
the two strain gauges in the bridge must be tensioned
and compressed out-of-phase with one another for
the two effects to add together. This is achieved,
for example, by using two strain gauges on opposite
sides of a beam to detect flexural vibration. This
configuration has the added advantage of minimizing
the dc drift in the output signal as a result of
temperature changes occurring in the system being
measured. If only one strain gauge is used (or if
the second one replaces R3 in the Wheatstone bridge
circuit), then a temperature change in the system being
measured will cause the structure to expand differently
to the strain gauge (as the coefficients of thermal
expansion of the test structure and the strain gauge
are not exactly matched in practice), thus resulting in a
strain gauge output not related to stress in the structure.
However, this is rarely a problem when strain gauges
are used just to sense vibration, as the frequency of
temperature fluctuations is generally well below the
frequency range of interest.

When installing strain gauges on a surface for
vibration measurement, many factors need to be
considered such as adhesive selection, protection
of the installed gauge from the environment, and
selection of a gauge size appropriate for the task.

Larger gauges average the vibration over a larger
surface area and are usually easier to install. Suitable
adhesives include cyanoacrylate (superglue) provided
the completed installation is covered with a waterproof
compound. Other adhesives and protective compounds
are available from strain gauge manufacturers.

2.4.2 PVDF Film When bonded to a surface,
polyvinylidine diflouride (PVDF) film produces either
a charge or a voltage proportional to the strain of
the surface. The charge may be amplified by a high-
impedance charge amplifier to produce a voltage
proportional to the strain. The advantage offered
by PVDF film when compared to strain gauges is
its ability to act as a distributed sensor and to be
shaped so that it senses particular vibration modes, or
combinations of modes, if so desired.4 For example,
if it is desired to control sound radiation, then the
sensor could be shaped so that it sensed the surface
vibration distribution that contributed most to the
sound radiation. When acting as a distributed sensor,
PVDF film provides an output charge or voltage
proportional to the surface strain integrated over the
area covered by the sensor.

The PVDF film is an extremely flexible polymer
that can be polarized across its thickness (usually
between 9 and 110 µm) by a strong electric field.
It can act either as a sensor or an actuator. Once
polarized, PVDF film will provide a charge or voltage
when subjected to an applied tensile force or strain.
Conversely, it will produce a strain when subjected
to an applied voltage, but this must be well below its
original polarization voltage. The maximum operating
voltage is 30 V/µm thickness, and the breakdown
voltage at which polarization is lost is 100 V/µm
thickness. The polarization axis for PVDF film is
usually normal to the surface, across the thickness.
A detailed analysis of the output of a PVDF sensor
as a result of vibration of the surface on which it is
mounted is provided in Hansen and Snyder.4

Typical thicknesses of PVDF film range from 9
to 110 µm. However, as shown by the analysis in
Chapter 15 of Hansen and Snyder,4 it can be seen
that if the film is attached to a vibrating surface, the
charge produced is independent of the film thickness,
and only dependent upon the strain induced by the
vibrating surface and the area of film used. On the
other hand, the voltage produced is dependent on the
thickness but not the area of film.

As a guide to the sensitivity of PVDF film com-
pared to a strain gauge for measuring dynamic strain,
a piece 10 mm × 10 mm will produce a charge of
approximately 5.5 pC when subjected to 1 µstrain. A
conventional charge amplifier noise floor is approxi-
mately 0.003 pC, so the strain detected can be as low
as 10−9. This compares very favorably with a strain
gauge that is limited to about 10−6. The upper limit
of the dynamic strain that can be measured is gov-
erned by the tensile and compressive strength and is
approximately 0.015, which is similar to a strain gauge.

2.4.3 Optical Fibers The use of optical fibres
as strain sensors was first discussed by Butter and
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Hocker.7 Optical fiber sensing is expensive, requiring
a laser and complex signal processing electronics, but
for some applications it is the only feasible choice.
Such applications include structures subjected to high-
level electromagnetic fields, high temperatures and
pressures, and/or harsh chemical environments. These
sensors are described in detail in Hansen and Snyder.4

3 TRANSDUCERS FOR GENERATING
VIBRATION

3.1 Hydraulic Actuators
Hydraulic actuators generally consist of a piston in a
hydraulic cylinder that has hydraulic fluid openings at
each end. Introduction of high-pressure fluid into one
end of the cylinder causes the piston to move to the
other end, expelling fluid from the opening at that end.
Switching the supply of high-pressure fluid to the other
end of the cylinder causes the piston to move in the
opposite direction.

The most common method to alternate the hydraulic
supply from one end of the cylinder to the other is to
use a servovalve, which consists of movable spool con-
nected to a solenoid. Applying voltage to the solenoid
coil causes the spool to move, which in turn results
in the opening and closing of valves responsible for
directing hydraulic fluid to either end of the hydraulic
cylinder. Note that the servovalve spool is usually
maintained in its inactive position with springs at either
end. The operation of the servovalve is described in
detail in Hansen and Snyder.4

One advantage of hydraulic actuators is their large
displacement and high force generating capability
for a relatively small size. Disadvantages include
the need for a hydraulic power supply, which can
be inherently noisy, and nonlinearities between the
servovalve input voltage and the hydraulic actuator
force or displacement output.

3.2 Pneumatic Actuators
Pneumatic actuators are very similar in operation to
hydraulic actuators, except that the hydraulic fluid is
replaced by air. One advantage of active pneumatic
actuators is that they can use the same air supply as
passive air springs, which may be mounted in parallel
with them. Pneumatic actuators may also be the

preferred option in cases where an existing compressed
air supply is available. The major disadvantage of
pneumatic actuators is their relatively low bandwidth
(less than 10 Hz) due to the compressibility of the air.

3.3 Proof Mass (or Inertial) Actuator
This type of actuator consists of a mass that is
free to slide along a track or inside of a coil. The
mass is accelerated using an electromagnetic field (see
Fig. 5a), so in one sense this type of actuator is similar
to an electrodynamic shaker, which will be described
in the next section. In this case, the mass is a permanent
magnet. The mass can also be accelerated by other
means; for example, by connecting it to a ball screw
(see Fig. 5b). The proof mass results in a reaction in
the ball screw or electromagnetic stator that is attached
to the structure to be controlled.

Another type of proof mass actuator is one that
imparts moments rather than forces to a structure by
control of a rotating mass, which results in reaction
moments on the support structure (see Fig. 5c). One
problem with linear proof mass actuators is the limited
motion of the reaction mass, which becomes more
serious when low-frequency vibration modes in a
structure are to be controlled.

3.4 Electrodynamic and Electromagnetic
Actuators
Electrodynamic actuators or shakers consist of a
movable core (or armature) to which is fixed a
cylindrical electrical coil. The core and coil move back
and forth in a magnetic field that is generated by a
permanent magnet (smaller shakers) or by a direct
current flowing through a second coil fixed to the
stationary portion of the shaker (stator), as shown in
Fig. 6a. The movable core is supported on mounts
that are very flexible in the axial direction in which
it is desired that the core move and rigid in the
radial direction to prevent the core contacting the outer
armature. To maximize lightness and stiffness, the
core is usually constructed of high-strength aluminum
alloy and is usually hollow. Mechanical stops are also
usually provided to prevent the core from being over
driven. In some cases, the driving coil is air cooled.

When a sinusoidal voltage is applied to the drive
coil, the polarity and strength of the drive coil magnetic
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Figure 5 Proof mass (inertial) actuators: (a) linear, electromagnetic; (b) linear, ball screw; and (c) rotational.
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Figure 6 (a) Schematic of an electrodynamic shaker and (b) electromagnetic shaker.

field changes in phase with the applied voltage and so
then does the force of attraction between the field coil
(or permanent magnets) and the driving coil, resulting
in axial movement of the core (or armature).

Electromagnetic actuators are similar in construc-
tion to electrodynamic shakers except that the inner
core as well as the armature is fixed, (see Fig. 6b). It
is constructed by surrounding an electrical coil with
a permanent magnet. Supplying a sinusoidal voltage
to the coil results in the production of a sinusoidally
varying magnetic field that can be used to shake fer-
romagnetic structures, or structures made from other
materials, if a thin piece of shim steel is bonded to
them. Clearly, the electromagnetic actuator must be
mounted on a rigid fixture, preferably not connected
to the structure to be excited.

If the permanent magnet were not used, the
attraction force between the coil and the structure being
shaken would not vary sinsoidally but would appear
like a rectified signal, with most of the excitation
energy being at twice the coil driving frequency.

Electromagnetic drivers such as those just described
are easily and cheaply constructed by bonding the
coil from a loudspeaker driver into the core of the
permanent magnet where it is normally located in its
at rest condition.

3.5 Magnetostrictive Actuators

The most effective alloy used in these actuators is
terfenol-D, with the composition Tb0.3 Dy0.7 Fe1.93.
The subscripts refer to the atomic proportions of each
element (terbium, dysprosium, and iron). Multiplying
these by the atomic weights gives the weight pro-
portions (18, 42, and 40%, respectively). The notable
properties of this material are its high strain ability
(25 times that of nickel, the only other commonly
used magnetostrictive material, and 10 times that of
piezoelectric ceramics—see next section) and high-
energy densities (100 times that of piezoceramics).
Thus, terfenol-D can produce high force levels and
high strains relative to other expanding materials. The
maximum possible theoretical strain is 2440 µstrain,

and 1400 µstrain are achievable in practice. The
properties of terfenol are discussed in detail in the
literature,4,8,9 where a complete mathematical analysis
is provided.

As an example, for an actuator containing a
50-mm long terfenol rod, the maximum possible
displacement will be 50 × 10−3 × 1400 × 10−6 m or
70 µm. In practice, actuators are generally limited to
1000 µstrain (or 50 µm for a 50-mm-long Terfenol
rod) to minimize nonlinearity.

As application of a magnetic field of any orientation
will cause the terfenol rod to expand, a dc magnetic
bias is necessary if the terfenol rod expansion and
contraction is to follow an alternating current (ac)
input signal into the coil. Thus, a dc magnetic bias
supplied either with a dc voltage signal applied to
the coil or with a permanent magnet, is required so
that the terfenol rod expands and contracts about a
mean strain (usually about 500 µstrain). Use of a dc
bias current introduces problems associated with drive
amplifier design and transducer overheating; thus, it is
more common to use a permanent magnet bias.

To optimize performance (maximize the strain
ability of the actuator), it is necessary to apply a
longitudinal prestress of between 7 and 10 MPa. The
prestress ensures that the magnetically biased actuator
will contract as much as it expands when a sinusoidal
voltage is applied to the drive coil.

Terfenol actuators are usually characterized by a
resonance frequency in the few kilohertz range and
generally have a reasonably flat frequency response at
frequencies below about half the resonance frequency.
The actual resonance frequency depends on the mass
driven and the stiffness of the terfenol rod. Longer,
thinner drives and larger masses result in lower
resonance frequencies.

The force output for a clamped actuator may be
calculated using F = EA�L/L, where E is the elastic
modulus (3.5 × 1010 N/m2), A is the cross-sectional
area of the terfenol rod (m2), and �L/L is the strain.
Thus, a 6-mm-diameter rod operating in a magnetic
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Figure 7 Actuator configurations for applying a bending moment to a panel without a reaction mass.

field capable of producing ±500 µstrain about, the
bias value of +500 can produce a force of ±500 N.

Terfenol is very brittle and must be carefully han-
dled. Its tensile strength is low (100 MPa), although its
compressive strength is reasonably high (780 MPa).
Another important disadvantage is the low displace-
ment capability, which would be a problem in low-
frequency vibration control (below 100 Hz). One way
around this limitation is to use displacement expansion
devices that rely on the lever principle to magnify the
displacement at the expense of reduced force output.
The main disadvantage associated with magnetostric-
tive actuators, however, is the hysteresis inherent in
terfenol that results in a nonlinear actuation force for a
linear voltage input. This results in excitation frequen-
cies being generated that are not related to the voltage
input frequencies.

The main advantage of terfenol is its high force
capability for a relatively low cost. Electrodynamic
shakers capable of the same force capability cost and
weigh between 25 and 100 times as much and require a
much larger driving amplifier. Thus, another advantage
is small size and light weight, which makes the
actuator ideal for use in situations where no reaction
mass is necessary.

3.6 Shape Memory Alloy Actuators

A shape memory alloy is a material that when plas-
tically deformed in its low-temperature (or marten-
sitic) condition, and the external stresses removed, will
regain its original (memory) shape when heated (to
about 60◦C). 10 The process of regaining the origi-
nal shape is associated with a phase change of the
solid alloy from a martensite to an austenite crystalline
structure. Restraining the material from regaining its
memory shape can yield stresses of up to 500 MPa (for
an 8% plastic strain and a temperature of 180◦C). 11

Thus if the temperature is cycled, a cyclic force can
be generated and used for structural actuation. If the
material, nitinol (56% nickel and 44% titanium) is
used, it can be heated easily by passing a current
through the material and cooled by turning off the cur-
rent. However, the frequency response is very low; a
maximum of 10 Hz can be expected. More details on
how to use this material are provided by Hansen and
Snyder.4

3.7 Piezoelectric Actuators

This type of actuator may be divided into two distinct
categories; the thin plate or film type and the stack
(shaker) type. The thin type may be further categorized
into piezoceramic plates (PZT) or piezoelectric film
(PVDF). The thin type is usually bonded to the
structure it is to excite and generates excitation by
imparting a bending moment to the structure. The
thickness ranges from 0.25 to 6 mm. The stack type
of actuator consists of many thin layers (about 100,
each 0.25 to 1 mm thick) bonded together. It is used
in a similar way to an electrodynamic shaker or
magnetostrictive actuator, generally applying to the
structure a force distributed over a small area.4

One problem with piezoelectric actuators (both
the thin sheet type and stack type), which is also
experienced by magnetostrictive actuators, is their
hysteresis property, which means that the expansion
as a function of a given applied electric field (or
voltage) is dependent upon whether the field level is
rising or falling. It is also a nonlinear function of the
applied electric field in either direction. This results
in nonlinear excitation of a structure attached to one
of these actuator types. Thus, if the exciting voltage
used to drive the actuator is sinusoidal, the resulting
structure motion will contain additional frequencies.

3.8 Electrorheological Fluids

The most common type of electrorheological fluid
being investigated commercially is the class of dielec-
tric oils doped with semiconductor particle suspen-
sions. On application of an electric field of sufficient
strength, the particles form chains that link across the
electrodes, resulting in an apparent change in viscos-
ity (or resistance to flow). Perhaps the most obvious
application of these types of fluid in active vibration
control is to provide a variable damping force in a
semiactive suspension system. Although it is possible
to switch the fluids from their inactive to active state
in 3 to 5 ms, it takes somewhat longer to reverse the
process, thus severely restricting the useful frequency
range of active dampers and isolators constructed from
these materials. Other problems are associated with the
relatively high-voltage requirements (2 to 10 kV) and
separation of the fluid to solid particles when the fluid
is in its inactive state.
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3.9 Magnetorheological Fluids

Magnetorheological fluids (MRFs) are essentially non-
colloidal suspensions consisting of a high concentra-
tion of magnetically polarizable particles dispersed in
a nonmagnetic fluid carrier. The particles are usually
iron oxides, and the carrier is usually silicon, oil, or
glycerol. When a strong magnetic field is applied, the
particles align and result in a large increase in the fluid
stiffness. The fluid can respond to magnetic field vari-
ations at a rate of up to several hundred hertz, and
they can operate in the temperature range of −50 to
+150◦C. These properties make them particularly suit-
able for use as an active element in vehicle suspension
systems. The main disadvantage of these fluids is the
settling out of suspension of the magnetic particles
when the fluid is in its inactive state for an extended
period of time.

4 SMART STRUCTURES

Smart structures contain sensors and/or actuators as
an integral part. Passive smart structures contain only
sensing elements that allow their state at any particular
time to be determined. Such sensors could include
piezoelectric film (PVDF) or optical fibers. Active
smart structures contain in-built actuators as well as
sensors, which enable them to respond automatically to
correct some undesirable state detected by the sensors.

Actuators that have been used in laboratory experi-
ments in the past include piezoelectric film or piezoce-
ramic crystal or shape memory alloy. Magnetostrictive
terfenol may also be useful for this purpose but is more
likely to be bonded to the external surface of structures
rather than embedded in them.

Structures that particularly lend themselves to the
integration of sensors and actuators are carbon fiber
and glass fiber composite structures, which are made
by laminating the glass or carbon cloth with a suitable
epoxy resin. However, other noncomposite structures
can be made into smart structures by bonding actuators
and sensors to their surface.

One interesting smart structure is a foam blanket
in which small inertial actuators are embedded. The
structure has vibration sensors on it that provide a
signal to a control system that in turn drives the
inertial actuators to minimize the vibration detected
by the sensors. The actuators consist of small magnets
contained in a plastic tube around which is wound a
coil through which the control signal passes.

4.1 Novel Actuator Configurations

One problem with applying piezoceramic stacks,
magnetostrictive rods, or hydraulic or electrodynamic
actuators to a structure in the traditional way is

the need for a reaction mass and support for the
actuator. The need for a reaction mass makes the
application of active vibration control using these
actuators impractical in many situations. However, the
need for this reaction mass can be eliminated by using
a more imaginative actuator configuration that applies
control bending moments rather than control forces to
the structure. For stiffened structures such as aircraft
fuselages or submarine hulls, implementation of the
actuator configurations is even more convenient.

Two possible actuator configurations that need no
reaction mass are illustrated in Figs. 7a and 7b. The
first figure illustrates the arrangement where stiffeners
already existed on the panel, and the second figure
shows an alternative arrangement that might be used
if no prior stiffeners existed. The configurations shown
for panel vibration control can easily be extended to
cylindrical structures such as aircraft fuselages and
submarine hulls.
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eter and Vibration Preamplifier Handbook, Copen-
hagen, Denmark, 1976.

3. ISO5348—1998, Mechanical Vibration and Shock—
Mechanical Mounting of Accelerometers, Geneva,
Switzerland, 1998.

4. C. H. Hansen and S. D. Snyder, Active Control of Sound
and Vibration, E&FN Spon, London, 1997.

5. P. T. Wolfe and M. R. Jolly, U.S. Patent
4,979,573, Velocity Transducer for Vehicle Suspension
System, 1990.

6. J. H. Moore, Linear Variable Inductance Position
Transducer for Suspension Systems, Proceedings of
the Institution of Mechanical Engineers International
Conference on Advanced Suspensions, London, 1988,
pp. 75–82.

7. C. D. Butter and G. B. Hocker, Fibre Optics Strain
Gauge, Appl. Optics, Vol. 17, 1978, pp. 2867–2869.

8. M. W. Hiller, M. D. Bryant, and L. Umega, Attenuation
and Transformation of Vibration through Active Control
of Magnetostrictive Terfenol, J. Sound Vib., Vol. 134,
1989, pp. 507–519.

9. M. B. Moffett, A. E. Clark, M. Wun-Fogle, J. Linberg,
J. P. Teter, and E. A. McLaughlin, Characterisation of
Terfenol-D for Magnetostrictive Transducers, J. Acoust.
Soc. Am., Vol. 89, 1991, pp. 1448–1455.

10. Website, http://www.nitinol.info/flash/index.html.
11. C. A. Rogers, Active Vibration and Structural Acoustic

Control of Shape Memory Alloy Hybrid Composites:
Experimental Results, J. Acoust. Soc. Am., Vol. 88,
1990, pp. 2803–2811.



CHAPTER 38
SOUND LEVEL METERS∗
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1 INTRODUCTION

Sound level meters are designed to measure sound
over a range of frequencies and levels comparable
to the range of the human ear. The human ear can
sense sound in the frequency range from about 15
to 16,000 Hz and pressure changes in a range with
a ratio in excess of 1 to 1 × 107. Sound level meters
measure and display changes in sound pressures in a
systematic manner. Sound pressures are compressed
logarithmically so that the 1 to 1 × 107 ratio range
is expressed as 0 to 140 dB. The display, whether
a ballistic meter movement or a digital display that
updates only a few times a second, does not show
sound pressure changes instantaneously. Instead, it
averages the changes in one of several methods to
produce a readable number. The two principal methods
are exponential averaging and integrating averaging.
Optional features that may be included in sound
level meters (SLMs) include peak level, peak hold,
maximum level, minimum level, noise dose, sound
exposure, events, and exceedance levels with statistical
distributions and time histories.

∗This chapter is based on Chapter 155, Sound Level Meters,
by R.W. Krug, in Volume 4, pp. 1845–1854 of Encyclopedia
of Acoustics, edited by Malcolm J. Crocker, Wiley, New
York, 1997.

1.1 Principles of Operation

Exponential-averaging meters (see Fig. 1) measure
sound pressure from a microphone. The microphone,
amplifier, and weighting circuit limit the frequencies
to a prescribed range. The signal is then squared, so
positive and negative pressure changes are converted
to the square of the input signal.

The time constant is a single-pole low-pass filter
with an exponential time constant. The meter may be
graduated directly in decibels (uneven scale), which
compresses the low end of the scale and expands the
high end, or the logarithm of the signal is taken to
produce a linear display in decibels.

Integrating-averaging SLMs (see Fig. 2) detect,
frequency weight, and square the sound pressure level
similar to exponential-averaging SLMs. The squared
signal is integrated. The logarithm of the integrated
signal has the logarithm of time subtracted from it.
Thus, the level is divided by time or averaged over
a time period. The level is then displayed on a meter
movement or digital display.

Apart from the microphone and amplifier (including
preamplifier) shown in Figs. 1 and 2, a computer can
emulate nearly all of the succeeding functions with a
microprocessor or with a lap-top computer configured
as sound pressure level measuring equipment.

Microphone Amplifier and
Weighting

Squaring
Circuit

Time
Constant 94.0 dB

Meter or
Display

Figure 1 Exponential-averaging SLM.

Microphone Frequency
Weighting Squaring Integrator Log

Clock Log Difference
Leq

Display
+
−

Figure 2 Integrating-averaging SLM.
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1.2 National and International Standards
Standard specifications are required to ensure the
sound is measured in a systematic and reproducible
manner. Any number of frequency weightings, time
constants, and integration methods could be used.
Standards prescribe specific methods of measuring
sound, and each generation of standards that have
different tolerance limits for measurements, such as A-
weighted levels, will make it difficult to correlate data
on hearing conservation collected with older SLMs
that satisfied the standards of the day. In view of
the existence of a large number of older SLMs that
are still operational and may be in use, it may be
worthwhile to discuss briefly the requirements of some
older standards. Some of the older and more recent
SLM standards are listed below:

ANSI Sl.4-19831 and ANSI S1.4A-1985 Amendment
to S1.4: Specification for sound level meters

ANSI Sl.25–1978, 19912: Specification for personal
noise dosimeters

IEC 60651-19793: Sound level meters
IEC 60804-19844: Integrating-averaging sound level

meters
IEC 61252-20025: Specifications for personal sound

exposure meters
IEC 61672-1, 20026: Sound level meters—Part 1:

Specifications
IEC 61672-2, 20037: Sound level meters—Part 2:

Pattern evaluation tests
IEC 61672-3, 200X (under development): Sound level

meters—Part 2: Periodic verification

The above International Electrotechnical Commission
(IEC) 61672 series have superseded some of the older
SLM standards, and the American National Standards
Institute (ANSI) S1.4 is currently under revision.
Terminology used in this chapter has been defined in
the above standards.

The ANSI S1.4–1978 and the IEC 60651-1979
both specify exponential-averaging SLMs. They are
similar except for the directional specifications of
the microphone (see Section 2.2). Both specify three
accuracy types of meters: type 0, type 1, and type
2. Type 0 instruments are the most accurate and are
intended as laboratory standards. Type 1 instruments
are intended for laboratory or field use where the
acoustical environment can be closely specified and/or
controlled. Type 2 SLMs are suitable for general field
applications. Type 3 SLMs are specified in IEC 60651-
1979. They are of low accuracy and are intended for
sound surveys and with little capability to measure
impulsive sounds.

The IEC 60804-1984 specifies type 0, type 1, type
2, and type 3 integrating-averaging SLMs. The ANSI
S1.25–1991 personal noise dosimeter and the personal
sound exposure meter specify instruments intended
to be worn on a person to measure noise exposure.
They specify only limited-range, single-frequency-
weighting, type 2 instruments.

The IEC 61672-1, 2002, specifies class 1 and class
2 instruments. This relatively new standard eliminated

type 0 and type 3 instruments. Although the design
goal of the A-weighting requirements are unchanged
but the tolerance limits for class 1 SLMs has been
changed to minus infinity at high frequency above
16 kHz (see Section 3.2). This reduces the capability to
capture higher harmonics during measuring impulsive
sounds.

2 MICROPHONES

Microphones are transducers that convert changes in
sound pressure to an electrical signal. As is typical
of many transducers, the microphone is likely to be
the most critical, fragile, and expensive part of the
instrument. Its response is likely to change with fre-
quency, direction, temperature, absolute pressure, time,
and several other factors. As such, it is important
to appreciate the limitations and work with them to
achieve accurate and reliable response. The selection
of microphones8 is very important for acoustical mea-
surement. For critical applications it is important to
understand that the sensitivity of condenser micro-
phones varies with barometric pressure, and this varia-
tion that changes with frequency can be corrected.9,10

2.1 Types

Sound level meters use several different microphone
types. Three types are most commonly used: piezo-
electric (ceramic) and two types of air condensers
(polarized and electret). In view of the importance of
potential hearing loss due to high-frequency sounds11

the MEM (microelectromechanical) microphone may
be used in future high-frequency SLMs that are under
development in Germany.

Ceramic Ceramic microphones operate on the prin-
ciple that piezoelectric materials will generate a volt-
age when subject to force changes. Ceramics are rela-
tively low cost, have relatively low internal electrical
noise, and, compared to other microphones, are quite
rugged. They are quite sensitive to vibrations if not
mounted properly. The frequency response of ceramic
microphones is not as flat as other types, and, as a
result, they are often only used with type 2 SLMs.

Condenser The capacitance will change if the
separation between two plates is changed. Condenser
or capacitor microphones are constructed with one
plate of the capacitor made with a very light material
that can move when subjected to changes in air
pressure. A high voltage is connected via a high
impedance to the other plate of the capacitor. Since
charge on a capacitor is equal to the capacitance
times the voltage, if the capacitance changes and the
charge remains constant, the voltage also will change.
Condenser microphones tend to be accurate and stable
and have a wide, well-defined frequency bandwidth.
They are relatively fragile and must be protected from
hostile environments and high humidity.

Polarized air condenser microphones require an
external voltage often in the range of 200 V. Sensitivity
is a function of this voltage that must be well regulated.
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Figure 3 Examples of (a) free-field and (b) random-incidence half-inch microphones at 0◦ and 90◦ used in type 2 SLMs.

Permanent charged or electret microphones have
permanent charge built into a plastic membrane.
Response is similar to the polarized microphones.

MEM These microelectromechanical systems
(MEMS) microphones have not been used in SLMs
as such, but with their fast progress in development
it is worth mentioning here to anticipate future pos-
sible application in miniaturization and special high-
frequency sound level meters. MEMS are tiny micro-
phones (as small as 1.6 × 2.8 × 6 mm) with their
diaphragm edged from a single piece of silicon. With
sophisticated chemical edging techniques, microphone
backplate and possibly other electronics can be incor-
porated in a very small package and mass produced
at a very low cost. There are many problems to be
solved such as internal noise, frequency response, sen-
sitivity stability, and dynamic range. Nonetheless, the
development of a SLM the size of a matchbox may be
closer than we anticipated.

2.2 Microphone Response

Microphone response changes with frequency. Micro-
phones roll off below a couple of hertz to zero sen-
sitivity at 0 Hz. At high frequencies the diameter of
the microphone diaphragm is an appreciable part of
a wavelength. As a result, the microphone rolls off
at high frequencies and changes with the direction in
which the microphone is pointed relative to the sound
source. In general, microphones with smaller dimen-
sions have better high-frequency response but also less
sensitivity.

Free Field Free-field microphones are intended to
measure sound in an open space free from reflections.
The microphone should be pointed directly at the noise
source at a 0◦ incidence. At 0◦ incidence the frequency

response is close to flat over the widest frequency
range. High-frequency sound arriving from other
angles may be somewhat attenuated (see Fig. 3). The
IEC3,4,6,7 specifies SLMs with free-field microphones.

Random Incidence Random-incidence micro-
phones are intended to measure sound in a diffuse field
where the sound is arriving from all directions such
as inside a noisy plant or in an area with many reflec-
tions. Random-incidence microphones have the flattest
response if pointed at about a 70◦ angle to the noise
source. High-frequency noise arriving at angles less
than 70◦ will cause the SLM to read somewhat higher,
while angles greater than 70◦ will generally read some-
what lower (see Fig. 3). The ANSI specifies that SLMs
shall use random-incidence microphones. (For more
information on free-field and random-incidence mea-
surement, see Chapters 6 and 17 in Ref. 8.)

Pressure Pressure microphones are intended to
measure sound in a closed cavity. Its response is
often similar to the response of a random-incidence
microphone. SLMs are sometimes designed with
special circuitry to correct a free-field microphone for
random-incidence application.

3 FREQUENCY WEIGHTING
3.1 Standard Weightings

Frequency weightings have been standardized.12 SLM
standards IEC 60651-1979 and ANSI S1.4–1983
specify standard frequency-weighting networks such
as A-, B-, and C-weighting (see Fig. 4).

A-weighting is intended to simulate the response of
a nominal human ear at 40 phons. It is also considered
by many regulations in many countries to be the best
weighting for predicting hearing loss due to noise
exposure. The SLMs, personal sound exposure meters,
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and noise dosimeters use A-weighting to determine the
effects of noise on humans. See Eq. (2).

B-weighting is intended to simulate the response
of a nominal human ear at 70 phons. It is not widely
used and has been omitted in the new standards.

C-weighting is intended to simulate the response of
a nominal human ear at 100 phons. It is flat over most
of the audible frequencies and is down 3 dB at 31.6

and 8000 Hz. Since it is flat over the audible range,
it is often used to measure acoustical emission of
machinery. It is also used to specify hearing protectors
and to measure peak sound pressure level. See Eq. (1).

D-weighting was developed to measure noise from
jet aircraft that have a perceived noise level that is
higher than the level measured with A-weighting. It is
not widely used and it has been dropped from current
standards.

Flat or linear response is sometimes included in
SLMs. Its frequency response is normally flat between
two frequencies. The frequency response is very
similar to C-weighting, with the response rolling off
at the low end at a couple of hertz and at the high end
at several tens of kilohertz. It has been replaced by the
Z-weighting in current standards.

In IEC 61672, the A- and the C-weightings are
specified, and the Z-weighting (or flat) defines a flat
response with cutoff frequencies selected by the man-
ufacturer of the SLM.

3.2 A-Weighting Tolerance Limits
In A-weighted level measurements it is important to
understand the tolerance limits of an SLM. These tol-
erance limits play an important role in the indicated
sound pressure level that may be quite different from
the actual sound pressure level being measured. The
class 2 tolerance limits (IEC 61672 and ANSI S1.4) are
shown in Fig. 5. The design goal of the A-weighting
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is shown by the full line of the graph to 100 kHz.
However, after 8 kHz the tolerance limit is at minus
infinity. The sound energy above 8 kHz may be lost
depending on the capability of the microphone and
the electronic circuit. Since class 2 instruments are
the workhorse of noise measurement related to hear-
ing conservation and noise control program, one can
imagine the result obtain with a class 2 instrument
during the survey of factories and mines that usually
have sounds of impulsive nature with harmonics that
well exceed 8 kHz. The level measured by a class 2
instrument in an impulsive environment will be much
lower. The A-weighting tolerance limits for class 1
instruments are shown in Fig. 6. For IEC 61672, after
16 kHz the tolerance limit is at minus infinity, which
is an improvement from class 2 instruments. How-
ever, there is evidence11 pointing to hearing loss due to
high-frequency sounds. Removing the harmonics after
16 kHz is not helping hearing conservation programs
that rely on SLMs to provide the correct sound pressure
levels. It is important to point out that for ANSI S1.4A
the A-weighted tolerance limits are much tighter, and
it is capable of capturing sound energy beyond 20 kHz.
See Fig. 6.

3.3 Weighting Equations
The equations for frequency responses for A- and C-
weighting are

WC(f ) = 20 log

[
f 2

4 f 2

(f 2 + f 2
1 )(f 2 + f 2

4 )

]
− WC1000 (1)

WA(f ) = 20 log




f 2
4 f 4

(f 2 + f 2
1 )(f 2 + f 2

2 )1/2

× (f 2 + f 2
3 )1/2(f 2 + f 2

4 )




− WA1000 (2)

where WC1000 and WA1000 the normalization constants,
rounded to the nearest 0.001 dB, are −0.062 and
−2.000 dB, respectively, representing the attenuation
necessary to provide frequency weighting of zero
decibels at 1000 Hz for the C- and the A-weightings,
respectively, and f1 = 20.60 Hz, f2 = 107.7 Hz, f3 =
737.9 Hz, and f4 = 12194 Hz.

4 SQUARING AND AVERAGING
The instantaneous level at the input of the squaring
circuit is converted to a level proportional to the square
of the level. It is interesting to note that if the input
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pressure varies over 60 dB or 1000 : 1, the output must
vary over a range of 1: 1 × 106.

The parameter pa at the output of the squaring
circuit can be found as

Linst = 10 log(p2
a/p

2
o) (3)

where Linst is the instantaneous level in decibels and
(p2

a/p
2
o) is the ratio of the squared instantaneous

A-weighted sound pressure to the squared reference
sound pressure at 20 µPa.

4.1 Exponential Averaging

A low-pass filter is placed after the squaring circuit to
smooth out the instantaneous fluctuation and make it
possible to read the level on a meter or digital display.
Fast and slow responses are specified by several SLM
standards and impulse response I , which is no longer
specified in IEC 61672-1, but imbedded in many
existing SLMs, can be found in IEC 60651–1979.

Time Constants Slow (or S) is specified as a
1-s time constant. Slow is used for measuring sound
where an estimate of the average sound level is needed
and the fluctuations are too fast to follow with a fast
time constant. Slow is specified by the Occupational
Safety and Health Administration (OSHA) and the
Department of Defense (DOD) in the United States
for measuring noise dose.

Fast (or F) is specified as a 0.125-s time constant.
Fast follows fluctuations in sound levels better than
slow but may fluctuate too much to be read. Fast is
often used to measure transient noise such as vehicle
passby noise.

Impulse (or I ) is specified in IEC 60651-1979 as a
0.035-s time constant followed by a peak detector with
a 1.5-s decay time such that the indicator will rise very
rapidly to increasing levels but decay slowly when the
level decreases. It is used primarily in Germany and a
few other countries to measure highly impulsive noise.

4.2 Peak, Maximum, or Minimum Hold

Sound level meters often include additional functions
to measure the highest instantaneous level as well as
the highest and lowest level after the time constant
circuit. These functions can normally be reset to allow
detection of the next level.

Peak is the highest instantaneous level. Peak is
detected before the time constant circuit. It may have a
different frequency weighting than the weighting used
to calculate sound pressure level and other levels. Peak
signals respond to pulses as short as 50 µs. For a sine
wave, the peak level is 3 dB higher than the root-mean-
square (rms). level. The tone burst shown in Fig. 7
would have a peak reading of 103 dB.

Maximum and minimum levels are the highest and
lowest levels detected after the time constant circuit.
The tone burst shown in Fig. 7 has, after a few cycles,
a fast maximum of 100 dB and a slow maximum of
96.6 dB. The minimum level for fast is 65.3 dB and
for slow is 90.1 dB.

Response to Tone Burst On a logarithmic scale,
the time constant will cause the display to change faster
for an increase in level than for a decrease in level
[see Eqs. (4) and (5)]. The maximum rates of decay
for a big decrease in level are 4.34 dB/s for slow,
34.74 dB/s for fast, and 2.90 dB/s for impulse. The
maximum response to a single tone burst relative to
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the continuous level of the same tone is

Lon = Ltb − 10 log(1 − e−T1 /τ) (4)

The response when a tone is turned off is

Loff = Lon − 10 log(1 − e−T2/τ)

Loff = Lon − 4.3429448
T2

τ
(5)

The integrated sound level of an integral number of
tone bursts is

Leq = Ltb − 10 log

(
T1

T

)
(6)

where Ltb is the level of tone burst, T1 the duration of
tone burst, T2 the time from the end of a continuous
tone, T the time from the start of one tone burst to
the start of the next tone burst (= 1 per repetition
frequency), and τ an exponential time constant.

4.3 Integrating Averaging
Equivalent Sound Pressure Level Integrating
SLMs, combine all the sound pressures between the
start and end of an integration period. [See Eq. (7).]
The equivalent sound pressure level (Leq) is the log-
arithmic average of the squared instantaneous pres-
sures. While the exponential-averaging SLM display
depends on what the sound level was immediately
preceding the time it was read, integrating-averaging
SLMs weigh equally all the sound from the start to the
end of the integration time. As can be seen in Fig. 7,
exponential-averaged SLMs keep changing when mea-
suring discontinuous sound. Equivalent sound pressure
level meters quickly settle to an average level. As a
rule of thumb, the Leq level should be within 0.1 dB
of the final value after as many minutes as the time
between impulses in seconds.

In theory, integrating do SLMs not have a time
constant. In practice, some do exponentially average
the squared pressure before doing the integration. If the
integration time period is long compared to the time
constant, the exponential circuit makes little difference.
If a loud noise occurred shortly before the start time
or shortly before the end time, part of that noise may
be included or excluded:

Leq = LAeq,T = 10 log
1

T

T2∫

T1

p2
a(t)

p2
o

dt (7)

SEL = LEA,T = 10 log

T2∫

T1

p2
a(t)

p2
o

dt (8)

where pa is the instantaneous A-weighted sound
pressure (for weighting other than A-weighting the
subscript is changed) and T is the time between the

start and end times T1 and T2 (for the sound exposure
level (SEL) the time is always in seconds).

Sound Exposure Level The SEL is similar to Leq
in that pressure is integrated over the measurement
period [See Eq. (8).] The SEL measures the total
energy and normalizes it to 1 s. The SEL is equal
to Leq after 1 s. If the Leq is steady with time, the
SEL will be 3 dB greater than Leq after 2 s and 6 dB
greater after 4 s, and increase by 3 dB whenever time
doubles. The SEL is used to measure the total energy
in an event independent of the time duration of the
event.

Short Equivalent Sound Pressure Level Short
Leq is an Leq value computed at very short intervals,
perhaps every 1

8 or 1
16 s, and stored in memory for later

analysis. Data in memory can then be used to calculate
a number of sound describers such as Leq, SEL,
exposure, exceedance levels, sound pressure level, and
maximum and minimum levels.

Equivalent Sound Pressure Level per Day and
Time-Weighted Average The term Lep,D is the
equivalent sound level per day, and TWA is the time-
weighted average. Both Lep,D and TWA are similar
to SEL except the integration is averaged over 8 h
instead of 1 s. The level will be less than the Leq level
for time periods less than 8 h and greater than the
Leq level after 8 h. The Lep,D and TWA are used to
measure worker noise exposure during a work day.
It is assumed that workers who work less than 8 h
can be exposed to higher noise levels during the time
they are working without increasing their risk of noise-
induced hearing loss. The parameter Lep,D is used
in the European community while TWA is used in
the United States. If the level is constant, Lep,D will
increase by 3 dB if the time is doubled. Also, Lep,D is
44.59 dB less than SEL. The TWA may use different
doubling or exchange rates. For OSHA compliance, it
will increase by 5 dB if the time is doubled.

5 OPERATING RANGE
Ideally, an SLM should accurately measure all sounds
from the noise floor to overload regardless of the
temporal nature of the sound. While SLMs are
available that accurately measure all sounds over a
wide range, many SLMs that meet the older standards
have very limited range, particularly when measuring
transients.

In IEC 60651-1979 and ANSI S1.4-1983, the
requirements for steady and transient response are
very limited. Accurate steady-level response is only
required over a 10-dB range, and transient response is
only required for one tone burst. As many instruments
made since these standards were issued barely meet
the minimum requirements of the standards, much of
the data taken with these instruments may be of little
value.

The standards IEC 60651-1979 and ANSI S 1.4-
1983 state that the accuracy of instruments shall
be within ±0.4,±0.7, and ±1.0 dB for types 0,
1, and 2 instruments, respectively. This accuracy is
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required only for steady-tone sounds arriving from
the reference direction under reference conditions
of pressure, temperature, and humidity. Also, it is
required only on one primary indicator range over a
10-dB span.

The SLM standards requirements for tone burst
require only that type 1 and type 2 instruments be
within tolerance at one point. On fast response only
0.2-s tone bursts and on slow response only 0.5-s tone
bursts are required to be accurately measured. Unfor-
tunately, there are many instruments on the market
that only meet the standard for this one tone burst. If a
noise burst is shorter than specified by the standard, the
instruments read low or ignore the burst completely.

The standard IEC 60804-1984 expands the linearity
range to 70, 60, and 50 dB for type 0, 1, and
2 instruments, respectively. It also requires tone
bursts, as short as 0.001 s to be measured within
±0.5,±0.5, and ±1.0 dB for type 0, 1, and 2
instruments, respectively. The standards for personal
sound exposure meters and noise dosimeters follow the
IEC 60804-1984 type 2 specifications. While this range
may not be accurate for very short duration sound burst
or for wide level changes, it is sufficient for most noise
measurements.

The new IEC 61672-1 specifies only class 1
and class 2 instruments. The tolerance limits for
performance include allowances for the expanded
uncertainties of measurement that was tabulated for
each requirement discussed in the standard. For
example, at 250 Hz, the tolerance limits specified
for weighted measurements for class 1 instruments
is±1.4 dB. The corresponding expanded uncertainty
allowed is 0.4 dB. (The corresponding tolerance limits
specified in IEC 60651 is ±1.0 dB without allowance
for uncertainty of measurement). At 1 kHz (the
reference frequency), the design goal for all frequency
weightings is 0 dB with corresponding tolerance
limits (with expanded uncertainties of measurements
included) of ±1.1 dB for class 1 and ±1.4 dB for class
2 instruments.

5.1 Linearity Operating Range

The linearity range is specified for continuous sound
pressure levels. Ideally the instrument should meet
the linearity requirements on all ranges, although
additional tolerance is allowed on ranges other than the
primary indicator range. With IEC 60651, instruments
are required to be linear over a range of frequencies
from 31.5 Hz to 8 kHz.

In IEC 61672, level linearity applies over the total
range for any frequency within the frequency of the
sound level meter and for any frequency weighting
or frequency response provided. At 1 kHz, on the
reference level range the linear operating range shall be
at least 60 dB, and the adjacent ranges shall overlap by
at lease 30 dB for SLMs that measure time-weighted
sound levels, and at least 40 dB for SLMs that measure
time-average sound levels or sound exposure levels.
These new level linearity requirements have eliminated
the discussion on dynamic range.

5.2 Dynamic Range
With previous standards such as IEC 60651 and
IEC 60804, dynamic range, often called pulse range,
determines the meter’s performance when the sound
level is not continuous. Ideally, it should be the same
as the linearity range. Integrating SLMs are required to
have 70, 60, or 50 dB pulse range for types 0, 1, and
2 meters, respectively. Exponential-averaging meters
may be very limited in dynamic range capabilities.

5.3 Overload Indicators
Integrating-averaging SLMs and exponential-averaging
SLMs are required to have overload detectors to indi-
cate when an overload has occurred. The overload
can occur at several places in the meter, and the
overload detector may be required to measure sev-
eral points. Different SLMs have their own imple-
mentation for overload indicators. It is best to consult
the operating manual to obtain more details on their
operation.

5.4 Noise Floor
The lowest level an instrument can read is determined
by the noise floor. Noise may be generated in the
microphone, its preamplifier, or the electronics of the
meter. As a general rule, the lowest level an SLM can
measure with 1-dB accuracy is 6 dB above the noise
floor. For 0.1-dB accuracy the level must be 16 dB
above the noise floor. If the noise floor is well behaved,
it is possible to measure lower levels and calculate the
actual noise level by logarithmically subtracting the
noise from the signal on a mean-square basis. This
technique is most useful when measuring sound that
can be turned on and off, such as calibrating pure-tone
audiometers [see Eq. (9)]:

L = 10 log(10(L+N)/10 − 10N/10) (9)

where N is the noise floor, L + N the measured level
including the noise, and L the level without the noise.

5.5 Threshold Circuits
It is sometimes desirable not to include sounds below
a threshold level in the noise calculations. An example
is excluding background noise when measuring the
noise of an aircraft flyover. The OSHA regulations
allow exclusion of noise below certain threshold
levels.

Thresholds of noise dosimeters are placed after
the time constant circuit and are well defined. Other
threshold levels are not well defined, and the user
must consult the meter-operating manual to determine
exactly how the threshold works.

5.6 Reference Environmental Conditions
IEC 61672-1 specifies reference conditions for speci-
fying of SLMs performance as:

Air temperature: 23◦C,
Static pressure: 101.325 kPa
Relative humidity: 50%
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6 DISPLAYS AND OUTPUTS
6.1 Analog and Digital
Conventional SLMs use an analog ballistic meter
movement to display the sound level. Historically,
the conversion to decibels was accomplished by scale
graduations. This resulted in a scale with the numbers
very close together on the left or lower end and
separated on the high or upper end. Such scales were
only useful over about a 20-dB range. When meter
manufacturers included the logarithmic conversion
in the meter electronics, analog meter scales of 30
or more decibels are possible with equal space per
decibel. Although digital displays are now widespread,
many users still prefer the analog display for ease of
reading and detecting changes.

Digital displays offer wide range, and the numbers
are easy to read down to a fraction of a decibel. These
displays are difficult to read and interpret when used
with exponential-averaging meters. If the sound level
is not constant, the display will be different each time
it updates. It is also necessary to consult the owner’s
manual to determine if the displayed number is the
maximum level, the average level, or the level at the
end of the update. Since a display that updates once
a second can change 30 or more decibels during that
second, it is important to know what is displayed.

6.2 Auxiliary Equipment
Auxiliary outputs are sometimes provided to connect
the SLM to other equipment. Consult the operating
manual before connecting to make sure the two pieces
of equipment are compatible. In general, if a class 2
device such as a filter is connected to a class 1 SLM,
the combination is considered as class 2.

7 CALIBRATION
It is recommended that SLMs be checked before and
after every use with an acoustical calibrator. Manu-
facturers’ recommendations should be followed. Nor-
mally, checking consists of removing the windscreen
if any, carefully sliding the calibrator over the micro-
phone, and reading the level. Care must be taken to
ensure there is a good seal between the microphone
and the calibrator or errors will result. If a calibra-
tion has changed by a few tenths of a decibel, it can
normally be adjusted to the correct level.

Acoustical calibrators check only the reading at one
or at a few frequencies and levels. It is possible for

a check to detect no change at one frequency and
the SLM can be out of tolerance at another. If a
microphone develops a pin hole air leak, the level may
not change dramatically at 1000 Hz but may change
considerably at other frequencies. Therefore, if daily
checks require more than a few tenths of a decibel of
corrections, it may be a sign of a much larger deviation
at other frequencies. Good procedure recommends
SLMs be calibrated at regular time intervals, such
as yearly depending on the usage, by an accredited
laboratory to ensure the instrument remains within the
tolerance required by standards.

8 OTHER TYPES OF SOUND LEVEL METERS
8.1 Dosimeters and Personal Sound Exposure
Meters

A special type of meter for measuring noise is the
dosimeter or personal sound exposure meter. A block
diagram of a noise dosimeter is shown in Fig. 8. An
exposure meter would have a similar block diagram
except the time constant, threshold, and exponent
circuits would be omitted.

The instruments measure noise according to

E =
T∫

0

p2
a dt (10)

DOSE = 100

Tc

T∫

0

2(L−Lc)/ER dt (11)

where E is exposure, pa the A-weighted sound
pressure, Tc the criterion time (normally 8 h), Lc

the criterion level, and ER the exchange rate or
doubling. In SI (International System units, exposure
is measured in pascal-squared seconds (Pa2 · s). For
convenience, exposure in personal sound exposure
meters is expressed in pascal-squared hours. Exposure
to 85 dB for 8 h is approximately equal to one pascal-
squared hour (Pa2 · h).

Dose is another method of measuring noise expo-
sure, with the results expressed as a percentage of a
criterion exposure. In the United States, OSHA, defines
100% dose as the equivalent of a level of 90 dB for
8 h with a 5-dB exchange rate after the time constant.
Other regulations may use different criterion levels and

Microphone Frequency
Weighting Squaring

Time
Constant

Threshold
(optional)

Exponent Integrator
Dose

Display

Figure 8 Noise dosimeter.
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exchange rates. Since dose combines different levels
with 5-dB (OSHA) or 4-dB (DOD) exchange rates,
after the time constant circuit, the time constant will
change the calculated dose. A slow time constant will
produce a higher dose than a fast or no time con-
stant if the sound level is not constant. While Eqs. (10)
and (11) appear quite different, they are similar. If the
exchange rate is 3 dB, the criterion level is 90 dB, and
criterion time is 8 h, then 100% dose = 3.2 Pa2 · h.

9 OPTIONS

A number of additional devices may be built-in or
connected to SLMs to expand their performance. Some
of the measurements and options include acceleration,
velocity, displacement, reverberation, signal analysis
such as fast Fourier transform (FFT) and narrow band
analysis, structural analysis, data acquisition, time
capture, tracking filters, sound intensity, and sound
power.
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CHAPTER 39
NOISE DOSIMETERS

Chucri A. Kardous
Hearing Loss Prevention Section
National Institute for Occupational Safety and Health
Cincinnati, Ohio

1 INTRODUCTION

Noise-induced hearing loss is one of the most prevalent
occupational illnesses in the world, but it is also the
most preventable. Noise dosimeters have been used
extensively over the past two decades to document
noise exposures and ensure compliance with rules and
regulations developed by various international organi-
zations and regulatory agencies. In the United States,
such dosimeters are required to comply with the Amer-
ican National Standards Institute (ANSI) Specification
for Personal Noise Dosimeters S1.25–1991 (R1997),
which states that dosimeters should be suitable for
measurement of impulsive, intermittent, and continu-
ous noise. Noise dosimeters measure and store sound
pressure levels and, by integrating these measurements
over time, provide a cumulative noise exposure reading
for a given period. Dosimeters can function as personal
or area noise monitors. In occupational settings, per-
sonal noise dosimeters are often worn on the body of
a worker with the microphone mounted on the middle-
top of the person’s most exposed shoulder.

2 PRINCIPLE OF OPERATION

A dosimeter is a battery-powered, portable instrument,
derived directly from sound level meters (SLM) to

automate the measurement and calculation of the per-
centage of the maximum permissible daily noise dose.
It consists of a microphone that senses the sound pres-
sure and produces an electrical signal. The output sig-
nal is amplified and fed into a frequency-weighting
network (most typically, A-frequency weighting). The
signal is then squared (sound pressure level is a func-
tion of pressure squared) and exponentially averaged
with a specified time constant to establish a moving
average window in time. The output sound level signal
is fed into an integration section (an exponent cir-
cuit, threshold circuit, and integrator) that performs
the algorithm necessary to compute the percentage
criterion exposure (noise dose) according to a particu-
lar exchange rate, threshold level, and criterion sound
level. The output is indicated as a percentage criterion
exposure corresponding to the accumulated data at the
completion of the measurement by the indicator cir-
cuit. The block diagram for the functional elements of
the dosimeter is shown in Fig. 1.

2.1 Noise Dose

Noise dosimeters compute a percentage criterion
exposure or noise dose. Noise dose is the quantity
that is expressed as a percentage of the maximum
permissible daily exposure to noise. Noise dose is

Figure 1 Block diagram of the essential elements of a noise dosimeter.
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used in regulations to quantify exposure to noise in
the workplace to protect against noise-induced hearing
loss. ANSI S1.25 standard defines noise dose by the
following mathematical equation:

D(Q) = 100

Tc

T∫

0

10[(LA(t)−Lc)/q]dt (1)

where D(Q) = noise dose for exchange rate Q
Tc = criterion sound duration = 8 h
T = measurement duration in hours
t = running time in hours

LA(t) = slow (or fast) A-weighted sound level
in decibels (dB) when the sound level
is greater than or equal to a user-
selectable threshold sound level, or
equals −∞ when the A-weighted
sound level is less than the threshold
level

Lc = criterion sound level (in dB) specified
by the manufacturer

Q = exchange rate (in dB) (can be 3, 4, or
5 dB); and q = Q/ log(2) is
parameter that determines the
exchange rate

Exposure to a sound level that is equal to the criterion
level Lc for a measurement time period equal to the
criterion duration Tc yields a noise dose of 100%.

The Occupational Safety and Health Administration
(OSHA) guidelines provide an alternate method for
computing dose when the work shift noise exposure
is composed of two or more discrete time periods of
noise at varying levels. The total noise dose in percent
is then defined by

D = 100

[
C1

T1
+ C2

T2
+ · · · + Ci

Ti

+ · · · + CN

TN

]
(2)

where Ci is the total time of exposure at a specified A-
weighted sound level, and Ti is the reference duration
of noise exposure at that sound level that produces a
dose of 100%.

The values for Ti are given in Table G-16a in
Appendix A of the OSHA 29CFR 1910.95 regulations.
A portion of Table G-16a is shown in Table 1. Table
G-16a is derived from the following expression:

TN = TC

2(L−Lc)/ER

or, for OSHA regulations

TN = 8

2(L−90)/5
(3)

where L is the slow A-weighted sound level. Lc is
the criterion or threshold level (90 dB), and ER is the
exchange rate (5 dB).

Table 1 Permissible A-weighted Noise Level
Exposures

Exposure Level, Slow (dB) Duration per Day (h)

90 8
92 6
95 4
97 3

100 2
102 1.5
105 1
110 1.5
115 0.25 or less

From OSHA Table G-16, 29CFR 1910.95 (A).

2.2 Exchange Rate
Exchange rate is defined in ANSI S1.25 as “the change
in sound level corresponding to a doubling or halving
of the duration of sound level while a constant percent-
age of criterion exposure is maintained.” Dosimeters
may be programmed to accept different exchange rates
when performing their computations. OSHA requires
the 5-dB exchange rate in its guidelines, while the
National Institute for Occupational Safety and Health
(NIOSH), the American Conference of Governmental
Industrial Hygienists (ACGIH), and most international
standards recommend the use of the 3-dB (equal-
energy rule) exchange rate.1,2

2.3 Criterion Sound Pressure Level
Criterion sound level is the A-weighted sound level
that corresponds to the maximum permitted daily
exposure (dose of 100%) to noise if continually
applied for the criterion time (typically 8 h). Criterion
sound level also refers to occupational exposure limits
specified by standards and regulations. The current
OSHA permissible exposure limit (PEL) or criterion
level is an A-weighted sound pressure level 90 dB.
ACGIH and most international standards use the 85-dB
criterion level, which is also the NIOSH recommended
exposure limit (REL).

2.4 Threshold Sound Level
Threshold sound level, in decibels, is the sound level
specified by the manufacturer of a noise dosimeter
below which the instrument produces no dose accu-
mulation. The current OSHA threshold level is set at
80 dB. The International Electrotechnical Commission
(IEC) recommends a 40-dB threshold level.3

3 SOUND EXPOSURE MEASUREMENTS
Noise dosimeters are primarily used to measure
workers’ total noise exposure, especially when the
noise levels are varying or intermittent, and the
worker moves around frequently during the work shift.
Dosimeters are also used to collect data for use in
legal proceedings, development of engineering noise
controls, and other industrial hygiene purposes.

When planning to conduct noise exposure measure-
ments, steps must be taken to ensure that the dosime-
ters are calibrated and operated according to manufac-
turers’ specifications. It is also necessary to understand
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the properties of the acoustical environment, the main
measurement objectives as they relate to determining
the risk to hearing, and the limitations associated with
the use of dosimeters.

3.1 Dosimeter Calibration
Dosimeter manufacturers recommend that the instru-
ment be calibrated with an acoustical calibrator before
and after each measurement to verify reliable opera-
tion. In addition to field calibration routines, the manu-
facturers recommend periodic comprehensive calibra-
tion and certification of the instrument by an accredited
laboratory using traceable reference sources. Field cal-
ibration of contemporary dosimeters has been mostly
automated through PC-based programs that run the
calibration routine, document the time and date, and
adjust for any offset in levels.

Figure 2 shows a Larson–Davis Model 706 dosime-
ter being calibrated at 114 dB sound pressure level
(SPL) (1000 Hz) using the Larson–Davis CAL 150
Precision Acoustic Calibrator.

3.2 Operational Settings
Current dosimeters are designed to provide the user
with parameters such as noise dose, time-weighted
average, sound exposure level, as well as peak,
maximum, and minimum sound pressure levels. Most
dosimeters also generate statistical and graphical
representations of the collected data. ANSI S1.25
specifies that dosimeters should at least provide the
following parameters:

Frequency weighting: A or C
Exponential averaging: F (fast); S (slow)
Criterion level: 90, 85, 84, 80, or V (variable)
Criterion duration: hours
Threshold level: 90, 80, or V (variable)
Exchange rate: 5, 4, or 3

3.3 Personal Exposure versus Area Monitoring

A dosimeter may be used as a personal dose meter
or as an environmental area monitor. For personal
noise monitoring, the instrument may be placed
inside a pocket or clipped to a belt. OSHA requires
the microphone of the dosimeter be placed in the
“hearing zone” of the side of the worker facing the
highest noise levels. The hearing zone is defined
as hypothetical sphere of 300 mm radius enclosing
the head of the wearer.4 ANSI S12.19, Measurement
of Occupational Noise Exposure, standard specifies
that the microphone be located on the middle-top
of the worker’s most exposed shoulder and that it
be oriented approximately parallel to the plane of
the shoulder, as shown in Fig. 3. However, studies
have shown that placing the microphone on the
person’s body can affect measurements by anywhere
from an A-weighted sound pressure level of −1 to
+5 dB.5,6 The amount by which the human body
affects measurements depends on the nature of the
sound field, the frequency spectrum, the angle of
incidence, the absorption of the clothing material, and
the position of the microphone on the person. In most
industrial settings, the A-weighted sound pressure level

3
8

-inch Electret

Microphone

Switch Selectable
94 or 114 dB SPL
@ 1 kHZ

Class 2 Microphone Calibrator

Class 2 Noise Dosimeter

Figure 2 Calibration of a personal noise dosimeter with various components notated and highlighted.
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Figure 3 Microphone placement of a noise dosimeter
on the shoulder of the wearer.

measurements are typically increased by 0.5 to 1.0 dB
when the dosimeter is worn on a person compared with
the measurements taken in the undisturbed field.7

To alleviate the limitations associated with work-
ers’ body distortion, minimize sound survey efforts,
and provide better exposure estimates for groups of
workers, measurement techniques such as profiling or
task-based assessment can been used. The dosimeter’s
microphone can be mounted on a tripod and placed
in the unoccupied worker position. A task-based noise
assessment is accomplished by measuring noise vary-
ing over time and space for each defined work task.8
Task-based measurements depend heavily on the accu-
rate identification of the sound field at all points of the
task area and the location of the worker versus time.

4 DOSIMETER LIMITATIONS
In addition to the microphone distortions introduced
by the worker head and torso, other environmental and
electroacoustical factors can limit dosimeter capability
and range of operation.

4.1 Mechanical Vibration
Most microphones and dosimeters are sensitive to
mechanical vibration, especially at very high SPLs
(above 120 dB). Mechanical vibration may cause the

microphone or electronics to produce spurious signals
in the dosimeter measurement and lead to an increase
in the time-weighted average (TWA) and noise dose.
To minimize the effects of vibration on the instrument,
care must be taken to ensure that the microphone,
cable, and dosimeter case are secured or isolated from
the source of vibration. Dosimeter manufacturers test
and report on the effects of mechanical vibrations by
vibrating the entire instrument sinusoidally along the
three mutually perpendicular axes at acceleration of
0.98 m/s2 and within the frequency range of 10 and
500 Hz.

4.2 Impulse Noise

ANSI S1.25 specifies that noise dosimeters should be
suitable for measurement of impulsive, intermittent,
and continuous noise. OSHA regulations and NIOSH
recommendations state that no exposure should be per-
mitted above 140 dB peak sound pressure level. Nev-
ertheless, dosimeters have been used for measurements
of noise environments that have levels above 140 dB
such as in construction, mining, and law enforce-
ment firing ranges. It must be noted, however, that
the OSHA regulations and the ANSI S1.25 standard
require that dosimeters operate properly up to 140 dB.

NIOSH studies have found that personal noise
dosimeters have inherent limitations and are suscepti-
ble to producing erroneous results when they are used
in predominantly impulsive noise environments such
as firing ranges.9 These standard dosimeters “clipped”
peak noise levels greater than the range of the instru-
ment and acted as if they were at the maximum level
of that specified range.

4.3 Measurement Artifacts

Dosimeter microphones are susceptible to inadvertent
or intentional tampering by the users. Such tampering
may occur by tapping or rubbing the microphone, or
by screaming or blowing into the microphone during
measurements. Investigations into the potential sound-
field contamination of such artifacts showed minimal
impact (a fraction of a decibel for thumping and hol-
lering to an A-weighted sound pressure level 1 to 2
dB for blowing with background noises of 85 and
90 dB) on the measured daily TWA when using the
OSHA 5-dB exchange rule. However, the use of the
International Organization for Standardization (ISO),
NIOSH, or ACGIH noise exposure criteria showed
much more significant increase (an A-weighted sound
pressure level 2 to 5 dB) in the measured TWA.10 To
minimize the effect of such artifacts, most dosimeter
microphones are provided with small windscreens that
will guard against rubbing and touching, and some iso-
lation against blowing. In addition to the windscreens,
contemporary dosimeters are manufactured with built-
in keypad locking and programmable automatic timers
to reduce the potential for tampering. Finally, close
examination of the time-history records can show if
any abnormal or unexplained spurious events have
occurred during the measurements.
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4.4 Wet and Humid Environments

Wet and humid environments present a challenge
for collecting personal dosimetry measurements. The
dosimeter instrument is typically water resistant and
tested to withstand high levels of humidity. How-
ever, the microphone’s frequency response is usually
affected if the relative humidity is high or the tempera-
ture of the microphone is close to the dew point. Con-
densation may occur on the diaphragm of the micro-
phone and can generate intermittent internal noise in
the measurement.

When operating a dosimeter in a humid or rainy
environment, appropriate all-weather microphones
with shields must be selected to prevent water from
affecting the diaphragm. Wrapping the microphone
or enclosing it using makeshift material should be
avoided because it can lead to serious errors in the
measurements.

Dosimeter manufacturers test for variations of SPLs
over some specified relative humidity range.

4.5 Temperature

Current dosimeters are required to operate properly
within ordinary indoor temperature ranges. Permanent
damage can occur when they are operated or stored at
extreme temperatures. The manufacturers are required
to state temperature ranges over which the dosimeter,
including the microphone, will meet national and
international standards. Typically, dosimeters can be
operated safely between −15 and 50◦C and can be
stored (with the battery removed) at temperatures
between −20 and 60◦C.

4.6 Electromagnetic Interference

Current dosimeters are required to comply with nation-
al and international electromagnetic compatibility
standards. Manufacturers test the performance of
dosimeters to electromagnetic interference at power-
line (50 or 60 Hz) frequencies. However, these
standard dosimeters might be susceptible to electro-
magnetic and radio-frequency interference when oper-
ated near sources that generate strong electric and mag-
netic fields such as arc welders and furnaces, cellular
and communications equipment, or induction heaters.
ANSI S1.14–1998 (R2003) (Recommendations for
Specifying and Testing the Susceptibility of Acoustical
Instruments to Radiated Radio-Frequency Electromag-
netic Fields, 25 MHz to 1 GHz) provides specifica-
tion and testing for susceptibility radio-frequency and

electromagnetic fields.11 To check for electromagnetic
interference, the microphone might be replaced with
a shielded capacitor (or “dummy microphone”) with
similar impedance. If electromagnetic interference is
observed in the dosimeter reading, then action must
be taken to shield the instrument.
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1 INTRODUCTION
An analyzer is a device that takes sound or vibration
signals and extracts the various forms of information
carried in the signals. An understanding of the basic
concepts of signal analysis is important for correct use
and setup of analyzers when dealing with the various
types of noise and vibration signals encountered in
practice. It is important to understand what analyzers
can offer and provide. Frequency analysis is the most
widely used method for solving noise and vibration
problems. As the frequency content of the signal
is generally related to a specific component of a
given system, this method is often the key to a
better understanding of the vibrational and acoustical
phenomena. The filtering method and use of the fast
Fourier transform (FFT) are common approaches for
analysis of signals. Systems are often analyzed from
measurements of their inputs and outputs. In contrast
to a signal analyzer, a signal generator is a device used
to generate sound and vibration signals for the purpose
of the excitation of systems.

2 ANALYSIS CONCEPTS
2.1 Basic Concepts, Signal Types,
and Descriptors
Analysis of noise and vibration signals is performed
in order to extract the various forms of information
carried in the signals, which have been found to relate
to the properties of a structure or a system under
investigation. Different analysis techniques are used
in order to acquire a specific type of information. The
requirement is that the information should be extracted
in a form that will make interpretation easier and
communication and documentation simpler.

Different analyzers use different analysis tech-
niques and are applied for the various applications. The
most fundamental analysis is the determination of the
amplitude characteristics and the spectral (frequency)
distribution of the signal.

2.1.1 Types of Signals and Spectral Units
The way we treat and analyze signals depends upon
the type of signal. Signals can be divided into
different categories, with the most basic division being
stationary and nonstationary signals. Stationary signals
are divided into deterministic and random signals, and
nonstationary signals are divided into continuous and
transient signals.1 Examples of the various types in the
time and frequency domains are illustrated in Fig. 1.

A unique descriptor for a continuous stationary
signal is its root-mean-square (rms) value. It gives

information about the “power” in the signal in the
following sense. If the signal is considered as an
electrical voltage signal, the rms value is the constant
voltage that will dissipate the same power (heat) in a
resistor. It is a value in units of the measured quantity
(such as pascals for sound measurements or metres per
second squared for vibration measurements) and, thus,
only a measure of the power in the above-described
sense. The square of the rms value, that is, the mean
square (MS) value, is related to power in the physical
sense via an impedance.

Stationary deterministic signals are made of a com-
bination of sinusoidal signals with different amplitudes
and frequencies. The spectrum is characterized by con-
tent (power) at discrete frequencies (a line spectrum).
This means they have a certain rms value (or MS
value) at each of these frequencies and that the sum of
the MS values at all the frequencies is the MS value
of the signal (neglecting the random noise content, see
below). Thus, it is natural to scale the spectra of these
signals in terms of rms. In some vibration applications,
the spectra are sometimes rescaled to the amplitude of
the sine components (the peak value), which is

√
2

rms or in the peak-to-peak value (i.e., twice the ampli-
tude or 2

√
2 rms). Noise and vibration signals from

rotating machinery with constant speed are examples
of this type of signal.

Stationary random signals are described by their
statistical properties, such as the mean value, standard
deviation, amplitude probability, and so forth. In
contrast to stationary deterministic signals, they have
a continuous distribution of spectral content.

Random processes give rise to random signals,
and all signals encountered in real life have a certain
content of this kind of signal. Analysis of random data
is a complete discipline in itself and has a wide range
of applications. In analysis of deterministic signals,
the random content is often referred to as the noise
content, and methods are searched for to minimize its
influence.

Due to the continuous distribution of spectral
content, the natural way to scale the spectra is in terms
of power spectral density (PSD), and the power or MS
value in a given frequency band is given by the integral
of the PSD over the frequency band. The unit of PSD is
U2/Hz, where U is the unit of the measured signal. The
square root of the PSD, often called the rms spectral
density (rmsSD), has a unit of U/

√
Hz.

The spectrum of a random signal scaled in rms
will thus change in accordance with the measurement
bandwidth. This is observed, for example, when a
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Stationary Signals Nonstationary Signals

Time Time

TimeTimeTime Time

Deterministic Random Continuous Transient

Frequency Frequency Frequency Frequency

Figure 1 Examples of different types of signals and their spectral content.

deterministic signal contaminated with random noise
is analyzed with different bandwidths. Decreasing the
bandwidth will lower the rms value of the noise in
the spectrum, whereas the rms values of the sine
components remain the same (the sine components are
assumed to be separated in different filter bands). A
random signal with a flat (constant) power spectral
density over a wide frequency range is called white
noise, as it has the same spectral density at all
frequencies.

Transient signals are signals of finite and relatively
short duration. They are characterized by a certain
amount of “energy” in the same way that continuous
signals are characterized by a “power” value. Transient
signals have spectral content continuously distributed
with frequency, and the natural way to scale the spectra
is therefore in terms of energy spectral density (ESD)
(U2s/Hz), where U is the unit of the measured signal.
The spectral units of the different types of signals are
summarized in Table 1.

Nonstationary continuous signals are signals con-
sisting of one or more of the following:

• Sine components with changing amplitudes
and/or changing frequencies

Table 1 Spectral Scaling and Units for Different
Signal Typesa

Signal Type Spectral Scaling and Unit
Deterministic rms (U) or MS/Power (U2)
Random rmsSD (U/

√
Hz) or PSD (U2/Hz)

Transient ESD (U2s/Hz)

a U is the unit of the measured quantity (such as Pa or
m/s2). MS is often referred to as ‘‘power.’’

• Random signals with statistical properties
changing with time

• Transients appearing with varying intervals
and with varying characteristics in time and
frequency

2.2 Frequency Analysis—Filter and Detector

The purpose of frequency analysis is to estimate the
spectral content of the signals.

A frequency analyzer consists of a set of filters
and a detector, as shown in Fig. 2. Prior to analy-
sis, the signal has to be conditioned in terms of level
(gain/attenuation), and high- and/or low-pass filtering
might be applied as well. In digital analyzers antialias-
ing filters (low-pass filters) are used in order to prevent
aliasing, that is, the erroneous appearance of high fre-
quencies as low frequencies in the subsequent analysis.
The concepts and assets of digital processing are cov-
ered in Chapter 42 and not discussed further here.

rms

Detector(s)Filter(s)Conditioning

Figure 2 Block diagram of a frequency analyzer. The
detector works for all the filters in case of a parallel filter
bank.
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The filter is the frequency selective part that
transmits those frequencies in the signal that are inside
the passband of the filter. The detector detects the
power in the transmitted signals in terms of its MS
or rms value. In Fig. 2, only one detector is shown,
and this is supposed to work as detector for all the
filters in the situation of a parallel filter bank.

The filter in the frequency domain is described
by its frequency response function. It is a complex
function of frequency, having magnitude and phase,
and defines the relationship between the input and
output in the frequency domain as

H(f ) = Y (f )/X(f ) (1)

where H(f ) is the frequency response function of the
filter and X(f ) and Y (f ) are the complex spectra
(Fourier transforms) of the input signal and the output
signal, respectively.

2.2.1 Types of Filters There exist four types
of filters: low-pass filters, high-pass filters, bandpass
filters, and bandstop (or band rejection) filters, as
illustrated in Fig. 3. Figure 3 illustrates the filtering
process and shows only the magnitude in the frequency
domain. Low-pass, high-pass, and bandstop filters are
often used in connection with signal conditioning or
in preprocessing for other signal analysis applications.

Bandpass filters are used for frequency analysis
and are characterized by a number of parameters. An
ideal bandpass filter transmits frequencies in a given
frequency band (the passband) and rejects frequencies
outside the band. Practical (realizable) real-time filters
have a frequency response function, as exemplified in
Fig. 4, with a passband characterized by a ripple and
a transition band with a finite slope. The frequency
response function is complex, and Fig. 4 shows only
the magnitude. The corresponding phase relates to
the delay in the filter. The filter is characterized by

parameters, such as its center frequency, bandwidth,
ripple, and selectivity.1

The passband is bounded by a lower limiting
frequency f1 and an upper limiting frequency f2, and
the bandwidth of the filter, B = f2 − f1. Frequency f0
is the frequency in the “middle” (defined later) of the
passband and is called the center frequency.

The definition of the bandwidth is not unique for a
practical filter. The two most often traditionally used
definitions are the 3-dB bandwidth and the “effective
noise bandwidth” (sometimes referred to only as the
noise bandwidth).

The 3-dB bandwidth is the bandwidth where the
lower and the upper limiting frequencies, f1 and f2, are
defined as the frequencies where only half of the power
of the signal is transmitted, that is, the frequencies at
which the signal is attenuated by 3 dB and the gain
in the passband is assumed to be 1 (0 dB). The 3-
dB bandwidth might be the relevant descriptor in the
analysis of deterministic signals, that is, signals with
content at discrete frequencies.

The noise bandwidth of a filter is the bandwidth
of a corresponding ideal filter that transmits the same
amount of power as the filter when both receive white
noise as the input signal. The filters are assumed to
have the same gain in the passband, which here is
a gain of 1 (0 dB). The noise bandwidth relates to
the transmission of broadband random signals and is
therefore the bandwidth to be used when rescaling a
detected MS (power) spectrum to a PSD spectrum for
a random signal.

There exist two basic types of bandpass filters,
namely constant bandwidth filters (also called absolute
bandwidth filters) and constant percentage bandwidth
filters (also called relative bandwidth filters).

Constant bandwidth filters have a bandwidth that
is independent of the center frequency. Frequency
analysis using constant bandwidth filters gives uniform
resolution on a linear frequency scale and is the natural
choice in analysis of deterministic signals containing

Conditioning Filter(s) Detector(s)

Low-pass

High-pass

Bandpass

Bandstop

Frequency

Frequency

Frequency

Frequency

Frequency

rms

Figure 3 Different types of filters. Low-pass, high-pass, bandpass, and bandstop.
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Definition of
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Practical Filter and
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Bandwidth, B = f2 − f1

Center Frequency = f0

Figure 4 Filter characteristics of an ideal and a practical bandpass filter and definition of noise bandwidth, 3-dB
bandwidth, and ripple in the passband.

harmonic components. For constant bandwidth filters
the center frequency is defined as the arithmetic mean
of f1 and f2, that is, f0 = (f1 + f2)/2, which is in the
middle between f1 and f2 on a linear frequency scale.

Constant percentage bandwidth (CPB) filters have
a bandwidth that is a fixed percentage of the center
frequency. Octave and fractional-octave filters are
examples of constant percentage bandwidth filters
often used in acoustics. Octave filters have a bandwidth
of approximately 71% and third-octave filters a
bandwidth of approximately 23%.

Frequency analysis using constant percentage band-
width filters gives uniform resolution on a logarith-
mic frequency scale and is often used when analyzing
over a wide frequency range covering three or more
decades.

Octave and fractional-octave filters are used exten-
sively in acoustics, as they relate better than constant
bandwidth filters do to the human perception of noise.

Other applications are monitoring or quality con-
trol measurements facing the following requirements:
the bandwidth at low frequencies should be sufficiently
narrow to separate the lower harmonic components of
rotating elements (containing information about unbal-
ance, misalignment, etc.), and at higher frequencies,
the condition of bearings, gears, and the like should
be detected in a few filters without the separation of
individual components.

For constant percentage bandwidth filters the center
frequency is defined as the geometric mean of f1
and f2, that is, f0 = √

f1f2, which is in the middle
between f1 and f2 on a logarithmic frequency scale.

Figure 5 illustrates examples of characteristics of
constant bandwidth filters and constant percentage

bandwidth filters. The selectivity describes the ability
of the filter to separate closely spaced components with
large differences in amplitude. For constant bandwidth
filters, the bandwidth for 60-dB attenuation or the
ratio of this bandwidth to the 3-dB bandwidth, called
the shape factor, is used. For constant percentage
bandwidth filters, the octave selectivity, which gives
the attenuation one octave above and below the center
frequency, is used.1

2.2.2 Filter Response Time and the Uncertainty
Principle So far the characteristics of a filter
have been described only by its frequency response
function, that is, in the frequency domain. They can
be equally well described in the time domain via its
impulse response function. The time domain and the
frequency domain are mathematically related via the
Fourier transform, and the impulse response function is
the inverse Fourier transform of the frequency response
function.

Equation (1) relates the input and the output of a
filter in the frequency domain. In the time domain, the
output signal y(t) is given by the convolution of the
input signal x(t) and the impulse response function
h(t) defined by the integral:

y(t) =
∞∫

−∞
x(τ)h(t − τ) dτ = x(t) ∗ h(t) (2)

where the symbol ∗ represents convolution.
A consequence of the impulse response function

and the frequency response function being Fourier
transform pairs is that if one of them is narrow
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Figure 5 Examples of characteristics of constant bandwidth filters and constant percentage bandwidth filters.

(short), the other one will be wider (longer) than a
corresponding minimum width (length). This can be
formulated as

BT ≥ 1 (3)

where B is the width in frequency (bandwidth) and T
is length in time. The relationship can include various
constants depending upon the mathematical definition
of B and T , but this is of less importance in this
context. This fundamental principle, also known as the
uncertainty principle, puts a limit to the corresponding
resolutions (widths, accuracies) in the two domains
and is a consequence of the mathematical formulation
of frequency analysis (the Fourier transform). A more
loose formulation is: Narrow in one domain means
wide in the other domain.

The narrower the frequency response function
is (i.e., the higher the resolution in the frequency
domain), the longer the impulse response function
will be (i.e., the longer it will take for the filter
to respond). Figure 6 illustrates the response of a
filter when a signal is applied at the input and the
relationship between the rise (response) time TR and
the filter bandwidth B. This relationship is just an
approximation, and the exact form of the response
depends upon the design of the filter. For many
practical filters, the time it takes for the filter to settle
can be about four to six times the rise time TR , where
TR ≈ 1/B.

2.2.3 The Detector To determine the value of
the signal after the filtering, a detector is required
to estimate the power of the response signal from
each of the filters. This is achieved by squaring

Conditioning Filter(s) Detector(s)

rms

Amplitude

A

Amplitude

A

Time Time

DA

TR ≈1/B

B × TR ≈ 1

Figure 6 Illustration of the response of a filter and the approximate relationship between the rise time TR and filter
bandwidth B.
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the response signals (giving instantaneous power)
followed by averaging over time giving the mean value
of the power or the MS value. Taking the square root
of the MS value results in the rms value. Using linear
averaging where all the time data within the averaging
window are equally weighted, the rms value yrms of a
signal y(t) is given by

yrms =
√√√√ 1

TA

∫

TA

y2(t) dt (4)

where TA is the averaging time.
Another common way to average the signal is by

using exponential averaging, where the present data
is weighted higher than the previous data. This is
illustrated in Fig. 7, which shows the detector, its
elements, and the linear and exponential averaging
functions (weighting on the squared signal).

The weighting for exponential averaging is given
by 1/τ et/τ, t ≤ 0, where τ is the time constant. When
analyzing a random signal, exponential averaging with
a time constant τ gives the same statistical accuracy
as linear averaging of TA = 2τ and 2τ is said to
be the equivalent averaging time for exponential
averaging. Exponential averaging gives a continuous
running average value, whereas linear averaging, in
most implementations, is an averaging that stops after
the elapsed averaging time.

In acoustics exponential averaging with time con-
stants of 0.125 s (called fast) and 1 s (called slow) are
often used. The required averaging time depends upon
the type of signal to be analyzed.

For stationary deterministic signals averaging over
8 to 10 ripple periods of the squared signal (see Fig. 7)

gives reasonable accuracy. It should be noted that if
there is more than one frequency component within
the bandwidth, it is the ripple period of the lowest
beat frequency that should be considered (the smallest
difference in frequency between the components); see
Ref. 1.

For stationary random signals, the relative standard
deviation ε of the estimated rms value is given by

ε = 1

2
√

BTA

(5)

or in decibels

Lε = 4.34√
BTA

dB (6)

where B is the analysis bandwidth and BTA is assumed
� 1.

As an example, if BTA = 100, then Lε = 0.43 dB,
and there is approximately 68% probability of the
level being within ±0.43 dB around the mean value
and approximately 95% probability of the level being
within ±2Lε = ±0.86 dB around the mean value.

For a transient signal, the linear averaging time
must be longer than the duration of the filtered
transient, that is, longer than the length of the transient
plus the length of the longest impulse response
function of the filters. A trigger mechanism must be
used as well, unless a running linear average with
maximum hold is available. Exponential averaging
with a time constant (averaging time) much longer
(say at least 10 times) than the length of the filtered
transient and with maximum hold can also be used.
When the time constant is much longer than the filtered
signal, the decay of the exponential weighting can be

Squaring Averaging Root

Out

In

Exponential
Linear

Time0τTA

TA = 2 × τ

TA

2

TA

1

Vout = Vin
2

2

T
1

dt

TA

1
TA

a2(t ) dtarms =

Figure 7 Schematic illustration of the rms detector and linear and exponential averaging (weighting on the squared
signal).
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neglected. The detected rms value, however, will be
3 dB too high, as the exponential weighting is twice as
high as the linear weighting (with the same averaging
time) at time t = 0 (see Fig. 7) and this has to be
corrected for.

The estimated MS spectrum can be rescaled to
PSD (for random signals) by dividing by the analysis
noise bandwidth and to ESD (for transient signals) by
multiplying the PSD by the averaging time TA. The
averaged (detected) spectrum of a signal x(t) is also
referred to as the autospectrum and denoted GXX(f ).

For nonstationary signals, the averaging time will
be a compromise between the ability to follow the
changes in the signal and the accuracy in frequency,
that is, a compromise between resolution in time and
resolution in frequency. This will be discussed later.

Special detectors are used to measure peak values.
This is normally done without any filtering, as the peak
value is sensitive to filtering.

2.2.4 Stepped, Swept, and Parallel Filter
Analysis In a stepped filter analyzer measurement in
one filter band at a time is carried out. This is mainly
used in analog, compact, low-cost field analyzers or
level meters.

Swept filter analysis is performed by scanning a
filter through the frequency range of interest. The
analysis bandwidth and the averaging time put a limit
on how fast the sweep can be performed. Stepped and
swept filter analysis require the signal to be stationary,
as only one frequency band is analyzed at a time.

Frequency analysis by using a bank of parallel
filters and detectors allows for simultaneous analysis of
the total signal in all the bands, also referred to as real-
time analysis. This method opens the possibility for
analysis of nonstationary signals. Most parallel filter
analyzer implementations today are digital due to the
advances in processing speed and capabilities in digital
technology.

3 FREQUENCY ANALYSIS USING FFT
3.1 Discrete Fourier Transform, Weighting and
Averaging
Frequency analysis using the fast Fourier transform
(FFT) is the most commonly used method for constant
bandwidth analysis. The FFT is an algorithm for fast
calculation of the discrete Fourier transform (DFT).
The DFT is a special form of the Fourier transform
working on a block (record) of discrete time samples.
The assumption is that the record of time samples
represents one period of an artificially periodic time
signal having a line (discrete) spectrum, as illustrated
in Fig. 8.

Discrete and periodic in time and frequency domain
0 0T Time

1/fs

−fs fs

1/T

Freq.

Figure 8 Discrete Fourier transform (DFT).

The time signal is sampled with an interval of �t =
1/fs , where fs is the sampling frequency, and the
record contains N samples giving a record length of
T = N�t . The resulting Fourier spectrum is conjugate
even and has N/2 + 1 (assuming N is even) complex
spectral lines between 0 and fs /2 with a frequency
spacing of �f = 1/T . Due to the antialiasing filter,
not all of the N/2 + 1 frequency lines up to fs /2
(called the Nyquist frequency) are valid. In many
practical implementations, the relation between the
valid frequency span fspan and fs is fspan = fs/2.56,
which means that a record of N time samples gives
a complex spectrum with N/2.56 + 1 valid lines.
Thus, 2048 time samples gives 801 valid complex
frequency lines (including a line at 0 Hz); 4096 time
samples gives 1601 valid complex frequency lines, and
so forth.

The assumption of the signal as being periodic with
a period of T causes no “distortion” in the analysis for
sinusoids having an integer number of periods in the
record (see Fig. 9a). For other continuous signals not
periodic with the record length, the periodic repetition
causes distortion at the joints of the periods. This
is illustrated in Fig. 9b. The resulting spectrum will
be distorted correspondingly. The distortion in the
estimated spectrum is also referred to as leakage since
it appears that power at one frequency leaks out into
other frequencies.

To avoid discontinuity at the joints, a smooth
weighting function has to be applied on the time
record. A very commonly used weighting is the
Hanning weighting, which is one period of a cosine
“lifted” such that it starts and ends at zero amplitude.
This is illustrated in Figs. 9c and 9d. When no
weighting is used, the weighting is often referred to
as rectangular weighting or a uniform weighting.

For transient signals shorter than the record length,
rectangular weighting should be used. For transient

Signal Weighting:
Rectangular

Periodic Extension
(DFT assumption)

(a)

(b)

(c)

(d)

Hanning

Figure 9 Assumption of periodic repetition in the DFT.
An integer number of periods in the record length, (a)
and (c). Continuous signal not periodic with the record
length, (b) and (d). Rectangular weighting (no weighting)
in (a) and (b) and Hanning weighting in (c) and (d). The
Hanning weighting minimizes the distortion at the joints
for continuous signals that are not periodic with the record
length.
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signals much shorter than the record length, a rect-
angular weighting shorter than the record length, with
user-defined shift (positioning) and length, can be used.
This is often referred to as a transient weighting and
could in practice include a leading taper and a trailing
taper at the edges, making a smooth transition from
zero to unity and from unity back to zero inside the
record length. The tapers are especially important if
the signal contains a dc offset since they will eliminate
sharp edges in the weighted signal and thus minimize
the distortion in the frequency domain.

The response signal of a lightly damped system
when excited by an impact will have a long decay
(the system rings for a long time). If the response
signal is longer than the record length, an exponential
weighting can be applied on the signal in order to
reduce the effect of the truncation at the end of the
record. The exponential weighting is defined by a
user-defined shift (perhaps with a leading taper) and
a time constant. The extra artificial damping imposed
by the exponential weighting can be compensated for
subsequently in cases where the measured response
signal itself contains exponentially decaying sinusoids
(e.g., resonances with viscous damping).

The DFT can also be considered as a filtering
process in which each line (frequency) in the spectrum
represents the output of a filter centered at that
frequency. The weighting function determines the
impulse response function of the filter, and the
Fourier transform of the weighting function gives
the corresponding frequency response function of the
filter. Different weighting functions are used in order
to optimize the characteristics of the filter. The most
common general-purpose weighting function is the

Hanning weighting. This gives a good compromise
between bandwidth, ripple in the passband, and
selectivity. Of other weighting functions, the flat-top
and the Kaiser–Bessel weighting functions should be
mentioned. The flat-top weighting gives a filter with
practically no ripple in the passband. It is used in
situations in which unbiased estimates of the amplitude
of sinusoids is of main interest, such as in the
calibration of systems with a sinusoidal input signal.
The word flat in flat-top refers to the characteristics in
the frequency domain. The Kaiser–Bessel weighting
is a weighting function that is optimized in terms
of selectivity and bandwidth and can be used when
closely spaced components with widely different
amplitudes have to be separated.2,3

Figure 10 shows the characteristics in the frequency
domain of the rectangular, Hanning, Kaiser–Bessel,
and flat–top weighting functions, as they are defined
in Gade and Herlufsen.2 Considering the DFT as a
filtering process the spectra (Fourier transforms) of the
weighting functions determine the characteristics such
as bandwidth, ripple, and selectivity, defined earlier.

Table 2 lists some of the most important filter char-
acteristics for the rectangular, Hanning, flat–top, and
Kaiser–Bessel weighting functions as defined in Gade
and Herlufsen.2 There exist different implementations
of the Kaiser–Bessel and the flat–top weighting and
the parameters might vary between different imple-
mentations. The parameters should therefore only be
taken as guidelines for these weighting functions.

The autospectrum, SAA(f ), of the signal a(t)
is estimated by averaging the squared magnitude
of the individual estimates of the complex spectra
Ai(f ) from each record, which for linear averaging
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Figure 10 Rectangular, Hanning, Kaiser–Bessel, and flat-top weighting functions, as they are defined in Ref. 2, in the
frequency domain giving the frequency response functions of the filters.
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Table 2 Parameters Describing the Filter Characteristics of the Different Weighting Functions as Defined in
Ref. 2.a

Weighting Rectangular Hanning Kaiser–Bessel Flat Top

Noise bandwidth 1.0�f 1.5�f 1.8�f 3.8�f
3-dB bandwidth 0.9�f 1.4�f 1.7�f 3.7�f
Ripple 3.9 dB 1.4 dB 1.0 dB 0.01 dB
Highest side lope −13 dB −31 dB −68 dB −93 dB
Side-lope slope per decade 20 dB 60 dB 20 dB 0 dB
60-dB bandwidth 665�f 13.3�f 6.1�f 9.1�f

a There exist different implementations of the Kaiser–Bessel and the flat–top weighting and the parameters might vary
between different implementations, and they should therefore only be taken as guidelines for these weighting functions.

is

SAA(f ) = 1

N

N∑
i=1

A∗
i (f )Ai(f ) (7)

where A∗
i (f ) is the complex conjugate of Ai(f ), that

is, Ai(f ) with the phase inverted and N is the number
of averages. Ai(f ) and SAA(f ) have content at both
positive and negative frequencies (see Fig. 8). The
version of the autospectrum that only has content at
nonnegative frequencies, that is, where the content
at the negative frequencies is “transferred” to the
corresponding positive frequencies, is called GAA(f );
see Refs. 4 to 6.

The BTA product used for estimating the relative
standard deviation of the estimated rms level in each
frequency band, for stationary random signals [see
Eqs. (5) and (6)] equals the number of averages of
statistically independent records.

3.2 Overlap

Fast Fourier transform works on blocks of data. If the
calculation time for a transform is shorter than the
record length, it is possible to have overlap between
the records (in “real-time” processing).

Applications of overlap analysis:

1. When analyzing random signals, a higher
statistical accuracy for a given measurement
time can be achieved. The BTA product used
for estimating the relative standard deviation
of the estimated rms level depends upon the
weighting and the overlap and is given by

BTA = NBTeff (8)

where BTeff is the effective BT product per
record for the given weighting and overlap used
and N is number of averages. Various BTeff
values2 are given in Table 3. The numbers for
the Kaiser–Bessel and the flat-top weighting
might vary between different implementations.

From Table 3 it is seen that records with 50%
overlap and Hanning weighting are almost statistically
independent. This means that the same statistical

Table 3 BTeff for Different Weighting Functions and
Different Overlapa

BTeff per
Record 0% Overlap 50% Overlap 75% Overlap

Rectangular 1 0.660 0.363
Hanning 1 0.947 0.520
Kaiser–Bessel 1 0.989 0.628
Flat top 1 1.000 0.995

a The numbers for the Kaiser–Bessel and the flat-top
weighting may vary between different implementations

accuracy can be obtained almost twice as fast using
50% overlap compared to 0% overlap.

2. Averaging using Hanning weighting with 66 2
3 %

( 2
3 ), 75% ( 3

4 ), 80% ( 4
5 ) and so on overlap

results in an overall weighting on the signal,
which is flat (all samples are weighted equally).
(See Ref. 2.)

3. In analysis of nonstationary signals, overlap
facilitates the following of signal changes
within the records.

4. When analyzing with low-frequency spans or
with high resolution (zoom), where the records
are relatively long, a faster display update rate
can be achieved by using overlap.

3.3 Real-Time Analysis

In connection with FFT, real-time analysis is histori-
cally defined as the analysis of adjacent records, that
is, with 0% overlap. This can be obtained when the
calculation time equals the record length. The real-
time frequency specifications of analyzers can thus be
interpreted as a specification of the FFT processing
speed.

From a more strict signal processing point of view,
real-time analysis demands analysis of all the data all
the time in all the frequency bands. When averaging
using Hanning and 66 2

3 % overlap, all the samples are
weighted equally, implying real-time analysis in the
more strict sense.
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4 MULTICHANNEL APPLICATIONS
A number of important applications within signal and
system analysis require the simultaneous measurement
of multiple signals.

4.1 System Analysis
System analysis is often based upon simultaneous
measurements of the input(s) and the output(s) of the
system. The single input–single output situation is
illustrated in Fig. 11; See Refs. 4–6.

If the spectrum (Fourier transform) of the input
signal is U(f), the spectrum of the output is V(f),
and the frequency response function of the system
is H(f), then V (f ) = H(f )U(f ). The measurement
noise M(f) at the input is assumed to be uncorrelated
with the input U(f). Likewise, N(f) is the measurement
noise at the output and is assumed to be uncorrelated
with the output V(f). The measured input is A(f ) =
U(f ) + M(f ), and the measured output is B(f ) =
V (f ) + N(f ). Notice that the noise at output N(f)
could be due to other inputs not correlated with U(f).

4.1.1 Cross Spectrum Together with the auto-
spectra, the principal function for derivation of the
system characteristics and quantification of the validity
of the measurement is the cross spectrum between
input and output.

Using FFT and linear averaging, the cross spectrum
is estimated by

SAB(f ) = 1

N

N∑
i=1

A∗
i (f )Bi(f ) (9)

where Ai(f ) and Bi(f ) are the complex spectra of the
ith record, A∗

i (f ) is the complex conjugate of Ai(f ),
that is, Ai(f ) with the phase inverted, and N is number
of averages.

Ai(f ), Bi(f ), and SAB(f ) have content at both
positive and negative frequencies (see Fig. 8). The
version of the cross spectrum that only has content
at nonnegative frequencies, that is, where the content

U(f )

M(f ) N(f )A(f ) B(f )

V(f )H(f )
True Input True Output

Input Noise Measured Input Output Noise Measured Output
Σ Σ

Figure 11 System with a single input and single output.

at the negative frequencies is “transferred” to the
corresponding positive frequencies, is called GAB(f );
see Refs. 4 to 6.

The averaging is performed on complex numbers,
and the influence of the noise terms N(f) and M(f) will
be reduced with averaging since they are uncorrelated
with U(f) and V(f). (This is because the phase between
the noise signals and the input/output signals changes
randomly from record to record.) Thus, GAB(f ) →
GUV (f ) as N → ∞. This is the essence of cross-
spectrum averaging. The correlated parts of the signals,
U(f) and V(f), are retained and the uncorrelated noise
terms are reduced with averaging.

The phase of GUV (f ) is the phase of the system,
that is, the phase of the frequency response function
H(f ). The autospectrum can be considered as the
cross spectrum of the signal with itself.

4.1.2 Frequency Response Function The fre-
quency response function can be derived from the
measured autospectra, GAA(f ) and GBB(f ), and the
cross spectrum GAB(f ). Different estimators, such as
H1(f ), H2(f ), and H3(f ), are used depending upon
the measurement situation and the content of noise.
Table 4 lists the estimators and their use in situa-
tions with noise at input, noise at output, and with
the same amount of noise at both input and output. If
there is noise only at the output, H1(f ) gives an unbi-
ased estimate, and if there is noise only at the input,
H2(f ) gives an unbiased estimate. The more uncorre-
lated noise there is in the signals, the more averaging is
required in order to minimize the random error. Figures
for the random errors are found in Ref. 4.

In situations where the measurement bandwidth is
too wide compared to the width of the resonance peaks
in the frequency response function, the estimators
will also be biased, and the error is called resolution
bias error. It turns out that H2 is less vulnerable to
resolution bias errors at resonance peaks. Resolution
bias is also referred to as leakage.

In the case of slightly nonlinear behavior, the
H1 estimator gives the best linear approximation of
the frequency response function for the given input
(excitation) signal.

4.1.3 Coherence The coherence function γ2(f )
measures, on a scale from 0 to 1, the degree of linear
relationship between the input and the output signals.
The coherence is defined as

γ2(f ) = |GAB(f )|2
GAA(f )GBB(f )

(10)

Table 4 Use of Frequency Response Function Estimators in Situations with Only Noise at Input, Only Noise at
Output, and with Same Amount of Noise at Both Input and Output

Measurement Situation H1 = GAB

GAA
H2 = GBB

GBA
H3 = GAB

|GAB|
√

GBB

GAA

Noise at input, M(f) Unbiased
Noise at output, N(f) Unbiased
Noise at input and output and GMM = GNN Unbiased
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A coherence of less than 1 can be due to one or
more of the following situations:

1. Uncorrelated noise in the input and/or in the
output signal

2. Insufficient resolution (resolution bias error or
leakage)

3. Nonlinear behavior of the system (if the input
signal is random)

4. Delay in the system not compensated for in the
analysis

5. Time-varying system

The coherence gives an indication of the validity
and the quality of the frequency response function
measurement. The reason for a low coherence often
has to be investigated further. Low coherence does not
necessarily mean a bad measurement. The influence of
noise at the input or at the output, for example, can be
eliminated by using a sufficient number of averages.
Low coherence due to insufficient resolution or due
to delays not compensated for is an example of poor-
quality measurements (bad measurements).

4.1.4 Coherent Power, Noncoherent Power,
and Signal-to-Noise Ratio These functions are
used in situations where the low coherence is due to
noise at the output.

Coherent power = γ2(f )GBB(f )

is a measure of the output GV V (f ) of the system
coherent with the input since there is no noise at the
input [M(f ) = 0]. The

Noncoherent power = [1 − γ2(f )]GBB(f )

is a measure of the noise at the output GNN(f ).
The

Signal-to-noise ratio = γ2(f )/[1 − γ2(f )]

is a measure of GV V (f )/GNN(f ), that is, the
signal-to-noise ratio at the output.

4.1.5 Impulse Response Function The impulse
response function is calculated by taking the inverse
Fourier transform of the frequency response func-
tion. H1(f ), H2(f ), and H3(f ) give the estimates
h1(t), h2(t), and h3(t), respectively.

Other functions derived from the cross spectrum
include

• Cross correlation
• Active intensity
• Phase-assigned spectrum

The phase-assigned spectrum of a signal is the
autospectrum of the signal, with the phase of the cross
spectrum between a reference signal and the signal

measured. It is, for example, used when determining
the operating deflection shapes of vibrating structures.

5 ANALYSIS OF NONSTATIONARY SIGNALS
In the analysis of nonstationary signals, the resolution
in both the time and the frequency domain is of
importance. The resolution in the time domain should
be fine enough to be able to follow the changes in
the signal, and the resolution in the frequency domain
should be sufficiently high to separate the different
components in the spectrum.

Analysis using FFT provides a constant bandwidth
analysis in which the time and frequency resolution
is governed by the relation T �f = 1, where T is
the record length and �f the spacing between the
frequency lines. When a weighting function, such
as the Hanning weighting, is applied on the time
signal, the effective length of the analyzed time
signal is shortened and the (noise) bandwidth in the
analysis correspondingly widened, that is, TeffB ≈ 1
for each individual FFT (without averaging). The time
resolution, given by T , or Teff, is the same at all
frequencies.

The individual FFT spectra, calculated with a cer-
tain overlap, can be stored in a multibuffer and dis-
played as a waterfall or contour plot. This is also
referred to as short time Fourier transform (STFT).
In Fig. 12, two analyses of a fast runup/down are
shown. In the upper contour plot the record length
T = 125 ms, that is, �f = 1/T = 8 Hz, and in the
lower contour plot the record length T = 500 ms, that
is, �f = 2 Hz. Hanning weighting and 66 2/3% over-
lap is used. The rate of change of the fundamen-
tal frequency is approximately 18 Hz/s (1080 rpm/s;
rpm = revolutions/minute). The record length of only
125 ms is short enough to follow the changes of the
higher harmonics, and the different harmonic compo-
nents (up to at least the 14th harmonic) are clearly
detected, as seen in the upper plot. A record length of
500 ms, giving a higher frequency resolution (�f =
2 Hz), allows for a better detection of the lower har-
monics and interharmonics (where the rate of change
in frequency is lower), whereas the higher harmonics
are more smeared.

Another very useful technique for analysis of
nonstationary signals consisting of sinusoidal com-
ponents with varying frequencies and amplitudes is
the order tracking technique, which is discussed in
Section 6.

Wavelet analysis is another analysis technique
used for nonstationary signals. This provides constant
percentage bandwidth analysis, with resolution in the
time domain governed by the wavelet applied in
the analysis.7 The resolution in time increases with
frequency corresponding to the increasing bandwidth.
This is advantageous for signals having more rapid
changes at the higher frequencies, as compared to
the changes at the lower frequencies. Examples could
be transient type response signals from systems with
resonances having constant percentage damping. The
more narrow resonances at low frequencies give longer
responses to transient (impact) excitations than the
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Figure 12 Analysis using FFT (STFT) of a fast run-up/down. In the upper contour plot the record length T = 125 ms, i.e.,
�f = 8 Hz. In the lower contour plot the record length T = 500 ms, i.e., �f = 2 Hz.

wider resonances at higher frequencies. Location of
transient events in the time domain could thus be
improved at the higher frequencies. This technique is
covered in Chapter 49 of this book and thus is not
further discussed here.

Standardized octave and fractional-octave filters
are mainly used within the acoustical applications of
nonstationary signal analysis. The classical examples
are reverberation time measurements, passby analysis,
and flyover analysis. The resolution in the time domain
is given by the effective duration of the impulse
response function of the filter and the averaging time
in the detector.

Standardized octave and fractional-octave filters
have characteristics that are optimized in the frequency
domain (magnitude of frequency response function),
and the effective duration of the impulse response
of the filters can be several times 1/B, where B
is the bandwidth of the filter. This puts a limit on
how far down in frequency it is possible to follow
changes in a nonstationary signal, since the filter
bandwidth decreases with decreasing center frequency.

The detector is, in most cases, for nonstationary signal
analysis set to (running) exponential averaging with
a time constant τ (corresponding to an equivalent
averaging time of 2τ) for all the filters. The averaging
time puts a limit on how fast changes can be followed
in all the filter bands. The compromise is that the
averaging time should be short enough to follow the
changes in the signal and long enough to give sufficient
statistical accuracy.

Taking reverberation time as an example, the
detector time constant τ sets a limit on how short
reverberation times can be measured. The minimum
time constant of the system to be measured [i.e., the
time it takes for the signal to decay a factor of e
(or 8.7 dB)] is often set to 4τ, which means that the
minimum reverberation time T60 is 6.9 × 4τ = 27.6τ
(T60 is 6.9 times the time constant of the system, since
60 dB/8.7 dB = 6.9).

The exponential detector responds faster to an
increasing signal than to a decreasing signal. Analysis
of the time-reversed decaying signal has the advantage
of lowering the minimum time constant of the system
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to be measured to 0.5τ, or the minimum reverberation
time T60 to 6.9 × 0.5τ = 3.45τ. This is discussed in
Refs. 8–10.

6 ANALYSIS TECHNIQUES USED FOR
SIGNALS FROM ROTATING MACHINERY

6.1 Order Tracking

Noise and vibration signals from rotating machinery
with varying speeds contain sinusoidal components
with varying frequencies and amplitudes. The rotating
parts in the machinery give rise to components at
the fundamental rotating frequency and its harmonics
and, in some systems, also at its subharmonics and
interharmonics. The harmonics are referred to as the
harmonic orders or simply the orders. Order tracking is
an analysis technique specially designed to extract the
information about the harmonic components of signals.

The instantaneous fundamental rotational frequency
is typically measured by means of a tacho signal,
and this is used to acquire signal values (samples) at
times corresponding to uniform shaft angle intervals
instead of at constant time intervals. Thus, there will
be a fixed number of samples per shaft revolution
independent of the rotational speed of the shaft, and
an FFT will provide an order spectrum instead of a
frequency spectrum. The orders will remain at fixed

positions in the order spectrum, independent of the
rotational speed.11,12

An order tracking analysis is, in the spectral
domain, specified in terms of an order span Ordspan and
number of lines Nspan, resulting in an order spacing
between the spectral lines of �Ord = Ordspan/Nspan.
The corresponding record length, Trev, in number of
revolutions, is given by the order spacing as Trev =
1/� Ord. This is similar to the way the record length,
T , is given by the frequency line spacing, �f , as T =
1/�f for an ordinary FFT-based frequency analysis.
An analyzer performing order tracking is often referred
to as an order analyzer.

Figure 13 shows a frequency spectrum and an
order spectrum measured on an electrical motor.
The variation of the speed of the motor causes the
frequency components to be smeared in the frequency
spectrum (Fig. 13, top), and harmonic orders cannot be
detected above 800 Hz. The order spectrum (Fig. 13,
bottom) clearly reveals content in the harmonic orders
and interharmonics up to order 20.

Order tracking is also used in the analysis of
run-ups or run-downs (coast-downs) of machinery.
Spectra are stored at predefined speed intervals, and
the contour or waterfall plots of the spectra versus
rotational speed give an overview of the content of
harmonic orders and excitation of resonances during

Figure 13 Measurements of frequency spectrum (top) and order spectrum (bottom) of the vibration from an electrical
motor.
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the run-up or run-down. Figure 14 shows the analysis
of the vibration signal from an electrical motor
during a run-up. Frequency and order tracking analysis
is performed on the signal. The contour plots of
the frequency spectra and the order spectra versus
rotational speed are shown in the upper and the lower
graph of Fig. 14, respectively.

In the contour plot of the frequency spectra,
the harmonic orders appear as oblique lines, while
resonances (fixed frequencies) appear as vertical lines
parallel to the rpm axis. In the plot of the order
spectra, the orders appear parallel to the rpm axis, and
resonances appear as hyperbolic curves.

In the frequency analysis, the time and the fre-
quency resolution is constant during the run-up. In
the above example, the record length of the FFT is
T = 250 ms, corresponding to a spacing between the
frequency lines of �f = 4 Hz. In the order-tracking
analysis each order spectrum is, in the above example,

based upon a record length of Trev = 20 revolutions,
corresponding to a spacing between the order lines
of �Ord = 0.05 orders. Thus, the records, measured
in seconds, get shorter, and the bandwidths in the
order spectra, measured in hertz, get wider, as the rpm
increases. At each rpm (i.e., for each spectrum), the
rms value of any order can be extracted and its varia-
tion as a function of rpm can be shown.

6.2 Signal Enhancement—Synchronous
Time-Domain Averaging

This technique is used for extracting harmonic orders
or periodic events buried in uncorrelated noise signals.
It is used in connection with analysis using FFT and
can be combined with order tracking. A synchronous
trigger controls the recording of the time signals, and
the averaging is performed in the time domain, result-
ing in an enhanced (averaged) time signal. The content

Figure 14 Contour plots of frequency spectra (upper graph) and order spectra (lower graph) as a function of rotational
speed of the vibration signal from an electrical motor during a run-up.
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of the uncorrelated noise is reduced through averag-
ing, whereas periodic events or orders harmonically
related to the synchronous trigger are retained. If the
speed of the machinery varies, order tracking should
be used to have the time records based upon shaft rev-
olutions (shaft angle). As this technique is covered in
Chapter 46, it is not discussed further here.

6.3 Other Analysis Techniques

There exist a wide variety of other analysis techniques.
Discussion of these is out of the scope of this chapter.
Two of them are mentioned below.

Cepstrum For detection of periodicities in spectra. A
harmonic or a sideband family, for example, appear
as a periodicity in the spectrum.

Envelope analysis For detection of periodic impacts,
for example, due to faults in roller element bearings.

7 SIGNAL GENERATION AND EXCITATION
TECHNIQUES

In system analysis (Fig. 11), an externally generated
signal is often used for provision of a proper excitation
of the system either through a shaker or a loudspeaker.
The signal should be adapted to the analysis. A
signal generator, therefore, is often built into the
analyzer. This facilitates setting up of the generator to
correspond to the analysis parameters (or vice versa)
and also facilitates possible synchronization between
the two.

A wide variety of signals can be used. Choice of the
signal depends upon many factors, such as available
test time, required accuracy, application, dynamic
behavior of the system, and content of uncorrelated
noise in the measured input and output signals. (See
Table 5.)

Description of the system characteristics in terms
of the frequency response function and the impulse
response function is based upon the assumption of linear
behavior of the system. For an ideal linear system, any
type of excitation signal can be used, as long as there
is energy at all the frequencies of interest in the signal.
Systems encountered in real life exhibit a certain degree
of nonlinear behavior, and the choice of an excitation
signal and its amplitude can influence the result.

In this chapter, only a brief introduction of the
most commonly used signals followed by a tabular

overview of some of the main features is given. More
information is found in the references, including Refs.
5, 13, and 14.

Random Continuous random signal, which can be
band limited to fit the frequency range of the analysis.
The amplitude and phase at each frequency varies
randomly from record to record in the analysis using
FFT, and the H1 estimator provides a best linear fit
of the frequency response function in case of slightly
nonlinear systems (see Refs. 4 and 5). White noise is
most often used in connection with analysis using FFT.

In some acoustical applications where the analysis
is performed using constant percentage bandwidth
filters (fractional-octave filters), pink noise is often
used. Pink noise has a power spectral density, which
decreases proportionally with frequency (3 dB/octave),
while the power in each of the filter bands is the same.

Pseudorandom Periodic repetition of a part of a
random signal. As the period length is chosen to
be equal to the record length in the FFT analysis,
the signal has power only at frequencies coinciding
with the frequency lines in the analysis. Rectangular
weighting should be used and leakage is avoided in
the analysis.

Burst Random Random signal gated with a user-
definable gate width and repetition interval. With a gate
(burst) sufficiently short to ensure the excitation and
the response signals to be damped out at the end of
the FFT record, rectangular weighting can be applied
and leakage avoided in the analysis. A best linear fit of
the frequency response function in case of a slightly
nonlinear system can be obtained as for the random
signal.

Sine Excitation at one frequency at a time. The
amplitude can be controlled at different levels of exci-
tation, facilitating analysis of the nonlinear behavior of
systems. As the frequency is stepped or swept through
the frequency range of interest, the test time usually
becomes much longer than that for broadband signals.

Fast Sine Sweep A fast frequency sweep through
a user-definable frequency range. By proper setting of
the sweep rate the excitation and the response signals
can be fitted into the record length of the FFT and
leakage avoided in the analysis.

Table 5 Overview of Some Main Features of Most Commonly Used Signals

Random Pseudorandom
Burst

Random Sine
Fast Sine
Sweep Impulse

Control of frequency bandwidth Yes Yes Yes - Yes Limited
Leakage in analysis Yes Can be Can be Can be Can be Can be

avoided avoided avoided avoided avoided
Best linear fit of slightly nonlinear

systems
Yes No Yes No No No

Crest factor High High High Low Low Very high
Signal-to-noise ratio Fair Good Fair Very good Good Poor
Test time Short Very short Short Long Very short Very short
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Impulse A short-duration signal with a user-defin-
able shape and length (and possibly repetition rate).
The shape and the length of the pulse define the
spectral content. The use of transient weighting on
the response signal allows separation of the direct
signal from the reflected signal in acoustical and
electroacoustic systems.
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Kjær Tech. Rev., No. 1, 1994.

11. S. Gade, H. Herlufsen, H. Konstantin-Hansen, and N. J.
Wismer, Order Tracking Analysis, Brüel & Kjær Tech.
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1 INTRODUCTION
Data acquisition is concerned with the gathering
of information from measurement sources such as
sensors and transducers, which are used to convert
the physical variables of interest into electrical signals.
For noise and vibration applications, data acquisition
plays an important role in both real-time monitoring
and control and post process and analysis. The data
acquisition must be performed correctly on sound
and vibration signals in order to obtain correct
results. A variety of interfaces and bus technologies,
through which data streams pass, are used to save the
data on storage media. Because of rapidly changing
technologies, network-based data acquisition systems
are increasingly coming into use. Descriptions of
general computer-based data acquisition systems for
sound recording technologies are readily available.

2 GENERAL CONSIDERATIONS OF DATA
ACQUISITION EQUIPMENT
Traditionally, instruments, for example, oscilloscopes
and digital multimeters, have been designed to perform
particular functions. So they have limited capabilities
and flexibilities. Users are seldom able to adjust or
customize instruments. With the development of com-
puter technologies, traditional instruments are becoming
replaced by computer-based instruments because of the
processing, interfacing, and networking power of com-
puters. Moreover, decreasing prices of computers as
well as peripherals, such as memory and hard drives,
are also helping make computers a central part of test-
ing and control. For data acquisition, since computers
have hard drives of huge data storage capabilities, com-
puters have advantages over traditional data logging
equipment. Figure 1 illustrates the basic components of
computer-based measurement and control systems.

Transducers, for example, microphones, force
transducers, accelerometers, and proximity probes,
convert sound pressure, force, acceleration, and

displacement measurements into electrical signals.
Sensor outputs must often be conditioned to provide
signals suitable for the measurement devices. Signal
conditioning generally includes power supply, signal
amplification, filtering, and/or isolation. The reader is
referred to Chapters 35 and 43 for further discussion
on signal conditioning. Since most sound and vibration
signals are in analog form, the measurement devices
then digitize the signals based on the requirements
of particular applications. For some real-time analyz-
ers and portable instruments, analyses, such as the
fast Fourier transform (FFT), are also performed by
hardware because the processing speed of hardware
is generally greater than that of software. However,
developments in software technology and the process-
ing speeds of CPUs (central processing units) have
made software fast enough in many applications.

Measurement software is the interface between
users and the measurement hardware. Users can
develop their own programs to design instruments.
Measurement software generally contains three ele-
mentary components: configuration utilities, applica-
tion programming interfaces (API), and driver engines.
Software is also used to manage the data stream to
the storage media and may be used to integrate the
measurement system into a network.

The basic aim of data acquisition is to obtain
signals correctly and reduce noise as much as possible.
The selection of appropriate measurement hardware
is based on a proper understanding of the signal
properties and system requirements.

For computer-based data acquisition, the analog
signal needs to be converted to digital. The signal
is not only sampled discretely in time but quantized
as well with discrete amplitude values. Because of
sampling, the digital system is limited in frequency,
which may cause some problems, such as aliasing.
Quantization noise is another disadvantage of the
digital system because the analog amplitudes have to
be represented and stored as finite binary numbers in a
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Figure 1 Basic components of computer-based measurement systems.
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computer. So the sampling rate and resolution are two
basic considerations of the analog-to-digital converter
(ADC). To ensure correct data acquisition, one has
to scrutinize the specifications of the measurement
device, select an appropriate one and operate it
carefully. The reader can refer to Ref. 1 for the related
practical considerations in signal processing.

2.1 Sampling Rate
The well-known sampling theorem is usually stated as
“the sampling rate must be at least twice the highest
frequency.” This statement is correct for baseband
spectral analysis in which the bandwidth is from 0 Hz
to the highest frequency limit. For better representation
and reproduction of analog signals, a higher sampling
rate, generally from three to five times the highest
frequency, is recommended.

In more general cases, for example, zoom FFT, the
bandwidth does not start from 0 Hz and can be narrow
but in the high-frequency range. Then the statement in
the last paragraph is not valid. A correct sampling rate
should be defined based on the bandwidth rather than
the highest frequency.2 A sampling rate of 2.56 times
the bandwidth is commonly used for zoom analysis.

2.2 Resolution
Resolution is the smallest amount of input signal
change that an ADC can detect. Resolution can be
represented by the number of bits of the ADC. After
quantization, the analog values are rounded to finite
possibilities determined by the resolution. These values
are evenly distributed across the input range of theADC.
Obviously, the greater the number of bits used, the more
accurate is the measurement. The signal-to-quantization
noise ratio (SQNR) and the dynamic range also increase
with the number of bits of the ADC.

There are two conventional analog-to-digital conver-
sion methods: flash conversion and successive approx-
imation. By involving the oversampling technique, the
so-called sigma–delta (��) conversion, sometimes
referred to as delta–sigma conversion, has been widely
used in recent years. This technique can obtain high
resolution with a simple antialiasing filter.3,4

2.3 Input Range, Polarity, and Gain
The input range is the difference in voltage between
the maximum and minimum voltage limits that can be
measured by an analog input channel. The input range
can be bipolar (for example, ± 10 V) or unipolar (for
example, 0 to 5 V). The polarity of the output from the
signal conditioner and the input of the measurement
device must be matched. The gain is defined as
the amplification or attenuation of the signal. Many
measurement devices have multiple gains to select. A
proper gain must be set to match the signal to the input
range so that the best resolution can be obtained.

2.4 Analog Output
For use in modal analysis, we may need to generate
white noise, pink noise, pure-tone, or swept-sine exci-
tation. Active noise and vibration control applications
also require the system to output voltage or current to

control the feedback loop. These can be done by the
analog output channels on the measurement devices.
Analog output is accomplished by using a digital-to-
analog converter (DAC). Like the analog input, the
resolution is determined by the number of bits. With
techniques, such as FIFO (first in, first out) and DMA
(direct memory access), high-speed updating can be
obtained.

2.5 Digital Input/Output and Counter/Timer
Digital I/O (input/output) devices are commonly used
in sound and vibration applications because some
transducers output digital signals and the wide use
of digital I/O in control systems. The common-mode
noise and transient voltage spikes are two forms of
interference in digital signals. If the signal is not
properly conditioned, isolation is required on the data
acquisition device. The voltage level is another consid-
eration. Most digital I/O devices deal with 0- to 5-V
TTL (transistor–transistor logic) and TTL-compatible
CMOS (complementary metal–oxide–semiconductor)
levels. Some devices work with 24-V levels, which are
common in industrial applications.

Counter/timer devices are used for a wide variety
of applications, such as frequency measurements and
position measurements. For rotating systems, a counter
can be used to receive digital tachometer pulses. The
counter size and the maximum source frequency are
two major considerations for a counter. The counter
size, which is the highest number that the counter can
count, is determined by the number of bits. A large
dynamic range requires a large number of bits. The
maximum source frequency determines the resolution
of a counter, which is the speed of the fastest signal
that the counter can count. For example, a 20-MHz
counter cannot catch pulses less than 50 ns.

2.6 Number of Input and Output Channels
The signal sources should be studied before the
measurements are taken to make sure the number
of input/output channels is sufficient. For example, a
microphone array system may have a large number of
microphones.

The differential measurement systems will double
the number of input channels of single-ended measure-
ment systems. The differential measurement systems
are commonly used when the unwanted noise level is
very high. Input channels exist in pairs, as shown in
Fig. 2. One line is the positive (+) input and carries
both the signal and the noise. The other is the reference,
or negative (−) input, and only carries the noise. Ideally,
the difference between the lines is then the real signal.
In signal-ended measurements systems, the reference is
the ground. So an input only occupies one channel.

Generally there are two methods for multichannel
data acquisition. The first is that all input channels have
their own sample-and-hold circuitries but share the
same ADC. The digitizing circuitry scans the channels
assigned by the software by a technique known as
multiplexing or switching. So they have to have the
same sampling rates. And the highest sampling rate
capability of the ADC is divided by the number of
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Figure 2 Schematic of a differential measurement system. Vm is the measured voltage.

scanned channels. The other method, used especially
for real-time analyzers, is that each channel has its
own ADC. Then the sampling rate and bandwidth are
preserved. The reader can also refer to Chapters 40
and 42 for discussion on multiple signal systems.

2.7 Triggering and Synchronization

Many noise and vibration applications require preci-
sion synchronization and timing for data acquisition.
For example, with a rotating system, the use of two
perpendicular proximity probes requires synchroniza-
tion of the measurement. Timing and triggering of the
signals help to make the measurement synchronized.

An external event, known as a trigger, can be used
to start and/or stop the acquisition of data. The use of
triggers ensures that the data are acquired only during
the time of interest. This saves hardware bandwidth
and storage.

Triggers fall into two main types: digital and
analog. The rising or falling edge of a TTL signal
can be used as a digital trigger, as shown in Fig. 3.
The level and slope of an analog signal can be used as
an analog trigger. The data acquisition device should
satisfy the triggering conditions that the application
requires. For example, some applications require
synchronization of both the analog input and analog
output.

Some advanced synchronization techniques have
been used for more sophisticated data acquisition
systems. For example, the PXI (PCI extensions for
instrumentation, see Section 3.6 of this chapter) chassis
can provide the same clock signal for synchronization
between all devices plugged into the chassis.

3 INTERFACE AND BUS TECHNOLOGIES

The data acquired by the data acquisition devices
stream to the computer memory or hard drive to be
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Figure 3 Rise and fall edges of a TTL signal.

analyzed, displayed, and stored through a certain inter-
face, which is called a bus. Most traditional instru-
ments have interfaces, such as the general-purpose
interface bus (GPIB), RS-232, or the universal serial
bus (USB), so that the data stored in these instru-
ments can be transferred to computers. Data acqui-
sition devices of different buses come in different
forms and are suitable for different application require-
ments. For example, data acquisition boards plugged
into desktop computers are used commonly in labo-
ratories. However, PCMCIA (Peripheral Component
MicroChannel Interconnect Architecture) cards for lap-
tops and other portable equipment are more appropriate
for measurements made in the field.

As modern computer technologies and fast buses,
such as the USB, the FireWire bus, and the Ethernet,
have entered the area of measurement and control,
external devices have become easier to use than
traditional internal personal computer (PC) buses. And
the mixed I/O systems have begun to appear for use in



EQUIPMENT FOR DATA ACQUISITION 489

noise and vibration instrumentation. There are many
textbooks available about buses.

When selecting data acquisition hardware, bus-
related specifications, such as the transfer rate, the
length of cable, and the extension capability, should
be considered. Table 1 compares these features. The
ISA/EISA (industry standard architecture/extended
ISA) buses are not listed because they are no longer
in use due to their low transfer rate. For new bus
techniques, such as PCI-X, PCI Express, and 10 Gbit
Ethernet, please consult Internet resources.

3.1 General-Purpose Interface Bus

The GPIB, or the Institute of Electrical and Electronics
Engineers (IEEE) 488 bus, was developed originally
to connect and control programmable instruments and
provide a standard interface for communication between
instruments from different manufacturers. GPIB is a
digital 8-bit parallel communications interface capable
of achieving data transfer of up to 8 Mbytes/s, through a
shielded 24-line cable. The standard allows a maximum
of 14 devices to be connected to a computer on the
same bus. Many traditional instruments utilize a GPIB
interface so that they can be connected together to
establish a measurement and control network. There are
three types of devices: listeners, talkers, and controllers.
It is possible to have more than one controller on the
bus, but only one can be active at a time. The reader can
consult the literature5–8 for more details, such as data
lines, handshake lines, interface management lines, and
higher performance GPIB.

3.2 Serial Communication

The serial port sends and receives data bit by bit.
The data type transmitted through the serial port
is ASCII (American Standard Code for Information
Interchange). The reader can refer to books on serial
communication for connector pin descriptions, on how
to use the registers, and for related information.9,10

However, note that the serial characteristics, including
baud rate, data bits, stop bits, and parity, must match
the ports that are connected.

Serial communication includes three standards: RS-
232, RS-422, and RS-485. RS-232 is the most common
serial standard, although it is being replaced by the
USB. RS-422 and RS-485 use differential signals,
as shown in Fig. 2, than the unbalanced signals

referenced to ground with the RS-232. So these two
kinds of ports are less susceptible to noise. Table 1
shows that the RS-422 and RS-485 standards specify
longer cables and wider bandwidths than those of the
RS-232 and can be connected to multiple devices.
Therefore, these two interfaces, especially the RS-
485, are widely used to create networks in industrial
applications that have more testing/control points and
more serious environmental noise problems. And RS-
232 works best for laboratory applications requiring a
lower speed and less rugged connection.

The number of serial ports on a computer is limited.
Generally a PC only has two RS-232 ports. If more
serial ports are needed, a multiserial port board can be
used to extend the capability of the system.

3.3 Universal Serial Bus
Although the USB was designed primarily to connect
peripheral devices, such as keyboards, mice, printers,
and digital cameras to PCs, it also provides an
inexpensive but fast connection for data acquisition
devices. The USB 1.1 specification has a maximum
transfer rate of 12 Mbps. The USB 2.0 has a transfer
rate of 480 Mbps. Devices that are connected through
a USB port are external to PCs and hot pluggable,
which means that it is convenient to add or remove a
USB device without shutting down the computer. The
bus is also capable of detecting a device automatically.
That means that the user does not have to worry
about configurations. This is called plug-and-play. The
power supply available with the USB cable is an
important benefit. Such devices automatically power
down when not in use. Additionally, depending on
the bus topology, up to 127 devices can communicate
simultaneously through one USB port. By adding hubs,
additional ports can be added to one host.11

The USB ports have some shortcomings, however.
First, the USB cables are not industrially graded. This
has the potential to cause errors in noisy environments.
Also there is no latching mechanism for USB cables.
So the cables can be disconnected easily by mistake.
USB cables are generally 1 or 2 m long. With the use
of USB extenders, longer cables can be put together.
Some manufacturers offer cascaded extenders.

3.4 FireWire
Like the USB, the FireWire also supports hot-plug,
plug-and-play, and cable power. The FireWire is able

Table 1 Comparison of Buses

Maximum Transfer Rate Maximum Number of Devices Maximum Cable Length

GPIB 8 Mbyte/s 14 20 m
FireWire 3.2 Gbit/s 64 100 m
PCI/PXI 133 Mbyte/s (for 32-bit bus) Depends on the slot number —
PCMCIA 20 Mbyte/s Depends on the slot number —
RS-232 230 kbit/s 1 15 m
RS-422 10 Mbit/s 10 1.2 km
RS-485 10 Mbit/s 32 1.2 km
USB 2.0 480 Mbit/s 127 30 m
VXI 160 Mbyte/s Depends on the slot number —
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to deliver data through either a synchronous or an
asynchronous mode. Synchronous transport guarantees
that a transmission is completed within a given amount
of time, but it does not guarantee that the transmission
is free of error. On the other hand, asynchronous
transport guarantees accurate delivery, and devices
with urgent messages can be given priority over
all other devices. As the IEEE 1394 ports are not
built into Intel’s PC peripheral chip set, a separate
IEEE 1394 controller, typically a PCI board, is
required to communicate with IEEE 1394 devices. The
reader can refer to the IEEE standard and the two
amendments.12–14

3.5 Virtual Machine Environment (VME) and
VEM Extensions for Instrumentation
The Virtual Machine Environment (VME) bus, or
IEEE 1014, possesses an excellent backplane, which
is a circuit board containing sockets into which
other circuit boards can be plugged, for building
instrument systems with high transfer rates up to 160
Mbytes/s.15,16 The VXI bus (VME bus extensions
for instrumentation) has been developed for portable
applications and to provide a modular open standard
for integration into the traditional GPIB test system
and for stand-alone applications. A VXI system or
subsystem consists of a VXI mainframe, an embedded
controller, and VXI modules.

As the VME bus was designed specially for mea-
surement purposes, VXI products are mainly used in
high-end measurement applications, such as for mil-
itary and aerospace tests. However, since the VME
bus is not a part of modern computer architectures,
VXI cannot take advantage of the developments in PC
technologies. Its high price is another disadvantage for
general-purpose test applications. For more informa-
tion, the reader can consult the website of the VXI
Bus Consortium, www.vxi.org.

3.6 Peripheral Component Interconnect
and PCI Extensions for Instrumentation
The PCI is a local bus for high-end computers made to
replace the ISA and EISA buses. The PCI bus transfers
32- or 64-bit data at a clock speed of 33 MHz and offers
a theoretical maximum transfer rate of 133 Mbytes/s.

The PXI is a modular instrumentation platform
designed specifically for measurement and control
applications. PXI systems benefit from features such
as compact and rugged packaging, open standard, large
selection of modules, and low cost. Like VXI systems,
PXI systems are comprised of three basic components:
the chassis, the system controller, and peripheral mod-
ules. The chassis provides the PXI backplane, which
includes the 133-Mbyte/s PCI bus and timing and
triggering buses for accurate synchronization without
additional cabling. The chassis has an extended num-
ber of slots compared to desktop computers. So plenty
of modules, such as data acquisition and the real-time
analysis devices, can be integrated into a multifunc-
tional system. The controller plugged into the chassis
is actually a high-performance computer with an oper-
ating system installed. Generally, it has all the interface

capability that a PC has, such as floppy drive, serial
ports, parallel port, USB port, Ethernet interface, and
so on. Connecting the monitor, keyboard, and mouse,
a PXI system can work as a stand-alone and portable
measurement and control system. The controller also
can work under the remote control of a PC.

For more information, the reader can consult the
website of the PXI System Alliance, www.pxisa.org.

3.7 Peripheral Component MicroChannel
Interconnect Architecture

The PCMCIA bus is designed for laptop computers.
So the use of PCMCIA measurement devices is a
good choice for portable applications. The PCMCIA
2.1 release in 1993 specified a 16-bit bus interface with
a theoretical maximum transfer rate of 20 Mbytes/s. In
1995 the PCMCIA 2.1 was enhanced to provide 32-
bit operation at a clock speed of 33 MHz, like that
of the PCI bus. The PCMCIA bus can serve testing
and control devices, as well as memory card, network
connection, and bus interface.

3.8 Ethernet

Ethernet, which is specified by IEEE 802.3, is
widely used not only for networks but also for
communications between instruments and computers.
The most common transfer rates are 10 Mbit/s and
100 Mbit/s. With new gigabit Ethernet cards, higher
transfer rates can be achieved. Twisted cables, such as
the CAT 5 cable, can be used to connect devices at
distances up to 100 m. However, fibers can be used
for longer distance communication.

The wireless Ethernet specified by IEEE 802.11
is another emerging standard for measurement and
control. The transfer rate of wireless Ethernet is much
lower and decreases as the distance between the
instrument and the computer increases. For example,
the transfer rate of 802.11g is 54 Mbit/s within 20 m,
and is only 1 Mbit/s at a distance of 125 m. However,
it is very convenient to use wireless equipment to avoid
requiring cabling.

4 NETWORK-BASED DATA ACQUISITION

Network-based measurement and control systems are
important for distributed systems and harsh or toxic
environments that are not safe for human beings. The
conventional network based on serial communication
and GPIB have been described in the previous section.
These interfaces have limitations in both performance
and flexibility.17 With the widespread adoption of
technologies such as Ethernet, HTML (hypertext
markup language), FTP (file transfer protocol), and
wireless networks, along with software technologies,
such as Visual Basic, Visual C++, and JAVA,
measurements can be carried out over a local network,
a company intranet, or the Internet.

For networked measurements, readers are recom-
mended to study the seven-layer OSI (open systems
interconnection) model.18 The network is composed
of modules that can be software or hardware. The
client/server model is a widely used architecture for
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• Report Generation
...
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•

Real–Time Monitoring

Figure 4 Client/server architecture for network-based test and control.

networked measurement and control and is illustrated
in Fig. 4. The server can distribute data to clients.
Clients can carry out remote control on the server. The
other model is called peer to peer. At the measurement
and control end, the data acquisition and control sys-
tem can be connected to the server through different
interfaces, such as PCI, GPIB, serial I/O, USB, IEEE
1394, and through wireless communication. Embedded
systems are sometimes needed for certain measurement
and control applications. An embedded system can be
accessed from a host computer through the local area
network (LAN). As the token ring network is now
rarely used, Ethernet and wireless networks are becom-
ing the most commonly used LAN architectures.

Some other LAN architectures may be appropriate
for certain applications. For example, there are several
kinds of industrial communication networks, such as
Fieldbus and CAN (ISO 11898 Controller Area Net-
work). They are designed for large-scale measurement
and automation applications with multiple and dis-
tributed test and control points. The reader can consult
the literature19,20 for more information.

4.1 Publishing and Sharing Data

Publishing data simply means generating a static Web
report of test results so that the clients can access
the report by using Web browsers. The most common
method is to generate the report using HTML. Some
corporations use a database to store the data and a
Web interface for viewing the reports. Alternatively,
the server can report the results by sending email. FTP
is another way to access large files.

Sharing data is a dynamic process in which clients
can access acquired data in real time. XML (extensible
markup language) is a common standard for sharing
data. XML generates a document that contains the
acquired data. Because the document is built in a
certain structure, it is easily accessible and readable
by other applications through the network.21 Another

method used is the National Instrument DataSocket.
DataSocket is a new network programming technology
for data streaming over a network and can respond to
multiple users without the complexity of the low-level
TCP (transmission control protocol) programming.

Since multiple PCs can visit the same data server,
additional signal processing may be performed on
remote computers without degrading the performance
of the test and control system. Meanwhile, a single PC
can be connected to multiple data servers, which is
convenient with distributed measurement and control
systems.

4.2 Remote Control

With the data server running at the host computer, the
control can be implemented from a remote computer
on the network through a common Web browser.
Although the acquisition is performed on the host
computer, the remote user has complete control. The
operation is the same as if the test were executed
locally.
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CHAPTER 42
SIGNAL PROCESSING

Allan G. Piersol
Piersol Engineering Company
Woodland Hills, California

1 INTRODUCTION

In general terms, signal processing is the science
of extracting relevant information from measured
data signals representing a phenomenon of interest.
In the context of noise and vibration control, this
usually means determining from measurements certain
descriptive characteristics of the environment that will
help identify the sources of the noise and vibration
so that they can be reduced or controlled. The most
important descriptive characteristic of common interest
is the spectral content of the data, but other properties
of the measured data may also be informative.
Virtually all signal processing today is accomplished
using digital instruments, but most transducers for
measuring noise and vibration data produce analog
voltage signals (see Chapters 38 through 41). Hence,
the first step in digital signal processing is to
translate the measured signals into a digital format
for analysis. This chapter summarizes (a) analog-to-
digital conversion procedures, (b) digital data storage
and retrieval procedures, and (c) the basic digital
computations involved in noise and vibration data
analysis. The potential errors associated with all of
these procedures and the computed results are also
summarized.

2 ANALOG-TO-DIGITAL CONVERSION

An analog-to-digital converter (ADC) is a device
that translates a continuous analog signal, which
represents an uncountable set, into a series of discrete
values (often called a time series), which represents
a countable set. There are numerous types of ADC
designs,1–4 but the simplest type of ADC employs
a sample-and-hold amplifier that translates the value
of the analog signal at a specific sampling time
into a constant voltage that is maintained until the

next sampling time. The series of constant-voltage
steps are then compared to a repetitive ramp function
produced by a sweep generator driven by a timing
pulse generator or clock, and a binary counter is
initiated at the start of each sweep cycle to produce
a series of digital values representing the signal at
discrete times.

Due to the merits of very high sampling rates
relative to the highest frequency of interest in the
data (oversampling to be discussed later), there is a
movement toward ADCs with a different architecture
that provide effective sampling rates in excess of 105

samples per second (sps). The most common type of
ADC in this class is that referred to as the sigma–delta
(��) converter,1 which is schematically illustrated in
Fig. 1. The key features of a �� converter are (a) the
input of the analog signal through an integrator to a
clock-driven comparator, which essentially acts as a
one binary digit (one-bit) ADC, (b) the feedback of the
one-bit comparator output through a one-bit digital-
to-analog converter (DAC), which is then subtracted
from the input analog signal, and (c) an averaging
operation by a low-pass digital filter, which essentially
increases the number of bits forming a digital value
(the word size) in the digital output (see Refs. 4 to 6
for details on digital filters). Since the basic comparator
and DAC operations are accomplished using a one-
bit resolution, a very high initial sampling rate (>107

sps) can be achieved. The digital filter is then set to
provide an output sampling rate after decimation that is
substantially less than the initial one-bit sampling rate,
commonly by a ratio of 256 : 1.1 The frequency range
of the final digital data can be varied by one of two
procedures. The first is to lock the cutoff frequency
of the digital filter to the initial one-bit sampling rate
of the comparator so that the final sampling rate is
controlled by simply varying the comparator sampling

Difference Analog
Integrator

Comparator
(One-Bit Output)

      One-Bit
Digital-to-Analog
Converter

Low-Pass
Digital Filter

and Decimation

Digital Output,
x (n ∆t )

Analog Input,
x (t )

Figure 1 Schematic diagram of ��-type analog-to-digital converter.3
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rate. The second is to fix the initial sampling rate of the
comparator and then control the frequency limit and
sampling rate of the final digital data by varying the
cutoff frequency of the digital filter and the degree of
decimation. In either case, this process of oversampling
followed by low-pass digital filtering and decimation
can be interpreted as increasing the effective resolution
of the digital output by suppressing the spectral density
of the digital noise in the output. Further details are
presented in Section 2.3

Some of the important general considerations
associated with the use of an ADC may be summarized
as follows:

1. Format Many ADCs are integrated into more
general signal processing equipment where
the natural binary output of the converter is
easily accepted. However, some ADCs operate
as independent instruments. In this case, the
output of the instrument is usually in the
ASCII (American Standard Code Information
Interchange) format, which allows the ADC
output to be read directly by any computer
program written in a common language, such
as C or FORTRAN, or to drive terminal and
register displays directly.

2. Resolution The output of an ADC is a series
of digital words, each composed of w bits,
which determine the number of discrete levels
that can be used to define the magnitude of the
input analog signal at discrete times. Hence,
there is a round-off error introduced by the
conversion, to be discussed later.

3. Sampling Interval In most cases, an ADC
samples the input analog signal with a fixed
sampling interval �t , as illustrated in Fig. 2.
However, there are sometimes situations where
a variable sampling interval might be desired,
for example, the sampling of an otherwise sinu-
soidal signal with a time-varying frequency.
To accommodate such situations, most ADCs
allow the sampling rate to be varied continu-
ously with time as desired.

4. Sampling Rate At least two sample values
per cycle are required to define the highest
frequency in an analog signal. Hence, the
sampling rate of the ADC, denoted by Rs ,
imposes an upper frequency limit on the digital

data. More important, any frequency content in
the analog signal above this upper frequency
limit will fold back and sum with the digital
data at frequencies below this limit to produce
a serious error, called aliasing, to be discussed
later.

5. Multiple Signals Consider the situation where
it is desired to convert m independent analog
signals simultaneously into a digital format.
If the available ADC has a sampling rate of
Rs ≥ 2mfc, where fc is the highest frequency
in the analog signals, then all m of the analog
signals can be converted with a single ADC
by sequentially sampling the signals (often
referred to as time-domain multiplexing). Of
course, sequential sampling introduces a time-
delay error of �t = 1/Rs from one signal to
the next, but this time delay can be corrected
when the digital sequence for each signal is
recovered. On the other hand, because ADC
devices are becoming relatively inexpensive,
the use of parallel ADCs (one ADC for
each analog signal) is becoming increasingly
common.

2.1 Resolution
As mentioned before, the conversion of a continuous
analog signal x(t) into a digital sequence with a finite
number of possible values separated by a magnitude
interval �x clearly imposes a resolution problem in the
form of a round-off error. The resolution of the ADC
is a function of the word size w (the number of bits)
used to form each digital value in the ADC output, and
may be defined in several ways, as follows:

1. Range of Counts The range of counts (some-
times called the span) is defined as the total
number of possible digital values provided by
the ADC output. Excluding zero, the range of
counts (S) is given by

S = 2w − 1 (1)

2. Dynamic Range. The dynamic range is defined
as the ratio of the largest value (either plus
or minus) to the smallest value provided by
the ADC output. Assuming a mean value of
zero and excluding the sign bit if used (one bit

x(t )

∆t

t 

Figure 2 Sampling of analog signal with a constant sampling interval.2



SIGNAL PROCESSING 495

to define the sign polarity), the dynamic range
(DR) is given in decibels (dB) by

DR(dB) = 10 log10(2
w − 1)2 (2)

≈ 6w for w > 5

3. Peak Signal-to-Noise Ratio. The peak signal-
to-noise ratio is defined as the ratio of the
largest value (either plus or minus) to the
standard deviation of the digital noise in the
output of the ADC. The standard deviation of
the digital noise is given by2 σn = �x/

√
12 =

0.289�x. Assuming a mean value of zero and
excluding the sign bit if used, the peak signal-
to-noise ratio (PS/N) is given in decibels (dB)
by

PS/N(dB) = 10 log10[12(2w − 1)2] (3)

≈ 6w + 11 for w > 5

4. Signal-to-Noise Ratio. The signal-to-noise ratio
is defined as the ratio of the maximum standard
deviation of the signal without clipping to the
standard deviation of the digital noise in the
ADC output. It follows that the signal-to-noise
ratio is a function of the ratio of the peak
value to the standard deviation of the analog
signal being converted. Specifically, the signal-
to-noise ratio (S/N) is given in decibels (dB)
by

S/N(dB) = PS/N(dB) − 10 log10(P/σs )
2

(4)

where P is the peak value of the signal, σs is the
standard deviation of the signal, and PS/N (dB) is
defined in Eq. (3). For example, if the signal is
a sine wave, (P/σs )

2 = 2 (approximately 3 dB), so
S/N(dB) = PS/N(dB) − 3. On the other hand, if the
signal is random where clipping at three standard
deviations is acceptable, (P/σs )

2 = 9 (approximately
10 dB), so in this case S/N(dB) = PS/N(dB) − 10.

A summary of the values given by Eqs. (1) through
(4) for various common word sizes is presented in
Table 1. Of course, the values in Table 1 are theoretical
maximum values. In reality, there are various possible
errors in the ADC that can reduce the effective word

size by perhaps one or two bits.2 Furthermore, the
values in Table 1 assume the full range of the ADC is
used to convert the signal to a digital format. If the full
range of the ADC is not used, then the various values
will be less. Finally, the values in Table 1 assume the
mean value of the signal is zero, which is generally
true of noise and vibration signals.

2.2 Sampling Rate

The appropriate sampling rate for the conversion
of a continuous analog signal into a sequence of
discrete values is governed by the sampling theorem.2
Specifically, given an analog signal with a bandwidth
of B hertz and a duration of T seconds, the number
of equally spaced discrete values that will describe the
signal is given approximately by n = 2BT . Assuming
the bandwidth B is from zero to an upper cutoff
frequency of fc, it follows that n = twice the number
of cycles, that is, at least two samples per cycle are
required to describe the signal. This defines an upper
frequency limit for the digital data, commonly referred
to as the Nyquist frequency, given by

fA = Rs

2
= 1

2�t
(5)

where Rs is the sampling rate in samples per second
(sps), and �t is the sampling interval in seconds.
Any information in the analog signal at a frequency
above the Nyquist frequency, fA, will be interpreted
as information at a frequency below fA, as illustrated
in Fig. 3. This phenomenon of information above
fA being folded back to frequencies below fA is
called aliasing. For data analyzed in terms of an
auto- (power) spectral density function (to be defined
later), the aliasing will distort the resulting spectrum
of the data, as shown in Fig. 4. Note that there is
no frequency limit on aliasing. Specifically, for any
frequency f in the frequency range 0 ≤ f ≤ fA, the
higher frequencies that will be aliased with f are
defined by2

(2fA ± f ), (4fA ± f ), (6fA ± f ), . . . (6)

For example, if fA = 100 Hz (corresponding to a
sampling rate of 200 sps), then the data at 170, 230,
370, 430 Hz, and so forth will fold back and appear at
30 Hz.

Table 1 Range of Counts, Dynamic Range, and Signal-to-Noise Ratios for ADCs

Word Size
(excluding sign bit)

Range of
Counts DR (dB) PS/N (dB)

S/N (dB)
Sine Wave

S/N (dB)
Random

10 1,023 60 71 68 61
12 4,095 72 83 80 73
14 16,383 84 95 92 85
16 65,535 96 107 104 97
18 262,143 108 119 116 109
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Figure 3 Frequency aliasing due to an inadequate sampling rate.2
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Figure 4 Illustration of aliasing in the computation of an
autospectral density function.2

Aliasing is a particularly serious error because once
the analog-to-digital conversion is complete, (a) it may
not be obvious that aliasing occurred, and (b) even
if it is known that aliasing occurred, it is generally
not possible to correct the data for the resulting error.
It is for these reasons that aliasing must be avoided
by low-pass analog filtering of the input signal to
the ADC. The appropriate cutoff frequency for the
analog low-pass filter (commonly referred to as the
antialiasing filter) is dependent on the roll-off rate
of the filter. However, assuming a roll-off rate of at
least 60 dB/octave, a cutoff frequency of fc ≈ 0.5fA

is desirable, although a cutoff frequency as high as
fc = 0.8fA may be used if the filter has a very high
cutoff rate or there is little high-frequency content in
the analog signal.

2.3 Oversampling

As noted earlier, modern ADCs often have an initial
sampling rate that provides a Nyquist frequency fA,
as defined in Eq. (5), which greatly exceeds the upper
frequency of interest in the data. In such cases, a
relative simple analog antialiasing filter can be used
where the cutoff frequency is at perhaps only 10%
of the Nyquist frequency for the initial sampling
rate. A very sharp cutoff low-pass digital filter can
then be applied to the output of the ADC with a
cutoff frequency fc that is consistent with the upper
frequency limit of interest in the data. So as to limit
the number of data values that must be processed,
the resulting digital data are decimated to provide

a final sampling rate with a new Nyquist frequency
consistent with the upper frequency limit fixed by the
digital filter. In effect, the low-pass digital filter acts
as the final antialiasing filter. For example, assume
it is desired to analyze noise and vibration data up
to a frequency of 10 kHz. Further assume the cutoff
frequency of the low-pass digital filter is set at 80%
of the final Nyquist frequency. It follows that a final
sampling rate of 25 ksps is required. Finally, assume
an oversampling rate of 256 : 1 is employed. An
initial sampling rate of 6.4 MHz is then required. This
process of oversampling followed by digital filtering
and decimation will dramatically enhance the signal-
to-noise ratio of the data.7,8 In the example above,
even with only a one-bit initial conversion in the ADC,
the effective word size of the final digital data values
would be about w ≈ 16 bits.

3 DATA STORAGE AND RETRIEVAL

In some cases, noise and vibration data are analyzed
online using a special-purpose instrument where the
first input stage is an ADC. In this case, the output
of the ADC goes directly into an analysis algorithm,
such as a digital filtering algorithm4–6 for instruments
designed to compute 1

3 octave band spectra, or a
FFT algorithm2,5 for instruments designed to compute
narrow bandwidth spectra. In other cases, however, the
output of the ADC goes into some form of storage for
later analysis. Furthermore, it is sometimes desired to
retrieve the digital data from storage in an analog form.

3.1 Digital Storage

For digital data that will be analyzed in the near future,
the most common approaches are to input the data into
the random-access memory (RAM) or directly onto
the hard disk (HD) of a digital computer. A direct
input into RAM is generally the best approach if the
number of data values is within the available RAM
capacity. For those cases where the data analysis is to
be performed at a later time, it is best to download the
RAM into an HD, or record the data directly onto an
HD. The speed that an HD can accept data is steadily
increasing with time but is currently in excess of 40
Mbytes/s (for 16-bit sample values, 20 Msps). This
is adequate to record the output of an ADC in real
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time for most digitized noise and vibration signals.
For long-term storage of digital data after the desired
analyses have been performed, the data in RAM or HD
can be downloaded into a removable storage medium
such as a digital video disk (DVD) or a compact
disk/read-only memory (CD/ROM). See Ref. 9 for
details.

3.2 Digital-to-Analog Conversion
There are situations where it is desired to recover a
continuous analog signal from stored digital data. This
is accomplished using an digital-to-analog converter
(DAC). A DAC is a relatively simple device where
each digital value sequentially generates a fixed-level
voltage signal, resulting ideally in a step function.
In more advanced DAC designs, at least a linear
interpolation routine is used to connect adjacent
voltage values. In either case, there will be a
discontinuity in the output voltage signal that produces
a narrow bandwidth spurious signal at the sampling
rate of the digital data and all harmonics thereof. These
spurious signals, often called imaging errors,3 must be
suppressed by analog low-pass filtering, analogous to
the low-pass filtering used to suppress aliasing errors
in analog-to-digital conversion. Since the low-pass
antialiasing filter removed all information in the digital
data above the filter cutoff frequency fc, it follows that
the cutoff frequency for the antiimaging low-pass filter
on the output of the DAC should be at fc or less.

4 DIGITAL DATA ANALYSIS COMPUTATIONS
There are various data analysis procedures that are
required for applications to the noise and vibration
control procedures detailed in this handbook. The most
important of these data analysis procedures are now
summarized. For clarity, the basic definitions for the
various data analysis functions are given in terms of
continuous time and frequency variables, and the mean
value of the signal being analyzed is assumed to be
zero.

4.1 Definitions
The most important descriptive functions of data for
noise and vibration control applications are as follows:

1. Root-Mean-Square (rms) Value The rms value
is a measure of the total magnitude of a
periodic or stationary random signal x(t). It is
given by

σx = lim

T →∞


 1

T

T∫

0

x2(t) dt




1/2

(7)

2. One-Third Octave Band Levels One-third
octave band levels are given by the rms value,
as defined by Eq. (7), of the output of a
one-third octave bandwidth filter (B ≈ 0.23f0
where f0 is the filter center frequency), with
the characteristics given by Ref. 10, versus the

filter center frequency. For acoustical data, the
levels are usually presented in decibels (ref:
20 µPa).

3. Fourier Transform The Fourier transform
over a finite time interval T is a frequency-
domain function that provides the general fre-
quency content of a periodic or stationary ran-
dom signal x(t). It is given by

XT (f ) =
T∫

0

x(t)e−j2πf t dt (8)

Note that XT (f ) is defined for both positive
and negative frequencies and for infinitely long
time histories will usually approach an infinite
value as T approaches infinity.

4. Line Spectrum. A line spectrum (also called
a linear spectrum) is a frequency-domain
function that defines the frequency content of
a periodic signal x(t). It is given by

Lx(fi) = 2

TP

|XTP
(fi)| i = 1, 2, 3, . . .

(9)
where |XTP

(fi)| is the magnitude of the Fourier
transform of x(t) computed ideally over the
period TP of the periodic signal, as defined
in Eq. (8) with T = TP and f = i/TP , i =
1, 2, 3, . . . . Note that Lx(fI ) and all other
spectral functions to follow are defined for
positive frequencies only.

5. Autospectral Density Function The autospec-
tral density function (also called the power
spectral density function, or simply the
autospectrum or power spectrum) is a
frequency-domain function that defines the
spectral content of a stationary random signal
x(t). It is given by

Gxx(f ) = lim

T →∞
2

T
E[|XT (f )|2] f > 0

(10)
where |XT (f )| is the magnitude of the Fourier
transform of x(t) over the time interval T ,
as defined in Eq. (8), and E[ ] denotes the
expected value operator, which implies an
averaging operation.2

6. Cross-Spectral Density Function The cross-
spectral density function (also called the cross
spectrum) is a frequency-domain function that
defines the linear correlation and phase as a
function of frequency between two stationary
random signals x(t) and y(t). It is given by

Gxy(f ) = lim

T →∞
2

T
E[X∗

T (f )YT (f )] f > 0

(11)
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where X∗
T (f ) is the complex conjugate

of XT (f ), and E[ ] denotes the expected
value operator, which implies an averaging
operation.2

7. Coherence Function The coherence function
(also called coherency squared) is a frequency-
domain function that defines the normalized
linear correlation (on a scale from zero to
unity) as a function of frequency between two
stationary random signals x(t) and y(t). It is
given by

γ2
xy(f ) = |Gxy(f )|2

Gxx(f )Gyy(f )
f > 0 (12)

where Gxx(f ) and Gyy(f ) are the autospectra
of x(t) and y(t), respectively, as defined in
Eq. (10), and |Gxy(f )| is the magnitude of
the cross spectrum between x(t) and y(t), as
defined in Eq. (11).

8. Frequency Response Function The frequency
response function (also called the transfer
function) is a frequency-domain function that
defines the linear relationship as a function
of frequency between two stationary random
signals, x(t) and y(t). It is given by

Hxy(f ) = Gxy(f )

Gxx(f )
= |Hxy(f )|e−jφxy (f )

f > 0 (13)

where Gxx(f ) is the autospectrum of x(t),
as defined in Eq. (10), Gxy(f ) is the cross
spectrum between x(t) and y(t), as defined
in Eq. (11), and |Hxy(f )| and φxy(f ) are the
magnitude and phase, respectively, of Hxy(f ).

There are various other functions that can be
helpful in some noise and vibration control prob-
lems, including:

1. Cross-correlation functions (given by the in-
verse Fourier transform of cross-spectral den-
sity functions), which can help locate noise
and/or vibration sources2,11

2. Coherent output power functions, which can
identify the spectrum at a given measurement
location of the contribution a single noise
and/or vibration source among many other
sources2,11

3. Conditioned spectral functions, which can
identify the correlated contributions of two or
more noise and/or vibration sources2

4. Probability density functions, which can help
identify the basic character of various noise and
vibration sources2,12,13 (also see Chapter 13)

5. Cepstrum functions that can be helpful in deter-
mining the nature and source of certain com-
plex periodic noise and/or vibration sources12

6. Wavelet functions that can be useful in the
analysis of nonstationary random signals13

(also see Chapter 49).

4.2 Basic Digital Computations

The basic digital algorithms for the computations of
the functions defined in the preceding section are
summarized in the second column of Table 2. Note
that the digital algorithms evolve directly from Eqs. (7)
through (13) without the limiting operations and
with x(t) replaced by x(n � t);n = 0, 1, 2, . . . , N −
1, where N is the number of sample values and
�t is the sampling interval given by �t = 1/Rs .
It follows that (a) T = N�t , and (b) f = k�f ; k =
1, 2, 3, . . . , N − 1. Important factors associated with
the spectral computations in Table 2 are as follows:

1. The hat (∧) over the designation of the
functions denotes that these are estimates that
will vary from one measurement to the next for
random noise and/or vibration environments2.

2. The digital form of the Fourier transforms,
XN�t(k�f ) and YN�t (k�f ), in the various
spectral computations is commonly referred to
as the discrete Fourier transform (DFT) and
is normally computed using a fast Fourier
transform (FFT) algorithm, which provides a
dramatic increase in computational efficiency.
See Refs. 2, 5, and 13 for details on FFT
algorithms.

3. The autospectrum and cross-spectrum compu-
tations are accomplished by dividing the avail-
able data record into nd contiguous segments,
each of duration T , and computing the spec-
tral function over each segment. The spectral
results from the nd segments are then averaged
to approximate the expected value operation in
Eqs. (10) and (11).2

4. The basic spectral window produced by a
Fourier transform has a sin(x)/x characteristic
with substantial side lobes that leak spectral
components from one frequency to another.
This leakage problem is commonly suppressed
by tapering each segment of data prior to com-
puting the transform. The process of tapering
increases the effective bandwidth of the fre-
quency resolution for spectral analysis, but this
can be countered by the use of overlapped
processing2,8,12 (also see Chapter 46).

5. Since the duration of a noise and/or vibration
measurement will rarely correspond to an
integer multiple of the period of even a single
periodic component (often called a tone) in
a noise and vibration environment, the exact
frequency and magnitude of the components
in a line spectrum for periodic components
(tones) will be somewhat blurred, even with a
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Table 2 Basic Digital Computations

Function Being
Estimated Basic Computation

Normalized Random Error, ε,
or Standard Deviation, σ

rms value, σ̂x

[
1

N�t

N−1∑
n=0

x2(n�t)

]1/2

Periodic data, none

Random data, 1/(2
√

BsT)

Fourier transform, XN�t(k�f)
N−1∑
n=0

x(n�t) exp
(−j2πkn

N

)
; —

k = 0, 1, 2, . . . , N − 1

Line spectrum, Sx(k�f), for
periodic signals (tones)

2
N�t

|XN�t(k,�f)|; None

k = 1, 2, . . . , [(N/2) − 1]

Autospectrum, Ĝxx(k�f), for
random signals

2
(N�t)nd

nd∑
i=1

|XiN�t(k�f)|2; ε = 1√
BsT

= 1√
nd

k = 1, 2, . . . , [(N/2) − 1]

Cross-spectrum, Ĝxy(k�f), for
random signals

2
(N�t)nd

nd∑
i=1

X∗
i(N�t)(k�f)Yi(N�t)(k�f); Magnitude, ε = 1

|γxy(k�f)|√nd

k = 1, 2, . . . , [(N/2) − 1]

Phase, σ = (1 − γ2
xy)

1/2

|γxy|√2nd

Coherence function, γ̂2
xy(k�f), for

random signals

|Ĝxy(k�f)|2
Ĝxx(k�f)Ĝyy(k�f)

; ε =
√

2[1 − γ̂2
xy(k�f)]

|γ̂xy(k�f)|√nd

k = 1, 2, . . . , [(N/2) − 1]

Frequency response function,
Ĥxy(k�f), for random signals

Ĝxy(k�f)

Ĝxx(k�f)
; Magnitude, ε = [1 − γ2

xy(k�f)]1/2

|γxy(k�f)|√2nd

k = 1, 2, . . . , [(N/2) − 1]

Phase, σ = (1 − γ2
xy)

1/2

|γxy|√2nd

tapering operation discussed in factor 4 above.
However, there are algorithms that can be
employed to extract the exact frequency and
magnitude of each periodic component in a
line spectrum.9 Also, tracking analysis, where
the sampling rate of the ADC is tied directly
to the source of a periodic component, can
yield highly accurate frequency and magnitude
results.12

4.3 Computations for Nonstationary Data

The basic digital computational algorithms in Table 2
assume the noise or vibration data being analyzed are
stationary over the analysis duration T = N�t . How-
ever, it is common for the data of interest in noise
and vibration control problems to have time-varying
(nonstationary) characteristics. There are rigorous ana-
lytical procedures for the analysis of nonstationary
noise and vibration data, for example, the Wigner dis-
tribution for deterministic data and the instantaneous
spectrum for random data.2 Nevertheless, it is more

common in practice for analysts to evaluate nonsta-
tionary noise and vibration data by assuming the data
are piecewise stationary. Specifically, a measurement
of duration T = N�t is subdivided into a series of
m contiguous segments, each of duration Ts = Ns�t
where T = mTs . The desired functions from Table 2
can then be computed sequentially over the m seg-
ments or by a running average over the entire mea-
surement with a linear averaging time Ts . Procedures
are available to select a segment duration or a running
averaging time Ts that will minimize the total mean
square error in the results,2 but it is more common
for analysts to select an appropriate value for Ts based
upon past experience or trial-and-error procedures.9,12

4.4 Statistical Sampling Errors

All of the computations for random signals summa-
rized in Table 2 provide only estimates of the desired
functions defined in Eqs. (7) through (13), as indicated
by the hat (ˆ) over the functions in Table 2. Specifi-
cally, the computed estimates, denoted generically as
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φ̂, will involve a statistical sampling (random) error
that can be defined in terms of a normalized random
error (also called the coefficient of variation) given by

ε = σφ̂

φ
(15)

where σφ̂ is the standard deviation of the estimate

φ̂, and φ is the true value of the function being
estimated. The normalized random errors for the
various computed estimates in Table 2 are summarized
in the third column in Table 2. Note that for computed
phase functions, the random error is better described
simply by the standard deviation of the phase estimate
without normalization. Further note that the bandwidth
Bs is the “statistical bandwidth” given by

Bs =




∞∫

0

Gxx(f ) df




2

∞∫

0

G2
xx(f ) df

(16)

For a uniform autospectrum over a bandwidth B, the
statistical bandwidth is Bs = B.

The interpretation of the normalized random error
is straightforward. Specifically, assuming the esti-
mates have an approximately normal (Gaussian)
distribution,2 a normalized random error of ε = 0.1
means that about 67% of the estimates will be within
±10% of the true value of the function, and about 95%
of the estimates will be within ±20% of the true value
of the function.

The computed frequency-dependent estimates in
Table 2 may also involve a bias (systematic) error that
is dependent on the resolution bandwidth, �f , as well
as other factors. See Refs. 2 and 11 for details on these
potential bias errors.
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1 INTRODUCTION

Noise and vibration measurements are needed for a
variety of purposes, including source and path identi-
fication, noise and vibration reduction of machinery,
measurement of interior and exterior noise and vibra-
tion of vehicles, aircraft, and ships to name just a few
applications. Noise and vibration measurements also
need to be made in buildings and of the acoustical
materials used in them to determine their acceptabil-
ity for various uses. Periodic calibration of measure-
ment systems and of the transducers used for the
sound and vibration measurements is essential. Not
only should transducer systems be calibrated before
and after each time they are used but also checked
annually by organizations, whose results are traceable
to national and international standards. Some years
ago, almost all measurements were made with analog
equipment. Many analog instruments are still in use
around the world. However, by using analog-to-digital
conversion, increasing use is now made of digital sig-
nal processing to extract the required data. This is
done either in dedicated instruments or by transferring
measurement results onto computers for later process-
ing by software. Sound power level measurement of
machines is now required for predictions of sound
pressure level or for labeling or regulatory purposes in
some countries. Such sound power measurements can
be made in special facilities (in anechoic or reverbera-
tion rooms—see Chapter 44—or with sound intensity
equipment—see Chapter 45.) Special noise measure-
ments are also required for new aircraft and vehicles
and for monitoring traffic noise in the community and
aircraft noise around airports. (See Chapters 119–130.)

2 MEASUREMENT QUANTITIES

2.1 Instantaneous Sound Pressure

Sound may be defined as a traveling disturbance in an
elastic and inertial medium that can be perceived by
a healthy human ear or instruments. It is important to
consider that sound propagation is a three-dimensional
process in space and that the sound disturbance varies
with time. Thus, sound can be considered a four-
dimensional field with several interrelated magnitudes
that are dependant on the source, medium, and

boundary conditions. For the sake of simplicity, it is
usually sufficient to assume a measurement process
that involves the variation of the instantaneous pressure
at a point in space; hence we will call this disturbance
the instantaneous sound pressure p(t) (measured in
pascals).

2.2 Sound Pressure

The easiest measurable change of the medium is the
variation in the local pressure from the ambient or
undisturbed pressure. It is common practice to take
its mean-square value and to calculate the root-mean-
square (rms) pressure and call it the sound pressure
〈p〉. (See also Chapter 1.)

〈p〉 =

√√√√√ 1

T

T∫

0

p2(t) dt, (1)

where T is the time interval for the analysis or the
period for periodic signals.

The sound pressure can be then expressed in
decibels relative to a reference pressure p0 as the sound
pressure level. See Chapter 1.

Lp = 20 log10
〈p〉
p0

, (2)

where p0 is the reference pressure 20 × 10−6 Pa.
Along with this parameter of the signal under

consideration, one more basic aspect has to be
examined. That is, its level as a function of the
frequency. With a simple approach this can be found
by applying a Fourier transform to p(t). However,
more specific processes are generally applied to extract
the pertinent data from the signal. (See Chapter 46 for
more details on frequency analysis.)

2.3 Sound Power Level

A traveling wave implies the existence of a source
radiating sound power, P , into the medium. The sound
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Figure 1 Comparison of three sources with the same values of LW but with different radiation patterns.

Note: The actual measurements were performed on one half of the circumference on the XY plane, and the overall
sound power levels were adjusted to produce this comparison.

power level, LW , is given in decibels by

LW = 10 log

(
P

P0

)
(3)

where P0 is the reference sound power, 10−12 W.
The total sound power radiated by a source is inde-

pendent of the directional characteristics of the source.
These directional patterns are very important for noise
control and noise propagation calculations because two
sources with the same overall LW may generate higher
values of sound pressure level, Lp , in different direc-
tions as shown in Fig. 1. See Chapters 1, 44, and 45,
for further discussion on directivity, sound pressure
and vibration levels, and decibels.

2.4 Sound Intensity Level

The energy radiated by a source flows through a
medium. The surface-normalized flow of this vector
field in unit time represents the sound intensity, and
normally the time-averaged intensity is the quantity

measured. The sound intensity I is a vector quantity
that is dependent on several factors, and it is simply
related to the sound pressure p only under defined
propagation conditions such as in a free field or in a
reverberant field. This magnitude of the sound intensity
I is related to certain properties of the source, the
medium, and the surroundings, and it can also be
expressed in a logarithmic scale by

LI = 10 log

( |I|
I0

)
(4)

where I0 is the reference sound intensity, 10−12 W/m2.

2.5 Acceleration–Velocity–Displacement
Pressure, force, acceleration, velocity, and displace-
ment are physically related and therefore mathemat-
ically related also. The magnitudes of these variables
and their logarithmic equivalents play an important
role in sound and vibration. Even though sound may
also be referred to as a vibration, this latter term has a
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wider meaning and represents a separate phenomenon.
The main quantities studied in vibration analysis are:

• Force, f (t)

• Acceleration, a(t)

• Velocity, v(t)

• Displacement, x(t)

The magnitudes of these variables can be assessed as
instantaneous, peak, peak to peak, average, rms, as
a function of frequency, or weighted or unweighted
within a certain frequency bandwidth.

Their equivalent logarithmic expressions are given
by:

• Force level

Lf = 20 log

( 〈f 〉
f0

)
(5)

where 〈f 〉 is the rms value of the force (N), and f0 is
the reference force (10−6 N).

• Acceleration level

LA = 20 log

( 〈a〉
a0

)
(6)

where 〈a〉 is the rms value of the acceleration (in m/s2),
and a0 is the reference acceleration, 10−6 m/s2.

• Velocity level

LA = 20 log

( 〈v〉
v0

)
(7)

where 〈v〉 is the time-averaged velocity (in m/s), and
v0 is the reference velocity, 10−9 m/s.

By analyzing these magnitudes or levels along
the frequency axis and without considering the phase

Figure 2 Given an acceleration signal, a −20 dB/decade low-pass filter can be applied to obtain the velocity, and a −40
dB/decade low-pass filter to obtain displacement.
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relationship between them, it is possible to correlate
one magnitude with another, taking as a conversion
factor the frequency of the signal under consideration
(see Fig. 2).

We assume that a(t) and v(t) are defined as the
acceleration and velocity, respectively. Consider their
fast Fourier transforms (FFT):

FFT[a(t)] = A(ω) (8a)

FFT[v(t)] = V (ω) (8b)

V (ω) = 1

jω
A(ω) (9)

At each frequency, the time-averaged and magnitude
values of the velocity and acceleration are related by:

v(t) = 1

2πf
a(t) (10)

In an analogous manner, we can write

x(t) = 1

(2πf )2
a(t) (11)

3 TYPES OF SIGNALS AND PROPER
MEASUREMENT TECHNIQUES
Usually, it is not possible to directly measure any
of the physical variables discussed above or their
equivalent levels. However, it is possible to obtain
equivalent representative electrical signals by means of
the correct transformation of the sound and vibration
events through the proper transducer mechanisms and
algorithms, as shown in Chapters 35, 36, and 37. With
carefully chosen transducers, these electrical signals
will represent the scaled and transformed original
magnitudes of the variables accurately.

The analysis must be carried out on a signal that
will represent the actual magnitude under consider-
ation, and some of the analysis transformation and
domains are shown in Figs. 3 and 4. It is possible to
apply different measurement techniques, which depend
on several properties of the signal and which are
adequately suited to extract the desired information.
Processing techniques applied to the captured sig-
nal, whether in real time or postprocessed forms will
include FFT, IFFT, convolution, de-convolution, fil-
tering, cepstral techniques, correlation, and time-delay
spectrometry. See Chapter 46 for a more detailed
explanation of data analysis and signal classifica-
tions.

4 TYPICAL MEASUREMENT CHAIN
A typical measurement system block diagram is
depicted in Fig. 5. In the digital era the measure-
ment chain has evolved from (i) a quite complicated
acquisition and processing system, which was always
undergoing changes in hardware to (ii) a flexible and
small processing unit fed by an analog transducer and

preamplifier or signal conditioner through an analog-
to-digital (A/D) converter. Therefore, the original dia-
gram has been replaced by a more straightforward
and flexible digital signal processor (DSP) that per-
forms different calculations with only the need to run
a different binary code for each step of the measure-
ment. There are three key parts in the diagram in
Fig. 5.

Transducer and Preamplifier These are the
most critical stages that affect the quality of the
measurement and provide the basis for the accuracy,
dynamic range, and noise floor of the system.

A/D Converter With a sampling rate (SR) and a
conversion depth of N bits, this is the link between
the analog continuous-time real-world and its digital
discrete time representation. The continuously varying
voltage across its input is correlated with a sampled
and quantized signal in the digital domain. During this
conversion the signal will be limited by the SR and
the conversion depth or resolution, N bits, as follows
(see Chapter 42):

The theoretical upper frequency range is

fmax = SR

2
(12)

The actual frequency range will depend on the
antialiasing filter used, and it may be reduced by as
much as 20%.

The theoretical dynamic range (DR) is

DR = 10 log10(2
N bits − 1)2 (13)

With this process we will find that the conversion
error is ± 1

2 LSB (least significant bit), and this error
is inherent in the use of an analog-to-digital converter.
This fixed amount of uncertainty will have a greater
affect on the lower than the higher level components
of the signal. This implies that the precision will also
be limited by the linear-to-log conversion process, and
the variable error of this linear uncertainty will cause
a large effect on the low levels of signals. The impact
of this quantization error on a 16-bit A/D converter is
shown in Fig. 6. More information on A/D converters
can be found in Chapter 42.

Digital Signal Processor The digital signal pro-
cessor needs to be properly programmed to comply
with the parameters required in the particular mea-
surement standard being used. The processor can be
replaced by specific software running on a personal
computer. Care must be taken to verify that the algo-
rithm performs the required process effectively and
accurately. Note that most software packages that
are commercially available are expensive and specif-
ically designed to operate with certain acquisition
devices.

5 UNCERTAINTY AND REPEATABILITY
Taking a sound level meter as an example (Fig. 5,
modified to use a microphone as a transducer),
the signal will pass through several stages in the
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Figure 3 Measurement domains shown. Different transformations between time and frequency domains.

measurement chain. Every stage in this process will
produce a certain uncertainty and, therefore, will
increase the error in a particular measurement. A
typical and expected uncertainty will occur with
the class of instrument being used according to
the standard being utilized [usually the International
Electrotechnical Commission (IEC) or the American
National Standards Institute (ANSI)]. However, there
are other kinds of uncertainties that can be attributed to
different causes in the measurement process and not to
the instrument itself. In the case of a noise assessment
with LAeq as the measured parameter, we can represent
the final uncertainty σtot as

σtot =
√

R2 + X2 + Y 2 + Z2 (14)

The final calculation, according to Table 1, yields
σ = 1.5 dB for class 1 instruments and σ = 2.25 dB for
class 2. As a consequence, measurements made of LAeq
of a stable and continuous stationary random source,
at close range to minimize propagation uncertainty

and with favorable meteorological conditions without
residual noise, will represent the actual noise value
within these uncertainty margins.

All this analysis is valid using a single parameter
as a reference such as LAeq. In the case of a more
complicated measurement environment, the accuracy
of the measurement must be evaluated accordingly.

It is often required to evaluate energy sums instead
of energy averages, for example, in the case of
industrial noise dosage. In such a measurement, errors
will accumulate creating an even higher uncertainty.
A similar problem will arise when the spectrum has to
be evaluated because of the linear distortion involved
in the microphone and filter responses and variations
in linearity as a function of frequency. All this is valid
within a certain range of operation where a linear
approximation can be applied, provided no overload
occurs in the measurement chain. This procedure can
be expanded to take into account more parameters,
which are specifically related to the class of instrument,
as can be seen in Table 2.
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Figure 4 Typical domain transformation and calculation options on a two-channel FFT.

As a reference, the least attainable uncertainty with
a laboratory-grade instrument will be, according to
laboratory standards, within the uncertainty bounds of
Table 3.

5.1 Other Factors
If we follow the correct calibration procedure and keep
an updated and traceable calibration record every year

or two, we can be assured of obtaining proper readings
with an instrument, within the accuracy established by
the instrument classification (see Chapters 51 and 52).

Microphones are affected by environmental agents,
electromagnetic interference, and vibration. Electron-
ics are quite susceptible to thermal noise and electro-
magnetic fields. The extent to which these effects may
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Figure 5 (a) Block diagram of a typical analog measuring system. (b) In its digital counterpart, an analog-to-digital
converter is implemented after the preamplifier or impedance converter and a DSP produces all of the measurement
procedure.

Table 1 Uncertainty of Measurement Based on Individual Uncertainties

Standard Deviation
of Reproducibilitya

(dB)

Standard
Uncertainty Due

to Operating
Conditionsb (dB)

Standard
Uncertainty Due to
Weather & Ground
Conditionsc (dB)

Standard
Uncertainty Due

to Residual
Soundd (dB)

Combined
Standard

Uncertainty
σ (dB)

Expanded
Measurement
Uncertainty

(dB)

1.0 X Y Z
√

1.02 + X2 + Y2 + Z2 ±2σ

a Different operator, different equipment, same place, and everything else constant; see ISO 5725.1 If class 2 sound level
meters or directional microphones are used, the value will be larger.
b To be determined from at least 3, prefereably 5, measurements under repeatability conditions (the same measurement
procedure, the same instruments, the same operator, the same place), and at a position where variations in meteorological
conditions have little influence on the results. For long-term measurements, more measurements will be required to
determine a repeatable standard deviation.
c The value will vary depending upon the measurement distance and the prevailing meteorology. In this case Y = σm. For
long-term measurements different weather categories will have to be dealt with separately and then combined together.
For short-term measurements, these variations may add considerably to the measurement uncertainty.
d The value will vary depending on the difference between measured total values and the residual sound.
Source: Courtesy D. Manvell and E. Aflalo, of Bruel & Kjaer Sound & Vibration.
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Figure 6 Fixed error introduced by the quantization process. This error represents a larger percentage of the signal near
the lowest levels on the logarithmic scale.

Table 2 Uncertainty due to Several Factors for Short-Term Measurements Using IEC 616722 Class 1 and 2
Instruments.

IEC 61672 Class 1 IEC 61672 Class 2

Factor
Specifications

Minus Test

Expected Effect
on Short-Term

LAeq
Measurements

Specifications
Minus Test

Expected Effect
on Short-Term

LAeq
Measurements Notes

Directional response 1.0 0.7 2.0 1.7 Estimated from
different tolerances

Frequency weighting 1.0 1.0 1.8 1.8 Estimated from
different tolerances

Level linearity 0.8 0.5 1.1 0.8 Estimated from
different tolerances

Tone burst response 0.5 0.5 1.0 1.0 Long tones
Power supply voltage 0.1 0.1 1.0 0.2 From IEC 616722

Static pressure 0.7 0.0 1.0 0.0 Included in weather
influence

Air temperature 0.8 0.0 1.3 0.0 Included in weather
influence

Humidity 0.8 0.0 1.3 0.0 Included in weather
influence

AC and radio
frequency fields

1.3 0.0 2.3 0.0 Except near power
systems

Calibrator 0.25 0.3 0.4 0.4 From calibrator
standard

Windscreen 0.7 0.7 0.7 0.7 Estimated from
different tolerances

Combined
Uncertainty (σ)

1.3 0.8 2.2 1.5

Expanded
Uncertainty (2σ)

2.6 1.6 4.5 2.9

Source: D. Manvell and E. Aflalo, Courtesy of Bruel & Kjaer Sound & Vibration.
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Table 3 Calibration Uncertainty

Description Measurement Frequency Range Least Uncertainties

Microphones Absolute pressure sensitivity by wideband reciprocity method according
to IEC 61094

LS1, LS2, WS1, WS2 250 Hz, 500 Hz, 1 kHz 0.04 dB

LS1 20–24 Hz 0.1 dB
25–49 Hz 0.08 dB
50 Hz–4 kHz 0.04 dB
4.1–6 kHz 0.05 dB
6.1–8 kHz 0.06 dB
8.1–10 kHz 0.08 dB

LS2 20–24 Hz 0.1 dB
25–49 Hz 0.08 dB
50 Hz–12.6 kHz 0.04 dB
12.7–16 kHz 0.05 dB
16.1–20 kHz 0.08 dB
20.1–25 kHz 0.14 dB
25.1–31.5 kHz 0.22 dB

Free-field response by substitution (octave/third octave bands)
Any 31.5 Hz 0.23 dB

100 Hz 0.16 dB
250–800 Hz 0.08
10 kHz 0.24
25 kHz 0.37

Frequency response by electrostatic actuator method (range
20 Hz–20 kHz)

WS1 (up to 20 KHz) 0.1 dB
WS2 (up to 10 KHz) 0.1 dB

Frequency response for low-frequency microphones (range 1–250 Hz)
using a large volume active coupler

Low-frequency mics 0.1 Hz 0.18 dB
16 Hz 0.13 dB
125 Hz 0.17 dB
250 Hz 0.37 dB

Pressure sensitivity for 1
2 in. microphones of types Bruel & Kjaer 4180,

4133, 4134, 4155, 4165, 519X, Rion UC53, and their equivalents by
comparison using an active coupler (range 20 Hz–25 kHz)

1
2 in. B&K, Rion & similar

20 Hz–4 kHz 0.06 dB
4.1–15 kHz 0.07 dB
15.1–20 kHz 0.10 dB
20.1–23 kHz 0.18 dB
23.1–25 kHz 0.26 dB

Other sizes 10 Hz 0.06
16 Hz 0.05 dB
31.6 Hz–500 Hz 0.04 dB
1 kHz 0.07 dB

Sound Level Meters

Types 0, 1 and 2 Including verification of statistical noise analysing function in sound level
meters by the methods of AS 1259.1 and AS 1259.2 - 1990, IEC 651,
IEC 804 and similar standards

0.1 dB or
greater

Band Pass Filters

Attenuation according to AS/NZS 4476, IEC 612604

>50 dB ≤60 dB 0.1 dB
>40 dB ≤50 dB 0.2 dB
>60 dB ≤80 dB 0.3 dB
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Table 3 (continued)

Description Measurement Frequency Range Least Uncertainties

Acoustical Calibrators

Types 0, 1 and 2 Including pistonphones and multifunction calibrators by IEC 609426

method
Single frequency 0.06 dB
31.5 Hz and 8 kHz 0.09 dB
63 Hz and 4 kHz 0.08 dB
125 Hz–2 kHz 0.07 dB
12.5 kHz 0.15 dB
16 kHz 0.23 dB

Vibration Transducers

Vibration transducers Absolute acceleration calibration by interferometry from 1 Hz–10 kHz by
the ISO 16063-117 methods. Voltage sensitivity or charge sensitivity

1–19.9 Hz 0.5%
20–62.9 Hz 0.4%
63 Hz–4.99 kHz 0.3%
5–6.29 kHz 0.4%
6.3–10 kHz 0.5%

Accelerometers of mass up
to 1000 g

Voltage sensitivity or charge sensitivity by comparison with the ISO
16063-128 methods

20 Hz–10 kHz
acceleration from 10
m/s2 to 980 m/s2

0.5%

Other Vibration Equipment

Vibration analyzers 0.1%
Vibration filters 0.1%
Vibration calibrators 0.5%

Source: Data extracted from National Physics Laboratory, UK, 2006.
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Figure 7 Effect of temperature variations on the sensitivity vs. frequency curve of a high-quality microphone. (Courtesy
Bruel & Kjaer.)

modify their performance depends on several factors.
It is important to check the manufacturer’s specifica-
tions about these effects, which will vary from brand
to brand. As a guideline, Figs. 7 and 8 show the tem-
perature and the ambient pressure versus frequency
sensitivity variations, which are typical of a commer-
cial microphone.

6 REVERBERATION TIME MEASUREMENTS
The acoustical characteristics of a room are one of the
main issues in noise control and architectural acoustics.

In the first case, we can focus on how these modify the
amount of energy transmitted to the receiver, and in the
second one we can include several measurable descrip-
torsofaroomtoevaluatethequalityoftheperceivedfield.
See Chapters 4 and 103 for more detailed information.

Among many of these parameters related to the
acoustical quality of a room (see ISO 3382-19979),
the determination of the reverberation time (RT) is
frequently the main goal of acoustical measurements.
The reverberation time is defined as the time taken
for the sound field energy to decrease to 1/1,000,000
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Figure 8 Effect of ambient atmospheric pressure variation on the sensitivity vs. frequency curve of a high-quality
microphone. (Courtesy Bruel & Kjaer.)

of its original value, after the source has been turned
off. It is useful to determine not only the most impor-
tant characteristics of the acoustical environment but
also to indirectly quantify the absorption coefficient
measured in a reverberation chamber. This param-
eter—also known as the Sabine absorption coeffi-
cient—is widely used in architectural acoustics, noise
control, and the acoustical characterization of material
properties.

There are several methods available for the mea-
surement of the RT. Each of these has differences
compared with the others in terms of instrumenta-
tion, measurement time, and accuracy. There are two
standard procedures:

1. Interrupted noise method
2. Integrated impulse response method

Some general considerations apply to both of these
methods:

1. The standard frequency range of interest covers
the octave or one-third octave bands beginning
at 88 Hz and finishing at 5657 Hz. This range
can be extended by one octave at the upper and
lower frequency limits.∗

2. Both the source and the microphone have to
be omnidirectional and comply with certain
specifications.

∗Current laboratority test facilities for materials provide
reliability and proper diffusion only to roughly 88 Hz and
larger rooms should be constructed to allow this change to be
globally representative, although there are some exceptions
to this limit.

3. There should be no distortion or overload in
the measurement chain.

4. All the characteristics of the instrument are
clearly defined in the standard used.

5. There is a minimum distance from the source
to the microphone as given by Eq. 15:

dmin = 2

√
V

cT
,m (15)

where V is the room volume, m3; T is the
expected reverberation time, s, and c is the
speed of sound in air, m/s.

6. The number of measurement points will influ-
ence the final result as well as the bandwidth
and the RT. The uncertainties r20 and r30 can
be evaluated for T20 and T30 with Eqs. (16)
and (17), respectively (in accordance with ISO
5725-21):

r20 = 370√
BNT20

% (16)

r30 = 200√
BNT30

% (17)

where B is the filter bandwidth (0.71 for octave
and 0.23 for one-third octave band filters,
multiplied by fc),N is the number of averages
preformed, fc is the center frequency of the
measured values of T20 and T30. See Table 4
for definitions.

7. The number of measurement positions will
depend on the coverage method chosen and
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Table 4 Determination of RT Parameters from the Decay Curve

Parameter Starting Point Finishing Point Extrapolating to T60

T20 5 dB (below start of decay) 25 dB (below start of decay) X 3
T30 5 dB (below start of decay) 35 dB (below start of decay) X 2

on the area or seating capacity in the case
of an auditorium, and it should be selected as
follows:
a. Low coverage: in cases where only an

assessment of the amount of room sound
absorption is required for noise control
purposes

b. Normal coverage: in cases where measure-
ments are needed to verify whether the
acoustical performance of a building meets
specific design requirements

8. Any special consideration regarding furniture,
draperies, carpets, occupation, and the like
should be clearly noted.

9. The temperature and humidity should be mea-
sured and recorded because they greatly affect
the sound absorption of the air at high frequen-
cies.

7 MEASUREMENT DESCRIPTORS FOR NOISE
It would be a great achievement to understand and
represent noise signals and their underlying processes
with a single index and to correlate this index with
human perception of noise. Unfortunately, this is not
the case, although there are a number of descriptors
that are useful in evaluating the effects of noise.
See Chapters 1, 34, and 106 for further discussion on
measurement descriptors.

In the following definitions the word signal is
understood to be a general term with a broad meaning
ranging from sound to noise and including single,
multiple, and complex noise sources, either fixed or
moving.

Instantaneous Sound Pressure—p(t) It is the
most accurate descriptor of the signal under investiga-
tion, representing the variation of the sound pressure
as a function of time. The definitions of the following
parameters are based on this descriptor, p(t).

Time-weighted and Frequency-weighted Sound
Pressure Level This is the sound pressure level
weighted in time and frequency with certain specific
functions. The most common time weightings are
slow, fast, and impulse. The most common frequency
weightings are A, C, or no weighting.

Peak Sound Pressure Level—Lpeak This is
the logarithmic expression of the frequency-weighted
or unweighted maximum instantaneous value of the
sound pressure pmax(t).

Lpeak = 10 log10

(
pmax

p0

)2

(18)

Equivalent Continuous Sound Pressure Level—
LAeqT This is denoted as LAeqT and represents the
continuous steady-state A-weighted sound pressure
level, which would have the same total mean energy
as the signal under consideration in the same period of
time T :

LAeqT = 10 log10
1

T

T∫

0

[
pA(t)

p0

]2

dt (19)

where pA(t) is the instantaneous A-weighted sound
pressure, p0 is the reference sound pressure, 20µPa,
and T is the analysis time period.

N Percent Exceedance Level—LK1K2N%,T This
is the time- and frequency-weighted sound pressure
level exceeded for N% of the time interval under
consideration; K1 is the weighting filter of the
instrument and K2 is the time weighting constant.
LAS50,15 min is the A-weighted sound pressure level,
slow time-averaged, exceeded 50% of the considered
time of 15 min. See also Chapter 34.

Sound Exposure Level (SEL) This index applies
to discrete noise events and is defined as the constant
level that, if maintained during a 1-s interval, would
deliver the same A-weighted sound energy to the
receiver as the real time-varying event. We can
understand this as a LAeqT normalized for T = 1 s:

SEL = 10 log10
1

t2 − t1

t2∫

t1

[
pA(t)

p0

]2

dt (20)

where pA(t) is the instantaneous A-weighted sound
pressure, p0 is the reference pressure of 20 µPa, t0
is the reference time, in this case 1 s, t2 − t1 is the
time interval, which is made long enough to include
the whole part of the event under consideration.

Perceived Noise Level (PNL) This index is based
on perceived noisiness and applies to aircraft flyovers.
The determination of the annoyance casused by aircraft
noise is quite complicated and is explained in the
aircraft noise measurement section of this chapter. See
also Chapter 34.

Specific Descriptors for Community Noise
The process of measuring and correlating noise
with annoyance is a key issue in environmental
impact studies. Descriptors are needed, not only
to assess current situations but also to plan noise
control measures and long-term noise impacts on the
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population. This process encompasses not only the
measurement of noise levels but also the understanding
of the characteristics of noise events and the noise
source in terms of level, frequency content, number of
repetitions, and period of the day of occurrence. The
noise events can be described in the following terms:

Single Events Events such as the passby of a
motorcycle, the flyby of an aircraft, or a blast at a
mining facility are defined as single events. These will
be described in terms of sound exposure level with
frequency weighting, maximum sound pressure level
with time and frequency weighting, and peak sound
pressure level with frequency weighting along with the
event duration.

Repetitive Single Events These may be consid-
ered as the sum due to the reoccurrence of multiple
individual events. In this case the measurement should
be based on the descriptors for a single event plus the
amount of repetitions that take place.

Continuous Sound The sound will be termed
continuous when the sound pressure level generated
is constant, fluctuating or slowly varying in the
time interval of the analysis. A good descriptor for
this category of noise is the A-weighted equivalent
continuous sound pressure level.

If A-weighted sound pressure levels are not suffi-
cient to assess the noise impact, more parameters need
to be included to adjust and better correlate the mea-
sured event with annoyance. These parameters include
corrections for period of day, tonality, low-frequency
content, and impulsiveness. These adjustments should
be consulted in the applicable standard or current leg-
islation being used.

Composite Whole-Day Rating Levels Composite
rating levels are used widely, and a substantial amount
of research has been conducted, and standards and
legislation have been written using this descriptor
for guidance as the main assessed parameter. Two
examples of this rating are the day–night rating
level and day–evening–night rating level. See also
Chapters 1, 34, and 106 for further discussion on these
descriptors.

Day–Night Rating Level (LRdn)

LRdn = 10 log

[
d

24
10(LRd+Kd)/10

+ 24 − d

24
10(LRn+Kn)/10

]
(21)

Day–Evening–Night Rating Level (LRden)

LRden = 10 log

[
d

24
10(LRd+Kd)/10 + e

24
10(LRe+Ke)/10

+ 24 − d − e

24
10(LRn+Kn)/10

]
(22)

where d is the number of daytime hours, e is
the number of evening hours, LRd is the daytime
rating level including adjustments for sources and
characteristics, LRn is the nighttime rating level
including adjustments for sources and characteristics,
LRe is the evening rating level including adjustments
for sources and characteristics, Kd is the daytime
adjustment, Ke is the evening time adjustment, and
Kn is the nighttime adjustment.

The duration of each time period varies from
country to country and both the period duration, and
adjustment corrections for each period decided by the
local noise authority must be used correctly.

8 VEHICLE NOISE MEASUREMENT
The measurement of noise and vibration in moving
vehicles is a complicated process that involves several
separate procedures (see Chapter 83). However, the
emission of traffic noise produces an environmental
impact in urban and suburban surroundings that can be
measured. If the emission level of vehicles complies
with certain established noise levels, the impact of
this emission based on traffic density, street layout,
and countermeasures can be evaluated and controlled
beforehand. To evaluate this noise impact prior to the
introduction of a new vehicle to the market, a reliable
measurement method is needed. There are two main
measurement methods used to establish the emission
level of a vehicle considering it as a single source:

• Stationary
• Dynamic Accelerating

In general, these methods are not used to determine
whether the noise is caused by aerodynamic, tire,
engine, exhaust, gear box, or transmission sources.

Taking into account that in urban areas vehicles
spend much of the time accelerating or decelerating,
the standard procedure is to use engineering methods
to obtain a quantitative measure of this emission level.
The accelerating noise is often the peak noise output
of many vehicles, and vehicle noise tests based on
the full acceleration mode are commonly made. This
procedure is covered fully in several national and
international standards.

8.1 Measurement Instruments and
Procedures
It is suggested to use an IEC 616722 type 1 sound
level meter and to set the instrument detectors to
A-weighting and fast time weighting. The required
discrete-time interval to analyze the noise variation
as a function of time is 30 ms. Critical distances and
environmental conditions should be noted and reported
as well as the vehicle speed with the precision stated
in Table 5.

Special considerations are required to ensure hemi-
spherical directivity with a divergence not more than ±
1 dB. To achieve this, ISO 1084410 defines a specific
procedure and ground plan to conduct the tests (see
Fig. 9). Optimally, the A-weighted noise level floor
should be not less than 10 dB below and if possible
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Figure 9 Plan for dynamic noise measurements of vehicles in accordance with ISO 10844.10 Distances are given in
metres.

Table 5 Measurement Uncertainties
Required for Nonacoustical Parameters

Parameter
Required
Accuracy

Speed ±2%
Temperature ±1◦C
Wind velocity ±1 m/s
Distance to source ±0.05
Height of microphone ±0.02 m

at least 15 dB below the measured A-weighted sound
pressure level of the accelerating vehicle.

The measurement should be carried out with two
sound level meters, one on each side of the vehicle
path, and four values must be obtained with each
meter. To validate the results, the spread between these
values must not exceed ±2 dB. In case this criterion is
not met, the test should be continued until the condition
is accomplished. The sound level meters should be
placed at a height of 1.20 m above the ground and at
a distance of 7.50 m from the road centerline.

The operating conditions required differ according
to the following vehicle characteristics:

• Number of axles
• Number of wheels
• Engine power
• Engine power versus total weight ratio
• Gear shift mechanism
• Transmission

Basically, the vehicle is driven in a straight line
at a constant speed typically of 50 km/h (±2% or
±50 rpm) until point AA in Fig. 9 is reached. At this
stage the vehicle is accelerated and kept that way up to
point BB. The noise emitted is measured accordingly
during this passby and the peak A-weighted sound
pressure level is recoded and reported.

It is important to point out that the influence on the
surface and weather conditions can affect not only the
propagation of the sound field but also the functioning
of the engines. Therefore, care must be taken not only
with the actual noise measurement but also to record
the atmospheric variables to ensure comparable results.
As a good starting point, it is recommended to make
measurements with the air temperature within a range
of 10 to 30◦C and to ensure that the wind speed is
always less than 5 m/s.

The road surface will also influence the noise
index obtained. The International Organization for
Standardization (ISO) and the Society of Automotive
Engineers (SAE) test procedures normally produce
somewhat different results for the same vehicle, even
if the test surface complies with ISO 10844.10 If the
weather and road surface conditions are kept constant,
the reproducibility of this test should be within a range
of a ±1 dB.

9 AIRCRAFT NOISE MEASUREMENT
The annoyance caused by the noise generated by
aircraft flyover and maneuvers at airports has been
the subject of many investigations. Emphasis has
been placed on two main areas: (1) measurement
units capable of quantifying the annoyance generated
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by aircraft and airports, and (2) long-term influence
of exposure to noise in residential zones nearby or
affected by airports and its operations.

People are less tolerant of the noise generated
by the flyover of an aircraft when they are indoors
rather than outdoors, even if the same event with
the same acoustical energy is involved. It does not
seem to matter that sound pressure levels indoors are
attenuated by the structure of the building. Therefore,
the annoyance perceived by a listener is not a simple
matter, and that is the reason for creating an accurate
way to measure perceived noise levels.

9.1 Measurement Method and Calculation
Procedure
To quantify the perceived noisiness, the noise gen-
erated (1) by single aircraft movements and (2) by
multiple aircraft operations at airports are treated sepa-
rately. In each case several international standards fully
describe the recommended procedures for the noise
measurements. See also Chapter 34.

The measurements of the noise generated by
aircraft are made following these recommendations:

• A type 1 measurement device is required.
• The height of the microphone must be 1.2 m

above the ground.
• The ground must be an acoustically hard

surface.
• The microphone must be positioned in a straight

line with the aircraft path.
• There must not be any obstacle in the area near

the measurement station.
• At no time must the wind speed, measured

10 m above the ground, exceed 5 m/s, and the
microphone must be properly protected from
the wind.

• The measurement system must be calibrated
before and after use.

The data obtained must be processed and preferably
digitally recorded for later analysis to obtain the
time history and spectrograms. To make a rough
approximation to the perceived noise levels, it is only
necessary to obtain the spectrum histories. To calculate
an accurate result, however, which can be validated
by international standards, it is necessary to obtain the
time history as well. The frequency spectrum history
must be obtained at least every 0.5 s throughout the
measurement period. The results are analyzed in one-
third octave bands from 50 to 10,000 Hz.

To calculate the perceived noise level (PNL), the
sound pressure levels must first be converted into
perceived noiseness (PN). The PN is given in “noys,”
and the relationship between the sound pressure level
Lp , PN, and PNL is shown in Fig. 10. The 1-noy curve
is the the minimum value of the sound pressure level
Lp required to disturb a person’s tranquility. The PN
or N , can be calculated with the following expression:

N = nmax + 0.15
(∑

n − nmax

)
(23)

Once the PN value has been obtained, it is converted
into PNL, which is a logarithmic expression relative
to a reference PN value (2 noys in this case):

LPN = 40 + 10 log10 N

log10 2
(24)

In the case that the spectrum curve obtained is not
smooth and the differences between bands are greater
than 3 dB, because of tonal components, a correction
must be applied. This correction factor is called the
tone correction C and is obtained by complicated
calculations that are described in the relevant standard.

The PNL values corrected by this method are
tone-corrected values and are named TCPNL. These
corrections are shown in Fig. 11. However, TCPNL
values are only spectrum corrected and do not take
into account the fact that the annoyance caused by the
noise depends not only on the frequency content of
the event but also on the duration of the exposure.
So a time correction should be applied as well. This
time-corrected value LEPN is defined as follows:

LEPN = 10 log10
1

t2 − t1

t2∫

t1

10LTPN/10dt (25)

where LTPN is the tone-corrected value of LPN.
The effective perceived noise level, or EPNL, is

the most accurate and accepted measurement unit for
aircraft overall perceived noise level. However, PNL
and TCPNL values will not always satisfy the need for
a reliable noise figure. For the validation of the mea-
surement, other variables such as aircraft conditions,
the wind direction, and other meteorological aspects
must be documented.

The equations given so far are only applicable to
individual events. Equations (26) and (27) apply to
multiple events through equivalent perceived noise
levels (EQPNL) and A-weighted equivalent noise
levels (EQANL):

LPNeq = 10 log10

(
1

T

∑
i

10LEPNi
/10

)
(26)

and

LAeqT = 10 log10

(
1

T

∑
i

10LAXi
/10

)
(27)

where i indicates the number of the event and T is the
duration of the measurement in seconds.

9.2 Aircraft Noise Application Case
The calculation of EPNL requires a large amount of
gathering and processing of data. In this example,
measurements were made with a type 1 digital sound
level meter capable of data recording, avoiding the
need for an additional recorder. The time increment
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Figure 13 Example of a nonsmooth aircraft noise spectrum where a tone correction must be applied.

(k) was taken as 0.5 s for a period of 43 s, which
involved the aircraft takeoff. (See Figs. 12, 13, and
14.)

10 ACOUSTIC IMPEDANCE MEASUREMENTS

Impedance tubes are used to measure the acoustical
properties of materials. Acoustic impedance is an
important material characteristic directly related to the
material sound absorption. The acoustic impedance can
be measured quickly and evaluated with only a small
sized sample of the material, without the need for a
reverberation chamber. Impedance tube measurements
are quite adequate for production tests and research
and development measurements in the laboratory.

The setups of Figs. 15, 17, and 18 are used to
determine the plane wave impedance of a material
sample. The material impedance and the absorption
and reflection coefficients can be determined by two
main methods:

1. Measuring the standing-wave ratio with one
microphone

2. Measuring the complex sound pressure transfer
function between two microphones

10.1 Standing Wave Ratio Method (One
Moving Microphone)

Consider a pipe of cross-sectional area S and length
L. Assume that the pipe is terminated at x = L
by a mechanical impedance Zm and is driven by a
piston at x = 0. A movable probe microphone is used
to measure the sound pressure of the standing-wave
pattern inside the tube (Figs. 15 and 16). Provided
the excitation is harmonic and of sufficiently low
frequency to ensure only plane waves propagate, the
following equation holds true for the pressure:

p(x, t) = Aej [ωt+k(L−x)] + Bej [ωt−k(L−x)] (28)
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where A and B are complex constants imposed by
boundary conditions at the two ends of the pipe.

Therefore the particle velocity can be expressed as

u(x, t) = 1

ρc
(Aej [ωt+k(L−x)] − Bej [ωt−k(L−x)]) (29)

and the acoustic impedance ZA of the plane waves
inside the tube is

ZA(x) = ρc

S

{
Aej [ωt+k(L−x)] + Bej [ωt−k(L−x)]

Aej [ωt+k(L−x)] − Bej [ωt−k(L−x)]

}
(30)

The mechanical load impedance at x = L can be
expressed in terms of the acoustic impedance of the
waves:

Zm = S2ZA = ρcS

(
A + B
A − B

)
= ρcS

(
1 + B/A
1 − B/A

)

(31)
Rewriting A and B as follows:

A = A, B = Bjθ (32)

and substituting into Eq. (31) gives

Zm = ρcS

[
1 + (B/A)ejθ

1 − (B/A)ejθ

]
(33)

it is possible to extract from this equation the
mechanical impedance, knowing the ratio of incident
and reflected waves and the phase angle θ. Substituting
Eq. (32) into (28) and solving to obtain the modulus
and average value of p(t), we obtain

P = |p(t)| =
√√√√ (A + B)2 cos2[k(L − x) − θ

2 ]

+ (A − B)2 sin2[k(L − x) − θ
2 ]
(34)

This sound pressure distribution along the x-axis is
shown in Fig. 16 for two cases.

It is not possible to measure A and B separately but
only A + B and A − B. Defining the standing-wave
ratio (SWR) as

SWR = A + B

A − B
(35)

the sound power reflection coefficient R is

R = B

A
= SWR + 1

SWR − 1
(36)

and it is possible to find a simple relation with the
absorption coefficient for normal incidence:

αn = 1 − R2 =
(

SWR + 1

SWR − 1

)2

(37)

10.2 Transfer Function Method (Two Fixed
Microphones)

This method (see Fig. 17) is based on the measured
frequency response function between two microphones
H12, which implies separating the incident (pi) and
reflected (pr) sound pressures and their respective
Fourier transforms Pi and Pr , by computing the
complex reflection coefficient, R, at the measurement
surface. The complex impedance Z can be calculated
from these data. The experimental setup for this
procedure is shown in Fig. 18.

The frequency response function in the frequency
domain, H12, is defined as

H12 = P2

P1
= P2i + P2r

P1i + P1r

(38)

where P is the Fourier transform of p(t),Pni is the
Fourier transform of the sound pressure due to the

Figure 17 Impedance tube measurement setup. The microphones are located at positions 1 and 2, separated by a
distance s. The sample is located at a distance � from microphone 2.
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Figure 18 Experimental setup for sound absorption measurement of material samples with tube, microphones A and B,
and frequency analyzer.

incident waves (i) at microphone n, and Pnr is the
Fourier transform of the sound pressure due to the
reflected waves (r) at microphone n, where n is either
1 or 2 and refers to the microphone considered (see
Fig.17).

Taking into account that

H12i = P2i

P1i

H12r = P2r

P1r

R1 = P1r

P1i

R2 = P2r

P2i

(39)

For microphone 1 the following holds true:

R1 = H12 − H12i

H12r − H12
(40)

provided that only plane waves propagate in the tube
and that the transfer functions H12i and H12r are e−jks

and e+jks , respectively. Multiplying the calculated
reflection coefficient by ej2k(l+s) to calculate its value
at x = 0, R can be expressed as

R = ej2k(l+s)R1 = −ej2k(l+s)

(
H12 − e−jks

H12 − ejks

)
(41)

The normal incidence sound absorption coefficient
is α = 1 − |R|2, and the surface-specific acoustic
impedance ratio Z is

Z = Zs

ρ0c
= 1 + R

1 − R
(42)

where Zs is the specific acoustic impedance of the
surface.

10.3 Application of Impedance Tube
Measurements

The sound absorption and mechanical properties of
several different road surfaces have been studied
in a recent research project at Auburn University.
The absorption coefficient of dense and porous road
surfaces was measured in the laboratory using core
samples with 10- and 15-cm diameter impedance
tubes. The 15-cm tube allows the absorption of a large
core sample surface to be determined, but only up to
a frequency of about 1250 Hz. The 10-cm tube allows
the absorption coefficient to be determined up to a
frequency of about 1950 Hz. See the setup in Fig. 18.
The two different diameter impedance tubes were also
mounted vertically on some of the same pavement
types and the absorption coefficient of these pavement
types was measured in this way too.

The impedance tubes consist of a metal tube
(of either 10- or 15-cm internal diameter) with a
loudspeaker connected at one end and the test sample
mounted at the other end. The loudspeaker is enclosed
and sealed in a wooden box and is isolated from the
tube to minimize structure-borne sound excitation of
the impedance tube. Usually, a steel backing plate
is fixed tightly behind the specimen to provide a
hard sound reflecting termination. Plane waves are
generated in the tube using broadband white noise
from the noise generator of a Bruel & Kjaer PULSE
system. The same tube can be used to measure the
sound absorption coefficient of samples in situ. In such
a case, the tube is mounted vertically to the surface
under study and a seal is made with some sealant
between a metal collar at the lower end of the tube
and the sample.

Two identical microphones are mounted in the
tube wall to measure the sound pressure at two
longitudinal locations simultaneously. The PULSE
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system is used to calculate the normal incidence
absorption coefficient α by processing an array of
complex data from the measured frequency response
function. Figure 19 illustrates the experimental setup
for the test equipment.

The working frequency range is determined by the
dimensions of the setup. The lower frequency limit
depends on the microphone spacing. For frequencies
lower than this limit, the microphone spacing is only
a small part of the wavelength. Measurements at
frequencies below this limit will cause unacceptable
phase errors between the two microphones. The low-
frequency limit was set at 200 Hz in these experiments.
The upper frequency limit depends on the diameter of
the tube:

fu <
Kc

d
Hz (43)

where c is the speed of sound (in m/s), d is the tube
diameter (in m), and K is a constant equal to 0.586 in
the International System (SI) of units.

For frequencies higher than fu, the sound waves
in the tube are no longer plane waves. For the 15-cm
diameter tube, the theoretical upper frequency limit is
1318 Hz. However, the plane wave assumption did not
appear valid for frequencies higher than 1250 Hz. So
for these tests, the working frequency range was set
to be from 200 to 1250 Hz. For the 10-cm diameter
tube, the theoretical upper frequency limit for the tube
is 1978 Hz. For some thin samples whose thicknesses
were 2.54 and 3.84 cm, the first absorption peak occurs
higher than 1250 Hz. So the smaller 10-cm tube can be
used for thin samples. One result is shown in Fig. 20.
It is observed that there is generally fair agreement
between the results obtained with the two different
diameter tubes. The larger diameter tube allows larger

Figure 19 Experimental setup for sound absorption
measurements of asphalt road surface samples with
impedance tube, microphones A and B, and frequency
analyzer. Note the road surface samples and metal
spacers. Two 10-cm diameter tubes lie horizontally on
the table. One 15-cm diameter tube can be seen standing
vertically on the left.

samples to be tested, which because of the non-
uniform sample surfaces gives greater confidence in
the measurements. The larger diameter tube, however,
does not allow measurements to be made above about
1200 Hz. Since the A-weighted sound pressure level
tire noise peaks at about 800 Hz for vehicles at
highway speeds (see Chapter 86) porous road surfaces
of the order of 4 to 5 cm in thickness would appear
to be a good choice. Many more experimental results
of the sound absorption measurements of road surface
samples are presented in Ref. 11 and 12. Space
limitations preclude their presentation here.
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Figure 21 Typical construction details and basic elements of the main types of piezoelectric seismic mass
accelerometers.

Table 6 Comparisons between Accelerometer and Preamplifier Types

Stage Type Advantages Disadvantages

Transduction
(piezoelectric sensor)

Shear • Temperature transient
sensitivity is very low
Base strain influence on
measurement results is kept
to a minimum

• Because of its low
sensitivity-to-mass ratio, very
large and heavy units are
needed for high sensitivities

Compression • Robust unit, proper for heavy
duty

• Susceptible to temperature
transients

• High sensitivities can be
achieved with small seismic
masses

• Base of the sensor is prone to
strain influence

Preamplification External charge
amplifier

• Allows the adjustment of
sensitivity and time constanta

of the preamplifier

• Very sensitive to triboelectric
noise

• Better frequency response
and lower noise levels

• Low-noise cable must be
used and it should not be
longer than 10 m

• Can be used with
high-temperature vibrating
samples

• More expensive

Built-in charge
amplifier

• Long cables are possible • Time constant and
preamplifier sensitivity are
fixed and cannot be changed

• Regular cables can be used
• No need to use an external

amplifier
• Economical signal

conditioning
• Compatible output (voltage

output) with several signal
analysis systems

a The time constant defines, among other factors mentioned before, the low-end frequency response of the sensor, as
well as the data output flow.
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Figure 22 Comparison of the vibration rms amplitudes measured on (a) the drive case and on (b) the concrete inertia
base of a lifter motor.

11 ACCELEROMETER PRINCIPLES
AND VIBRATION MEASUREMENTS

Accelerometers have become the most commonly
used devices to measure vibration. (See Chapters 35
and 37.) The device mainly responsible for transform-
ing the vibration into electrical signals is the piezoelec-
tric accelerometer, which has an output proportional to
the acceleration acting on its body. The key material
used to build them is a piezoelectric crystal loaded by
a seismic mass to enhance its sensitivity. Seismic mass
theory is given in Chapter 35. Typical loading condi-
tions are compression and shear as shown in Fig. 21.

The calculation of related velocity and displace-
ment parameters can be done either in an analog
electronic stage through integration or in the digital
domain with algorithmic processing of the data gath-
ered in almost real time. Taking into account that

acceleration, velocity, and displacement are mathemat-
ically related through derivatives and integrals (see
Fig. 2 and Chapter 1), a typical measurement versus
frequency graph will have a certain slope, and this
slope will accentuate certain regions of the frequency
plot. Therefore, it is usually common practice to select
the vibration parameter that gives the flattest measured
frequency response to optimize the dynamic range of
the measurement chain.

There are three main characteristics of accelerom-
eters that have to be carefully chosen in accordance
with the particular measurement being made:

• Mass. If the accelerometer mass is large com-
pared to the mass of the vibrating system, it
will alter its natural frequency or load the sys-
tem. The mass of the accelerometer should be
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Figure 23 Time history of 450 wiper runs, 1
12 th octave vibration testing of a small windshield wiper motor showing the

burn-in settling and wear of the softer parts on the first runs reflected by the high variability of certain frequency bands.
(Courtesy interPRO and Dakar Ingenierı́a Acústica.)

no more than one tenth of the vibrating sys-
tem’s mass. (See Fig. 16 in Chapter 35 and the
related discussion there for a more complete
description of the effects of mass loading of
accelerometers.)

• Charge Sensitivity If the seismic mass of the
accelerometer is increased, the resonance fre-
quency will decrease and the charge sensitivity
or output charge per acceleration unit applied
will increase. Small mass units are capable of a
wide range of frequency responses, and large
mass units are optimum for measurement of
small values of acceleration.

• Mounted Resonance Frequency The resonance
frequency is directly proportional to the over-
all stiffness of the system. Consequently, the
proper mounting method depends on the mea-
surement objective and goals. As a general
rule, the coupling between the sample and the
accelerometer should be as stiff as possible to
ensure unwanted resonances are avoided.

Additional factors should also be considered. Piezo-
electric accelerometers are not immune to extreme
environmental conditions, transverse motion, and mag-
netic field influences just to mention a few parameters
that may affect the measurements. The manufacturer’s
data sheet should be consulted to ensure proper func-
tioning conditions for the accelerometer.

A large variety of vibration measurement systems
can be used, but for general purposes typical systems
will be discussed. The transduction stage is performed
by a piezoelectric sensor. Refer to Table 6 for a

comparison between different types of accelerometers.
In this stage, the vibration of the sample is transmitted
to the sensor, which converts it to an electrical signal
proportional to the acceleration. The electrical signal
from the sensor must be conditioned (i.e., amplified
and impedance coupled). This is done by a charge-to-
voltage converter.

The filtering stage, whose function is to reject
undesired information, is done by electrical filtering of
the output of the preamplifier. Note that this filtering
stage only improves accuracy by omitting irregularities
caused by the mechanical properties of the sensor
(i.e., resonance frequency) or by simplifying the
data gathered. However, to protect the accelerometer
against excessive shock that could damage the device,
mechanical filters may be needed, especially to protect
it in the region near to and at its resonance frequency.

Sometimes the purpose of the measurement is not to
determine the acceleration of an object but to measure
its velocity or displacement. The integration stage
makes this possible by integrating the acceleration.
This is now generally done by a digital algorithm, but
it can be done by analog integration.

The detection, linear to logarithm conversion,
display, and logging are the final stages of the
measurement chain. Before the detection phase, the
signal processed is still an alternating current. A
detector converts it to a direct current signal to produce
the rms acceleration reading. Yet, due to the vast
range of values, an additional process converts the rms
acceleration values to acceleration levels in decibels
referenced to 10−6 m/s2. Then the results are finally
displayed. The display can be analog or digital in
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form. Several analysis tools are used for displaying the
results (e.g., real-time frequency analyzers, printers,
etc.). The results can also be recorded for later
processing preferably in the digital domain.

Two actual vibration measurements are presented
in Figs. 22 and 23. Figure 22 shows a decoupled lifter
motor with measurements taken on the motor block
and on the concrete inertia base. The decoupling is
seen to work well above the strong first resonance
at 18 Hz. Figure 23 shows measurements on a new
windshield wiper motor undergoing its first 450 runs
in a quality control test. The vibration levels generated
during each run were measured by an accelerometer
and analyzed in 1

12 th octave bands. It is clear that
certain bands show an abrupt change in level during
the first 20 runs (63 Hz, 160 Hz, 630 Hz, and 750 Hz).
Since each run takes 24 s to complete, these frequency
bands were found not to be useful for a pass–fail test
for these small motors in which a quick detection of
defective components is required.
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CHAPTER 44
DETERMINATION OF SOUND POWER LEVEL
AND EMISSION SOUND PRESSURE LEVEL

Hans G. Jonasson
SP Technical Research Institute of Sweden
Borås, Sweden

1 DETERMINATION OF SOUND POWER
LEVEL USING SOUND PRESSURE

1.1 Introduction

The noise emission from machinery is best described
by the sound power level. Contrary to the sound
pressure level, the sound power level is in principle
independent of the acoustical properties of the room
in which the machine is located. The sound power
level is also the best quantity to use when calculating
the sound pressure level in the reverberant field of the
room in which the source is located. In addition to the
sound power level, the emission sound pressure level,
that is, the sound pressure level in a hemianechoic test
environment, is used to describe the noise emission of
machinery in the direct field of the source.

In many cases the sound power level will depend
strongly on the mounting and operating conditions. In
order to be able to compare the noise emission from
similar machines from different manufacturers such
conditions have to be standardized. This is done in
machine-specific test codes (also called C-standards).
These C-standards always use one or several of the
basic measurement standards (also called B-standards)
described in the following. Thus, before carrying out
sound power measurements, it is essential to check if
there is such a test code for the machine to be tested. In
case there is no such test code, it is customary to select
one or more of the following operating conditions:
full load, no load (idling), conditions corresponding to
maximum sound generation, representative operating
conditions, or other specified operating conditions.
Whichever conditions are used, they must be described
carefully in the test report.

1.2 Overview of Available Standards

The sound power level can be determined in many
different ways. In principle all methods should give the
same result,1,2 although with different measurement
uncertainties. Some of the methods are based on
measurements of sound pressure and some on sound
intensity. Here only the International Organization
for Standardization (ISO) 3740 series3–9 describing
methods using sound pressure will be discussed.
All these standards are also European standards and
equivalent North American standards, and Japanese
industrial standards are normally identical. The most
suitable method to use in a given case is determined
by the desired measurement uncertainty and by
the available test environment and test equipment.

Sometimes the machine cannot be moved but must be
measured in situ, and sometimes it is most practical to
carry out the measurement in a dedicated laboratory.

In the ISO 3740 series the measurement uncertainty
is divided into three different classes: grade 1, grade 2,
and grade 3, also known as precision, engineering, and
survey methods. Grade 1, which is the most accurate
method, has a standard deviation of reproducibility less
than 1 dB, whereas grade 2 and grade 3 are less than
2 and 3 dB, respectively.

The normal quantity to be measured is the time-
averaged sound pressure level (also called equivalent
continuous sound pressure level), but sometimes the
single-event sound pressure level (also called sound
exposure level) is also used. They are defined as

Lp,eq,T = 10 log


 1

T

T∫

0

100,1Lp(t) dt


 dB (1)

Lp,1s = 10 log


 1
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T∫

0

100,1Lp(t) dt




= Lp,eq,T + 10 log

(
T

T0

)
dB (2)

respectively, where T is the time interval for the mea-
surement, T0 equals 1 s, and Lp(t) the instantaneous
sound pressure level. In the ISO 3740 series Lp,eq,T

is normally simply denoted Lp . Then Lp is used to
calculate the sound power level and Lp,1s to calculate
the sound energy level, LJ . The sound energy level is
of particular interest for sources emitting single bursts
of sound. It should be observed that nowadays it is
recognized that LJ can be determined both in a hemi-
anechoic and in a reverberant environment. If Lp is
replaced by Lp,1s in the following formulas, LW can
be replaced by LJ .

Sometimes it is required to evaluate the presence
of prominent tones. There are no objective methods to
determine prominent tones in the basic sound power
standards. However, there is one method in the test code
ISO 7779 10 for information technology equipment.

A very simple overview of the different standards
for determination of sound power levels is given in
Table 1. The reproducibility standard deviation is a
measure of the measurement uncertainty, see clause
1.6. More detailed guidance is given in ISO 3740.3
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Table 1 Selection of Measurement Method

Reproducibility
Standard

Standard
ISO

Measurement
Environment

Deviation of
the A-weighted
Sound Power

Level (dB)

Equipment in
Addition to

Sound Level
Meter

Minimum
Number of

Microphone
Positions

Background
Noise
Tolerance Subclause

3741 Reverberation room 0.5 Equipment to determine
reverberation time or a
reference sound source

6 Poor 1.5

1.4
3743-1 Room with hard walls with

V ≥ 40 m3
1.5 Reference sound source,

octave filter
3 Poor 1.4

3743-2 Special reverberation
room with V ≥ 70 m3

2.0 6 Poor 1.5

3744 Outdoors, large room,
hemianechoic room with
max environmental
correction K2 = 2 dB

1.5 9 Good 1.3

1.4
3745 Hemianechoic room with

maximum environmental
correction K2 = 0.5 dB

0.5 20 Moderate 1.3

3746 Outdoors,a large room
with maximum
environmental
correction K2 = 7 dB

3.0 4 Good 1.3

1.4
3747 Any indoor environment,

which is
a little reverberant

1.5 Reference sound source,
octave filter

3 Poor 1.4

aISO 3746 is the only standard that can be used on grass or soft earth.

1.3 Measurement Surface Methods
1.3.1 General The most basic method to deter-
mine the sound power level from a machine is to
determine the mean sound pressure level on a mea-
surement surface, that is, a hypothetical surface com-
pletely enclosing the machine under test and on which
the measurement points are located. The sound power
level is then given by

LW = Lpf + 10 log

(
S

S0

)
+ C1 (3)

where Lpf = mean sound pressure level on the
(measurement surface dB)

S = area of measurement surface (m2)
S0 = 1 m2

C1 = −10 log

(
B

√
T0

B0

√
T

)
(4)

B = static atmospheric pressure during the test
T = temperature, in K

B0 = 1013.25 hPa
T0 = 313.15 K

Normally, the measurement surface is a box on the
floor (= 5 sides) or a hemisphere as the source most
often is located on a floor away from all other room
boundaries. If the source is located close to a wall, the
measurement surface is half a box on the floor (= 4
sides) or a 1

4 sphere. If the source is located in a corner,
the measurement surface is 1

4 of a box on the floor (= 3
sides) or a 1

8 sphere, respectively. Whenever the source
approaches a boundary surface the sound power output
will be affected.11 This effect is not properly taken into
account in the ISO 3740 series. However, this effect
is normally negligible for all but the lowest frequency
bands.

Term C1 corrects the sound power level to actual
meteorological conditions. The meteorological condi-
tions will also affect the radiation from the source.12

The latter will vary with the acoustic impedance of
air, which in its turn varies with the atmospheric pres-
sure and the temperature. To compensate for that, it
has been decided to normalize measured sound power
levels to the reference barometric pressure B0 and
the temperature 23◦C (= 296.15 K). This normalized
sound power level, LW,N is given by

LW,N = Lpf + 10 log

(
S

S0

)
+ C1 + C2 (5)
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where

C2 = −15 log

(
BT1

B0T

)
(6)

where T1 = 296.15 K. Up until now both C1 and C2
have been neglected in all standards except precision
methods ISO 3741 and 3745. It is expected that similar
corrections will be introduced in the future also into
some other standards.

The mean sound pressure level on the measurement
surface is given by

Lpf = 10 log

(
1

n

n∑
i=1

100.1Lpi

)
(7)

where Lpi is the sound pressure level in measurement
position i on the measurement surface. In ISO 3744
the general principle is that each position must
be associated with an equally large area on the
measurement surface, and, if the difference between
any two positions exceeds the number of positions,
the number of positions has to be increased.

Equation (5) presumes that the intensity is mea-
sured along the normal to the measurement surface
only. This is only obtained with a measurement of
intensity, but for a sound pressure measurement it also
fits well for a spherical or hemispherical measurement
surface at a reasonably long distance. However, if the
measurement surface is box shaped at a short distance,
the sound will come from many different angles and
not only along the normal. In that case Lpi will be
overestimated13,14 and we get a systematical overes-
timate of the sound power. This overestimate is nor-
mally rather small and ignored. However, to improve
the reproducibility, it is recommended to use only one
shape of reference surface for each type of machine.

Equation (5) is valid when there are no reflections
from walls and ceiling. Some standards allow a
correction, K2, for such reflections, and we then get

LW = Lpf + 10 log

(
S

S0

)
+ C1 + C2 − K2 (8)

where the environmental correction K2 is a correction
to compensate for the increase in sound pressure
level on the measurement surface due to reflections
from walls, ceiling, and other reflecting objects
in the vicinity, but excluding surfaces within the
measurement surface, of the machine under test.
Outdoors or in a hemianechoic room K2 = 0 dB. In
other cases corrections have to be made. ISO 3744,
which has the uncertainty of an engineering method,
allows for corrections up to 2 dB, whereas the survey
method ISO 3746 allows for corrections up to 7 dB.
For ISO 3744 it has been proposed to increase the
maximum allowable correction from 2 to 4 dB.

The term K2, which describes the increase in sound
pressure level on the measurement surface due to the

reverberant sound field in the room, is calculated from

K2 = 10 log

(
1 + 4

S

A

)
(9)

where A is the sound absorption area of the room
estimated from:

A = αSv (10)

where α is the mean sound absorption coefficient of
the room surfaces, which for A-weighted levels can
be estimated from tables in the relevant standards;
Sv is the total area of the boundary surfaces (walls,
ceiling, and floor) of the test room, in meters squared;
A can also be determined in frequency bands by
measurements, for example, with a reference sound
source or from reverberation time.

1.3.2 The Sphere Method The most accurate
measurement surface method is the sphere method. In
that case the measurement is a sphere or part thereof.
At first the smallest possible imaginary box, the refer-
ence box is constructed, which completely encloses
the source to be tested and all its important sound
radiating parts. The reference box defines the size of
the source with its characteristic distance d0, the dis-
tance from the projection of the center of the reference
box on the floor and one of the upper corners. Then a
measurement distance, the radius R, of the hemispher-
ical measurement surface, which is at least twice d0
is selected. For large sources d0 becomes large, and it
is then often more practical to use a box-shaped mea-
surement surface. The basic measurement positions on
the hemispherical measurement surface are located as
shown in Fig. 1. The engineering method ISO 3744
normally uses the 10 locations shown in the figure,
whereas the survey method ISO 3746 only requires
positions 4, 5, 6, and 10. Each position must represent
an equally large area. If the largest difference in sound
pressure level, in decibels, between any two positions
exceeds the number of positions, then the number of
positions must be increased. The precision method ISO
3745 requires 20 different positions, each at a different
height. If the source under test emits stationary sound,
it is also permissible to determine the surface sound
pressure level using traversing microphone paths.

1.3.3 The Box Method The simplest and most
popular measurement surface method is the box
method, see Fig. 2. In this case the measurement
surface is box shaped with each of the sides at the
preferred measurement distance, d = 1.0 m from the
reference box. Alternatively, measurement distances
shorter or longer than 1.0 m may be selected.
Short distances require more microphone positions but
improve the signal-to-noise ratio if the background
noise is high. The basic microphone positions used in
the engineering method ISO 3744 are on the middle of
each side and in the four upper corners. More positions



DETERMINATION OF SOUND POWER LEVEL AND EMISSION SOUND PRESSURE LEVEL 529

5

2

8

9

10
74

3

6

1

Figure 1 Basic microphone positions on a hemispherical
measurement surface according to ISO 3744. The
microphone heights are 0.15R, 0.45R, 0.75R, and R,
respectively.

are required for large sources. For survey-grade
measurements the corner positions can be left out.

1.4 The Comparison Method

The comparison method is accurate, simple, and quick
and is particularly suitable when one has no access to
dedicated laboratories.14 The principle is to compare
the sound pressure level Lp from the source under test
with the sound pressure level Lpref from a calibrated
reference sound source with the known sound power
level LW ref. The unknown sound power level of the
source under test is then given by

LW = LW ref + Lp − Lpref (11)

To be accurate, the measurements have to be
made in frequency bands and the A-weighted sound
power level is then calculated. The comparison method
is standardized in ISO 3743 and 3747 for in situ
use. It is also an alternative for reverberation room
measurements according to ISO 3741 and to determine
the environmental correction K2 in ISO 3744 and
3746. The reference sound source must meet the
requirements of ISO 6926.15

In ISO 3743-1, which is specifically designed to be
used for small movable sources, the test environment
must be a hard-walled room; that is, a room without
major sound absorbing boundary surfaces, with a
minimum volume of 40 m3 and at least 40 times
the volume of the reference box. A sound absorbing
surface is a surface with a sound absorption coefficient
exceeding 0.20. At least three microphone positions,
the same ones for both the source under test and
the reference sound source, must be used, and the
measurements are carried out in octave bands. The
standard deviation of the reproducibility is in general
1.5 dB for the A-weighted sound power level. The
method is a substitution method; that is, the source
under test is moved and replaced by the reference
sound source when the sound pressure generated by
the latter is measured.

ISO 3747 is a true in situ method where it is
assumed that the source under test is not movable.
Normally, the reference sound source is located on top
of the source under test. To guarantee grade 2 accuracy
(engineering method), the test environment should be a
little reverberant. The quality of the test environment is
tested by carrying out a measurement of the excess of
sound pressure level, DLf , using the reference sound
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2a 2b

l l3
l1 l2

l l
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Figure 2 Basic microphone positions on a box-shaped measurement surface for a small source.
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source. DLf is given by

DLf = Lpref − LW ref + 11 + 20 log

(
r

r0

)
(12)

where r is the distance between the reference sound
source and the microphone; r0 = 1 m. To meet the
accuracy requirements of a grade 2 method, r of the
different microphone positions used must be selected
such that DLf ≥ 7 dB in each microphone position.

1.5 The Reverberation Method

This method is used in reverberant rooms. In order to
meet the requirements for the standard ISO 3741, a
special reverberation room has to be used. The most
common size for such a room is 200 m3. It is then
qualified for the frequency range of 100 to 10,000 Hz.
If lower frequencies are of interest, the room should
be larger. The measurements are carried out in 1

3
octave bands. Two methods are allowed. One is the
comparison method and the other is the direct method.
In the direct method the reverberation time and the
mean sound pressure level in the room are measured.
The sound power level is then given by

LW = Lp + 10 log

(
A

A0

)
+ 10 log

(
1 + Sc

8Vf

)

+ 4.34
A

S
− 6 + C1 + C2 (13)

where Lp = mean sound pressure level in the
room (dB)

A = equivalent sound absorption area of the
room (m2) determined from the
reverberation time

A0 = 1 m2

S = total surface area of the reverberation
room (m2)

c = speed of sound at the temperature θ, c =
20.05

√
273 + θ m/s

θ = temperature (◦C)
V = volume of the room (m3)
f = center frequency of the one-third octave

band used for the measurement (Hz)

The term 10 log (1 + Sc/8 V/f ) is a correction to
compensate for the fact that the mean sound pressure
level is not measured throughout the room volume
but at least 1.0 m away from the boundary surfaces.
As the energy density always is greatest close to the
walls, this leads to a systematic underestimate of the
true mean sound pressure level. The term 4.34A/S
accounts for the air absorption in the room.16 C1
and C2 are the same corrections as for ISO 3745
with the difference that the reference condition for
the normalized sound power level is that of ρc =
400 Ns/m3 instead of standard barometric pressure and
23◦C. It is recommended not to use this reference

condition of ISO 3741 but to use the reference
condition of the most recent standard ISO 3745, that is,
B = B0 and t = 23◦C, as this condition will be used
in future standards:

A = 55.26

c

(
V

Trev

)
(14)

The reverberation method is the most accurate and
most convenient method to use for broadband noise
sources provided that a reverberation room is available.
The method is not as good for sources emitting narrow-
band noise. To discover such problematic cases, ISO
3741 requires the use of six discrete microphone posi-
tions. For each measurement the standard deviation
of these positions has to be evaluated. If it is too
high, there are good reasons to assume that the source
emits narrow-band noise, and it is then necessary to
change the measurement procedure by using more
source and/or microphone positions. There is also an
option to avoid these additional positions by qualify-
ing the room for narrow-band measurements by using
rotating diffusors. However, this qualification proce-
dure is quite difficult. To decrease the problems with
tonal sounds, it is recommended not to have too long
reverberation times as the modal overlapping improves
with a higher sound absorption. When many micro-
phone positions are required, it may be useful to use
a moving microphone instead. The reverberation room
method is standardized as a precision method in ISO
3741. The standard deviation of reproducibility of the
A-weighted sound power level is 0.5 dB.

A special method in a special reverberation room is
described in ISO 3743-2. That method was originally
developed to make it possible to measure A-weighted
sound pressure levels directly in a reverberant field.
To make that possible the reverberation room has to
be qualified to have a reverberation time following
a specified frequency dependence. The development
of modern instrumentation and better comparison
methods has made this standard outdated.

1.6 Measurement Uncertainties

Traditionally, the measurement uncertainty in the ISO
3740 series is given in terms of the reproducibility
standard deviation, σR . If a particular noise source
were to be transported to each of a number of different
test sites, and if at each test site the sound power level
of that source were to be determined in accordance
with the respective standard, but with different test
personnel and different equipment, the results would
show a scatter. Assuming that the variations in noise
emission of the source were negligible, the maximum
standard deviation of all these sound power level
values is σR . The measurement uncertainty to be
reported is the combined measurement uncertainty
associated with a chosen coverage probability. By
convention, a coverage probability of 95% is usually
chosen, with an associated coverage factor of 2. This
means that the result becomes LWA ± 2σR . The σR

values of the different methods are given in Table 1.
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In the near future, ISO plans to change to the format
of ISO Guide to the Expression of Uncertainties in
Measurements.17 When it is implemented, it will be
necessary to identify each source of error and the
standard uncertainty, uj , associated with it. Depending
on the probability distribution, each error has a
sensitivity coefficient cj . A normal distribution has
a sensitivity coefficient of 1. The combined standard
uncertainty is then given by

u(LW ) =
√√√√

n∑
1

(ciuj )2 (15)

1.7 Noise Declarations

Many sound power determinations are carried out
on behalf of manufacturers who want to or have to
declare the noise emission values of their products.
For such declarations the measurement uncertainty
and the standard deviation of production have to be
taken into account. How this can be done is most
simply described in ISO 487118 and, for computer
and business equipment, in ISO 9296.19 Both these
standards are based on the more basic and more
complicated standard ISO 7574.20 Sometimes a noise
test code may give additional information. ISO 4871
permits noise declarations either as declared single-
number noise emission values or as declared dual-
number noise emission values.

The declared single-number noise emission value
for a production series of machines can be calculated
from

Ld = L + K (16)

where L is the mean value of a batch of the production,
preferably from at least three different machines, and
K is the expanded uncertainty. L is normally either
the A-weighted sound power level LWA or the A-
weighted emission sound pressure level LpA, but also
other acoustical quantities can be declared accordingly.
The value of K , in decibels, for a sample size of three
machines is

K = 1.5st + 0.564(σM − st ) (17)

where the total standard deviation st is given by

st =
√

s2
R + s2

P (18)

Here sP is the standard deviation of the production and
sR the standard deviation of the reproducibility. Values
of st and σM may be given in the test code, but, if there
is no such code available, the values given in Table 2
may be used. Only Ld is reported.

The declared single-number noise emission value
is also called guaranteed value. The value of K
determined above is based on ISO 7574-4 and results
in a 5% risk of rejection for a sample of three
machines. If a single machine out of batch is evaluated,

Table 2 Estimated Default Values for st and σM

Estimated Values (dB)
Accuracy Grade of
Measurement Method st σM

Engineering (grade 2) 2.0 2.5
Survey (grade 3) 3.5 4.0

the declared value is verified if the measured value is
equal to or less than the declared value. A batch is
verified if the mean value of three tested machines is
at least 1.5 dB lower than the declared value. A dual-
number declaration means that the measured value L
and the uncertainty K both are reported.

2 DETERMINATION OF EMISSION SOUND
PRESSURE LEVEL

2.1 Introduction

The emission sound pressure level is defined as
the sound pressure level in a specified location, the
operator’s position, if there is one, from a machine
under standardized operating conditions in a test
environment where the influence from all boundary
surfaces, but the floor is negligible. It is best measured
in a hemianechoic room.

In the ISO 11200 series21–26 five different standards
to determine the emission sound pressure level are
described. One of the standards, ISO 11205,26 uses
the sound intensity level to approximate the emission
sound pressure level. The quantities normally mea-
sured are LpAeq, LpA,1 s and LpCpeak. A standing oper-
ator or bystander is specified to be located at the height
1.55 m ± 0.075 m above the floor. If there is a seat,
the microphone must be located 0.8 ± 0.05 m above
the middle of the seat plane. If an operator is present,
the microphone must be 0.20 ± 0.02 m to the side of
the center plane of the operator’s head.

2.2 Laboratory Methods

The most common laboratory method for the deter-
mination of emission sound pressure level is ISO
11201.22 This standard requires the same environment
as ISO 3744,6 which means that the environmental
correction, K2, at the measurement position may be up
to 2 dB. However, contrary to ISO 3744 the standard
does not allow any corrections. The measured value,
corrected for background noise if relevant, is always
the result. This is very unfortunate as this in prin-
ciple means that room-dependent errors up to about
2 dB are accepted. Fortunately, most laboratories use
hemianechoic rooms qualified according to ISO 3745,7
which means that K2 ≤ 0.5 dB. The operating condi-
tions must be the same as those for the determination of
sound power levels. Operating conditions are generally
defined in machine-specific test codes.

In case there is no dedicated workplace, one either
measures in the bystander positions in the middle of
each side, 1 m from the sides of the reference box,
or applies ISO 11203.24 This standard calculates the
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emission sound pressure level from the sound power
level using the equation:

Lp = LW − 10 log

(
S

S0

)
(19)

where S is the box-shaped measurement surface on
which the specified position is located. If there is
no specified position, the distance is 1.0 m from the
reference box. S0 is 1 m2.

2.3 In Situ Methods

For general field use ISO 1120223 is the best method.
Here the emission sound pressure level is given by

Lp = L′
p − K3 (20)

where L′
p is the measured sound pressure level, and

the local environmental correction K3 is given by

K3 = 10 log

(
1 + 4

S

A

)
(21)

where S = 2πa2, where a is the distance from the
measurement point to the closest important sound
source on the machine; A is the equivalent sound
absorption area of the test room, which is estimated
as prescribed in ISO 3746 for sound power measure-
ments. In the present standard K3 is not allowed to be
greater than 2.5 dB. However, investigations27 have
shown that more accurate results are achieved if K3
values up to 4 dB are allowed.

If a lower measurement uncertainty is desirable ISO
1120425 can be applied. In that case either the sound
power level has to be known or the sound pressure
level has to be measured in several positions around
the machine. The problem with this standard is that it
is not always applicable. ISO 1120526 is an interesting
alternative in cases where the machine is located in
a very reverberant environment.28 In that case the
sound intensity level is measured in the three Cartesian
directions x, y, and z. The emission sound pressure
level Lp is given by

Lp = LIxyz + K5 (22)

where K5 = 1 dB and

LIxyz = 10 log

√(
10

LIx

10

)2

+
(

10
LIy

10

)2

+
(

10
LIz

10

)2

(23)
where LIx, LIy , and LIz are the sound intensity levels
determined in the three Cartesian directions.

When measuring LpCpeak for impulsive sound
sources reflections29,30 from the boundary surfaces
have less effect than is the case for Lp . Thus, no
corrections are allowed for LpCpeak. Peak values are

normally measured 10 times and the measurement
result is the highest value.

REFERENCES
1. ISO 12001:1996, Acoustics—Noise Emitted by Machi-

nery and Equipment—Rules for the Drafting and
Presentation of a Noise Test Code.

2. H. G. Jonasson and G. Andersen, Determination of
Sound Power Levels Using Different Standards. An
Internordic Comparison, SP Report, Vol. 9, 1996.

3. ISO 3740:2000, Acoustics—Determination of Sound
Power Levels of Noise Sources. Guidelines for the Use
of Basic Standards and for the Preparation of Noise Test
Codes.

4. ISO 3741:1999, Acoustics—Determination of Sound
Power Levels of Noise Sources Using Sound Pres-
sure—Precision Methods for Reverberation Rooms

5. ISO 3743:1994, Acoustics—Determination of Sound
Power Levels of Noise Sources Using Sound
Pressure—Engineering Methods for Small, Movable
Sources in Reverberant Fields. Part 1: Comparison
Method in Hard-Walled Test Rooms. Part 2: Methods
for Special Reverberation Test Rooms.

6. ISO 3744:1994, Acoustics—Determination of Sound
Power Levels of Noise Sources Using Sound Pres-
sure—Engineering Method in an Essentially Free Field
over a Reflecting Plane.

7. ISO 3745-2003, Acoustics—Determination of Sound
Power Levels of Noise Sources Using Sound Pres-
sure—Precision Methods for Anechoic and Semi-
anechoic Rooms.

8. ISO 3746:1995, Acoustics—Determination of Sound
Power Levels of Noise Sources Using Sound Pres-
sure—Survey Method Employing an Enveloping Mea-
surement Surface over a Reflecting Plane.

9. ISO 3747-2000, Acoustics—Determination of Sound
Power Levels of Noise Sources Using Sound Pres-
sure—Comparison Method for Use in situ.

10. ISO 7779:1999, Acoustics—Measurement of Airborne
Noise by Information Technology and Telecommunica-
tions Equipment.

11. H. G. Jonasson, Determination of Sound Power Level
and Systematic Errors, SP Report, Vol. 39, 1998.
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CHAPTER 45
SOUND INTENSITY MEASUREMENTS
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Lyngby, Denmark

1 INTRODUCTION

Sound intensity is a measure of the flow of energy in
a sound field. Sound intensity measurements make it
possible to determine the sound power of sources with-
out the use of costly special facilities such as anechoic
and reverberation rooms. Other important applications
of sound intensity include the identification and rank
ordering of partial noise sources, visualization of sound
fields, determination of the transmission losses of par-
titions, and determination of the radiation efficiencies
of vibrating surfaces.

Measurement of sound intensity involves determin-
ing the sound pressure and the particle velocity at
the same position simultaneously. The most common
method employs two closely spaced pressure micro-
phones and is based on determining the particle veloc-
ity using a finite difference approximation of the pres-
sure gradient.

The sound intensity method is not without prob-
lems, and more knowledge is required in measuring
sound intensity than in, say, using an ordinary sound
level meter. The difficulties are mainly due to the fact
that the accuracy of sound intensity measurements with
a given measurement system depends very much on the
sound field under study. Another problem is that the
distribution of the sound intensity in the near field of a
complex source is far more complicated than the dis-
tribution of the sound pressure, indicating that sound
fields can be much more complicated than earlier
realized.

2 SOUND FIELDS, SOUND ENERGY, AND
SOUND INTENSITY

2.1 Fundamental Relations

The instantaneous sound intensity I(t) is a vector that
describes the rate and direction of the net flow of
sound energy per unit area as a function of time t .
The dimensions of this quantity are energy per unit
time per unit area (W/m2). The instantaneous sound
intensity equals the product of the sound pressure p(t)
and the particle velocity u(t),1

I(t) = p(t)u(t) (1)

By combining some of the fundamental equations that
govern a sound field, the equation of conservation of
mass, the adiabatic relation between changes in the
sound pressure and in the density, and Euler’s equation

of motion, one can derive the equation

∫

S

I(t) · dS = − ∂

∂t




∫

V

w(t) dV


 = −∂E(t)

∂t
(2)

in which w(t) is the instantaneous total sound energy
density, S is the area of a closed surface, V is
the volume enclosed by the surface, and E(t) is
instantaneous total sound energy within the surface.2
The left-hand term is the net outflow of sound energy
through the surface, and the right-hand term is the
rate of change of the total sound energy within the
surface. This is the equation of conservation of sound
energy, which expresses the simple fact that the net
flow of sound energy out of a closed surface equals the
(negative) rate of change of the sound energy within
the surface because the energy is conserved.

In practice, we are usually concerned with the time-
averaged sound intensity in stationary sound fields:

〈I(t)〉t = 〈p(t)u(t)〉t (3)

For simplicity we use the symbol I for this quantity
rather than the more precise notation 〈I(t)〉t . If
the sound field is harmonic with angular frequency
ω = 2πf , we can make use of the usual complex
representation of the sound pressure and the particle
velocity, which leads to the expression

I = 1

2
Re{pu∗} (4)

where u∗ denotes the complex conjugate of u.
It is possible to show from Eq. (2) that the integral

of the time-averaged intensity over a surface that
encloses a source equals the sound power emitted by
the source Pa , that is,

∫

S

I · dS = Pa (5)

irrespective of the presence of steady sources outside
the surface.1,2 This important equation is the basis
of sound power determination using sound intensity.
Another consequence of Eq. (2) is that the integral is
zero: ∫

S

I · dS = 0 (6)
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when there is neither generation nor dissipation
of sound energy within the surface, irrespective of
the presence of steady sources outside the sur-
face.

In a plane wave propagating in the r direction the
sound pressure p and the particle velocity ur are in
phase and related by the characteristic impedance of
air, ρc, where ρ is the density of air and c is the speed
of sound:

ur(t) = p(t)

ρc
(7)

Under such conditions the intensity is

Ir = 〈p(t)ur(t)〉t = 〈p2(t)〉t
ρc = p2

rms

ρc = |p|2
2ρc

(8)

where p2
rms is the mean square pressure and p in the

rightmost expression is the complex amplitude of the
pressure in a plane wave in which the sound pressure is
a sinusoidal function of time. In the particular case of a
plane propagating wave, the sound intensity is seen to
be simply related to the mean square sound pressure,
which can be measured with a single microphone.
Equation (8) is also valid in the important case of a
simple spherical sound field generated by a monopole
source under free-field conditions, irrespective of the
distance to the source. A practical consequence of
Eq. (8) is the following extremely simple relation
between the sound intensity level (relative to Iref =
1 pW/m2) and the sound pressure level (relative to
pref = 20 µPa):

LI � Lp. (9)

This is due to the fact that

ρc � p2
ref

Iref
= 400 kg · m−2 s−1 (10)

in air under normal ambient conditions. At a static
pressure of 101.3 kPa and a temperature of 23◦C, the
error is about 0.1 dB.

However, in the general case the sound intensity
is not simply related to the sound pressure, and both
the sound pressure and the particle velocity must
be measured simultaneously, and their instantaneous
product time averaged as indicated by Eq. (3). This
requires the use of a more complicated device than
a single microphone. The sound intensity level is
usually, although not always, lower than the sound
pressure level.3

2.2 Active and Reactive Sound Fields

In spite of the diversity of sound fields encountered
in practice, some typical sound field characteristics
can be identified. For example, the sound field far

from a source under free-field conditions has certain
well-known properties, the sound field near a source
has other characteristics, and some characteristics are
typical of a reverberant sound field.

It was mentioned above that the sound pressure and
the particle velocity are in phase in a plane propagating
wave. This is also the case in a free field, sufficiently
far from the source that generates the field. Conversely,
one of the characteristics of the sound field near a
source is that the sound pressure and the particle
velocity are partly out of phase. To describe such
phenomena one may introduce the concept of active
and reactive sound fields.

In a harmonic sound field the particle velocity
may, without loss of generality, be divided into two
components: one component in phase with the sound
pressure and one component 90◦ out of phase with
the sound pressure.4 The instantaneous active intensity
is the product of the sound pressure and the in-
phase component of the particle velocity. This quantity
has a nonzero time average: the time-averaged sound
intensity, usually simply referred to as the sound
intensity. The instantaneous reactive intensity is the
product of the sound pressure and the out-of-phase
component of the particle velocity. This quantity has a
time average of zero, indicating that the sound energy
is moving back and forth in the sound field without
any net flow.

Very near a sound source the reactive field is
usually stronger than the active field. However, the
reactive field dies out rapidly with increasing distance
to the source, and, even at a fairly moderate distance
from the source, the sound field is dominated by the
active field. The extent of the reactive field depends
on the frequency, the dimensions, and the radiation
characteristics of the sound source. In practice, the
reactive field may usually be assumed to be negligible
at a distance greater than, say, half a metre from the
source.

Figures 1, 2, and 3 demonstrate the physical
significance of the active and reactive intensities.
Figure 1 shows the result of a measurement at a
position about 30 cm (about one wavelength) from
a small monopole source, an enclosed loudspeaker
driven with a band of one-third octave noise. The
sound pressure and the particle velocity (multiplied by
ρc) are almost identical; therefore the instantaneous
intensity is always positive: This is an active sound
field. In Fig. 2 is shown the result of a similar
measurement very near the loudspeaker (less than one
tenth of a wavelength from the loudspeaker cone). In
this case the sound pressure and the particle velocity
are almost 90◦ out of phase, and as a result the
instantaneous intensity fluctuates about zero, that is,
sound energy flows back and forth, out of and into
the loudspeaker. This is an example of a strongly
reactive sound field. Finally Fig. 3 shows the result of
a measurement in a reverberant room several metres
from the loudspeaker generating the sound field. Here
the sound pressure and the particle velocity appear to
be uncorrelated signals. This is neither an active nor a
reactive sound field; this is a diffuse sound field.
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Figure 1 Measurement in an active sound field. (a) solid line, instantaneous sound pressure; dashed line, instantaneous
particle velocity multiplied by pc; (b) instantaneous sound intensity; and (c) solid line, real part of complex instantaneous
intensity; dashed line, imaginary part of complex instantaneous intensity. One-third octave noise with a center frequency
of 1 kHz. (From Ref. 5. Reprinted with permission by Elsevier.)

3 MEASUREMENT OF SOUND INTENSITY

Although acousticians have attempted to measure
sound intensity since the 1930s, the first reliable
measurements did not occur until the middle of the
1970s. Commercial sound intensity measurement sys-
tems came on the market in the beginning of the 1980s,
and the first international standards for measurements
using sound intensity and for instruments for such mea-
surements were issued in the middle of the 1990s. A
description of the history of the development of sound
intensity measurement is given in Fahy’s monograph
Sound Intensity.1

The 50-year delay from when Olson submitted his
application for a patent for an intensity meter in 1931
to when commercial measurement systems came on the

market in the beginning of the 1980s can be explained
by the fact that it is far more difficult to measure
sound intensity than to measure sound pressure. The
problems are reflected in the extensive literature on the
errors and limitations of sound intensity measurement
and in the fairly complicated international and national
standards for sound power determination using sound
intensity, ISO 9614-1, ISO 9614-2, ISO 9614-3, and
ANSI S12.12.6–9

Attempts to develop sound intensity probes based
on the combination of a pressure transducer and a
particle velocity transducer have occasionally been
described in the literature, but this method has been
hampered by the absence of reliable particle velocity
transducers. However, a micromachined transducer
called the Microflown has recently become available
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Figure 2 Measurement in a reactive sound field. Key as in Fig. 1. One-third octave noise with a center frequency of 250
Hz. (From Ref. 5. Reprinted with permission by Elsevier.)

for measurement of the particle velocity, and a “low-
cost intensity probe” based on this device is now
in commercial production.10 Recent results seem to
indicate that it has potential.11 However, one problem
with any particle velocity transducer, irrespective of the
measurement principle, is the strong influenceof airflow.
Another unresolved problem is how to determine
the phase correction needed when two fundamentally
different transducers are combined.

Apart from the Microflown intensity probe, all
sound intensity measurement systems in commercial
production today are based on the “two-microphone”

(or p-p) principle, which makes use of two closely
spaced pressure microphones and relies on a finite dif-
ference approximation to the sound pressure gradient,
and both the IEC 1043 standard on instruments for the
measurement of sound intensity12 and the correspond-
ing North American ANSI standard13 deal exclusively
with the p-p measurement principle. Therefore, all the
considerations in this chapter concern this measure-
ment principle.

Two pressure microphones are placed close to each
other. The particle velocity component in the direction
of the axis through the two microphones, r , is obtained
through Euler’s equation of motion (Newton’s second
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Figure 3 Measurement in a diffuse sound field. Key as in Fig. 1. One-third octave noise with a center frequency of 500
Hz. (From Ref. 5. Reprinted with permission by Elsevier.)

law for a fluid):

∂p(t)

∂r
+ ρ

∂ur(t)

∂t
= 0 (11)

as

ûr (t) = −1

ρ

t∫

−∞

p2(τ) − p1(τ)

�r
dτ (12)

where p1 and p2 are the signals from the two micro-
phones, �r is the microphone separation distance,
and τ is a dummy time variable. The caret indicates
the finite difference estimate, which of course is an
approximation to the real particle velocity. The sound

pressure at the center of the probe is estimated as

p̂(t) = p1(t) + p2(t)

2
(13)

and the time-averaged intensity component in the r
direction is

Îr = 〈p̂(t)ûr (t)〉t =
〈

p1(t) + p2(t)

2

×
t∫

−∞

p1(τ) − p2(τ)

ρ�r
dτ

〉

t

(14)
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Some sound intensity analyzers use Eq. (14) to
measure the intensity in frequency bands (usually
one-third octave bands). Another type calculates the
intensity from the imaginary part of the cross spectrum
of the two microphone signals, S12(ω),

Îr (ω) = − 1

ωρ�r
Im{S12(ω)} (15)

The time-domain formulation is equivalent to
the frequency-domain formulation, and in principle
Eq. (14) gives exactly the same result as Eq. (15) when
the intensity spectrum is integrated over the frequency
band of concern. The frequency-domain formulation,
which makes it possible to determine sound intensity
with a dual-channel fast fourier transform (FFT)
analyzer, was derived independently by Fahy and
Chung in the late 1970s.14,15

The most common microphone arrangements are
known as face-to-face and side-by-side microphones.
The latter arrangement has the advantage that the
diaphragms of the microphones can be placed very
near a radiating surface but has the disadvantage
that the microphones disturb each other acoustically.
At high frequencies the face-to-face configuration
with a solid spacer between the microphones is
superior.16,17 A sound intensity probe produced by
Brüel & Kjær is shown in Fig. 4. The “spacer” between
the microphones tends to stabilize the “acoustical
distance” between them.16

Figure 4 Sound intensity probe with the microphones in
the ‘‘face-to-face’’ arrangement manufactured by Brüel &
Kjaer. (Courtesy Brüel & Kjaer.)

4 ERRORS AND LIMITATIONS IN
MEASUREMENT OF SOUND INTENSITY
There are many sources of error in the measurement of
sound intensity, and a considerable part of the sound
intensity literature has been concerned with identifying
and studying such errors. Some of the sources of
error are fundamental, and others are associated with
various technical deficiencies. One complication is that
the accuracy depends very much on the sound field
under study; under certain conditions even minute
imperfections in the measuring equipment will have
a significant influence. Another complication is that
small local errors are sometimes amplified into large
global errors when the intensity is integrated over a
closed surface.18

The following is an overview of some of the
most serious sources of error in the measurement
of sound intensity. Those who make sound intensity
measurements should know about the limitations
imposed by

• The finite difference error19

• Errors due to scattering and diffraction17

• Instrumentation phase mismatch20

Other possible errors include

• Additive “false” low-frequency intensity signals
caused by turbulent airflow21

• A random error caused by electrical noise in the
microphones22

The latter is a problem only at fairly low sound
pressure levels (say, below 40 dB relative to 20 µPa)
and only at low frequencies (say, below 200 Hz).

4.1 High-Frequency Limitations
The most fundamental limitation of the p-p measure-
ment principle is due to the fact that the sound pressure
gradient is approximated by a finite difference of pres-
sures at two discrete points. This obviously imposes
an upper frequency limit that is inversely proportional
to the distance between the microphones; see Fig. 5.

(a)

1 2

P(r)

∂p

∂r

∆p

∆r

(b)

1 2

P(r)

∂p

∂r

∆p

∆r

Figure 5 Illustration of the error due to the finite
difference approximation. (a) Good approximation at a low
frequency and (b) poor approximation at a high frequency.
(After Waser and Crocker.23)
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Figure 6 Finite difference error of an ideal two-
microphone sound intensity probe in a plane wave of axial
incidence for different values of the separation distance:
solid line, 5 mm; short dashed line, 8.5 mm; dotted line, 12
mm; long dashed line, 20 mm; dash-dotted line, 50 mm.

In the general case the finite difference error, that is,
the ratio of the measured intensity Îr to the true inten-
sity Ir , depends on the sound field in a complicated
manner.19 In a plane sound wave of axial incidence
the error can be shown to be16

Îr

Ir

= sin k�r

k�r
(16)

where k = ω/c is the wavenumber. This relation is
shown in Fig. 6 for different values of the microphone
separation distance. The upper frequency limit of
intensity probes has generally been considered to
be the frequency at which this error is acceptably
small. With 12 mm between the microphones (a typical
value) this gives an upper limiting frequency of about
5 kHz.

Equation (16) holds for an ideal sound intensity
probe that does not in any way disturb the sound field.
This is a good approximation if the microphones are
small compared with the wavelength and the distance
between them, but it is not a good approximation
for a typical sound intensity probe such as the one
shown in Fig. 4. The high-frequency performance of
a real, physical probe is a combination of the finite
difference error and the effect of the probe itself on
the sound field. In the particular case of the face-
to-face configuration, the two errors tend to cancel
each other if the length of the spacer between the
microphones equals their diameter; see Fig. 7. The
physical explanation is that the resonance of the
cavities in front of the microphones gives rise to a
pressure increase that to some extent compensates
for the finite difference error.17 Thus, the resulting
upper frequency limit of a sound intensity probe
composed of half-inch microphones separated by a
12-mm spacer is 10 kHz, which is an octave above
the limit determined by the finite difference error
when the interference of the microphones on the
sound field is ignored; compare Figs. 6 and 7. No
similar canceling of errors occurs with the side-by-side
configuration.

−5

0

5

0.5

Frequency (kHz)

E
rr

or
 in

 In
te

ns
ity

 (
dB

)

1 2 4 8

Figure 7 Error of a sound intensity probe with half-inch
microphones in the face-to-face configuration in a plane
wave of axial incidence for different spacer lengths: solid
line, 5 mm; short longdashed , 8.5 mm; dotted line, 12
mm; long dashed line, 20 mm; dash-dotted line, 50 mm.

4.2 Instrumentation Phase Mismatch

Phase mismatch between the two measurement chan-
nels is the most serious source of error in the measure-
ment of sound intensity, even with the best equipment
that is available today. It can be shown that the esti-
mated intensity, subject to a phase error ϕe, to a very
good approximation can be written as

Îr = Ir − ϕe

k�r

p2
rms

ρc
(17)

that is, phase mismatch in a given frequency band
gives rise to a bias error in the measured intensity
that is proportional to the phase error and to the
mean square pressure and inversely proportional to
the frequency and to the microphone separation
distance.20 In practice one must, even with state-
of-the-art equipment, allow for phase errors ranging
from about 0.05◦ at 100 Hz to 2◦ at 10 kHz. Both
the physical phase difference in the sound field and
the phase error between the microphones tend to
increase with the frequency, from which it follows
that this source of error is a potential problem in the
entire frequency range—not just at low frequencies as
often thought. Both the International Electrotechnical
Commission (IEC) standard12 and the North American
ANSI National Standards Institute (ANSI) standard13

on instruments for the measurement of sound intensity
specify performance evaluation tests that ensure that
the phase error is within certain limits.

Equation (17) is often written in the form

Îr = Ir +
(

I0

p2
0

)
p2

rms = Ir

(
1 + I0

p2
0 /ρc

p2
rms /ρc

Ir

)

(18)
where the residual intensity I0 and the corresponding
sound pressure p0,
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I0

p2
0 /ρc

= − ϕe

k�r
(19)

have been introduced. The residual intensity, which
should be measured, for example, in one-third octave
bands, is the “false” sound intensity indicated by the
instrument when the two microphones are exposed to
the same pressure p0, for instance, in a small cavity.
Under such conditions the true intensity is zero, and the
indicated intensity I0 should obviously be as small as
possible. The right-hand side of Eq. (18) demonstrates
how the error caused by phase mismatch depends on
the ratio of the mean square pressure to the intensity
in the sound field—in other words on the sound field
conditions.

Phase mismatch of sound intensity probes is usually
described in terms of the so-called pressure-residual
intensity index:

δpI0 = 10 log

(
p2

0 /ρc

I0

)
(20)

which is just a convenient way of measuring and
describing the phase error. With a microphone
separation distance of 12 mm, the typical phase error
mentioned above corresponds to a pressure-residual
intensity index of 18 dB in most of the frequency
range. The error due to phase mismatch is small pro-
vided that

δpI � δpI0 (21)

where

δpI = 10 log

(
p2

rms/ρc

Ir

)
� Lp − LI (22)

is the pressure-intensity index of the measurement.
The inequality (21) is simply a convenient way of
expressing that the phase error of the equipment
should be much smaller that the phase angle between
the two sound pressure signals in the sound field
if measurement errors should be avoided. A more
specific requirement can be expressed in the form7

δpI < Ld = δpI0 − K (23)

where the quantity

Ld = δpI0 − K (24)

is called the dynamic capability index of the instrument
and K is the bias error index. The dynamic capability
index indicates the maximum acceptable value of the
pressure-intensity index of the measurement for a
given grade of accuracy. The larger the value of K the
smaller is the dynamic capability index, the stronger
and more restrictive is the requirement, and the smaller

is the error. The condition expressed by the inequality
(23) and a bias error index of 7 dB guarantee that the
error due to phase mismatch is less than 1 dB, which
is adequate for most purposes. This corresponds to the
phase error of the equipment being five times less than
the actual phase angle in the sound field.

Most engineering applications of sound intensity
measurements involve integrating the normal compo-
nent of the intensity over a surface. The global version
of Eq. (18) has the form20

P̂a = Pa




1 + I0ρc

p2
0

∫

S

(p2
rms/ρc) dS

∫

S

I · dS




(25)

which shows that the global version of the inequality
(23) can be written as

�pI < Ld = δpI0 − K (26)

where

�pI = 10 log




∫

S

(p2
rms/ρc) dS

∫

S

I · dS




(27)

is the global pressure-intensity index of the measure-
ment. This quantity plays the same role in sound power
estimation as the pressure-intensity index does in mea-
surements at discrete points.

Figure 8 shows examples of the global pressure-
intensity index measured under various conditions. It
is obvious that the presence of noise sources outside
the measurement surface increases the mean square
pressure on the surface, and thus the influence of a
given phase error; therefore a phase error, no matter
how small, limits the range of measurement.
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Figure 8 The global pressure–intensity index �pI
determined under three different conditions: sold line,
measurement using a ‘‘reasonable’’ surface; dashed
line, measurement using an accentric surface; and
dash-dotted line, measurement with strong background
noise. (After Jacobsen.3)
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In practice, one should examine whether the
inequality (26) is satisfied or not when there is sig-
nificant noise from extraneous sources. If the inequal-
ity is not satisfied, it can be recommended to use a
measurement surface somewhat closer to the source
than advisable in more favorable circumstances. It
may also be necessary to modify the measurement
conditions—to shield the measurement surface from
strong extraneous sources, for example, or to increase
the sound absorption in the room. All modern sound
intensity analyzers can determine the pressure-intensity
index concurrently with the actual measurement, so
one can easily check whether phase mismatch is
a problem or not. Some instruments automatically
examine whether inequality (26) [or (23) in a point
measurement] is satisfied or not and give warnings
when this is not the case. It may well be impos-
sible to satisfy the inequality in a frequency band
with very little energy; this is, of course, of no con-
cern.

5 CALIBRATION OF SOUND INTENSITY
PROBES

The purpose of the IEC standard for sound intensity
instruments12 and its North American counterpart13

is to ensure that the intensity measurement system
is accurate. Thus, minimum values of the acceptable
pressure-residual intensity index are specified for the
probe as well as for the processor, and according to
the results of a test the instruments are classified as

being of “class 1” or “class 2.” The test involves
subjecting the two microphones of the probe to
identical pressures in a small cavity driven with
wideband noise. As described in Section 4.2, the
indicated pressure-intensity index equals the pressure-
residual intensity index, which describes how well the
two microphones are matched. A similar test of the
processor involves feeding the same signal to the two
channels.

The pressure and intensity response of the probe
should also be tested in a plane propagating wave as a
function of the frequency, and the probe’s directional
response is required to follow the ideal cosine law
within a specified tolerance.

A special test is required in the frequency range
below 400 Hz. According to this test the intensity
probe should be exposed to the sound field in
a standing-wave tube with a specified standing-
wave ratio (24 dB for probes of class 1). When
the sound intensity probe is drawn through this
interference field, the sound intensity indicated by
the measurement system should be within a certain
tolerance.

Figure 9a illustrates how the sound pressure, the
particle velocity, and the sound intensity vary with
position in a one-dimensional interference field with
a standing-wave ratio of 24 dB. It is apparent that
the pressure-intensity index varies strongly with the
position in such a sound field. Accordingly, the
influence of a given phase error depends on the
position, as shown in Fig. 9b. However, the test will
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Figure 9 (a) Sound pressure level (solid line), particle velocity level (dashed line), and sound intensity level (dash-dotted
line) in a standing wave with a standing-wave ratio of 24 dB. (b) Estimation error of a sound intensity measurement
system with a residual pressure–intensity index of 14 dB (positive and negative phase error). (From Ref. 24. Reprinted
with permission by Elsevier.4)
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Figure 10 Response of a sound intensity probe exposed to a standing wave: sound pressure, particle velocity, intensity,
and phase-corrected intensity. (After Frederiksen.25)

also reveal other sources of error than phase mismatch,
for example, the influence of an unacceptably high vent
sensitivity of the microphones.24,25

Figure 10 shows the measured pressure, particle
velocity, intensity, and phase-corrected intensity in a
standing-wave tube. The phase mismatch has been
corrected by measuring the pressure-residual intensity
index and subtracting the error term from the biased
estimate given by Eq. (18). The remaining bias
error is due to nonnegligible vent sensitivity of the
particular microphones used in this test.25 Note that the
maximum error of the phase-corrected intensity does
not occur at pressure maxima in the standing-wave
field.

6 APPLICATIONS

Some of the most common practical applications
of sound intensity measurements are now briefly
discussed.

6.1 Sound Power Determination

One of the most important applications of sound
intensity measurements is the determination of the
sound power of operating machinery in situ. Sound
power determination using intensity measurements is
based on Eq. (5), which shows that the sound power
of a source is given by the integral of the normal
component of the intensity over a surface that encloses
the source, also in the presence of other sources outside
the measurement surface. Neither an anechoic nor a
reverberation room is required. The analysis of errors
and limitations presented in Section 4 leads to the
conclusion that the sound intensity method is suitable
in the following instance:

• For stationary sources in stationary background
noise provided that the global pressure-intensity
index is within the dynamic capability of the
equipment

The method is not suitable in the following
instances:

• For sources that operate in long cycles (because
the sound field will change during the measure-
ment)

• In nonstationary background noise (for the same
reason)

• For weak sources of low-frequency noise
(because of large random errors caused by elec-
trical noise in the microphone signals)22

The surface integral can be approximated either by
sampling at discrete points or by scanning manually
or with a robot over the surface. With the scanning
approach, the intensity probe is moved continuously
over the measurement surface in such a way that the
axis of the probe is always perpendicular to the mea-
surement surface. A typical scanning path is shown
in Fig. 11. The scanning procedure, which was intro-
duced in the late 1970s on a purely empirical basis,
was regarded with much skepticism for more than a
decade27 but is now generally considered to be more
accurate and much faster and more convenient than
the procedure based on fixed points.28,29 A moderate
scanning rate, say 0.5 m/s, and a “reasonable” scan
line density should be used, say 5 cm between adjacent
lines if the surface is very close to the source, 20 cm
if it is further away. One cannot use the scanning

100 cm

Measurement
Surface

Reflective Floor

100 cm

10
0 

cm

Figure 11 Typical scanning path. (After Tachibana.26)
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Figure 12 Measurement surface divided into segments.
(After Brüel & Kjær.30)

method if the source is operating in cycles; both the
source under test and possible extraneous noise sources
must be perfectly stationary. The procedure using fixed
positions is used when the scanning method cannot be
used, for example, because people are not allowed near
an engine at full load.

Usually the measurement surface is divided into a
number of segments, each of which will be convenient
to scan; Fig. 12 shows a simple example. One will
often determine the pressure-intensity index of each
segment, and the accuracy of each partial sound
power estimate depends on whether inequality (23)
is satisfied or not, but it follows from inequality
(26) that it is the global pressure-intensity index
associated with the entire measurement surface that
determines the accuracy of the estimate of the (total)
radiated sound power. It may be impossible to satisfy
inequality (23) on a certain segment, for example,
because the net sound power passing through the
segment takes a very small value because of extraneous
noise; but, if the global criterion is satisfied, then
the total sound power estimate will nevertheless be
accurate.

Very near a large, complex source the sound field
is often very complicated and may well involve
regions with negative intensity, and far from a source
background noise will usually be a problem, indicating
the existence of an optimum measurement surface that
minimizes measurement errors.31 In practice, one uses
a surface of a simple shape at some distance, say
25 to 50 cm, from the source. If there is a strong
reverberant field or significant ambient noise from
other sources, the measurement surface should be
chosen to be somewhat closer to the source under
study.

The three International Organization for Standard-
ization (ISO) standards for sound power determination
using intensity measurement6–8 have been designed

Figure 13 Distribution of normal intensity over a window
transmitting in the 2-kHz one-third octave band. (After
Tachibana.33)

for sources of noise in their normal operating con-
ditions, which may be very unfavorable. In order to
ensure accurate results under such general conditions,
the user must determine a number of “indicators”
and check whether various conditions are satisfied.
The most important indicator is the global pressure-
intensity index [Eq. (27)], and the most important
condition is inequality (26). The standards also spec-
ify corrective actions when the requirements fail to
be met. In addition ISO 9614-2 specifies a repro-
ducibility test; each segment should be scanned twice
with orthogonally oriented patterns, and the difference
should be less than a specified value. Fahy, who was
the convener of the working group that developed ISO
9614-1 and 9614-2, has described the rationale, back-
ground, and principles of the procedures specified in
these standards.32 The approach in the correspond-
ing ANSI standard is quite different.9 In this standard
no less than 26 indicators are described, but it is
optional to determine these quantities, and it is left
to the user to interpret the data and decide what to
do.

6.2 Noise Source Identification and
Visualization of Sound Fields

This is another important application of the sound
intensity method. A noise reduction project usually
starts with the identification and ranking of noise
sources and transmission paths, and sound intensity
measurements make it possible to determine the partial
sound power contribution of the various components
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directly. Plots of the sound intensity normal to a
measurement surface can be used in locating noise
sources. Figure 13 shows an example of a plot of the
normal intensity over a window transmitting sound.
The dominant radiation of sound near edges and
corners is clearly seen.

Visualization of sound fields, helped by modern
computer graphics, contributes to our understanding of
the sound radiation of complicated sources. Figure 14
shows vector plots near a seismic vibrator, and Fig. 15

shows the results of similar measurements near a
musical instrument (a recorder).

6.3 Radiation Efficiency of Structures

The radiation efficiency of a structure is a measure of
how effectively it radiates sound. This dimensionless
quantity is defined as

σ = Pa

ρc〈v2
n〉S

(28)
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One-third octave band center frequency: 80 Hz
Reference level: 80 dB re. 1 pW/m2

Scale: = 20 dB

Acoustic intensity vector in the y-z plane at x = 6
One-third octave band center frequency: 80 Hz
Reference level: 80 dB re. 1 pW/m2

Scale: = 20 dB

Figure 14 Sound intensity vectors in the 80-Hz one-third octave band measured near a seismic vibrator. Components in
(a) the x–y plane and (b) the y–z plane. (From Ref. 34. Reprinted with permission by Elsevier.)
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Figure 15 Sound intensity distribution in the sound field
generated by a recorder. (a) Fundamental (520 Hz) and (b)
second harmonic (1040 Hz). (After Tachibana.35)

where Pa is the sound power radiated by the structure
of surface area S, vn is normal velocity of the surface,
and the angular brackets indicate averaging over time
as well as space. The sound intensity method is

suitable for measuring the radiated sound power. In
principle, one can also measure the surface velocity
with an intensity probe since this quantity may be
approximated by the normal component of the particle
velocity near the radiating structure, which may be
determined using Eq. (12).36 The advantage is that
the sound intensity and the velocity are determined at
the same time. However, in practice, such a velocity
measurement can be problematic, among other reasons
because of its sensitivity to extraneous noise,37 and
a conventional measurement with accelerometers or a
laser transducer may be a better option.

6.4 Transmission Loss of Structures
and Partitions

The conventional measure of the sound insulation of
panels and partitions is the transmission loss (also
called sound reduction index), which is the ratio
of incident to transmitted sound power in logarith-
mic form. The traditional method of measuring this
quantity requires a transmission suite consisting of
two vibration-isolated reverberation rooms. The sound
power incident on the partition under test in the source
room is deduced from an estimate of the spatial aver-
age of the mean square sound pressure in the room on
the assumption that the sound field is diffuse, and the

dB Sound reduction index according to ISO/DIS 140-3, 1991

SP, trad, Rw=54 

DTI, trad, Rw=53

DELAB, trad, Rw=52

VTT, trad, Rw=51 

VTT, trad, Rw=36 

SP, trad, Rw=37

DTI, trad, Rw=37

DELAB, trad, Rw=37

80

70

60

50

40

30

20

10
50 80 125 200 315 500 800 1250 2000 3150 5000

Frequency, Hz

(a)

dB Sound reduction index according to proposed method

SP, Rlc, Rw=55

DTI, Rlc, Rw=54

DELAB, tRlc, Rw=54

VTT, Rlc, Rw=54

VTT, Rlc, Rw=36 

SP, Rlc, Rw=37

DTI, tRlc, Rw=38

DELAB, Rlc, Rw=37

80

70

60

50

40

30

20

10
50 80 125 200 315 500 800 1250 2000 3150 5000

(b)

Frequency, Hz

Figure 16 Interlaboratory comparison for a single metal leaf window (lower curves) and for a double metal leaf window
(upper curves): (a) conventional method and (b) intensity method. (From Ref. 38. Reprinted with permission by Elsevier.)
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transmitted sound power is determined from a similar
measurement in the receiving room where, in addition,
the reverberation time must be determined. The sound
intensity method, which is now standardized,39,40 has
made it possible to measure the transmitted sound
power directly. In this case it is not necessary that
the sound field in the receiving room is diffuse, which
means that only one reverberation room, the source
room, is necessary.41 One cannot measure the incident
sound power in the source room using sound inten-
sity since the method gives the net sound intensity.
Figure 16 shows the results of a round-robin investiga-
tion in which a single-leaf and a double-leaf construc-
tion were tested by four different laboratories using the
conventional method and the intensity-based method.

The main advantage of the intensity method over
the conventional approach is that it is possible to
evaluate the transmission loss of individual parts of the
partition. However, each sound power measurement
must obviously satisfy the condition expressed by
inequality (26).

There are other sources of error than phase mis-
match. To give an example, the traditional method
of measuring the sound power transmitted through
the partition under test gives the transmitted sound
power irrespective of the absorption of the partition,
whereas the intensity method gives the net power.42

If a significant part of the absorption in the receiv-
ing room is due to the partition, then the net power is
less than the transmitted power because a part of the
transmitted sound energy is reabsorbed/transmitted by
the partition. Under such conditions one must increase
the absorption of the receiving room; otherwise the
intensity method will overestimate the transmission
loss because the transmitted sound power is under-
estimated.

As an interesting by-product of the intensity
method, it can be mentioned that deviations observed
between results determined using the traditional
method and the intensity method led several authors
to reanalyze the traditional method in the 1980s43,44

and point out that the Waterhouse correction,45 well
established in sound power determination using the
reverberation room method, had been overlooked in
the standards for measurement of transmission loss.

6.5 Other Applications
The fact that the sound intensity level is much lower
than the sound pressure level in a diffuse sound
field has led to the idea of replacing a measurement
of the emission sound pressure level generated by
machinery at the operator’s position by a measurement
of the sound intensity level, because the latter is less
affected by diffuse background noise.46 This method
has recently been standardized.47
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CHAPTER 46
NOISE AND VIBRATION DATA ANALYSIS

Robert B. Randall
School of Mechanical and Manufacturing Engineering
The University of New South Wales
Sydney, New South Wales, Australia

1 INTRODUCTION
Noise is often produced by the radiation of sound from
vibrating surfaces. The noise can be related by a phys-
ical transfer function to the surface vibration. Analysis
of the noise and vibration signals is usually done to
extract parameters that best characterize the signals for
the purpose of the practical application. These param-
eters often include root-mean-square (rms) values that
can be used to assess signal strength or the potential of
the noise or vibration to cause damage. In some cases,
it is necessary to study the resonant response of excited
structures or systems to which the signal is applied.
In such cases, simple signal strength is not the only
important factor but also how the noise and vibration
is distributed with frequency. Hence, frequency anal-
ysis by fast Fourier transform (FFT) techniques and
filters is often used.

In recognizing the impulsiveness of some noise
and vibration signals, and their potential to cause
and/or reveal damage to machinery, structures, and
humans, a knowledge of statistical parameters such as
kurtosis is valuable as a measure of impulsiveness. In
addition, because the statistical distribution of local
peak values is related to fatigue life of machinery and
structures, methods of describing it are important. The
relationship between two (or more) noise or vibration
signals can be important, for example, to characterize
the properties of a physical system by relating the
applied excitation to the response of the system,
or simply to determine if the signals are related.
Thus methods of establishing such relationships,
such as correlations, cross spectra, and frequency
response functions, are of interest. Such noise and
vibration signals being analyzed usually have wide
frequency and dynamic ranges, and typical condenser
microphones for noise signals and accelerometers for
vibration signals must have suitable performance for
their measurement.

2 SIGNAL TYPES

Many noise and vibration signals come from machines
in operation. A simple machine such as a motor–pump
set has a single rotating shaft (in sections joined by
couplings), and some vibrations, such as those due to
unbalance, are directly related to the shaft speed and
phase locked to it. At constant speed the unbalance
force will be sinusoidal, and the vibration response
also largely at this same frequency. Because of non-
linearities in the structure and support, the response
may contain sinusoidal components at higher harmon-
ics (multiples) of the shaft speed, but will still be peri-
odic with a period equal to one revolution. With two or

more independent shafts, such as with an aeroengine,
the shaft-related signal will still be a sum of sinusoids,
but no longer periodic. Such signals are known as
quasi-periodic. In some other machines, for example,
internal combustion engines, some vibration compo-
nents, such as those due to combustion, are loosely
tied to shaft speed, but not phase locked. Accordingly,
there is an explosion in each cylinder every cycle, but
the combustion events are not exactly repeatable. Such
signals are known as cyclostationary. Yet other compo-
nents, typically those associated with fluid flow, such
as turbulent fluctuations and cavitation, are not tied
to shaft speeds at all and are random, although they
may be stationary; that is, their statistical properties
are invariant with time. At this point it is also worth
mentioning pseudorandom signals. These are formed
by taking a section of random signal and repeating it
periodically. Thus, over short time periods they appear
random, but they are actually deterministic.

For constant operating conditions all the above sig-
nals may be considered stationary (at least if the vari-
ous realizations are arranged with arbitrary zero times
so that there is no reason why ensemble averages at
one time should be different from those at other times),
but in the more general case statistical parameters vary
with time because of varying conditions, and the sig-
nals are then nonstationary. Typical examples are the
noise from an aircraft flyover or the vibrations from
a machine during run-up or coast-down. Such sig-
nals are typically analyzed by dividing them up into
short quasi-stationary sections, and the changes in their
parameters registered against time.

All the above signals are continuous and charac-
terized by their local power, that is, the mean-square
value averaged over a defined time interval, but a
further class of signals can be categorized as tran-
sients, that is, single events starting and finishing
with value (essentially) of zero. Transient signals are
characterized by their energy, that is, the integral of
their instantaneous power over their entire length, and
it is important to recognize the different dimensions
and units of their time and frequency representations.
Shocks are of this type. Interpreting a squared signal
as power requires explanation but can be seen by anal-
ogy with electrical power, the product of current and
voltage. Thus power P = IV = I 2R = V 2/R (where
I = current, V = voltage, and R = resistance), and so
the physical power is related to the square of the cur-
rent or voltage signal through a constant impedance
or admittance parameter. In a similar manner, sound
power is related to the square of sound pressure or
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particle velocity, and vibration acceleration power is
often represented in terms of g2 or (ms−2)2.

Figure 1 shows how the above-mentioned signals
may be classified, and Fig. 2 shows typical time-
and frequency-domain representations of some sig-
nal types. Stationary deterministic signals are made
up entirely of sinusoidal components, while stationary
random signals have a spectrum distributed continu-
ously with frequency. Sinusoids have a finite power
concentrated at a single frequency, whereas the spectra
of stationary random signals must be integrated over a
finite frequency band to obtain finite power, and it is
then appropriate to speak of a constant power spectral
density (PSD) or power per hertz. Transients also have
a spectrum distributed continuously with frequency,
but as mentioned above the transient has finite energy

and the spectrum should be scaled in energy spectral
density (ESD) or energy per hertz.

3 TIME-DOMAIN DESCRIPTIONS

3.1 Statistical Descriptors

Use can be made of basic statistics to extract
characteristic parameters from the time signal directly.
In the most general case we will be dealing with
an ensemble of time signals arising from a random
process, as illustrated in Fig. 3, and the statistical
parameters are calculated as the “expected value,” or
ensemble average, represented by the symbol E[·], at
a given time.

This description can also be used for nonstationary
signals. Thus the mean value, or simple average, is

Stationary
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Nonstationary

Random Deterministic TransientContinuous

Periodic

Quasi-Periodic

Cyclostationary

Continuously Varying

Figure 1 Division of signals into the main categories.
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Figure 3 Illustration of ensemble averaging.

given by the formula

xm(t) = E[x(t)] (1)

However, for stationary signals, as mentioned above,
the statistical parameters are independent of the time
at which they are evaluated, and so xm(t) = xm,
often represented as the constant µ. As discussed
in Chapter 13, provided the process is ergodic, the
statistical parameters can be calculated from averages
taken along the time record, so

µT = 1

T

T∫

0

x(t) dt (2)

which represents an average over T seconds, but
the equivalence with the ensemble average applies as
T → ∞. Since the average is independent of time t ,
the integration can also be from −T/2 to T/2. In
what follows, until the case of nonstationary signals
is considered, stationary signals will be assumed and
all definitions will use time-domain averages.

If the squared value of the signal is averaged, this
gives the mean square value, which is the averaged
signal power. Thus,

xms = 1

T

T∫

0

x2(t) dt (3)

To obtain a parameter with the same dimensions and
units as the original signal, it is normal to take the
square root of the mean-square value to obtain the
root-mean-square, or rms, value; thus;

xrms =

√√√√√ 1

T

T∫

0

x2(t) dt (4)

It is also convenient to evaluate the parameters of
the signal once the mean value or direct current
(dc) component has been removed. The power of the
remainder is the variance, given by

xvar = σ2 = 1

T

T∫

0

(x(t) − µ)2 dt (5)

and its square root is the standard deviation:

σ =

√√√√√ 1

T

T∫

0

(x(t) − µ)2 dt (6)

3.2 Probability
For the random signal x(t) (e.g., one of the realizations
in Fig. 3), consider a number of samples at small
uniform intervals. The fraction of samples that are less
than a particular value of x can be used to define the
probability distribution P(x), which is the probability
that the random variable x(t) is less than x. That is,

P(x) = Pr[x(t) < x] (7)

where P(x) must have the form shown in Fig. 4, which
states that x(t) is certain to be less than the maximum
value xmax [i.e., P(xmax) = 1], and it can never be less
than the minimum value xmin [i.e., P(xmin) = 0]. P(x)
can also be interpreted as the fraction of time x(t)
is less than x. The probability that x(t) is between
x + �x and x is obviously P(x + �x) − P(x), as also
shown in Fig. 4.

The probability density p(x) is defined as

p(x) = lim�x→0
P(x + �x) − P(x)

�x
= dP (x)

dx
(8)
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1

0xmin

P(x)

(x + ∆x)

P(x)
P(x + ∆x)
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Figure 4 Probability distribution for a random signal with
maximum value xmax and minimum value xmin.

Since p(x) = dP (x)/dx and in the general case
P(∞) = 1 while P(−∞) = 0, it is evident that

∞∫

−∞
p(x) dx =

∞∫

−∞
dP (x) = [P(∞) − P(−∞)] = 1

that is, the total area under the probability density
curve must always be 1.

For so-called Gaussian random signals with a
normal distribution, as discussed in Chapter 13, the
probability density function is given by the formula

p(x) = 1

σ
√

2π
exp

(
− (x − µ)2

2σ2

)
(9)

which is basically an e−x2
curve centered on the mean

value µ, scaled in the x direction in terms of the
standard deviation σ, and in the y direction so as to
make the total integral unity. It is depicted in Fig. 5
(for zero mean value µ).

The statistical parameters of a signal can be
obtained from the probability density function by tak-
ing various moments (see Chapter 13), for example,

µ =
∞∫

−∞
xp(x) dx (10)
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Figure 5 Probability density functions for the Gaussian
and Rayleigh distributions.

This is the first moment of the probability density
function, and because the area under the curve is unity,
it defines its center of gravity. It is obvious that for any
symmetrical function, such as the Gaussian function of
Eq.(9), the mean value will be at the line of symmetry.

Similarly, the variance is given by the second
moment about the mean value, or

σ2 =
∞∫

−∞
[x − µ]2p(x) dx (11)

which corresponds to the moment of inertia about the
mean value.

The third moment gives a parameter called the
skewness, which is zero for symmetrical functions
and large for asymmetrical functions, while the fourth
moment (normalized by the square of the second
moment to make it dimensionless) is called the
kurtosis, and is large for “spiky” or impulsive signals
because of the considerable weighting given to local
spikes by taking the fourth power. The skewness and
kurtosis are given by Eqs. (12) and (13), respectively:,

S =
∞∫

−∞
[x − µ]3p(x) dx (12)

K =

∞∫

−∞
[x − µ]4p(x) dx

σ4
(13)

Note that in some references (e.g., Gardner1), the
kurtosis is defined in terms of the fourth cumulant,
rather than moment, in which case 3 is subtracted
from the value obtained from Eq. (13). An nth-
order cumulant is defined such that it contains no
components of lower order, which is not the case for
moments. For Gaussian signals all cumulants of higher
than second order are equal to zero.

3.3 Statistics of Peak Values

In the analysis of fatigue failure of materials, the
important factor determining fatigue life is the number
of stress reversals at various stress levels, and the
fatigue properties are characterized by so-called S-
N curves (describing the number of stress reversals
N at various stress levels S). The data are often
acquired using constant-amplitude sinusoidal stress
fluctuations but are to be applied in more general
stress versus time scenarios, and so it is necessary
to determine the statistics of peak values (reversals)
of a stress signal (or a vibration signal to which
stress is proportional). Narrow-band Gaussian signals,
as described in Chapter 13, have the appearance of
a sinusoid with randomly varying amplitude. The
probability density function of the signal itself is
given by Eq.(9), but as described in Chapter 13, the
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probability density of the peak values is given by the
Rayleigh distribution (density) with the formula

pp(x) = x

σ2
exp

(
− x2

2σ2

)
(14)

This is depicted in Fig. 5, along with the underlying
normal density function.

4 SPECTRAL ANALYSIS
From Fig. 2, it can be seen that the distinction between
some signal types is much more apparent in the
frequency than in the time domain, and moreover the
frequency of a spectrum component will quite often
localize its source, for example, the rate of tooth
meshing of a particular pair of gears, so spectral analysis
(frequency analysis) will be considered in some detail.

4.1 Fourier Analysis
The mathematical basis of frequency analysis is
Fourier analysis. Fourier’s original theorem stated that
any periodic signal g(t), repeating with period T ,
could be decomposed into a number, perhaps infinite,
of sines and cosines with frequencies that are multiples
of 1/T , the fundamental frequency, that is,

g(t) = g(t + T ) = a0

2
+

∞∑
k=1

ak cos

(
k2πt

T

)

+
∞∑

k=1

bk sin

(
k2πt

T

)
(15)

The series decomposition is known as a Fourier series.
The first (constant) term is the average value and
is actually the cosine term for zero frequency. The
scaling factor 1

2 is so that the same formula can be
used for it as for the other cosine terms.

The ak and bk terms are determined by correlating
the signal g(t) with the various sinusoids, and since
the latter are all orthogonal, a nonzero result is only
obtained for that part of g(t) corresponding to the
sinusoid being correlated. Thus:

ak = 2

T

T/2∫

−T/2

g(t) cos(2πfkt) dt (16)

and

bk = 2

T

T/2∫

−T/2

g(t) sin(2πfkt) dt (17)

where fk = k/T .
The total component at frequency fk is thus

ak cos(2πfkt) + bk sin(2πfkt), which can also be
expressed asCk cos(2πfkt + φk), and can further be
decomposed in terms of complex exponentials as

Ck

2
exp{j (2πfkt + φk)} + Ck

2
exp {−j (2πfkt +φk)}

Each sinusoidal component of amplitude Ck has thus
been replaced by a pair of rotating vectors, one of
amplitude Ck/2 rotating at frequency fk and with
initial phase φk and the other of the same amplitude
rotating at −fk and with initial phase −φk . This leads
to a two-sided spectrum with frequencies ranging from
−∞ to +∞. An alternative form for Eq. (15) is thus

g(t) =
∞∑

k=−∞

Ck

2
exp{j (2πfkt + φk)}

=
∞∑

k=−∞
Ak exp(j2πfkt) (18)

where each Ak value for negative k is the complex
conjugate of the value for positive k and Ak represents
the value of each rotating vector at time zero. The
equivalent of Eqs. (16) and (17) is then

Ak = Ck

2
exp(jφk) = 1

T

T/2∫

−T/2

g(t) exp(−j2πfkt) dt

(19)
Multiplication by the unit vector rotating at −fk stops
the component in g(t) originally rotating at fk , at
time zero, causing it to integrate to its correct value
Ak , while all other components continue to rotate and
integrate to zero over the periodic time.

Figure 6b depicts the harmonic spectrum of a
periodically repeated transient signal, and Fig. 6a
shows that if the repetition period T is allowed to
tend to infinity, the harmonic spacing 1/T approaches
zero, and the spectrum becomes continuous. At the
same time, the power approaches zero, but the energy
is finite. The typical spectrum value at frequency f
[by analogy with Eq.(19)] becomes

G(f ) =
∞∫

−∞
g(t) exp(−j2πf t) dt (20)

where there is no longer a division by T because
the energy is finite, and the resulting time signal [by
analogy with Eq.(18)] becomes

g(t) =
∞∫

−∞
G(f ) exp(j2πf t) df (21)

Equations (20) and (21) represent the forward and
inverse Fourier transforms, respectively, for a tran-
sient. Note the relationship with the Laplace transform,
which can be expressed as

G(s) =
∞∫

0

g(t) exp(−st) dt (22)
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This is the same as Eq.(20) if g(t) is causal (e.g., any
physical impulse response function, which must have
zero value for negative time), and for s evaluated along
the imaginary axis where s = jω = j2πf . Thus the
Fourier transform can be interpreted as a special case
of the Laplace transform. Because of the similarities
of Eqs.(20) and (21) (only the sign of the exponent

is different), there is much symmetry between for-
ward and inverse Fourier transforms, and, for example,
Fig. 6c shows that for a discretely sampled time func-
tion, its spectrum is periodic (by analogy with Fig. 6b).
Combining Figs. 6b and 6c we get what is known as
the discrete Fourier transform (DFT), which is discrete
in both domains, and can be calculated digitally from

G( f )exp( j2πft)df

g( t )exp(−j2πft)dt

g(t) =

G( f )  =

(a) Integral transform:

Infinite and continuous in
time and frequency domains

(b) Fourier series:

g(t)exp (−j ωk t) dt
T

Ak = 
T /2

T /2

1

g(t) = 

Periodic in time domain
Discrete in frequency domain

(c) Sampled:

G( f ) exp

g(n)exp

fs
g(n) =

G( f ) =

1

Discrete in time domain
Periodic in frequency domain

(d) Discrete Fourier transform:

k = 0

n = −∞ 

N − 1
G(k)

G(k) =

g(n) =

Discrete and periodic in both
time and frequency domains 

Time

Time

Time
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Frequency

Frequency
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Figure 6 Various forms of the Fourier transform (a) Fourier integral transform, (b) Fourier series, (c) sampled functions,
and (d) discrete Fourier transform.



NOISE AND VIBRATION DATA ANALYSIS 555

a finite number of data. Note that it is also implic-
itly periodic in both domains, so that the frequency
components in the second half of the spectrum equally
represent the negative frequency components.

The equations for the forward and inverse DFT are
as follows:

G(k) = 1

N

N−1∑
n=0

g(n) exp

(
− j2πkn

N

)
(23)

and

g(n) =
N−1∑
k=0

G(k) exp

(
j2πkn

N

)
(24)

which gives N frequency values from N time samples,
but for real-time signals there are only N /2 indepen-
dent (though complex) frequency components from
zero to half the sampling frequency. As mentioned
above, the second half of the spectrum (the negative-
frequency components) are the complex conjugates
of the corresponding positive-frequency components.
This version corresponds most closely to the Fourier
series in that the forward transform is divided by the
length of record N to give correctly scaled Fourier
series components. If the DFT is used with other types
of signals, for example, transients or stationary random
signals, the scaling must be adjusted accordingly as
discussed below. Note that with the very popular sig-
nal processing package Matlab, the division by N is
done in the inverse transform, which requires scaling
in every case, as even though the forward transform
is then closer to the Fourier integral, it still must be
multiplied by the discrete equivalent of dt .

The forward DFT operation of Eq.(23) can be
understood as the matrix multiplication:

Gk = 1

N
Wkngn (25)

where Gk represents the vector of N frequency
components, the G(k) of Eqs.(23) and (24), while gn

represents the N time samples g(n). Wkn represents
a square matrix of unit vectors exp(−j2πkn/N) with
angular orientation depending on the frequency index
k (the rows) and time sample index n (the columns).

The so-called fast Fourier transform, or FFT,
is just an extremely fast algorithm for calculating
the DFT. It factorizes the matrix Wkn into log2 N
matrices, multiplication by each of which only requires
N complex multiplications. The total number of
multiplications is thus reduced from the order of N 2

to N log2 N , a saving by a factor of more than 100 for
a typical transform size of N = 1024 = 210.

4.2 Zoom FFT Analysis
The basic DFT transform of Eq.(23) extends in
frequency from zero to the Nyquist frequency (half
the sampling frequency) and has a resolution equal to
the sampling frequency fs divided by the number of
samples N . Sometimes it is desired to analyze in more
detail in a limited part of the frequency range, in which
case use can be made of so-called zoom analysis. Since
resolution �f = fs/N , the two ways to improve it are:

1. Increase the length of record N . In modern
analyzers, and in signal processing packages
such as Matlab, there is virtually no restriction
on transform size, and so zoom can be achieved
by performing a large transform and then
viewing only part of the result.

2. Reduce the sampling frequency fs . This can be
done if the center of the desired zoom band is
shifted to zero frequency so that the zoom band
around the center frequency can be isolated
by a low-pass filtration. The highest frequency
is then half the zoom band, and the sampling
frequency can be reduced accordingly without
aliasing problems.

The latter process, known as real-time zoom, since the
preprocessing normally has to be done in realtime,
is illustrated in Fig. 7. The low-pass filtering and
resampling process is usually done in octave (2 : 1)

Signal

In
Analog
LP Filter

ADC
Baseband FFT

Transform

Zoom

Frequency
Shift

Repeated Octave Steps

Digital
LP Filter

fs = fs/M

Digital
Resampling

e−j2πfkt

Figure 7 Schematic diagram of FFT zoom process.
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Figure 8 Use of FFT zoom to separate the harmonics
of shaft speed from those of mains (line) frequency in an
electric motor vibration spectrum. (a) Baseband spectrum
with zoom band around 100 Hz highlighted and (b) zoom
spectrum showing that twice mains frequency dominates
over twice shaft speed.

steps, as a digital filter will always remove the
highest octave, relative to the sampling frequency,
and halving the sampling frequency simply means
discarding every second sample (see discussion below
of digital filters). If this is done in real-time by a
specialized hardware processor, the sampling rate is
reduced considerably before signals have to be stored,
thus greatly conserving memory. Note that the time
signal output from the zoom processor is complex, as
the corresponding spectrum is not conjugate even.

Figure 8 shows an example of the use of zoom to
separate the harmonics of shaft speed from those of
mains frequency (U.S. line frequency) in the vibration
signals from an induction motor. From the upper
baseband spectrum it appears that the second harmonic
of shaft speed is elevated. However, the lower zoom
analysis centered on this frequency shows that it is the
second harmonic of mains frequency that dominates
(indicating an electrical rather than a mechanical fault),
and the second harmonic of shaft speed is five times
lower in level.

4.3 Practical FFT Analysis
The so-called pitfalls of the FFT are all properties of
the DFT and result from the three stages in passing
from the Fourier integral transform to the DFT. The
first step is digitization of the time signal, which can
give rise to aliasing; the second step is truncation of
the record to a finite length, which can give rise to
leakage or window effects; while the third results from
discretely sampling the spectrum, which can give rise
to the picket fence effect.

As explained in connection with Fig. 6, when a
continuous time signal is sampled, it produces a

periodic spectrum with a period equal to the sampling
frequency fs . It can be seen that if the original signal
contains any components outside the range ±fN ,
where fN is the Nyquist frequency, then these will
overlap with the true components giving “aliasing”
(higher frequencies represented as lower ones). Once
aliasing is introduced, it cannot be removed, so it is
important to use appropriate analog low-pass filters
before digitizing any time signal for processing. After
initial correct digitization, digital low-pass filters can
be used to permit resampling at a lower sampling rate.

With the DFT the signal is truncated to length
T , which can be interpreted as multiplying it by a
finite (rectangular) window of that length. By the
convolution theorem, the spectrum is thus convolved
with the Fourier transform of the window, which acts
as a filter characteristic. Energy at a single frequency
is spread into adjacent frequencies in the form of
this characteristic, hence the term leakage. It can be
advantageous to multiply the truncated segment with
a different window function to improve its frequency
characteristic and reduce leakage.

Finally, in the DFT the continuous spectrum is
also discretely sampled in the frequency domain,
which corresponds in the time domain to a periodic
repetition of the truncated segment. The spectrum is
not necessarily sampled at peaks, hence the term picket
fence effect; it is as though the spectrum is viewed
through the slits in a picket fence. Once again, use of
another window function, other than rectangular, can
reduce the picket fence effect, and in fact the so-called
flat-top window virtually eliminates it.

4.4 Data Windows

A number of data windows (time windows when
applied to time signals) have been developed for
special purposes, depending on the type of signal being
analyzed. As listed in Table 1, the main properties of
the windows are their filter shape as characterized by
their noise bandwidth (relative to the line spacing), the
highest sidelobe, the rate of roll-off of the remaining
sidelobes, and the maximum picket fence effect. The
noise bandwidth is the width of an ideal (rectangular)
filter that would transmit the same noise power
for a white noise input, that is, having the same
area under the amplitude squared characteristic. The
table lists these properties for the most commonly
used windows, and their time- and frequency-domain
characteristics are shown in Fig. 9. The latter represent
worst-case situations when the actual frequency is
half way between two frequency lines. Otherwise, the
sidelobes will not be sampled at their peaks. As an
extreme example, when there is an integer number of
periods in the record, the “sin x/x” characteristic of
the rectangular window will be sampled at the zero
crossings, and the sidelobes will not be apparent at
all (thus corresponding to the fact that the periodic
repetition will give an infinitely long sinusoid).
Because of overlap, the frequency characteristics are
also distorted when applied to a frequency near zero,
or the Nyquist frequency. A good general-purpose
window for continuous signals is the Hanning window,
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Figure 9 Data windows for continuous signals: (a) rectangular, (b) Hanning, (c) Kaiser–Bessel, and (d) flat top.

one period of a sin2 function, as it has zero value and
slope at each end and thus minimizes the discontinuity
arising from joining the ends of the signal segment
into a loop. Compared with a rectangular window, it
has considerably improved filter characteristic, only
slightly greater noise bandwidth, and much less picket
fence error. The latter can easily be compensated for in

the case of sinusoidal components such as calibration
signals.2

Where it is important to separate discrete frequency
components, which are close together but of different
levels, the Kaiser–Bessel window may be preferable
to Hanning, but it has larger noise bandwidth. It
should be kept in mind that separation of closely
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spaced components may be better achieved using
zoom analysis, as described above. For stationary
deterministic signals, dominated by discrete frequency
components, the best choice may be the flat-top
window, mentioned above, as there is no need to
compensate for picket fence error, also very valuable
when using a calibration signal to calibrate the
spectrum. Its noise bandwidth is very large, however,
and so the discrete frequency components will not
protrude so far from any noise in the spectrum (4 dB
less compared with Hanning). This is because noise
has a certain power spectral density, and the amount
of noise power transmitted by a filter with larger
bandwidth is greater, while the power in a sinusoidal
component is independent of the filter bandwidth.

Windows are sometimes required in the analysis of
transient signals also, such as in the hammer excitation
of a structure for modal analysis purposes. The actual
hammer force pulse will in general be very short, and
it is common to place a short rectangular (so-called
transient) window around it to remove noise in the
rest of the record length. If the response vibration
signals are shorter than the record length, there is no
need to apply a window to the response acceleration
traces. However, with lightly damped systems, the
response may not decay to zero by the end of the
(desired) record length. It is then necessary to either
increase the record length (e.g., by zooming, which
may require several analyses to cover the desired
frequency range), or the signal can be forced to near
zero at the end of the record by use of an exponential
window. Multiplication by an exponential window
corresponds to the addition of extra damping, which
is known exactly, and so can be subtracted from the
results of any measurements. A short taper, typically
of a half-Hanning shape, can be added to both the
leading and trailing edges of a transient window and
to the leading edge of an exponential window, to make
the transitions less abrupt.

4.5 Scaling of FFT Spectra

For a typical sinusoidal component Ck cos(2πfkt +
φk) the instantaneous power is given by squaring it to

C2
k cos2(2πfkt + φk)

= C2
k

{
1
2 + 1

2 cos[2(2πfkt + φk)]
}

and the average power or mean-square value is thus
C2

k /2 since the sinusoidal part averages to zero. Since
|Ak| = Ck/2, the mean-square value is also given
by 2|Ak|2 (i.e., the value obtained by adding the
positive- and negative-frequency contributions) and the
rms value by Ck/

√
2 and

√
2|Ak|, respectively. This

illustrates one aspect of Parseval’s theorem, which
states that the total power can be obtained by adding
the mean-square values of all components in the
time domain (because they are orthogonal, the square
of the sum equals the sum of the squares), or the
squared amplitudes of all components in the (two-
sided) frequency domain.

When scaled as in Eq. (23), the G(k) resulting
from the DFT (or FFT) is the Ak for the Fourier
series of the periodically repeated signal segment.
If the signal is genuinely made up of sinusoidal
components, the measured |Ak| should be multiplied
by

√
2 to obtain the corresponding rms value or by 2 to

obtain the sinusoidal amplitude. Most FFT analyzers
would compensate for the reduction in power given
by multiplication by a window (for Hanning this is
achieved by scaling it to a maximum value of 2),
although separate compensation may have to be made
for picket fence error unless a flat-top window is
used. A general way of determining the scaling effect
of a window is to apply it to a sinusoid of known
amplitude (with an integer number of periods in the
record length), and scale the whole spectrum so that
the maximum peak in the spectrum reads the correct
value (possibly scaled to rms at the same time).

For stationary random signals, each record trans-
formed will be treated by the DFT algorithm as a
periodic signal, but the power in each spectral line can
be assumed to represent the integral of the PSD over
the frequency band of width �f (= 1/T ), and thus the
average PSD is obtained by multiplying the squared
amplitude by T . The required averaging over a num-
ber of records does not change this scaling. How well
the average PSD represents the actual PSD depends
on the width of peaks (and valleys) in the spectrum.
The width of such peaks is typically determined by the
damping associated with a structural resonance excited
by the broadband random signal, and the 3-dB band-
width is given by twice the value of σ (expressed in
Hz), where σ (expressed in rad/s) is the coefficient
of exponential damping exp(−σt) for the resonance
in question. The PSD will be sufficiently accurate if
the 3-dB bandwidth is a minimum of five analysis
lines. If a window such as Hanning has been used
to reduce leakage, and if it is scaled so as to read
the peak value of discrete frequency components (as
recommended above), the calculated PSD value will
have to be divided by the “noise bandwidth” indicated
in Table 1 to compensate for the extra power given by
the spectral sidebands.

Transient signals are also treated as being one
period of a periodic signal, so not only does the
power in a spectral line have to be converted to an
average spectral density by dividing by �f , but also
the average power must be converted to energy per
period by a further multiplication by T , altogether a
multiplication by T 2 to obtain a result scaled as ESD.

Table 1 Properties of Various Windows

Window
Noise

Bandwidth

Highest
Sidelobe

(dB)

Sidelobe
Roll-off

(dB/decade)

Picket
Fence
Effect
(dB)

Rectangular 1.0 −13 20 3.9
Hanning 1.5 −33 60 1.4
Kaiser–Bessel 1.8 −60 20 0.8
Flat top 3.8 −70 20 <0.1
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Generally, transient signals will be shorter than the
transform length, and thus a rectangular window will
be used, and if the signal has decayed to near zero at
the end of the record (possibly by using an exponential
window), the signal bandwidth will be sufficiently
greater than the analysis bandwidth for the average
ESD to represent the true ESD. The extra damping
given by an exponential window will genuinely give a
reduction in signal energy.

4.6 Spectrum Averaging
The need for averaging of FFT spectra is determined
by whether the signal contains random components
or not. Averaging should always be done in terms of
signal power (i.e., amplitude squared) as it is this that
is conserved independent of phase. The DFT spectra
of discrete frequency components always have the
same amplitude, and therefore little is achieved by
averaging the squared amplitudes, although a small
number of averages may be useful for clarifying which
components are discrete frequency and which are
random.

When meaningful spectra are to be obtained from
random signals, which in mechanical signals are
typically caused by fluid flow (turbulence, cavitation),
road roughness, and the like, it is necessary to average
a number of power spectrum estimates. The number
of averages required is determined by the desired
accuracy, as the standard deviation of the result (for
Gaussian signals) is given by2

ε = 1

2
√

n
(26)

where n is the number of independent averages. Thus,
for n = 16, ε = 12.5% or 1 dB, meaning that there
is a 68% probability that the result will be within
±1 dB, 95% probability that it will be within ±2 dB,
and 99.7% probability that it will be within ±3 dB. To
halve the error it is necessary to make four times as
many averages and so forth.

With a rectangular window, “independent” means
nonoverlapping, but with other windows such as
Hanning, advantage can be gained by overlapping,
as information is lost near the two ends where
the weighting is near zero. In fact, very little is
lost statistically by overlapping 50%, and so this is
recommended for stationary random signals, as twice
as many effective averages can be obtained from
a given length of signal. The overall weighting is
not uniform in that case, but this gives no problem
for stationary signals. To extract all information
from a given length of record, in particular if it is
nonstationary, it is advisable to overlap by a factor of
at least 2

3 , although with typical FFT record lengths
in powers of 2 it is often simpler to overlap by 3

4 .
In the latter case the effective number of averages
to insert in Eq. (26) is half the actual number. The
Matlab function PSD performs overlap averaging, but
the scaling should be checked by trial and error on a
known signal.

4.7 Spectral Analysis Using Filters

Before the advent of the FFT algorithm, most fre-
quency analysis was done using analog filters to filter
the signal in a series of contiguous filter bands, mea-
suring the output of each filter with an rms detector.2
Constant bandwidth filters were produced by a fre-
quency shifting “heterodyne” process, but these have
now been completely replaced by digital FFT analy-
sis, at least in the audio frequency range. However,
FFT spectra give constant resolution on a linear fre-
quency scale, and this automatically gives a restriction
in frequency range since the upper decade occupies
90% of the scale. Much frequency analysis for acous-
tical purposes is required to be octave-based on a
logarithmic frequency axis since this better matches
the response of the human ear. The ear interprets fre-
quency intervals of one octave (ratio 2 : 1) as equal
changes, and steps of one-third-octave (ratio 21/3 : 1)
as significantly different for narrow-band noise. The
1/n octave bands are constant percentage bandwidth
(CPB), with equal resolution on a logarithmic axis,
and allow depiction of a spectrum over a number
of decades, for example, the nominal audio range of
20 Hz to 20 kHz. Since 210 = 1024, ten octaves are
very close to three decades, and in fact the center fre-
quencies of the standard one-third octave filters are
adjusted slightly to correspond to one-tenth decades,
with 10 filters between 100 Hz and 1 kHz, or between
1 kHz and 10 kHz. An octave band filter has band-
width 70.7% (relative to the center frequency) and
one-third octave 23.1%.

For filter bandwidth B in hertz, the filter response
time is of the order of 1/B, and thus it is necessary to
wait at least this amount of time to obtain a result, even
for deterministic signals. The resulting BT product of
1 corresponds to that for FFT analysis, where each
spectrum of bandwidth B comes from a record length
T = 1/B. For random signals, the BT product must
be greater to give a spectrum value with reasonable
confidence, and the equivalent of Eq. (26) is

ε = 1

2
√

BT
(27)

where T represents the averaging time. Since the
bandwidth of CPB filters increases with frequency,
the standard error ε decreases correspondingly if the
averaging time is constant. RMS detectors used with
analog filters usually include the equivalent of RC
smoothing circuits, with time constant equal to the
product of circuit resistance R and capacitance C. As
shown in Randall,2 they give exponential averaging
(by convolution with the exponentially decaying
impulse response of the circuit) where the effective
linear equivalent averaging time (on stationary signals)
is 2RC. However, their peak output for impulsive
inputs is twice that of the running linear averager
with the same averaging time, and account must
be taken of this when frequency analyzing short
transients.2
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Digital filters can be designed to be similar to
analog filters in that the output signal is convolved with
the impulse response of the filter, and operate directly
in the time domain on continuous (though sampled)
signals (as opposed to the blockwise treatment of
the FFT process). The coefficients that define the
filter properties give a characteristic that is defined in
relation to the sampling frequency. Thus, three sets of
filter coefficients will define the one-third octave filters
in one octave, but halving the sampling frequency
will produce the equivalent filters one octave lower.
Before halving the sampling frequency, the signal
must be low-pass filtered by a filter that removes
the upper octave of frequency information, but this
can also be done by a digital filter with the same
coefficients for every octave. When the sampling
frequency is repeatedly halved for each octave, the
total number of samples to be treated per unit time =
M

(
1 + 1

2 + 1
4 + 1

8 + · · ·) = 2M samples so that if the
digital filter processor is capable of operating twice as
fast as necessary for the highest octave, any number
of lower octaves can be processed in real time. This
feature was mentioned in conjunction with the zoom
processor of Fig. 7.

Constant percentage bandwith spectra can also
be obtained by conversion from FFT spectra, as
illustrated Fig. 10, where each decade is converted
separately. The bandwidth of the individual lines
in the original FFT spectra (including the effect
of any window) must be less than the percentage
bandwidth being converted to at the lowest frequency
in the FFT band. The conversion is achieved by
calculating the lower and upper cutoff frequencies of
each constant percentage band, and then integrating
up the power in the FFT lines (and parts of lines)
between the limits. The method indicated in Fig. 10
gives a large change in filter characteristic at the
junction between decades, and this can be a problem
with acoustic spectra, which often have to satisfy
standards with respect to filter characteristics. To
reduce the latter problem, some FFT analyzers do
the conversion on an octave rather than a decade
basis.

2 kHz − 20 kHz

200 Hz – 2 kHz

20 Hz – 200 Hz

FFT Spectra CPB Spectrum

20 20,000

20

20

20,000

20,000

Figure 10 Conversion from FFT spectra to a CPB
spectrum.

5 TIME-DOMAIN ANALYSIS

5.1 Correlation Functions

The cross-correlation function gives a measure of how
well one signal correlates with a delayed version of the
other, as a function of the delay (so-called lag). For
random processes, the cross correlation is defined as
an ensemble average, and for nonstationary processes
is a function of evaluation time and time lag, namely

Rxy(t, τ) = E[x(t − τ/2)y(t + τ/2)] (28)

For stationary signals the result is independent of time
t , and the average can be carried out over time, namely

Rxy(τ) = lim
T →∞

1

T

T/2∫

−T/2

x
(
t − τ

2

)
y

(
t + τ

2

)
dt (29)

The autocorrelation function occurs when x(t) and
y(t) are the same, giving the corresponding equations
for nonstationary and stationary processes as

Rxx(t, τ) = E
[
x

(
t − τ

2

)
x

(
t + τ

2

)]
(30)

and

Rxx(τ) = lim
T →∞

1

T

T/2∫

−T/2

x
(
t − τ

2

)
x

(
t + τ

2

)
dt (31)

or

Rxx(τ) = lim
T →∞

1

T

T/2∫

−T/2

x(t)x(t + τ) dt (32)

Strictly speaking, the Fourier transform of Eq. (20)
is not defined for random signals, even though a
procedure was given in the last section for estimating
their PSD spectra by averaging the power spectra of a
number of realizations of the signal obtained using the
FFT. It can be shown (the so-called Wiener–Khinchin
relations) that the power spectrum of a random
signal is the Fourier transform [using Eq. (20)] of
the autocorrelation function given by Eq. (31) or
(32), and this provides another way of estimating it,
though the FFT procedure is much more efficient.
The autocorrelation function can be normalized to a
maximum value of unity, by dividing the function by
the value for τ = 0, which will be seen to be the mean-
square value.

The cross-correlation function can be used to
determine to what extent one signal is a delayed
version of another (if it is just that, the result will be
the autocorrelation function with its peak at the delay
time, while if it is similar but not identical there will
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still be a peak but with a lower value of correlation).
The autocorrelation function gives a measure of the
correlation length of a signal, and will have peaks
corresponding to the delay times of any echoes. Note
that the effective length of an autocorrelation function
is inversely proportional to its frequency bandwidth, so
it is only for wideband signals that there will be distinct
peaks in the correlation functions corresponding to the
delays. The autocorrelation function for white noise
(uniform PSD) is a delta function at zero time lag.
Note that the cepstrum2 in principle has delta functions
corresponding to echo delay times, independent of the
bandwidth, and is thus better than the autocorrelation
for this purpose.

5.2 Time Synchronous Averaging
This is useful for extracting that part of a signal that
is periodic with the same period as a trigger signal,
for example, a once-per-revolution tacho signal from
a shaft in a rotating machine. In practice, it is done
by averaging together a series of signal segments
each corresponding to one period of the synchronizing
signal. Thus

ya(t) = 1

N

N−1∑
n=0

y(t + nT ) (33)

This can be modeled as the convolution of y(t) with
a train of N delta functions displaced by integer
multiples of the periodic time T , which corresponds
in the frequency domain to a multiplication by the
Fourier transform of this signal, which can be shown
to be given by the expression3

C(f ) = (1/N) sin(NπTf )/ sin(πTf ) (34)

The filter characteristic corresponding to this expres-
sion is shown in Fig. 11 for the case where N = 8 and
is seen to be a comb filter selecting the harmonics of
the periodic frequency. The greater the value of N the
more selective the filter, and the greater the rejection
of nonharmonic components. The noise bandwidth of
the filter is 1/N , meaning that the improvement in sig-
nal–noise ratio is 10 log10 N dB for additive random
noise. For masking by discrete frequency signals, it

1
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Figure 11 Filter characteristic for eight averages. (From
Ref. 3. Reprinted by permission of Elsevier.)

should be noted that the characteristic has zeros that
move with the number of averages, so it is often pos-
sible to choose a number of averages that completely
eliminates a particular masking frequency.3

For good results the synchronizing signals should
correspond exactly with samples of the signal to be
averaged, as one sample spacing corresponds to 360◦
of phase of the sampling frequency, and thus to 144◦ of
phase at 40% of it, which is a typical maximum signal
frequency. Moreover, even a 0.1% speed fluctuation
would cause a jitter of the same order of the last
sample in a (typical) 1000-sample record, with respect
to the first, and thus an even greater loss of information
at the end of the record, after averaging. Sampling
the signal using a sampling frequency derived from
the synchronizing (tacho) signal solves both these
problems and is always to be recommended. The best
method is to digitally resample each record based on
the corresponding period of the tacho signal. This
can be done in a number of ways, based on digital
interpolation, for example, using cubic splines or the
method of Ref. 4.

6 ANALYSIS OF CYCLOSTATIONARY
SIGNALS
Cyclostationary signals are the subject of increasing
interest in vibration analysis since it has been realized
that many machine vibration signals are not simply
periodic but cyclostationary. The definition of cyclo-
stationarity at the nth order is that the nth order
statistics are periodic. Thus, a first-order cyclostation-
ary signal has periodic mean value, while a second-
order cyclostationary signal has periodic autocorrela-
tion function [this being defined by the time-varying
ensemble average of Eq. (28)]. A typical second-order
cyclostationary signal is amplitude modulated white
noise, as shown in Fig. 2. It is obvious that an ensem-
ble average of its variance (autocorrelation for τ = 0)
will be periodic, and proportional to the square of
the modulating function. A less obvious example of
a second-order cyclostationary signal is frequency-
modulated narrow-band noise, such as might arise as
the response of a resonant system with periodically
varying stiffness when excited by a white noise.

Many machine vibration signals are a mixture of
first- and second-order cyclostationary components,
such as the combustion pressure signal in each cylinder
of an engine. There is an explosion every cycle,
but not identical, so it can be divided up into the
(ensemble) mean pressure (first-order cyclostationary)
and the fluctuations around the mean, an amplitude-
modulated noise (second-order cyclostationary) that
averages to zero. In terms of noise generation these
might be equally important. Another example is the
vibrations generated by an extended spall in the inner
race of a rolling element bearing, where the rollers
are in a different position on the rough spalled surface
for every rotation of the inner race. This can also be
divided into first- and second-order components.

By definition, the autocorrelation function for a
second-order cyclostationary signal is periodic with
time t , though transient with time lag τ (as for



562 SIGNAL PROCESSING AND MEASURING TECHNIQUES

0 50 100 150 200 250 300 350 400 450 500
0

100

200

300

400

500

0 50 100 150 200 250 300 350 400 450 500
0

0.5

1

1.5

2

2.5

3
× 106

Fr
eq

ue
nc

y 
f [

H
z]

In
te

gr
at

ed
 C

SD

9.5 Hz 120 Hz 240 Hz

(b)

(a)

Spectral Correlation over
Band [2800, 3300] Hz

Integrated Spectral
Correlation or Spectrum

of Squared Envelope 

120 Hz = BPFI, 9.5 Hz = Shaft Speed

Cyclic Frequency α (Hz)

Figure 12 Spectral correlation and spectrum of squared envelope for a bearing fault signal.

any stochastic signal). Thus, if Fourier transforms
are performed in the two directions, the transform
in the τ direction will give a continuous spectrum
against normal frequency f , while that in the t
direction (actually a Fourier series because of the
periodicity) will give a discrete spectrum against so-
called cyclic frequency α. The result of the two-
dimensional Fourier transform is the so-called spectral
correlation. Figure 12a shows the spectral correlation
for the vibration signal from a faulty bearing. It is seen
to have the form of a second-order cyclostationary
signal, being continuous against f while discrete
against α. Also shown in Fig. 12b is the integral of
the spectral correlation over all f , which is shown
in Ref. 5 to be the same as the spectrum of the
squared envelope of the original time signal (i.e.,
the expected value of the square of the signal).
This is useful for quantifying periodicity of a signal
envelope, even where the signal has zero mean value.
If the discrete frequency components are first removed
from a signal, the spectral correlation calculated
for specific cyclic frequencies can indicate whether
second-order cyclostationarity exists at this frequency.
The application of this to bearing diagnostics is
explained in Chapter 48.

If only the first Fourier transform of the two-
dimensional autocorrelation function from τ to f is
performed, the result is a time–frequency diagram
related to the Wigner–Ville distribution (WVD), which

is for a single realization rather than an ensemble
average. It is known as the Wigner–Ville spectrum,
or instantaneous spectrum, and has the advantage
that if only second-order cyclostationary components
are present, the interference components that give
problems with the WVD tend to average to zero since
they come with random phase. The application of
this to diesel engine vibration signals is illustrated in
Chapter 48.

7 MULTIPLE-CHANNEL ANALYSIS

For system analysis, it is normally necessary to
measure both input and output signals at the same time
and process them in pairs to obtain transfer function
information, such as frequency response functions
(FRFs). With multiple inputs and/or outputs, it can be
necessary to process more than two signals at a time,
by matrix methods, but that will not be considered in
detail here, as it is covered in other chapters.

8 THE CROSS SPECTRUM

The cross spectrum between two signals a(t) and b(t)
is obtained by multiplying Gb(f ), the spectrum of
the second, by the complex conjugate of Ga(f ), the
spectrum of the first (this being considered as the
input since the phase of the result has its phase as
datum). As with the autospectrum, to which it reduces
if the two signals are identical, for random signals
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the individual estimates must be averaged to obtain
meaningful results. Thus

Gab(f ) = E[G∗
a(f )Gb(f )] (35)

By the Wiener–Khinchin relationship, the cross-
spectrum is the Fourier transform of the cross cor-
relation function between a(t) and b(t), that is,

Gab(f ) = �{Rab(τ)} (36)

This, of course, reverts to the power spectrum
or autospectrum when the signals are identical, as
mentioned in Section 5.1.

9 FREQUENCY RESPONSE FUNCTION

In the frequency domain the FRF is basically the ratio
of output over input, or

Hab(f ) = Gb(f )

Ga(f )
(37)

but in the presence of noise, better estimates can be
obtained by a process of least squares noise reduction.
If noise is primarily located in the output signal
(over which the experimentalist has less control), the
procedure is modified by multiplying numerator and

denominator by the complex conjugate of the input
spectrum, and averaging, to give

H1(f ) = E[Gb(f )G∗
a(f )]

E[Ga(f )G∗
a(f )]

= Gab(f )

Gaa(f )
(38)

since averaging reduces the effect of noise on the cross
spectrum (and the input autospectrum is noise free).

If noise is primarily located in the input signal, a
better estimate is given by

H2(f ) = E[Gb(f )G∗
b(f )]

E[Ga(f )G∗
b(f )]

= Gbb(f )

Gba(f )
(39)

The system impulse response function can be obtained
by inverse transformation of the FRF.

10 COHERENCE

The coherence gives a measure of the degree of linear
relationship between two signals as a function of
frequency. It is calculated by the formula

γ2(f ) = |Gab(f )|2
GaaGbb

(40)

This may be recognized as the square of the corre-
lation coefficient between input and output spectral
components at each frequency. It has values between
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Figure 13 Example of FRFs (H1 and H2) measured using random excitation with a shaker and the corresponding
coherence.
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zero and one depending on the degree of linearity.
For a single estimate, it will always be one, since
|Gab| = |Ga| · |Gb|. In the absence of noise and non-
linearity, each estimate of Gab will have the same
amplitude and orientation so that the average value will
not change. However, in the presence of noise and/or
nonlinearity the various estimates will change in length
and particularly phase, so that the average obtained
by vector summation will be less than if they were
aligned and the value of the coherence drops below
one. If there is no linear relationship, the various esti-
mates will have random orientation and the average
will tend to zero. It can be shown that the coherence
is also given by

γ2(f ) = H1(f )

H2(f )
(41)

The coherence is very useful for judging the validity
of FRFs and is much used in modal analysis (see
Chapter 47).

An example of FRFs measured between two points
on a rectangular brass plate is given in Fig. 13. It
shows H1,H2, and the coherence for measurements
made with a shaker applying a random excitation
(measured with a force transducer) and response
measured using an accelerometer. Hanning windows
were applied to both input and output signals. Also
shown at the bottom is the coherence for this
measurement. This is seen to be close to unity for most
of the frequency range, but lower in the vicinity of
resonance and antiresonances. The reason for the drop
is different for the two cases. Near antiresonances, the
coherence is low because the response signal is weak
and masked by noise; thus H1 gives a good estimate
in these regions. Near resonances, the coherence is
reduced because of resolution bias error, basically a
nonlinearity caused by leakage, since the resonance
peaks are not sufficiently resolved by the Hanning
window used. Because the width of resonance peaks
tends to be proportional to the frequency (for constant
relative damping), it is seen that the error is greater
for the lower frequency resonances. Even so, for all
resonances, a better estimate of their peak values
would be given by H2, as it can be shown that this is

less sensitive to resolution bias error.2 Resolution bias
error can be eliminated by zooming on the resonance
peaks so that their width is greater than that of the
Hanning window.
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CHAPTER 47
MODAL ANALYSIS AND MODAL TESTING

David J. Ewins
Mechanical Engineering Department
Imperial College London
London, United Kingdom

1 INTRODUCTION

Modal analysis is a term used to describe any of
the processes employed to extract a structure’s modal
properties (natural frequencies, modal damping factors,
and mode shapes) from information about the structure
that is presented in a different format. When these
properties are extracted from a theoretical analysis
of the dynamic behavior, the modal analysis process
involves computation of the modal properties from a
set of equations of motion that have been written in
terms of the individual mass and stiffness elements
that make up the mathematical model of the structure
(usually, a finite element model).

However, there is another important interpretation
of the term modal analysis that is discussed here and
that refers to the extraction of the same modal prop-
erties from measured data—usually response charac-
teristics–rather than from a theoretical mathematical
model. This approach is known as experimental modal
analysis and is often referred to as modal testing, partly
to avoid any confusion with theoretical modal analysis,
but also to indicate quite clearly that it is concerned
with measured data. So, experimental modal analy-
sis is a methodology that enables a structure’s modal
properties to be determined from experimental obser-
vations of its dynamic response under test conditions.
In fact, a more precise definition of modal testing is the
construction, using data measured on a test structure,
of a mathematical model that describes the structure’s
dynamic behavior under a range of excitation condi-
tions. From this definition, it can be clearly deduced
that the objective of experimental modal analysis is the
construction of a mathematical model.

2 THEORETICAL BASIS

2.1 Models for Structural Dynamics Analysis

In order to help set experimental modal analysis into
perspective with respect to theoretical methods, it is
helpful to discuss three different types of mathematical
model that are used to describe a structure’s dynamics
and to show their interdependence (Fig. 1).

First is the spatial model, which describes the
distribution in space of the mass, stiffness, and
damping properties of the structure. Mathematically,
the spatial model comprises three matrices: the mass
matrix [M], the stiffness matrix [K], and—when
the information is available—a damping matrix [C].
The unknown variables in the equations of motion
written in terms of the spatial model are the time-
varying displacements, {x(t)}, of the various degrees
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Mode 1 
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[H(ω)]N×N Hjk =
Xj

Fk

Figure 1 Types of mathematical models for dynamic
analysis of structures: (a) spatial model, (b) modal model,
and (c) response model.
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of freedom (DOFs), which are used to describe the
system’s motion in response to a set of prescribed
time-varying excitation forces, {f (t)}, applied at the
same DOFs:

[M]{x ′′(t)} + [C]{x ′(t)} + [K]{x(t)} = {f (t)} (1)

The second type is the modal model, and this presents
an alternative description of the dynamic behavior,
expressed in terms of the fundamental (or “normal”)
vibration modes that represent the structure’s natural
(i.e., free or unforced) vibration behavior. This model
comprises an eigenvalue matrix, containing the natural
frequencies and modal damping factors, diag[ω2

r ; ζr ],
and an eigenvector, or mode shape, matrix, [�]. The
equations of motion expressed using the modal model
have as unknown quantities the magnitudes of response
in each of the constituent modes, {p(t)}, resulting from
the application of a set of modal excitation functions,
{P(t)}:

[I ]{p′′(t)} + diag[2ζrωr ]{p′(t)}
+ diag[ω2

r ]{p(t)} = {P(t)} (2)

The third model is the response model, and this
describes the structure’s dynamic behavior directly in
terms of a specific characteristic response parameter,
such as the frequency response function (FRF).
Here, the equations of motion comprise a single
matrix of FRFs, [H(ω)], with the harmonic responses
at all DOFs as the unknown variables, {X(ω)},
resulting from a matching set of harmonic excitation
forces, {F(ω)}. This response vector is sometimes
referred to as an operational deflection shape and the
corresponding equation is

[H(ω)]{F(ω)}eiωt = {X(ω)}eiωt (3)

The typical individual FRF is generally written as
Hjk(ω) and can be defined as Xj/Fk , where a single
harmonic excitation force is applied at DOF k [fk(t) =
Fke

iωt ; f1,2,3...�=k(t) = 0], and the resulting harmonic
response at DOF j is xj (t) = Xje

iωt . This type of
FRF is called a receptance, while other versions
include mobility (when the response parameter is
velocity rather than displacement) or accelerance when
acceleration response is used.

2.2 Essential Theory of Experimental
Modal Analysis

There are relatively simple mathematical expressions
that interconnect these three models. Each model con-
tains the same essential information as the others,
unless there is a truncation (elimination) of certain
data, in which case they provide different approxima-
tions to the structure that they all represent. In these
circumstances, it is extremely important to understand
the implications of such truncation. Because, in exper-
imental activities, we are almost always obliged to

restrict the quantity of data that are measured, the prob-
ability of seeking to construct a mathematical model
with incomplete data is relatively high. As a result,
it is important that any discussion of modal testing
is prefaced by an outline of the theoretical basis of
the approach, and of the potential difficulties that may
be encountered. The relevant mathematical relation-
ships (subject to certain simplifying assumptions that
are adopted here to retain a degree of simplicity in the
expressions) are shown below:

[�]T[M][�] = diag[I ]; [�]T[K][�] = diag[ω2
r ] (4)

[H(ω)] = ([K] + iω[C] − ω2[M])−1 (5)

[H(ω)] = [�]diag[(ω2
r − ω2 + 2iωωr ζr )]

−1[�]T (6)

Hjk(ω) = �(φrj )(φrk)/(ω
2
r − ω2 + 2iωωr ζr ) (7)

Further details can be found in Refs. 1–4.
If it is required to determine a structure’s modal

properties from experimental measurements, then it is
necessary to understand the theoretical basis of the
processes used. The underlying theory for experimen-
tal modal analysis can be summarized by reference
to the different mathematical models introduced in
the previous section. In practice, the only parameters
that can be measured directly are the time-varying
quantities of excitation force and resulting response:
{f (t)} and {x(t)}. The response model is the one that
applies most directly to the situation in a modal test,
and the most immediate output that is available from
such a procedure will be a set of response functions.
These will usually be FRFs as a result of the con-
venience of measuring and calculating responses to
harmonic excitations. (However, it should be noted
that a similar approach is possible with other types
of standard response function, such as the impulse
response function, or IRF.) Thus, in order to deter-
mine the natural frequencies and mode shapes, it
is necessary to extract the required modal parame-
ters from the measured response functions. This pro-
cess is sometimes called modal analysis and some-
times modal parameter extraction and forms the heart
of the postmeasurement stage of a modal test. In
effect, we seek to construct a modal model by mea-
suring data that allows us to “measure” a response
model using the mathematical relationships shown
above.

3 OBJECTIVES AND APPLICATIONS OF
EXPERIMENTAL MODAL ANALYSIS
As mentioned in the previous section, the primary
objective of modal testing is the construction of a
mathematical model of the test structure from tests
carried out under controlled conditions. Such a model
is useful for a range of specific applications, including
(but not limited to) those outlined below.

3.1 Model Validation
The most common application of a test-derived model
is to validate a theoretical model, usually a finite
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element description, that has been constructed for
design purposes. This application involves a series of
well-defined and interrelated steps that include:

1. Comparison of predicted and measured prop-
erties

2. Correlation of these properties to quantify their
similarities/differences

3. Reconciliation of the two sets of results by
identifying why they differ

4. Adjustment of one or other set of results so that
they agree

At the conclusion of this last stage, the theoretical
model can be deemed to have been validated, at least
for further application in the range of frequencies
and/or DOFs that have featured in the tests.

3.2 Diagnostics

In a similar vein, the same type of model can be
used in a wide range of diagnostics applications, in
particular to monitor changing patterns of behavior
with continued running of a machine. The ability to
interpret changes in behavior with the aid of a model
of the structure means that sources of the changes can
be identified, and early diagnosis of deterioration in
the structure made.

3.3 Modification Design Using Test-Derived
Model

Sometimes, it is impractical to construct a detailed and
accurate mathematical model for a complex structure
from theoretical considerations (even though it may
be possible), and for these cases the construction of
a model from tests can be very useful. A particular
application here can be found in the evaluation of
proposed structural modifications in an attempt to
“tune” a structure’s dynamics. Tests on an existing
structure, and especially those confined to the specific
areas of interest, can be used to assess numerically the
effect of making a series of alternative modifications
(e.g., local changes of mass, stiffness, or damping)
without the need to implement several variants of a
basic idea on the actual structure. Parameter studies to

identify optimum values for certain key properties can
be made by simulation, and only the final choice needs
to be checked with further tests.

3.4 Troubleshooting
Lastly, there is a category of applications referred
to as troubleshooting. In these cases, the ability to
reconstruct and display the modes of vibration of an
actual structure on the computer screen, to animate
these in slow motion, and to inspect the details of this
motion in critical areas of the structure can frequently
provide a valuable insight into how the structure is
actually moving. This insight, in the hands of a skilled
engineer, can often be turned into an interpretation of
what may well be very complex vibration behavior,
and to explain why, even without the aid of a full
mathematical model, thereby enabling the solution of
a practical problem to be found.

4 PLANNING A MODAL TEST
4.1 Introduction
Before describing the techniques of data capture and
analysis, we shall first discuss the overall concept
and philosophy of the test procedure and identify
those features critical to the effective and successful
application of the process.

The essential components used in a modal test are
well established (see Fig. 2). In addition to the items of
specific hardware that are indicated on the schematic,
there will generally be a software package used to
manage the test, to collect and organize the various
measurements, to process the measured data to reveal
the required response functions, and, finally, to extract
the underlying modal parameters from these response
functions. The packages available for these activities
are widely referred to as modal analysis software. For
many of the items involved in planning the test, it
is simply a question of selecting the unit with the
most appropriate size or range. However, there are
several other decisions to be made, mainly in respect of
how to use the selected equipment, and these need an
understanding of the underlying theory and philosophy
of the method.

The basic concept of a modal test is that of
measuring the response to a controlled and known

Computer

Signal Conditioners Analyzer

Power Amplifyer Signal Generator

Shaker

Force Gauge

Accelerometers

Figure 2 Basic components for a modal test setup.
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applied excitation, and a number of key decisions
in respect of this feature must be made early in the
planning phase. The nature of the excitation device
must be selected with care, as must the type of
excitation signal that will be used to drive the structure.
Another important decision is where the excitation(s)
should be applied for maximum effect. Here we meet
the common issue that the answers depend to some
extent on the specific purpose and application of the
test in question. In some applications, such as model
validation, the accurate measurement of certain modes
is more important than for others. In this case, a choice
of excitation position can be made so as to maximize
the visibility of the important modes and to suppress
the response in unimportant ones. This will ensure a
uniform accuracy of extracted modal data—a feature
that is not always achieved without careful selection
of excitation position.

Likewise, the type and location of response trans-
ducers demand careful selection as the failure to mea-
sure at sufficient points may make the ensuing results
difficult to interpret. On the one hand, it is neces-
sary to ensure sufficient spatial density of measurement
points in order to be able to discriminate between
two modes of similar form, while on the other, it
is wasteful and unhelpful to so overspecify the num-
ber of response points that time is wasted in testing
without matching benefits from the results. At the
same time, the use of inappropriate transducers can
bring about major systematic distortions in the result-
ing measurements—such as can be caused by mass-
loading effects—for which it may be impossible to
compensate in the post-measurement processing of the
measured data.

4.2 Test Planning and Virtual Testing

It is common practice nowadays for guidance on the
test planning phase to be available from the modal
analysis software used for the processing of measured
data and extraction of the target modal parameters.
When a modal test is undertaken for the purpose of
validating a preexisting mathematical model, it is often
possible to use the very model that is to be validated
to help design the test itself. Specifically, with a model
of the structure, extended to include the proposed test
setup, it is possible and very effective to rehearse the
planned tests in a numerical simulation, long before
any hardware is produced or test program decided.

Careful planning of modal tests can pay handsome
dividends by greatly reducing the possibility (a) of
missing certain key data and/or (b) of overestimating
the quantity of data that is required. With such
information provided for the tester by this “virtual
testing” concept, a near-optimal test schedule can be
drawn up that delivers the best results possible in the
time available for the test.

5 MEASUREMENT TECHNIQUES

5.1 Introduction

In this section we summarize the main stages in
the measurement phase of a modal test. There is

extensive literature addressing this important phase,
and the reader is directed to Refs. 5 and 6, which
include significant documents of a standards nature.
Reference 5 is a multipart International Organization
for Standardization (ISO) document on some of the
fundamental measurement processes involved in modal
testing, while Ref. 6 is a handbook of best practices
that was prepared in the early 1990s under the auspices
of the Dynamic Testing Agency (DTA) in the United
Kingdom. In addition to these references, there are
literally thousands of studies published in the past 40
years, many of which can be found or referenced in
the conference proceedings of IMAC7 and ISMA8. It
should also be noted here that a number of the other
chapters in this handbook deal in more detail with
some of the individual items of equipment that are
referred to below.

5.2 Excitation Devices

There are several different types of device that are
routinely used to generate the excitation necessary to
conduct a modal test. These include:

• Electrodynamic exciters
• Electrohydraulic exciters
• Mechanical (rotating mass) devices
• Impactors and hammers
• Magnetic excitation
• Step-release devices
• Acoustic excitation

Each of these has particular advantages and drawbacks,
the choice in each test usually being based on a
balance between the degree of potential interference
that attachment of the exciter causes on the structure
against the ease of making accurate measurements
of the actual forces exerted on the test structure.
The noncontacting, and thus nonintrusive, excitation
mechanisms carry with them a significant difficulty in
measuring the forces they exert on the structure. On the
other hand, direct physical connection of the moving
part of an electrodynamic or electrohydraulic exciter
risks contributing a significant influence on the motion
of the structure we seek to measure. It is common
practice to make the connections between exciter and
structure by means of inserting a push-rod or “stinger,”
such as the one illustrated in Fig. 3. The primary role
of this device is to transmit an excitation force along
the drive axis of the shaker while at the same time
avoiding simultaneous application of secondary forces
in any of the five other axes through which the two
devices are connected. This issue of secondary forces
is one that can give rise to significant errors, and
considerable care must be taken in preparing a modal
test to ensure that such effects are minimized.

There are other problems that can arise as a result of
interactions between the test structure and the exciter.
A properly located force transducer can help to ensure
that such problems do not lead to significant errors in
the measured response properties.
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Figure 3 Appropriate attachment of exciter to structure.

Finally, it is worth noting that there is growing
interest in the use of “natural” excitation: excitation
that comes from the environment in which the structure
“operates” but that is such that it cannot be specifically
identified or measured (referred to as “output-only
modal analysis”).

5.3 Response Transducers
Another critical part of the measurement process
is concerned with the effective transduction of the
response levels, which must be measured at several
points on the test structure. There are issues in
selecting appropriate transducers that are centered
around two main concerns:

1. The need to select sufficient measurement
points so as to ensure adequate spatial coverage
of the mode shapes and operation deflection
shapes that are captured by the response
transducers

2. The need to minimize the interference that
the physical presence of transducers inevitably
imposes on the test structure, thereby risking
significant distortion of the vibration properties
being measured

There are three primary transducer types in
widespread use today:

1. Accelerometers (piezoelelectric, piezoresistive,
and other types)

2. Strain gauges
3. Laser-based devices, including scanning laser

Doppler vibrometers and holography

Details of the actual devices available today can be
found in other chapters of this handbook. However, it
is worth noting here that when using accelerometers,
or other similar attached transducers, and in situations

where it is required to obtain measurements at a large
number of points, it is important to ensure that an
efficient choice of measurement sites is made. The test
planning methodology mentioned in Section 4.2 can
also be applied to this critical aspect of the measurement
process.

Some of the problems associated with the need
to measure at many points on the structure can
be avoided by using noncontacting optical “field”
measurement methods and, in particular, the two laser-
based techniques of scanning laser Doppler velocimetry
(SLDV) and holography. The main limitation of
response measurement using laser-based methods is the
need for a clear line of sight to each of the degrees of
freedom of interest. Nevertheless, these methods offer
considerable advantages.

5.4 Excitation Signals for Modal Testing
A third issue to be addressed in planning a modal test
is the question of what type of excitation signal will be
used. There are essentially four categories of excitation
signal in widespread use and, again, each has particular
advantages and drawbacks. These are (i) sinusoidal,
(ii) periodic, (iii) transient, and (iv) random and are
illustrated schematically in Fig. 4.

The first, and traditional, excitation signal is the
simple sine wave. For this approach, the structure is
excited at a specific frequency for long enough to
capture measurements of the excitation force and all
the response transducers before moving on (stepping
rather than sweeping as in the past) to the next
frequency where the same procedure is repeated, and
so on until sufficient frequency points have been
addressed. This approach tends to be slow, although
it has a sometimes overlooked advantage that it allows
the specific selection of each individual measurement
frequency and does not demand, as do other methods,
measurements at a fixed series of equally spaced
frequencies spanning a chosen range. In practice, this
means that it is possible to choose frequency steps
that are close together near regions of resonance or
antiresonance but that are more widely spaced in
frequency regions where the response functions change
more slowly (see Fig. 5). The sinusoidal excitation
method is widely accepted as being the most precise
and the most appropriate for cases where nonlinear
behavior is expected or encountered.

The second commonly used excitation signal is
periodic excitation. In this case, the structure is excited
simultaneously at all the frequencies where measure-
ments are required. In most current implementations
where a discrete Fourier transform (DFT) type of spec-
tral analysis procedure is used to analyze the measured
data, a typical periodic excitation signal will contain
components of every frequency in the analyzer spec-
trum. Typically, that might mean frequency compo-
nents at 1-Hz intervals between 1 and 1600 Hz, for
example. Such a signal has a clear advantage over
the single-frequency sinusoidal excitation in that since
all frequency points are measured simultaneously, the
time required to acquire the necessary data to con-
struct a response function should be much shorter than
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Excitation Response

(a) Discrete Sine

(b) Periodic

(c1) Transient-Impact

(d ) Random

(c2) Transient- Chirp

Figure 4 Common signal types used for modal tests: (a) sinusoidal, (b) periodic, (c) transient, and (d) random.
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Figure 5 Typical FRF measurement using sinusoidal
excitation signal.

a method in which the frequency points are measured
sequentially. However, the comparison is not quite so
simple as this statement implies because, in practice,
with a sinusoidal excitation many of the frequency
points that find themselves away from regions of reso-
nance or antiresonance might not need to be measured
in a discrete sine test, and because of the relatively low
signal strengths on each of the individual frequency
components of the periodic signal, it is often necessary

to average for a reasonable period of time in order to
filter out background noise.

The third common excitation type is transient. This
comes in a number of specific types, with the impulse
generated by an impact hammer or similar device
being the most widely encountered. However, there
are other transient signals that can be used with an
attached shaker and these include: (a) controlled sine
pulse, (b) single chirp, and (c) burst random and other
continuous signals.

To avoid problems associated with the signal pro-
cessing in each of these transient excitation signals (see
Chapters 40, 42, and 46), it is necessary to arrange the
test conditions such that not only has the excitation
signal died away at the end of the finite measurement
period but so also has the response signal. While tran-
sient excitation signals are deterministic, in the same
way that sinusoidal and periodic signals are, the exact
spectral transformation of such an aperiodic signal is
a Fourier integral rather than the Fourier series, which
is what is obtained when using a DFT analysis (as is
almost always the case in modal testing). As a result
of using the DFT analysis process, only an approx-
imate indication of the structure’s response function
is obtained when using transient excitation signals.
Considerable care must be exercised to keep these
approximations to an acceptable level.

The fourth excitation signal, which has been used
for a considerable time, is random excitation. This
is the only nondeterministic signal used in modal
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testing and in cases where a truly random excitation
signal is used, such as is generated in a random
noise generator, the signal processing and subsequent
analysis necessary to obtain the required response
functions for the structure’s behavior involve more
assumptions and need more care than is required for
the deterministic signals. It is necessary to average
both excitation and response signals for a considerable
period of time to obtain statistically reliable results.
Even then, there is only a finite probability of being
acceptably close to the right answer, and this residual
uncertainty can only be reduced by measuring data for
longer and longer periods. As in the case of transient
signals, this type of signal processing using the
DFT incurs additional approximations to the resulting
parameters and, in the case of random excitation, it is
generally necessary to apply a windowing correction
compensation procedure to all the measured signals to
minimize the errors incurred. Figure 6 shows a typical
frequency response function measured with a random
excitation signal, including an indicator of quality (the
coherence) on the response function.

The reader is referred to specialist texts for more
detailed explanation and guidance in dealing with the
problems associated with the measurement of the data
required to carry out an experimental modal analysis.
However, this section should serve to alert the modal
tester to the more significant sources of potential errors
that can generally be avoided by expert use of standard
equipment.

6 PARAMETER EXTRACTION TECHNIQUES
6.1 Introduction
At the end of the measurement phase, it is customary
to have acquired a set of measured response functions.
The actual measurements taken are time histories
of excitation forces and responses, but it is normal
practice to convert these either to FRFs, for a
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Figure 6 Typical FRF measurement using multi-fre-
quency excitation signal and DFT spectral analysis.

frequency-domain description, or to impulse response
functions (IRFs), for those cases where a time-domain
description is required. Nowadays, the vast majority of
practical applications of experimental modal analysis
provide the measured data in the form of FRFs. The
next step in the process is to extract from these
response functions a set of parameters that describe the
underlying modal properties of the test structure. This
is done using the basic theoretical relationship between
the response model and the modal model and is usually
carried out by fitting a theoretical curve of the correct
form (but with initially unknown coefficient values)
to the measured responses. Although application of
these parameter extraction methods is increasingly
a routine process, there are a number of subtleties
and complexities that mean that it is appropriate to
have a good understanding of the theoretical basis
and assumptions on which the various algorithms are
based. These will be outlined in this section.

6.2 Essential Principles
The basic theoretical expression for a typical FRF
described in terms of modal parameters (response
model from modal model) is given in Eq. (8). It is seen
that the typical response function can be expressed by a
summation of components from all of the modes of the
structure, and that the relative importance or weighting
of each modal component is related to the proximity
of its natural frequency to the frequency at which
the response function is defined. Figure 7a shows
the essential construction of a frequency response
function in terms of individual modal components.
It can also be seen that within a narrow range of
frequency in the immediate vicinity of each resonance,
the frequency response function can be approximated
by a single modal component plus two terms that
represent approximately the effect of all the modes
with lower and higher natural frequencies [Eq. (9) and
Fig. 7b]. This expression is often further simplified to
that shown in Eq. (10) with a single constant term
to represent the combined effect of all other modes.
Although this expression is not exact, it can be seen
that if interest is confined to a very narrow range
of frequencies around the natural frequency of one
particular mode, it becomes a very good approximation
and represents the underlying principle whereby the
parameters of one mode can be extracted from analysis
of a response function measured in the vicinity of the
natural frequency of that mode:

Hjk(ω) =
∑

rAjk

ω2
r − ω2 + 2iωωr ζr

rAjk = (φrj )(φrk) (8)

Hjk(ω)ω1<ωω2 �
∑

rAjk

ω2
r − ω2 + 2iωωr ζr

− Bjk/ω
2 + Cjk (9)

Hjk(ω)ω∼ωs
� sAjk

ω2
s − ω2 + 2iωωsζs

+ sDjk (10)
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Figure 7 FRF curves in different formats: (a) construction
of general FRF curve, (b) approximate FRF in vicinity
of resonance, and (c) Nyquist plot of FRF in vicinity of
resonance.

6.3 Single-Mode (SDOF) Modal Analysis
The FRF in the immediate vicinity of a natural
frequency can also be examined in other presentation
formats such as the Nyquist diagram in Fig. 7c. It can
be seen that in this case the response function traces
out a near-circular arc and that the underlying circle
is displaced from the origin of the plot by a quantity,
D. The properties of the circle contain the parameters
of the mode in question, and the displacement of the
circle from the origin represents the contribution of all
the other modes and from a simple curve-fit analysis
of a few response function data points, we can start to
compile a table of modal parameters for the particular
response function in question.

6.4 Multi-mode (MDOF) Modal Analysis
The previously described method is the most simple of
those available, but with the widespread availability
of extensive computation capacity, it is possible to
undertake more ambitious and more accurate curve-
fitting procedures. The first extension of the above
approach, and one that relaxes any assumptions about
single-mode dominance, is one in which the data
points are fitted to a formula that contains not one but
several modal components (so-called “MDOF” modal
analysis). This is essentially a general curve-fitting
process and there are several algorithms available
for carrying it out. The result yields a table of best
estimates of the modal parameters for the identified
modes, plus any residual terms necessary to take
account of the existence of other modes with natural
frequencies outside the measured range—the so-called
modal truncation effects. In this context, “best” is in
the sense of a minimum least-squares error between
the measured data points and corresponding points on
the curve regenerated using the identified parameters
themselves. Figure 8 illustrates the results from an
MDOF modal analysis of a single FRF, clearly
showing the importance of including the residual terms
to account for the out-of-range modes.

6.5 Global Modal Analysis

Further extension of the generality in curve-fitting
FRFs is possible by undertaking simultaneous analysis
of several response functions relating to different
points on the structure. If we have, say, a dozen
frequency response functions that all share the same
excitation point, k, but relate response levels at
different points, such as j = 1, 2, 3 . . . (i.e., the FRFs
in a single column of the FRF matrix), then there are
certain features of which we can take advantage to
speed up the parameter extraction process by analyzing
all curves simultaneously. The modal constants would
be different for each of the response functions, but
the natural frequencies and damping factors must
be the same because they relate to the same mode.
Advantage can be taken of this feature by arranging
a simultaneous analysis of all the response functions
over a common frequency range and by building in
the constraint that the eigenvalue part of the solution
(natural frequency plus damping factor) has a unique



MODAL ANALYSIS AND MODAL TESTING 573

600.00400.00

Frequency (Hz)

(a)

In
er

ta
nc

e 
(lo

g 
dB

)

−30

50

600.00400.00

Frequency (Hz)

(b)

In
er

ta
nc

e 
(lo

g 
dB

)

−30

50

Figure 8 Regenerated FRF curves and original mea-
sured data for single-FRF analyses: (a) MDOF curve fit,
(b) MDOF omitting residual terms.

value and does not vary from curve to curve. Indeed,
even greater generality is possible by using FRFs
from several columns, or different excitations, in this
analysis.

It is possible to use the MDOF analysis approach so
that we can construct a table of all the eigenvalues for
the modes that have been included in the measurement
and as many of the individual elements from the
eigenvectors as are covered by the set of measured
response functions (in general, each FRF yields
information on one DOF). These latter approaches
to the parameter extraction task are usually referred
to as “global” methods as they seek to provide a
total solution to the modal model that is required and
can be extended to include any set of FRFs in the
“polyreference” version.

6.6 Parameter Extraction Algorithms

A large number of different numerical algorithms exist
for the parameter extraction process. As we have
described, they can be categorized into:

• One mode, one FRF (the SDOF method)
• One mode, several FRFs (global SDOF method)

• Several modes, one FRF (MDOF method)
• Several modes, several FRFs (global or polyref-

erence MDOF method)

All these algorithms are based on the same
underlying theoretical model, at least as far as the
mass and stiffness are concerned. There are some
variations as regards damping, reflecting the fact
that, in reality, “damping” covers a wide range of
different phenomena and mechanisms and is only ever
represented approximately. However, each method
attaches a different weighting to the measured data
points with the result that each tends to give slightly
different results to the others for real measured data
that do not conform perfectly to the underlying linear
assumptions. The reasons for this include:

• Slight nonlinearity in the structure
• Changes that can occur in the test structure’s

properties during the test

A significant factor in this respect results from
the fact that many of the limitations to response
function measurement are particularly significant near
resonances, and these effects are most sensitive to the
differences that exist between the different algorithms.

6.7 Construction of Mathematical Model from
Modal Parameters
The preceding sections have been concerned with the
extraction of individual modal parameters from mea-
sured responses. At the conclusion of such a process
we shall have a table containing values for natural fre-
quencies, damping factors, and individual eigenvector
(mode shape) elements. These data comprise a modal
model for the structure that has been tested, and an
example of a typical mode shape from one sych model,
measured on an automotive panel, is shown in Fig. 9.
In principle, the data contained in this model should be
capable of reconstructing or regenerating the response
functions that were measured and used to determine the
modal properties. Ideally, they should also be capable
of constructing a spatial model consisting of mass stiff-
ness matrices. However, this transformation of infor-
mation from one type of model to another is hampered
by two practical effects.

The first of these issues is the obvious one
in that the essential data that have been used to
construct the model are inaccurate: They contain
errors of measurement or of structural behavior. These
errors, although small, will be propagated through a
conversion from response to modal models, and back,
and so will affect the quality of any subsequent model.
Sometimes, the propagation has a deleterious effect in
that small errors in the original data can escalate to
large ones in the model.

The second limitation is more critical and stems
from the fact that the data that have been measured,
and the modal model that has been constructed from
those measurements, are incomplete. It is clearly not
possible to measure all the modes of a structure, nor
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Figure 9 Mode shape derived by modal analysis of scanning later measurements on an automobile panel.

to measure the mode shapes at all the degrees of
freedom on a structure. As a result, a modal model
that is constructed from a conventional modal test will
include only a small fraction of the full properties.
Examination of the formulas that link the modal model
to the spatial model and the response model [see
Eqs. (4), (5), and (6)] show that these are predicated on
the assumption that each of those models is complete
and that it contains information at all the degrees
of freedom and for all the modes. This is clearly
not possible for a practical structure and, as a result,
although it is possible to construct a limited modal
model from a set of measured frequency response
functions, it is not possible to create a spatial model.

6.8 Determining the Number of Necessary
Modes

The number of modes required in a mathematical model
for a test structure depends strongly on the application
of that model. If the model has been constructed to
validate predictions from a theoretical model, and these
predictions comprise a set of natural frequencies and
mode shapes in a given frequency range, then a very
useful application can be undertaken with only a limited
set of modes. If, however, the application that is sought
involves the need to use the model for calculating the
response of the structure, then any restriction in the
number of modes included in the model can present
a significant limitation. To calculate accurately the
response of a structure at a given frequency, it is

necessary to include components in the response from
all themodes of vibration, including thosewhose natural
frequencies are some distance from the frequency of the
vibration of interest. The consequences of omitting the
effect of modes “outside the range” of the modal test is
demonstrated graphically in Fig. 8.

As a result of these considerations, it is as important
to take due account of the number and choice of modes
that are included in the model as it is to ensure that all
the data and analyses provide accurate values for their
respective parameters.
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1 INTRODUCTION

The vibrations measured externally on operating
machines contain much information as to their condi-
tion, as machines in normal condition have a character-
istic vibration signature, while most faults change this
signature in a well-defined way. Thus, vibration anal-
ysis is a way of getting information from the inside
of operating machines without having to shut them
down. Machine vibrations are measured in two fun-
damentally different ways: relative displacement of a
shaft in its bearings using so-called proximity probes
and absolute motion of the casing, usually at the bear-
ings, using absolute motion transducers. The former
must normally be designed into the machines and are
typically used on high-speed turbomachines with fluid
film bearings. They are used for permanent monitoring
of relatively simple parameters such as peak-to-peak
relative displacement and shaft orbits (in the bearing)
and are primarily used to protect valuable and criti-
cal machines by shutting them down in the event of
excessive vibration levels being developed. Only in
a limited number of situations can long-term predic-
tions be made, basically because incipient faults often
show up first at high frequencies, to which the rela-
tive displacement measurements are not sensitive. This
chapter is mainly concerned with measurements made
with accelerometers (giving a signal proportional to
vibration acceleration, possibly integrated to velocity),
but proximity probe and other measurements (e.g., tor-
sional vibration) are discussed where appropriate.

2 MACHINE VIBRATION SOURCES
AND DIAGNOSTIC TECHNIQUES

2.1 Related to Shaft Speed

A number of faults manifest themselves at a frequency
corresponding to the speed of the shaft. Among these
are unbalance, misalignment, and cracked shaft, and
the problem is to distinguish between them. In general,
misalignment tends to produce a stronger second
harmonic of shaft speed and more axial motion, but
the nonlinearity of components in the system (such
as fluid film bearings) can distort the response to
unbalance force, leading to higher harmonics, and
moment unbalance gives rocking motions with axial
components, so the division is not clear. Flexible
couplings are often introduced to mitigate the effects
of misalignment but introduce their own characteristics
into the vibrations. Reference 1 describes how many
types of couplings, for example, Hooke’s joints
and gear couplings, give even harmonics of shaft
speed, primarily second order. It also shows how the

harmonics generated are related to coupling design.
For constant unbalance distribution and alignment,
cracks in shafts give changes at the low harmonics
of shaft speed, though these may be more evident
as a change in phase angle (relative to the phase
of a once-per-revolution tacho signal) rather than in
amplitude. Sophisticated rotor dynamic models are
now being made of the most critical machines, and
these provide the best possibilities for distinguishing
between unbalance, misalignment, and shaft cracks,
at least with the machine running at speed and load.
Cracks can be detected during rundowns, not so much
by a change in critical speed as by an increased
response when harmonics of shaft speed pass through
the critical speed(s).2,3

Other faults show up at subsynchronous frequen-
cies, such as oil whirl, usually between 40 and 48% of
shaft speed, caused by a resonant wave in the fluid film
bearing. This can sometimes be confused with hystere-
sis whirl, due to hysteretic friction between compo-
nents on the rotor. The friction forces are such that a
self-excited whirl is generated on passing through the
shaft critical speed and remains at this frequency as
the shaft speed increases.4 Since many machines run at
about twice their first critical speed, this can sometimes
be confused (and perhaps even merged) with oil whirl.
When oil whirl combines with resonant shaft response,
it is sometimes called oil whip. Exact subharmonics
(e.g., one-half or one-third) can result from paramet-
ric excitation, variations in stiffness due to looseness,
“rubs,” and the like and can be distinguished by their
exact subharmonic nature. Sudden changes in stiffness
also increase the number of superharmonics, even in
the absence of subharmonics.

A finely tunable harmonic/sideband cursor is useful
to distinguish between exact and approximate subhar-
monics and between harmonics of shaft speed and
mains frequency (see Section 2.2). Phase relationships
between the two ends of a machine can distinguish
between lateral and rocking motion. A phase difference
of 90◦ between the horizontal and vertical transducer
signals at one location indicates circular or elliptical
orbits, while if they are in phase, motion must be
along a straight line. Proximity probes are useful for
fluid film bearings for a number of reasons as men-
tioned earlier. Determination of the position of the
shaft in its bearing (and thus the point of minimum oil
film thickness) helps to distinguish between unbalance,
misalignment, and shaft cracks. The shape of the orbit,
and whether it is precessing forward, or backward can
help to distinguish between the different types of whirl,
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for example, dry friction tends to excite backward pre-
cessing modes.4 A useful source of information of the
applications of proximity probes is the magazine Orbit
produced by Bently Nevada Corporation.5

2.2 Electrical Machines
Electrical machines such as alternating current (ac)
motors and generators generate vibrations due to
electrical as well as mechanical forces.6 Stator faults
tend to give increases at twice mains frequency (line
frequency in the United States), as this is the rate at
which the poles of the rotatingmagneticfield are passing
a fixed point (the anomaly) on the stator. For two-
pole synchronous machines, this is the same as twice
shaft speed, and thus it can be difficult to distinguish
between a stator fault and misalignment. However, the
electrical forces are strongly dependent on the load,
and varying the load may allow the two effects to
be separated. Switching off the power and tracking
the second harmonic as it runs down in speed allows
complete separation. For inductionmotors6 the situation
is easier in that the shaft speed is less than synchronous,
and fast Fourier transform (FFT) zoom analysis allows
separation of the harmonics of shaft speed from those of
mains frequency. Figure 1 shows an example of a fault
on the rotor of a four-pole inductionmotor (in theUnited
States where the mains frequency is 60 Hz). The main
effect is at the shaft speed (corresponding to the rate of
rotation of the fault), but it can be distinguished from
mechanical unbalance byvirtue of the strongmodulation
sidebands that are clearly in evidence. The sideband
cursor shows that these are spaced at 1.0 Hz, which is
the number of poles times the slip frequency of 0.25 Hz
(synchronous speed 30 Hz minus shaft speed 29.75 Hz).
As explained in Ref. 6 this is the frequency at which
the poles of the rotating field pass a given point (the
anomaly) on the rotor.

2.3 Gears
Gears represent a typical component where the wide
frequency range of accelerometers is needed. The
basic vibration generating mechanism in gears is the

transmission error (TE), which can be understood
as the relative torsional vibration of the two gears,
corrected for the gear ratio. The TE results from a
combination of geometric errors of the tooth profiles,
and deflections due to tooth loading. Thus, even a
gear with perfect involute profiles will have some TE
under load, and it is important to make comparisons
of gear vibration spectra under the same load to obtain
information about changes in condition.

Gear vibration signals are dominated by two main
types of phenomena7:

• Effects that are the same for each meshing
tooth pair, such as the tooth deflection under
load and the uniformly distributed part of initial
machining errors and/or wear. These manifest
themselves at the tooth-meshing frequency and
its harmonics. Since there is a pure rolling
action at the pitch circle, and sliding on either
side, tooth wear tends to occur in two patches
on each tooth, and thus wear is often first seen
as an increase in the second harmonic of the
tooth-meshing frequency.

• Variations between the teeth, which can be
localized or distributed more uniformly around
the gears. These manifest themselves at other
harmonics of the gear rotational speeds for
the gear on which they are located. Localized
faults such as cracks and spalls tend to give
a wide dispersion of harmonics and sidebands
throughout the spectrum, whereas more slowly
changing faults such as nonuniform wear tend
to give stronger harmonics grouped around
zero frequency and as sidebands around the
harmonics of tooth-mesh frequency.

Since even with faults, the same geometric shapes
always mesh in the same way, the signals produced
by gears are basically deterministic, at least as long as
the teeth remain in contact.

Most gear diagnostic techniques thus use time
synchronous averaging (TSA) as a precursor to isolate
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Figure 1 Example of a rotor fault on an induction motor, showing modulation sidebands around the shaft speed
component of 29.75 Hz (spacing 1 Hz).



MACHINERY CONDITION MONITORING 577

the vibrations from each individual gear. TSA is useful
to extract that part of a signal that is periodic with
the same period as a trigger signal, for example, a
once-per-revolution tacho signal from a given shaft.8
In practice, it is done by averaging together a series
of signal segments each corresponding to one period
of the synchronizing signal. To correct phase errors,
it is necessary to first resample the signal to have a
fixed number of samples per period, with the first lined
up with the synchronizing signal. Such processing
is called order tracking because the frequency axis
can then be better scaled in harmonic orders rather
than hertz. Order tracking can be done using a shaft
encoder on a particular shaft to control the sampling
clock, or by using a phase-locked loop tracking the
tacho signal to generate a fixed number of sampling
pulses per period of the locked frequency. Most
modern analysis systems achieve the same effect by
digitally resampling the signal at constant shaft phase
increments, based on analysis of the tacho or shaft
encoder signal.9 This has the advantage that signals
are available with both temporal and angular sampling,
and transformation can be made between the two at
any stage. Special techniques have been developed to
get the averaged signature of sun and planet gears
in a planetary gearbox, eliminating the effects of
the varying distance of the planets to an external
measurement point by capturing the signature of each
tooth as it passes the measurement point.10

A general problem is to detect local faults on a
gear once the averaged signature has been obtained.
The effects of these are often obscured by the
normal tooth-meshing pattern, so various techniques
have been developed to remove the latter. The
traditional way is to remove all harmonics of the tooth-
meshing frequency in the frequency domain, inverse
transforming back to the time domain to evaluate
the result. The kurtosis (see Chapter 46) is a useful
parameter for characterizing the severity of the residual

signal because it is a sort of normalized crest factor,
and the local peak values are much greater than the
background noise. A new method has recently been
developed to obtain the residual signal using linear
prediction.11 An autoregressive (AR) parametric model
is developed for the signal from an undamaged section
of a gear using linear prediction, and when a damaged
section of the gear enters the mesh, the actual value
of the signal departs dramatically from the linearly
predicted value, and the “error” gives a measure of
the local change. Figure 2 compares the results of the
two techniques for a typical case.

In some cases the presence of a local fault is not
very clear, even after TSA, and a method has been
developed to reveal a local fault by amplitude and
phase demodulation of the tooth-meshing frequency
of the signal using Hilbert transform techniques.12

Figure 3 shows that the phase of the result revealed
a crack long before it became evident in the amplitude
of the signal. Attempts are currently being made to
distinguish between the effects of cracks and spalls
since the former would tend to give much more rapid
failure.13 Since spalls are a geometric error, while
cracks give a change in stiffness, the symptoms of
the latter are more load sensitive. In Chapter 88 an
example is given of the detection of a local fault at
light load.

Modulations of the gear-mesh signal give rise to
sidebands around the gear-mesh harmonics and can
often be revealed and quantified using the cepstrum,
as described in Ref. 14. Another application of the
cepstrum is in detecting echoes, and, in particular,
it can be shown that an inverted echo makes all
components in the cepstrum negative. Reference 15
shows how this can be used to locate spalls since these
give rise to a negative echo in the acceleration signal
as the mating tooth enters and leaves the spall.
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with Crack

Figure 3 Detection of a crack in a gear by demodulation
of the tooth-meshing frequency after time synchronous
averaging. (From Ref. 12. Reprinted by permission.)

2.4 Bearings
The discussion here is limited largely to rolling
element bearings since with fluid film bearings in
principle there should not be any metal-to-metal
contact and consequent wear. There have been very
few studies of detecting the wear of fluid film bearings
from their vibration signals, but the operational faults
that could give rise to such wear can be monitored
by the techniques described in the section on shaft-
related vibrations. This is one area where the use of oil
analysis can aid vibration analysis, as bearing metals
are quite distinctive in their chemical composition.

Figure 4 shows typical acceleration signals pro-
duced by localized faults in the various components of
a rolling element bearing and the corresponding enve-
lope signals produced by amplitude demodulation. It
can be shown that analysis of the envelope signals
gives more diagnostic information than analysis of the
raw signals. The diagram illustrates that as the rolling
elements strike a local fault on the outer or inner race,
a shock is introduced that excites high-frequency res-
onances of the whole structure between the bearing
and the response transducer. The same happens when
a fault on a rolling element strikes either the inner or
outer race. As explained in Ref. 16, the series of broad-
band bursts excited by the shocks is further modulated
in amplitude by two factors:

• The strength of the bursts depends on the load
borne by the rolling element(s), and this can
be modulated by the rate at which the fault is
passing through the load zone.

• Where the fault is moving, the transfer function
of the transmission path varies with respect to
the fixed positions of response transducers.
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Figure 4 Typical signals and envelope signals from local
faults in rolling element bearings.

Figure 4 illustrates typical modulation patterns for
unidirectional load on the bearing; shaft speed for inner
race faults, and cage speed for rolling element faults.
The formulas for the various frequencies shown in
Fig. 4 are as follows:

Ballpass frequency, outer race:

BPFO = nfr

2

{
1 − d

D
cosφ

}
(1)

Ballpass frequency, inner race:

BPFI = nfr

2

{
1 + d

D
cosφ

}
(2)

Fundamental train frequency (cage speed):

FTF = fr

2

{
1 − d

D
cos φ

}
(3)

Ballspin frequency:

BSF = Dfr

2d

{
1 −

(
d

D
cosφ

)2
}

(4)

where fr is the shaft speed, n is the number of rolling
elements, and φ is the angle of the load from the radial
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plane. Note that the BSF is the frequency with which
the fault strikes the same race (inner or outer), so that
in general there are two shocks per basic period. Thus
the even harmonics of BSF are often dominant.

These are, however, the kinematic frequencies
assuming no slip, and in actual fact there must virtually
always be some slip for the following reason. The
angle φ varies with the position of each rolling element
in the bearing, as the ratio of local radial to axial
load changes, and thus each rolling element has a
different effective rolling diameter and is trying to roll
at a different speed. The cage ensures that the mean
speed of all rolling elements is the same, by causing
some random slip. This is typically of the order of
1 to 2%. This random slip, while small, does give a
fundamental change in the character of the signal and
is the reason why envelope analysis extracts diagnostic
information not available from frequency analyses of
the raw signal. It means that bearing signals can be
considered as cyclostationary (see Chapter 46). This
also allows bearing signals to be separated from gear
signals17 with which they are often mixed, as discussed
below.

A very powerful technique for diagnosing bearing
faults is using envelope analysis, as mentioned above.
It can be shown that the spectrum of the raw
signals (as depicted in Fig. 4) contains little diagnostic
information as it is dominated by the high-frequency
resonances excited and has only a small response at the
actual characteristic frequencies given by Eqs. (1)–(4).
Because of the small random fluctuation of the
repetition frequencies, the higher harmonics of the
bearing fault frequencies typically smear together in
the vicinity of the resonance frequencies, giving the
appearance of a noise spectrum. However, if the signal
is bandpass filtered in a frequency band where there is
a maximum (decibel) change in the spectrum caused

by the bearing fault, and then amplitude demodulated,
the spectrum of the resulting envelope contains low
harmonics of the fault frequencies (and any modulation
sidebands), which are not appreciably smeared.

Figure 5 shows the envelope spectrum from mea-
surements made on a gear test rig with and without a
rolling element fault in a bearing. The major increases
in the raw spectrum as a result of the fault were
between 10 and 20 kHz, and there was negligible spec-
trum change below 8 kHz, even though the BSF was
only 26 Hz. Figure 5 shows the spectrum of the square
of the envelope, this having been shown in Ref. 18
to give better results than the spectrum of the enve-
lope. This envelope spectrum is typical of a rolling
element fault since it is dominated by harmonics of
BSF (with the even harmonics more prominent) and
with sidebands and low harmonics spaced at the cage
frequency (the rate of passage of the fault through the
load zone). Where the bearing signal is masked by
discrete frequencies (often due to gears), it is possible
to remove them before demodulation. This was orig-
inally achieved18 by self-adaptive noise cancellation
(SANC), making use of the fact that the random slip
in the bearing signals makes their correlation length
short in comparison with the deterministic gear signals.
A later development called discrete/random separation
(DRS), described in Ref. 19, achieves the same thing
but much more efficiently since both the generation of
the separation filter and its application by fast convolu-
tion are achieved using FFT methods. Figure 6 shows
how DRS has been used to separate a faulty bearing
signal from a normal gear vibration signal by which it
was completely masked.

Occasionally, gear and bearing signals are com-
bined multiplicatively rather than additively (when
gear-mesh signals are modulated by the faulty bearing
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signal). The gear signal and first-order cyclostation-
ary (periodic) part of the bearing signal can first be
removed using DRS, after which the second-order
cyclostationary part can reveal bearing faults and dis-
tinguish them from gear faults even though at the gear
rotational frequency.17 A second-order cyclostationary
component at shaft speed, for example, would indicate
a bearing inner race fault, at the same time separating
this random component from stationary random noise.

2.5 Reciprocating Machines

Reciprocating machines, such as diesel engines and
reciprocating compressors, also produce vibrations
with both periodic and cyclostationary components.
The latter are, for example, associated with combus-
tion, which occurs every basic cycle, but not identi-
cally each time. Signals from reciprocating machines
have a different character from those of simple rotat-
ing machines, as they consist of a series of impulsive
events (combustion, piston slap, valves opening and
closing, etc.), and so the most effective analysis tech-
niques must take into account variations in both fre-
quency and time (or crank angle). It is thus common

to use some form of time–frequency analysis to ana-
lyze the signals of reciprocating machines. This can
be as simple as an STFT (short-time Fourier trans-
form) analysis, where a window is moved along the
record in overlapping steps and the spectrum deter-
mined for each window position. The result will be
found to be more repeatable if the STFT diagram is
averaged over several cycles (power spectrum average
making it insensitive to phase variations). However,
the STFT suffers from limitations in resolution given
by the Heisenberg uncertainty principle, where the
product of frequency and time resolutions is a con-
stant. Obtaining a better time resolution (by a shorter
window) gives a poorer frequency resolution and vice
versa. The Wigner–Ville distribution (WVD) appears
to give better simultaneous time–frequency resolu-
tion but suffers from nonphysical interference terms
that are difficult to distinguish from the physically
meaningful components. A range of smoothed ver-
sions have been developed20 to reduce the interference
while still retaining better simultaneous resolution, but
these are all very onerous computationally. A relatively
new development, which is very promising for inter-
nal combustion (IC) engine diagnostics, makes use



MACHINERY CONDITION MONITORING 581

of the Wigner–Ville (or instantaneous) spectrum, an
ensemble-averaged version of the WVD, which is ideal
for second-order cyclostationary signals.

If the periodic part of the signal is first removed
(e.g., by DRS), the interference terms in each realiza-
tion of the WVD come with random phase and are
canceled by averaging, leaving a time–frequency dia-
gram with excellent resolution. Figure 7 compares the
Wigner–Ville spectrum with the WVD for a typical
diesel engine cycle.

Another diagnostic technique that has received
some attention in the literature is the recovery of
cylinder pressure signals from external measurements,
of head/block acceleration, and/or crankshaft torsional
vibration,22–24 but generally applicable results have
still not been achieved.

However, crankshaft torsional vibration, obtained
by frequency demodulation of a shaft encoder signal,
is a simple and very powerful tool for detecting
misfires on an individual cylinder.25 Figure 8 shows
an example from a six-cylinder spark ignition engine,
where there was no spark on one cylinder. The shaft
encoder signal used was from a proximity probe
detecting the passage of teeth on the ring gear.
The first harmonic of the tooth passage frequency
was first phase demodulated by Hilbert transform
techniques, and the phase signal differentiated to
frequency (angular velocity) by multiplying by jω in
the frequency domain. Performing the differentiation
this way allows a simultaneous bandpass filtration, the
lower limiting frequency being just less than the basic
cycle frequency, and the upper limiting frequency
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chosen to avoid amplifying high-frequency noise. The
torsional vibration can alternatively be determined by
using a high-frequency clock (e.g., 20 MHz) to time
the intervals between the pulses, and this has the
advantage that the same number of samples is obtained
per cycle, independent of the speed. For some very
localized faults it may be an advantage to further
differentiate the signal to angular acceleration.

3 VIBRATION MONITORING SYSTEMS

The type of vibration monitoring system to be
employed depends on the criticality of the machine
being monitored and the economic driving factors.
There is a basic division between permanent moni-
toring with fixed transducers and intermittent moni-
toring with portable equipment and offline analysis.
The major economic benefits of condition monitoring
usually come from predicting incipient faults well in
advance, allowing repairs to be planned, spare parts
to be acquired, and in particular avoiding losses in
production, this often being a much more important
economic factor than the damage to an individual
machine.

Since an advance warning of several months is
often required to minimize production loss, and it is
now often possible using signal processing techniques
to obtain this much lead time, intermittent monitoring
is usually the most economical approach for the
vast majority of machines. This is typically done
using data collectors into which “route maps” can be
downloaded, describing the measurement points on all
machines to be monitored in a single excursion into
the plant. Reference spectra and other data pertaining
to each point can be downloaded at the same time as
the route map, and standard analysis procedures can
be implemented semiautomatically, such as spectrum
comparisons and specific diagnostic procedures once
a fault has been detected. Simple procedures can
be done directly in the field, but data is usually
stored and transferred back to a central computer,

allowing more detailed analysis to be done later if
required. Monitoring intervals are typically weekly to
monthly, depending on the anticipated leadtime and
the criticality of the machine.

A small number of very critical machines often
have permanently mounted transducers that can detect
sudden changes in condition and initiate shutdown.
Even though this automatically gives some loss in
production, this may be minimal compared with what
would result from an undetected catastrophic failure of
the machine. Permanent monitoring is often performed
with proximity probes, possibly supplemented with
accelerometers, and is usually based on measuring
simple parameters that allow rapid shutdown. Of
course, if permanently mounted accelerometers are in
place, detailed analysis can also be done, and would
often be done at intervals of one day or so, giving more
security than intermittent measurements at weekly or
monthly intervals, and maximizing the lead- time after
detection of change.

Whether for permanent or intermittent monitoring,
accelerometers should typically be mounted on the
bearings, where the dynamic loads are transmitted
from internal rotating components to the casing. It
is often sufficient to measure in one radial direction
(vertical or horizontal) on radial bearings, and in the
axial direction at thrust bearings, typically only at
one end of a machine. The mounting point should be
the same each time, usually by having a permanent
mounting stud, and should be sufficiently rigid to give
a repeatable frequency range up to at least 10 kHz.
For intermittent monitoring, magnet mounting can be
used if sufficiently rigid to give the required frequency
range (e.g., rare-earth magnets) and if mounting points
are sufficiently well defined (e.g., permanent magnet
mounting pads).

4 FAULT DETECTION AND TREND ANALYSIS
As mentioned above, the use of accelerometers,
possibly with integration to velocity, allows the
measurement of signals with a frequency range of more
than three decades, for example, 5 Hz to 5 kHz or
20 Hz to 20 kHz, with very good dynamic range, and
such a range can be necessary to detect the full range
of possible faults. These can extend down to 40% of
shaft speed (e.g., oil whirl) up to the 400th harmonic of
shaft speed (e.g., harmonics of gear-mesh and blade-
pass frequencies). Rolling element bearings often have
fault indications at frequencies of the order of 1000 or
more times the shaft speed. Criteria exist for vibration
severity, such as the International Organization for
Standardization (ISO) Standard 2372 (developed from
the German recommendation VDI-2056), and the so-
called General Machinery Criterion Chart,26 which
was developed from the earlier Rathbone and Yates
charts. These all represent equal velocity criteria, for
a wide range of machine sizes and speeds, and can be
expressed in terms of root-mean-square (rms) levels
covering the frequency range 10 to 1000 Hz (where
the only reason for the upper frequency limitation is
the fact that much of the data on which they were
based was obtained using velocity probes with that
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frequency range). Velocity best represents vibration
severity because all vibrations represent an alternation
between potential energy proportional to the square of
strain and kinetic energy proportional to the square
of velocity. Since design stress is largely independent
of size and speed, vibration velocity ends to be
fairly uniform over a range of machines and over a
wide frequency range. However, an accelerometer with
electronic integrator is the best velocity transducer, as
it gives a much wider frequency and dynamic range in
velocity than a direct velocity probe.

Even though the two standards mentioned above
have different criteria for different machines, both
are in agreement that equal changes in severity are
represented by equal changes on a log amplitude
scale and that a change of 20 dB (amplitude ratio
10 : 1) is serious. It can also be inferred that a change
of 6 to 8 dB (ratio 2 to 2.5) is significant. Rather
than using absolute criteria, a strong argument can
be made for detecting faults based on the change
from the normal levels at each measurement point,
with 6 and 20 dB representing significant and serious
changes, respectively. The use of velocity means that
there is a better chance than otherwise that changes
at any frequency will affect the rms levels, but it
is still evident that monitoring of frequency spectra,
rather than overall levels, will have a better chance of
detecting changes at whatever frequency they should
occur.

To compare digitized frequency spectra, it is
common to make some kind of smeared “envelope” of
the reference spectrum, to avoid problems with small
speed changes, and the large changes in sample values
along the steep flanks of discrete frequency peaks. A
simple and very efficient way of doing this is to use
constant percentage bandwidth (CPB) spectra, rather
than FFT spectra, since their resolution is uniform
on a logarithmic axis, and small speed changes can
be compensated by a lateral shift. At the same time
a CPB spectrum can cover a wide frequency range
with a relatively small number of spectrum values.
Figure 9 shows the application of this technique to
signals from an auxiliary gearbox on a gas-turbine-
driven oil pump.27 It shows the comparison of a 4%
bandwidth spectrum (180 values over three decades
in frequency) with a mask formed from the original
reference spectrum, and the resulting spectrum of
exceedances. One of these exceeds 20 dB, but had
stabilized, and in fact the machine was allowed to run
under close supervision for a further 4 months before
it was shut down for repair.

The positive spectrum changes detected by this
procedure also provide a good way of trending changes
in a condition as discussed in Ref. 28. Since equal
changes in severity represent equal changes on a
logarithmic amplitude axis, it is logical to plot the
changes in decibel values, and a linear trend of decibel
values would indicate a normal rate of change. If
the severity of the fault feeds back on the rate of
change of fault development, it might be better to fit
an exponential curve to the dB values, to predict the
time before they exceed a certain threshold, such as
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Figure 9 (Upper) Comparison of new spectrum with
mask, velocity dB re 1 × 10−6 m/s and (lower) decibel
difference spectrum.

20-dB change. It can be checked whether a linear or
exponential trend gives the best fit to the data. It can be
misleading to fit other curves, such as polynomials, to
the data, as they are dangerous to use for extrapolation.
The best prognostic methods use a failure model for the
particular type of failure that has been diagnosed and
fit the measured data to that model. This is advisable
for cases such as rolling element bearings, where the
symptoms may change in discrete steps as piecewise
spalls develop (undetected below-surface cracking).
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CHAPTER 49
WAVELET ANALYSIS OF VIBRATION SIGNALS

David E. Newland
Engineering Department
Cambridge University
Cambridge, United Kingdom

1 INTRODUCTION

A wavelet is a short wave. Wavelet analysis is
concerned with the decomposition of the time histories
of signals into short waves. Any waveform may be
used for the decomposition provided that it is localized
at a particular time (or position). For convenience
in this chapter, time is taken to be the independent
variable, so that localization results in concentration
at a particular time, although any physical variable
can be used. Wavelet analysis provides a valuable
method of generating time–frequency (scale) maps of
vibration signals. These allow the changing character
of nonstationary vibration signals to be studied.
Wavelets are becoming increasingly used in the
analysis and solution of noise and vibration problems
and in practical health monitoring of machinery.

2 WAVELET TRANSFORMS

2.1 Wavelet Coefficients

If w(t) is the function of time t that describes a
wavelet, and x(t) is the signal being studied, then the
wavelet coefficient aw(t) is defined by the correlation
equation

aw(t) =
∞∫

−∞
x(θ)w(t − θ) dθ (1)

In effect aw(t) is a correlation function. It provides
information about the structure of x(t) and how it
correlates with the shape of a wavelet w(t) positioned
at time t . When x(t) correlates with w(t), then aw(t)
will be large; when they do not correlate, aw(t) will be
small. Of course, more information is obtained if the
correlation process is repeated with a different wavelet
function, w1(t). Later in this chapter, the symbol x
is used for the independent variable, instead of t ,
according to the usual notation of wavelet analysis.

2.2 Properties of Wavelets

Wavelets are essentially local functions so that w(t) →
0 when |t | → ∞. Therefore, in practical terms, the
integral in (1) needs to extend over only a limited
range of θ, and aw(t) gives information about x(θ)
in the vicinity of x(θ = t).

That is how wavelet analysis differs from Fourier
analysis. Fourier transforms are calculated by the
same equation (1) when the wavelet function w(t) is
replaced by a harmonic function. In that sense, Fourier
analysis may be thought of as an extreme case of
wavelet analysis. In Fourier analysis, the requirement

that the wavelet should be a local function is ignored,
and it is replaced by a wave that goes on forever.

Much of the theory of wavelet analysis is about self-
similar wavelets (which are wavelets of the same shape
but different length scales) spaced at discrete intervals
along the time axis. It turns out that, just as a periodic
signal may be represented by the (infinite) sum of its
harmonics in Fourier analysis, so a transient signal may
be represented by the (infinite) sum of the (weighted)
amplitudes of its component wavelets. The component
wavelets all belong to a doubly infinite set of self-
similar wavelets: Each different wavelet is different
both in scale and in position on the time axis.

2.3 Comparison with the Short-Time Fourier
Transform
Because Fourier coefficients are obtained by averaging
over the full length of a signal, Fourier analysis pro-
vides no information about how frequency composition
may be changing with time. To obtain local frequency
data, a record must be divided into sections and each
segment analyzed separately. The short-time Fourier
transform (STFT) does this and is essential if the
changing frequency composition of a transient signal
is to be examined. Frequency coefficients computed by
the STFT depend on the length and time (or position)
of the short record that the calculation process assumes
is one period of a periodic signal. Results computed
by the STFT depend on how a record is subdivided,
and making a good choice may be crucial. But the dif-
ficulty remains that infinitely long harmonic functions
are being used to decompose a transient signal. It is
usually better to employ a set of short functions as the
basis for decomposing transient records. Wavelets are
such short functions.

2.4 Discrete Wavelet Transforms
The practical embodiment of wavelet transforms, as for
the Fourier transform, requires a discrete calculation
using sampled values of the continuous record x(t).
Just as the continuous Fourier transform is replaced
by the discrete Fourier transform, so the continuous
wavelet transform is replaced by the discrete wavelet
transform.

If X(j), j = 1 to N , are sampled values of the
record x(t), and A(k), k = 1 to N , are sampled values
of its wavelet transform (which are arranged in a
logical order that takes account of the scale and
position of the wavelet), then

A = WX (2)
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where W is an N × N square matrix whose elements
are determined by the chosen wavelet. Unless W is
singular, the X numbers can always be regained from
the A numbers, but, if W is an othogonal matrix, it
is not necessary to compute the inverse of W since
W−1 = WT, the transpose of W .

2.5 Orthogonal Wavelet Transforms
When reconstructon is needed, orthogonality of W
is extremely important, so, for applications involving
signal processing in which reconstruction is necessary,
there has been tremendous interest in developing the
theory of orthogonal wavelets. Even for orthogonal
wavelets, efficient numerical algorithms are essential
because numerical efficiency is extremely important.
Any wavelet decomposition algorithm has to be judged
against the fast Fourier transform (FFT) of Cooley
and Tukey,1 which for an N point sequence requires
of the order N log2 N multiplications instead of N 2

multiplications. Therefore, attention has focused on
orthogonal wavelets with fast numerical algorithms.

3 DILATION WAVELETS
The first orthogonal wavelets to be developed for prac-
tical numerical computation, called dilation wavelets,
arose from the pioneering work of Daubechies.2–5

They depend on the theory of dilation equations, which
form a special class of difference equation. There is an
efficient numerical algorithm due to Mallat6 for com-
puting dilation wavelet transforms, and there are now
various software toolboxes that implement his discrete
dilation wavelet transform and its inverse. Dilation
wavelets are compact in the time domain, which means
that each wavelet has a definite beginning and a def-
inite ending, and they are zero outside these limits.
In the frequency domain they are not so restricted and
necessarily cover an infinite frequency range, although
being concentrated about a center frequency. A typical
dilation wavelet is shown in Fig. 1. It begins at x = 0
and finishes at x = 3.

3.1 Dilation Equations
With few exceptions, dilation wavelets cannot be
expressed in functional form. Instead they are defined

2
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w
 (
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x

Figure 1 Dilation wavelet with four coefficients, derived
from the scaling function in Fig. 2. (From Ref. 7.)

by a dilation equation that has to be solved by iteration
or recursion. There are two steps in the definition.
Step 1 defines a scaling function s(x) by an equation
of the form

s(x) = c0s(2x) + c1s(2x − 1) + c2s(2x − 2)

+ c3s(2x − 3) (3)

where the c’s are numerical (real) constants that may
be either positive or negative. The wavelet w(x),
which corresponds to this scaling function, is defined
by the corresponding equation

w(x) = −c3s(2x) + c2s(2x − 1) − c1s(2x − 2)

+ c0s(2x − 3) (4)

The same coefficients are used, but in reverse order and
with alternate terms having their signs reversed. These
equations contain four coefficients, and they may be
extended following the same pattern to include any
even number of coefficients.

Apart from a few simple cases, Eq. (3) cannot
be solved directly to find the scaling function s(x).
Instead a solution is found by iteration. Each new
approximation sj (x) is computed from the previous
approximation sj−1(x) by the iterative scheme

sj (x) = c0sj−1(2x) + c1sj−1(2x − 1)

+ c2sj−1(2x − 2) + c3sj−1(2x − 3) (5)

with the process being continued until sj (x) becomes
indistinguishable from sj−1(x).

Figure 2 shows progressive stages in the generation
of s(x) according to Eq. (5). The process begins by
taking the starting function s0(x) to be a box of
length unity. This develops progressively into the
shape that occupies the interval 0 ≤ x < 3. It has been
computed for particular values of the coefficients c0 =
0.6830, c1 = 1.1830, c2 = 0.3170, and c3 = −0.1830,

φ(
x)

0 1 2 3
x

Figure 2 Progressive stages in the generation of a
dilation wavelet’s scaling function, with four coefficients.
(From Ref. 7.)
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which have been chosen to ensure orthogonality and
good convergence properties. Having found s(x), the
corresponding wavelet can be computed directly from
Eq. (4), which leads to the shape shown in Fig. 1.

3.2 Mallat’s Tree Algorithm

The iteration process represented in Eq. (5) can be
carried out by a process of progressive multiplication.
This was first implemented efficiently by Mallat6 in
his tree algorithm. The full theory is mathematically
complicated (for a summary see Refs. 7 and 16),
but the concept of its operation can be described as
follows.

Suppose that a vibration record of finite length has
been sampled at equally spaced intervals to generate
the input sequence X(j), j = 1 to N , where N =
2n. Its dilation wavelet transform is computed by
progressively filtering this sequence with two digital
filters. At each stage of filtering, the sequence length
is reduced by half. A low-pass filter generates the half-
length sequence Y (k), k = 1 to N /2, and a high-pass
filter generates the half-length sequence Z(r), r = 1 to
N /2, according to the formulas

Y (N/2) = L(N/2, N)X(N) and Z(N/2)

= H(N/2, N)X(N) (6)

where the orders of the matrices are as shown.
The low-pass filter is represented by the matrix
L(N /2,N) and the high-pass filter by H (N /2,N).
This process is repeated with the Y vector (but
not with the Z vector). The Z(N /2) vector from
Eq. (6) is retained. The Y (N /2) vector is filtered by
L(N /2,N /4) and H (N /2,N /4). After the second set
of matrix multiplications, a second Z(N /4) vector of
length N /4 is kept, while the new Y (N /4) vector is
again subjected to a further decomposition. Eventually,
the decomposition has continued until the orders of
the final vectors are only one term each, and the
transformation is complete.

The repeated matrix multiplication process defined
by this process is a discrete computation of the
correlation integral (1) where the wavelet function
w(t) is a dilation wavelet defined by the relevant
coefficients c0, c1, c2, and so on. This is because each
step in the iteration process defined by the dilation
equation (5) is represented by a matrix multiplication
by L. Since the matrices operate on a column vector X
whose elements are the sampled values of x(t) in (1),
Mallat’s tree algorithm gives a discrete approximation
for the continuous integral in (1). This process is
illustrated in Fig. 3 and the reverse transformation in
Fig. 4.

4 MALVAR WAVELETS

A feature of the shape of the dilation wavelet
in Fig. 1 is its irregular profile. Although dilation
wavelets with more coefficients have a smoother
shape, they do not have the familiar form of a smoothly
windowed harmonic function. The use of windowed
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Figure 3 Calculation of the dilation wavelet transform
of an eight-term input sequence using N = 4 wavelet
coefficients. (After Mallat.6)
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Figure 4 Reverse calculation to find the inverse dilation
wavelet transform of an eight-term sequence, using N = 4
wavelet coefficients. (After Mallat.6)

harmonic wavelets has been developed by Malvar8
and allows an arbitrarily chosen segment of a signal
to be decomposed into a set of windowed harmonic
functions. For each segment, the set of basis functions
is exclusively either windowed cosine functions or
windowed sine functions (Fig. 5).

For the frequency analysis of a measured signal this
presents a problem. If there is a frequency component
that is 90◦ out-of-phase with respect to Malvar’s basis
function at a given frequency, then the corresponding
coefficient calculated by Eq. (1) will be very small.
Without windowing, it would be zero. For example, if
the basis functions are cosines, then a sine component
at the frequency of one of the basis cosines will
give an almost zero coefficient. Using the concept
of phase from Fourier analysis, Malvar wavelets do
not discriminate phase. For vibration analysis, this
inability to represent phase is a disadvantage.
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Figure 5 Malvar wavelet. (From Malvar8; this diagram
after Meyer,9 Chapter 6.)

Another disadvantage is that the width of the
window function, lj − αj − αj+1 in Fig. 5, is the same
for all frequency components. Therefore, localization
is much less precise at high frequencies than it is
at low frequencies. If we want to know within a
few cycles where a particular frequency component
occurs, the segmentation of a signal into finite lengths
that are independent of frequency is not helpful.
The STFT suffers from the same drawback. As
for dilation wavelets, Malvar wavelets are compact
in the time domain and infinite in the frequency
domain.

5 MEYER WAVELETS

In Chapter 6 of his book, Meyer9 shows how he
and Lemarié constructed an orthogonal set of time-
scale wavelets by developing properties of Malvar’s
time–frequency wavelets. As Meyer pointed out,
this is quite surprising because the Lemarié–Meyer
wavelets constitute a “time-scale” algorithm, whereas
the Malvar wavelets are a “time-frequency” algorithm.
There is thus an incompatibility.

Instead of devising a wavelet by windowing a
harmonic function by a tapered data window, as in
Fig. 5, Meyer wavelets are defined in the frequency
domain. By defining the wavelet’s Fourier transform
in a special way, it is possible to generate a complete
set of orthogonal real wavelet functions of which
an example is shown in Fig. 6. The magnitude of
the defining Fourier transform is shown above, and
the corresponding wavelet below. Because its Fourier
transform is compact in the frequency domain, the
wavelet itself extends over all time. Therefore Meyer’s
wavelets are less localized than dilation wavelets and
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Figure 6 Typical Meyer wavelet (lower view) with the
modulus of its Fourier transform (upper view). (From
Daubechies,5 Chapter 4.)

Malvar wavelets, both of which have compact support
in the time domain.

An advantage of Meyer’s wavelets is that they
can be computed by an algorithm using the FFT and
mean Central Processing Unit (CPU) times may be
comparable to, if not faster than, implementation of
Mallat’s pyramid algorithm for dilation wavelets. But
for time–frequency analysis, Meyer wavelets have the
same disadvantage in respect of phase discrimination
as Malvar wavelets. Because all wavelets are self-
similar, at each scale and each position, there is only
one basis wavelet. This has the characteristic shape
of the mother wavelet: it can be moved and it can
be stretched or compressed, but its basic shape does
not change. To recognize phase, at each level and
each position, there have to be two wavelets with a
90◦ phase difference between them. This feature is
provided by harmonic wavelets.

6 HARMONIC WAVELETS

Harmonic wavelets have their Fourier transform
defined by

Wm,n(ω) = 1/(n − m)(2π) for m(2π) ≤ ω < n(2π)

= 0 elsewhere
(7)

This is identically zero outside the band m(2π) to
n(2π), where m and n are real and positive but not
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necessarily integer. Inside this band it has constant
magnitude, normalized to ensure that the enclosed area
is unity. The corresponding wavelet function, obtained
by taking the inverse Fourier transform of Wm,n (ω), is

wm,n(x) = {exp(i n 2πx)

− exp(im2πx)}/i2π(n − m)x (8)

The subscripts m,n define the wavelets’ frequency
scale or “level” in the frequency band m(2π) to n(2π)
where n > m. To form a complete set of wavelets,
adjacent wavelet levels must have Fourier transforms
whose frequency bands touch each other, so that all
values of ω along the axis 0 to ∞ are included.
Figure 7 shows the real and imaginary parts of w(x)
defined by Eq. (8) for the case when m = 1, n = 2. For
harmonic wavelets, the (complex) wavelet amplitude
am,n,k is the amplitude of the wavelet at level m,n and
position k. This means that am,n,k is the amplitude of
the wavelet at level m, n translated k steps at this level,
which is �x = k/(n − m) along the x axis. Because
of orthogonality, am,n,k is given by

am,n,k = (n − m)

∞∫

−∞
f (x)w∗

m,n

(
x − k

n − m

)
dx

(9)
where w∗ denotes the complex conjugate of w.10,11
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Figure 7 (a) Real part and (b) imaginary part of the
harmonic wavelet defined by (8) for the case when
m = 1, n = 2. (From Newland,10 Fig. 2.)

A disadvantage of harmonic wavelets is that their
rate of decay is low (proportional to x−1) so that
localization is not very precise. Their advantage is that
since each wavelet is complex, with an even real part
and an odd imaginary part (see Fig. 7), they can detect
a harmonic frequency component whatever its phase.
In other words, the ratio of the imaginary and real parts
of harmonic wavelet coefficients provides a means of
determining a position that interpolates between the
locations of discrete wavelets.

7 DISCRETE HARMONIC WAVELET
TRANSFORM
It can be shown (see, e.g., Newland,7 Chapter 17)
that an algorithm for the computation of the am,n,k

coefficients can be devised using two applications of
the FFT as illustrated in Figs. 8 and 9. This is drawn
for the case when n = 2m for all wavelet levels (with
one exception, see below). The bandwidth of each
wavelet level then doubles for each ascending level,
so that the frequency scale increases in octaves.

There are two stages to the transform (Fig. 8). At
stage 1, the FFT of the complete sequence f (r), r = 0
to 15, is computed to generate the (complex) sequence
of Fourier coefficients F(k), k = 0 to 15. At stage
2, the F(k) are partitioned into octave blocks as
shown, and the IFFT of partitioned blocks is computed
separately. This generates the (complex) harmonic
wavelet coefficients a(s), s = 0 to 15. Symmetry of

Real Input Sequence fr, r = 0 to 15

 f0  f1  f2  f3  f4  f5  f6  f7  f8  f9  f10  f11  f12  f13 f14  f15

F0 F1 F2 F3 F4 F5

IFFT

FFT

IFFT

F6 F7 F9F10F11F12 F13F14F15F8

a0 a1 a2 a3 a4 a5 a6 a7 a9 a10 a11 a12 a13 a14 a15a8

Complex Conjugates Entered

Output Sequence as, s = 0 to 15
with a16-s = as, s = 1 to 7

Figure 8 FFT algorithm to compute the harmonic
wavelet transform for a real sequence of 16 terms for the
case when n = 2m for all wavelet levels. (From Newland,10

Fig. 6.)
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Complex Input Sequence fr, r = 0 to 15

 f0  f1  f2  f3  f4  f5  f6  f7  f8  f9  f10  f11  f12  f13  f14  f15

F0 F1 F2 F3 F4 F5

FFT

IFFT IFFT FFTx4 FFTx2

F6 F7 F9F10F11F12 F13F14F15F8

F0 F1 F2 F3 F4 F5 F6 F7 F9F10F11F12 F13F14 F15F8

a0 a1 a2 a3 a4 a5 a6 a7 a9 a10 a11 a12 a13 a14 a15a8

a0 a1 a2 a3 a4 a5 a6 a7 a9 a10 a11 a12 a13 a14 a15a8

Output Sequence as, s = 0 to 15

Figure 9 FFT algorithm to compute the harmonic
wavelet transform for a complex sequence of 16 terms,
also for the case when n = 2m for all wavelet levels. (From
Newland,10 Fig. 7.)

the calculation ensures that a(16 − s) = a∗(s), s = 1
to 7 (the asterisk again denotes complex conjugate).

To prevent vanishingly small bandwidths, m is not
allowed to become less than unity except for a zero-
frequency band m = 0 to n = 1. Thus the sequence of
pairs (m, n) increase as (0,1), (1,2), (2,4), and so forth.
The octave sequence is therefore complete except for
a zero-frequency band 0 ≤ ω < 2π.

A further major advantage of harmonic wavelets
is that the speed of their computation is high. For
a typical calculation, the discrete harmonic wavelet
transform requires less than half the number of flops
(floating point operations) of the dilation wavelet
transform based on Mallat’s algorithm with a dilation
wavelet having 20 coefficients.10 This is important for
large calculations that, for vibration calculations, often
involve plotting time–frequency maps.

An additional property of the harmonic wavelet
transform (HWT) is that it is not necessary to use
octave blocks when calculating the IFFTs in Figs. 8
and 9. Instead, any convenient partitioning can be
used. Furthermore, to obtain maximum discrimination
in a time–frequency map, the blocks of coefficients
used for the IFFTs can overlap each other. This
oversampling does not generate any new data but

interpolates between data points to achieve a resulting
improvement in discrimination. An example is given
in Section 10.

8 MEAN-SQUARE WAVELET MAPS

For harmonic wavelets, wavelet level defines a finite
frequency band; for dilation wavelets, wavelet level is
a measure of the center frequency of a localized but
infinite band of frequencies. Therefore, wavelet level is
interchangeable with frequency for harmonic wavelets
and a measure of predominant frequency for dilation
wavelets.

The mean-square map depends on the result that the
mean-square value can be represented as a summation
of the magnitudes of the wavelet coefficients squared.
For discrete dilation wavelets, the summation is

1

2n

2n−1∑
r=0

x2
r = a2

0 +
n−1∑
j=0

1

2j

2j −1∑
k=0

a2
2j +k (10)

while, for harmonic wavelets, it is

1

2n

2n−1∑
r=0

x2
r = a2

0 +
n−2∑
j=0

1

2j

2j −1∑
k=0

{∣∣a2j +k

∣∣2

+ ∣∣a2n−2j −k

∣∣2} + a2
N/2 (11)

for the corresponding case when the frequency blocks
cover octave bands.

If a three-dimensional graph is constructed with
the moduli of wavelet amplitudes squared plotted
on a base plane whose axes are wavelet level
(represented by integer j ) in one direction and position
(represented by integer k) in the other (orthogonal)
direction, the volume under the resulting surface can
be normalized to be a measure of mean square. Where
there are significant contributions to a signal’s energy
at particular frequencies and times, the mean-square
surface will have localized peaks. Therefore, a contour
plot of the mean-square surface will generate a two-
dimensional map that illustrates the distribution of
energy (i.e., mean-square value) over frequency and
position.

8.1 Examples

Two examples are shown in Fig. 10. Wavelet maps
of the same length of band-limited signal (shown) are
drawn (a) for harmonic wavelets and (b) for dilation
wavelets with N = 20 wavelet coefficients. The signal
is represented by the discrete function xr, r = 0 to
511, and the corresponding wavelet maps are shown
immediately below this signal. Also, for clarification,
mesh diagrams of the underlying shapes are drawn
below each map. In the case of the harmonic wavelet
map, it can be seen that the energy of the signal
is confined to level 5 of the transform only. This is
because xr has been chosen to have a band-limited
spectrum that falls within the frequency band of
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(a) (b)

Figure 10 Discrete band-limited signal and its wavelet maps: (a) using harmonic wavelets and (b) using dilation wavelets
with 20 coefficients. Mesh diagrams are drawn below each wavelet map. (From Newland.13)

level 5 of the harmonic wavelet transform. For dilation
wavelets, the frequency spread is wider and is not band
limited. Therefore, energy spreads over several levels
of the dilation wavelet map as shown in Fig. 10b. The
spacing of the contours and the vertical scale of the
mesh diagrams in Fig. 10 are logarithmic, so the high
peaks are relatively diminished in magnitude, but there
is general correspondence between the location in time
of the high peaks in xr and the high peaks on the
wavelet maps.

8.2 Applications
The use of mean-square wavelet maps to identify

irregularities in otherwise smooth signals is shown
in Figs. 11 and 12. The first shows a signal with a
periodic local perturbation—almost invisible to the
eye—and the corresponding harmonic wavelet map
and mesh diagram with logarithmic scales. The identity
and location of the peaks are now clearly visible. In
Fig.12, a harmonic signal has a single local higher
frequency perturbation. The wavelet map and mesh
diagram, again with logarithmic scales, allow this to
be identified immediately. The identification of small,
local perturbations on otherwise smoothly varying
signals is one of the principal applications of wavelet
analysis and offers considerable benefits in the field of
vibration monitoring.

9 CONSTRUCTION OF TIME–FREQUENCY
MAPS
9.1 Layout of Maps

The detailed layout of mean-square maps12,13 depends
on which transform is used to compute the data that is

plotted. There are significant differences between the
coordinate framework for HWT maps and STFT maps.

Begin with a (real) time history f (t) sampled
to generate the discrete time series f (0) to f (31).
Let its harmonic wavelet representation be given by
a(0) to a(31) and its short-time Fourier representation
by b(0) to b(31). Provided that there has not yet been
any windowing to destroy data, f ’s can be perfectly
reconstructed from either a’s or b’s. The information
contained in the input signal f (0) to f (31) has just
been shifted around to appear in different forms.

Figure 13 shows the grid base for a mean-square
map computed by the HWT for an input signal with 32
terms. The grid framework has axes that represent time
(or position) horizontally on the page and frequency
(or wavenumber) vertically. When drawn in this way,
the volume enclosed by a surface through the points
plotted is numerically equal to the mean-square value
of the input signal. There is a minor proviso. The
wavelet coefficient at the Nyquist frequency, a(N /2)
(where for Fig. 13, N = 32), has been taken to be zero
(which in all practical cases it must be), otherwise the
map has to have an additional row.

Similar information is generated by the STFT and
may be plotted on a time–frequency map that has
similar properties to a mean-square wavelet map.
However, the computational process is different. In
essence it is the following: Start with an input sequence
of 32 (real) terms, f (r), r = 0 to 31. Divide this,
for example, into 4 adjoining sequences of 8 terms
each, f (0) to f (7), f (8) to f (15), f (16) to f (23),
and f (24) to f (31). Compute the FFT of each 8-
term series and call these b(0) to b(7), b(8) to b(15),
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Figure 11 Discrete periodic signal fr, r = 0 to 511, with its harmonic wavelet map and a corresponding mesh diagram
of the map. The map contours are spaced logarithmically: Note how this accentuates the influence of the small local
perturbations. (From Newland.13)

Figure 12 Discrete periodic signal with a local higher frequency perturbation. The harmonic wavelet map again allows
this to be identified clearly. (From Newland.13)
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Figure 13 Grid base for plotting a harmonic wavelet map for a 32-term sequence.

b(16) to b(23), and b(24) to b(31). Each of these 8-
term series covers the full frequency range, with a
middle term, for example, b(4), being the Nyquist
term. Hence b(5) = b∗(3), b(6) = b∗(2), and b(7) =
b∗(1) because of the symmetry of the FFT (see, e.g.,
Newland,7 Chapter 10). To obtain a time–frequency
map, the square of the moduli of the short-time Fourier
coefficients are plotted on the grid base shown in
Fig. 14. Again because of Parseval’s theorem, the sum
of the squares of the Fourier coefficients is equal to
the mean square of the input signal. Hence the total
volume under a rectilinear surface constructed on the
baseboard in Fig. 14, with the ordinates shown, is
numerically equal to 4 times the mean-square value
of the 32-term series f (0) to f (31). The multiplier 4
arises because there are 4 subseries instead of one long
series in the computation.

9.2 Lapped Transforms

Just as the f ’s may be processed in two different ways,
they may also be processed more than once by the
same basic method. Although this does not generate
any new information, it allows the information that
is there to be shown more clearly in a visual

1
2

3

1
4

1
8

|b (3)|2 |b (11)|2 |b (19)|2 |b (27)|2

|b (26)|2|b (18)|2|b (10)|2|b (2)|2

|b (1)|2 |b (9)|2 |b (17)|2 |b (25)|2

b (24)2b (16)21
2

1
2

1
2

1
2

b (8)2b (0)2

0 8 16 24
0

Figure 14 Grid base for plotting a STFT map for a
32-term sequence.

way. For the STFT, the time history is broken into
different blocks before computing the discrete Fourier
transform of each. By choosing the blocks differently,
different Fourier coefficients are computed for the
same time series. When these are plotted on one
time–frequency plane, more detail is added to the
resulting time–frequency map. For the HWT, the
frequency series is partitioned into different blocks
before their inverse FFTs are computed according
to Fig. 8. This again generates more points for the
time–frequency surface and so adds discrimination
(but not extra accuracy) to the resulting graphical
output.

9.3 Windowed Transforms

In discrete spectral analysis, it is customary to
window the input sequence before computing its FFT.
The input data is weighted by a window function.
The window tapers at its edges, reducing to zero at the
two ends of the data. Its purpose is to ensure that the
end of the input data can be wrapped around to make
a seamless joint with its beginning. This is because
the FFT computes the Fourier transform of a periodic
signal, one period of which is the length of data
being analyzed. To prevent the introduction of spurious
Fourier coefficients arising from discontinuities where
one period joins the next period, the application of a
tapered window ensures that the beginning and end of
each period meet smoothly.

Because data is destroyed by the windowing
operation, this leads to a reduction in the statistical
reliability of the Fourier coefficients in the case
of random data. However, it is more important to
minimize the introduction of spurious high-frequency
Fourier coefficients arising from wrap around, which
is inherent in the FFT calculation (see, e.g., Newland,7

Chapter 11), than to lose some statistical accuracy. The
Hanning data widow (see, e.g., Bendat and Piersol15)
of the form [1 − cos(2πt/T )]/2 where T is the record
length, is one of the simplest windows and is often
used for practical calculations.
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In the case of the HWT, it is also advantageous
to window the blocks of frequency coefficients before
their IFFT is computed (see Fig. 8). In this case the
reason is different. A typical harmonic wavelet for
an octave block of frequency coefficients is shown
in Fig. 15. The rate of decay of the wavelet with
time is proportional only to 1/t . Decay is slow
and localization is poor. When, before the IFFT
computation is made, the octave block of frequency
coefficients is windowed with a Gaussian function, the
modified wavelet is shown in Fig. 16. Its rate of decay
away from its center is much improved. Since the
harmonic wavelet transform calculates the coefficients
of the decomposition of the input signal into a
family of harmonic wavelets, better localization on
the time–frequency map is achieved if the localization
of the wavelets is improved. Therefore, it is desirable
to window the blocks of frequency coefficients when
computing mean-square harmonic wavelet maps. Since
the frequency coefficients are generally complex,
windowing in the HWT computation is applied only
to the moduli of the complex coefficients.

Windowing destroys the orthogonality of the har-
monic wavelet transform. This is a disadvantage when
reconstruction is required. However, by overlapping
the transform blocks, excessive information is pro-
duced, N pieces of input data producing more than
N pieces of output data. Only some of this data is
needed to achieve exact reconstruction of the original
signal. Therefore, it is possible to devise an algorithm
for computing the windowed HWT of an input signal

that allows perfect reconstruction, provided that the
Fourier blocks in Figs. 8 and 9 are overlapped.

10 EXAMPLE OF TIME–FREQUENCY
ANALYSIS

10.1 Experimental Data

In the following example calculations, experimental
data is used.14 This is the response of a long, thin
steel beam when subjected to a transverse impulsive
impact. The beam’s transverse acceleration response
close to the point of impact is shown in Fig. 17.
This is in the form of a 1024-term series. The data
sampling frequency was 4096 Hz. By using a soft-
tipped impulse hammer, it was possible to ensure
that significant aliasing did not occur as frequencies
approaching the Nyquist frequency of 2048 Hz had
been practically eliminated in the response.

Bending waves emanate from the point of loading
and travel along the beam away from the impact until
the end of the beam is reached. They are then reflected
and return to reach the measuring point, before this
process repeats itself. The recorded acceleration should
therefore show bursts of waves passing the measuring
point as reflections continue until the vibrational
energy is dissipated by damping.

10.2 STFT Time–Frequency Map

A time–frequency map constructed by applying the
STFT is shown in Fig. 18. The input record has been
divided into overlapping blocks of 128 terms each,
with each new data block advanced 8 points with

150

100

50

0
1800 1900 2000 2100 2200 2300 2400

1800 2000 2200 2400

100

50

−50

−100

0

1800 2000 2200 2400

100

50

−50

−100

0

Figure 15 Modulus of a harmonic wavelet whose frequency band covers one octave (upper view) with the real part
(lower left) and imaginary part (lower right) shown separately. The wavelet was computed for a 4096-term sequence
F(k) = 0, k = 1 to 4096 except for F(k) = 1 for k = 129 to 256.
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Figure 16 The same as Fig. 15 except that the moduli of the frequency coefficients F(k) in the octave band have been
windowed by a Gaussian weighting function with its ‘‘standard deviation’’ set to one-fourth of an octave.
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Figure 17 Measured impulse response data; sequence length 1024. The time scale is horizontal, the frequency scale
vertical.

respect to the last. Before computing the FFT of each
block, the block is windowed by a Hanning weighting
function of the form [1 − cos(2πj/128)]/2, j = 0 to
127. The first block starts at the beginning of the
1024-term input data sequence, and there are 113
blocks with the last one finishing at the end of the
input data. The presence of curved hills and valleys
in Fig. 18 arises for the reason already explained. At
any chosen frequency (on the vertical axis in Fig. 18),
by drawing a horizontal line on the map, it can be
seen that the mean-square response rises and falls as
waves arrive from successive reflections and then pass

the measuring point. Knowing the dimensions of the
beam and the position of the measuring point relative
to the two ends, it is possible to estimate the group
velocity of the waves and to determine its dependency
on frequency from the time–frequency map.

10.3 HWT Time–Frequency Map
A second time–frequency map, for the same input
data in Fig. 17 but computed by the HWT, is
shown in Fig. 19. This has been computed by first
calculating the FFT of the complete data sequence
f (r), r = 0 to 1023, as in Fig. 8. Then the IFFTs of
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Figure 18 Time–frequency map from the data shown in Fig. 17 when computed by the STFT. The time index is plotted
horizontally, the frequency index vertically. Short data sequence length 128; each short segment advanced 8 points from
the last; short data blocks windowed by a Hanning weighting function.
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Figure 19 Time–frequency map for the data in Fig. 17 when computed by the HWT. As for Fig. 18, the time index is
plotted horizontally, and the frequency index vertically. Frequency block length 128; each frequency block advanced 8
points from the last; frequency blocks windowed by a Gaussian weighting function with a ‘‘standard deviation’’ of 1/16 of
each block’s bandwidth.

overlapping blocks of 128 frequency coefficients have
been calculated to generate the wavelet coefficients.
Each new frequency block has been moved 8 places
with respect to the last so that 49 separate frequency
blocks are possible without overlapping either end
of the frequency scale (the Nyquist frequency is
term 513). These have been plotted to generate
the map in Fig. 19. Each block of 128 frequency
coefficients has been weighted by a window of the
form exp[−(j−64)2/2σ2], j = 0 to 127, where in
Fig. 19 σ = 8, before its IFFT has been computed.
Because each block is 128 terms long, it generates
128 wavelet coefficients corresponding to the wavelets
whose centers are uniformly distributed along the time
axis. Hence the horizontal axis in Fig. 19 runs from
1 to 128 (whereas that in Fig. 18 runs from 1 to 113
because 113 STFTs were computed). In this case the
time base covers the full length of the input record. The

frequency scale is not the same as Fig. 18, however.
This is because the middle frequency, of the first block
of frequency coefficients is 64/512 of the Nyquist
frequency, and the middle frequency of the last of
the 49 frequency blocks is 64/512 below the Nyquist
frequency. For the two graphs as plotted, Figs. 18
and 19, the frequency scales are therefore different.
This difference may be reduced by using different
block sizes but has been retained here to illustrate the
difference between the two methods.

10.4 Comments on These Results

Both the STFT method and the HWT method pro-
cess the input time history to generate data for
a time–frequency map. Comparable results can be
achieved with each, but it can be shown that the
wavelet method usually has advantages in speed of
computation. The best choice of wavelet for a given
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application is not obvious. But no method can over-
come the fundamental uncertainty principle that to
improve accuracy in frequency, it is necessary to
reduce accuracy in time, and vice versa. This uncer-
tainty does not allow a precise frequency to be iden-
tified from a short record length. If the standard
deviation of a spectral estimate is to be equal to
its predicted (mean) value, then frequency band-
width B and record length T are related by the
well-known equation (see, e.g., Newland,7 Chapter 9)
BT = 1. That is an unavoidable limitation that always
applies.
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CHAPTER 50
USE OF NEAR-FIELD ACOUSTICAL
HOLOGRAPHY IN NOISE AND VIBRATION
MEASUREMENTS

Earl G. Williams
Naval Research Laboratory
Washington, DC

1 INTRODUCTION

Since the first use of near-field acoustical holography
(NAH) in 1980, there has been a rapid increase of
research, development, and marketing with practical
applications finding their way into may varied noise
and vibration problems in industry and transportation.
For example, near-field acoustical holography has
been used to study the interior noise in aircraft
and automobiles and the vibration and radiation
from surface ships and submarines, as well as the
noise problems in commercial products used in the
home. Near-field acoustical holography is remarkable
in its ability to thoroughly characterize a radiating
source. This is because of the fact that it provides
from a single experiment a frequency spectrum
reconstruction of the total power radiated, directivity
patterns, normal surface velocity and intensity, and
the acoustic intensity vectors in the volume from
the surface of the source to the far field. The
reconstructed surface intensity is used to locate the
sources of noise on the radiating structure, thus
providing a powerful diagnostic tool for noise control
problems. This recovery of the velocity, intensity,
radiated power, and far-field directivity is carried out
completely in software not hardware. Thus, the need
for expensive hardware, such as vibrometers, intensity
probes, anechoic chambers, and reverberation rooms
can be eliminated. Furthermore, a single experiment
achieves all these goals, minimizing the measurement
time needed to characterize a source as well as
uncertainties due to disparate measurements made in
different facilities at different times.

2 FIELD OVERVIEW

At the core of NAH is the measurement of a near-field
hologram. This consists of a broadband measurement
of the pressure on a two-dimensional hypothetical sur-
face with a scanning microphone/hydrophone or an
array of sensors. This hypothetical surface is located
near to the source surface and generally conformal
to it, when possible. Figure 1 shows the experimental
setup for a planar NAH experiment, in this case used
to study a plate vibrator. The hypothetical measure-
ment surface is made up of an array of microphones,
and the conformal source surface is the parallel plane
tangent to the top surface of the plate. One needs
to procure microphone arrays and/or robot-controlled
scanners to implement the pressure hologram measure-
ment. The NAH approach is very attractive due to the
state-of-the-art development of microphone technol-
ogy and advances toward miniaturization (e.g., MEMS
microphones) along with reduction of per unit cost.
Critical to the NAH approach is the software package
that provides the reconstruction of the various acousti-
cal quantities of interest. Some software packages are
now available commercially, and the development of
a software package is not trivial. Aimed at providing
an in-depth understanding of NAH and the software
behind it, much of this chapter is dedicated to pro-
viding a “cookbook” recipe for a planar NAH system,
incorporating the newest advances to date. The planar
approach is emphasized here because a large number
of noise sources can be studied with it. Furthermore
it forms the template of the other NAH approaches,
highlighted below, that can handle noise sources that
do not fit a planar approach.

d
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N

x−1 −101
0

1

Figure 1 Example of measurement of near field hologram using a microphone array shown above a rectangular plate
vibrator.
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Figure 2 Experimental setup for measurement of interior hologram for IBEM using an array of 55 microphones. This array
traversed the interior to produce a mailbox-like imaginary surface. Reconstruction surface was the fuselage and floor.

Also discussed is the most general form of NAH,
which can be used to study sources of more complex
surface geometry. This approach, which relies on the
discretization of the Helmholtz integral equation, is
called inverse boundary element methods (IBEM).
Figure 2 shows an example of an experiment using
IBEM to diagnose the interior noise on a Beechcraft
airplane.1 An array of 55 microphones in a vertical
plane as shown in the figure was traversed through
the cabin to acquire a broadband hologram on an
imaginary mailbox-like surface as shown in the
cutaway at the bottom left. IBEM was used to
determine the pressure, normal velocity, and intensity
on the fuselage surface and floor.

3 DEFINITION OF A NEAR-FIELD HOLOGRAM
AND MEASUREMENT OF TIME-DOMAIN
SIGNALS

Holography relies on the measurement of the phase
relationship between all the sensor elements on the
hologram surface. To put it another way, NAH
requires acquisition of a spatially coherent sound field
on an imaginary surface. For example, planar near-
field acoustical holography requires instantaneous time
snapshots of the pressure data s(x, y, z = zh, t) over
a planar measurement array (see Fig. 1) where z = zh

represents the measurement plane. This requirement
is satisfied by an array of microphones recording
the sound field simultaneously. When a scanning
microphone (or array) is used, then it is necessary
to use stationary references recorded throughout the
experiment. The reference signals may come from
accelerometers attached to the source surface or
microphones located close to the suspected radiation

sources. If this reference signal is denoted by r(t),
the assumption that we are dealing with a linear
system requires the following convolution relationship
between the microphone signal and the reference (fixed
in space) to be valid, where h(x, y, zhτ) is the transfer
function of the medium:

s(x, y, zh, t) =
∞∫

−∞
h(x, y, zh, τ)r(t − τ) dτ (1)

This convolution relation exists whether or not the
measurement surface is a plane.

The NAH measurements have historically broken
into two camps that follow the types of time series
present. These time series are either random or
deterministic. The first deals with sources that are
random in nature (such as flow noise) and the
signal processing associated with the creation of
holograms uses random data analysis procedures2

relying on correlation theory. The second camp deals
with deterministic sources (such as a swept sine
wave shaker excitation). In both cases it is assumed
that the excitation is stationary in space, although
moving sources can be handled when the motion
is known a priori. The following outline describes
the characteristics of these two signal processing
approaches, and the mathematical details are detailed
in the sections below the outline.

• Random excitation of structure
• Random noise excitation
• Cross power spectral analysis with ensem-

ble averaging
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• Application to in situ machines operating
with in situ excitation

• Deterministic (nonrandom) excitation
• Temporal pulses (chirps) or swept sine wave

excitation
• Time-domain signal averaging and temporal

Fourier transforms
• Excellent laboratory tool using point force

excitations as well as in situ machines with
strong harmonic spectral lines

The very earliest experiments in NAH used deter-
ministic sources done using sine wave excitation3,4 to
drive a structure of interest, such as a metal panel.
Later the use of broadband pulses allowed for the
acquisition of a wide band of frequencies from a single
experiment.5 Although this approach is excellent for
controlled laboratory experiments and in situ machines
with strong tonals, many commercial noise sources
are randomly excited and have vibrations that are not
deterministic. The signal-processing front end is han-
dled by a different approach,6 shown in the outline
under random excitation. Important in this approach
is the use of multiple references and its ability to
deal with multiple excitation sources, often with the
result that independent holograms are created for each
source. This forms the essence of the STSF (special
transformation of sound fields) procedure6 that uses a
signal-conditioning approach to orthogonalize multiple
references and provide holograms for each reference.
When the references are statistically independent, then
orthogonalization is not necessary and standard cross-
correlation techniques are easily applied.2 Other proce-
dures for partially correlated references have been and
continue to be developed.7 These signal-processing
techniques are by no means trivial and with their care-
ful application difficult noise sources can be tackled.

3.1 Deterministic Excitation
In the case of deterministic excitation, such as that
created by a swept sine wave source, one can use the
convolution theorem to obtain the frequency-domain
unnormalized pressure s(x, y, zh,ω) from Eq. (1):

s(x, y, zh, ω) = H(x, y, zh,ω)r(ω) (2)

where s, r , and H are the Fourier transforms of
s, r , and h, respectively. The normalized pressure
p(x, y, zh, ω) representing the pressure coherent to the
reference is determined from Eq. (2) and is defined as

p(x, y, zh, ω) ≡ s(x, y, zh,ω)/r(ω) = H(x, y, zh,ω)
(3)

The normalized pressure is identical to the conjugate
of the transfer function and has the units of pascals
per unit of the reference. If the reference is a force
signal, for example, the units are pascals per newton.
The normalized pressure is used in Eq. (24) to compute
the angular spectrum, which is the starting point for all
of the NAH calculations.

The reference signal r(t) fixed in space is measured
simultaneously with each position of the microphone
array, as Eq. (2) requires. Generally, signal averaging
is used to reduce the noise in the microphone
measurements. The frequency domain signal is derived
from Eq. (17) (MatLab call fft). Starting time at
t = 0 using Eq. (10) where we redefine N as the
number of time samples and q is replaced by
j (j = 0, 1, . . . , N − 1) we have at each measurement
location (xq, yr)

r(ωm) ≈ FFTj (r(j�t)) (4)

s(xq, yr , 0,ωm) ≈ FFTj (s(xq, yr , 0, j�t)) (5)

where FFT is fast Fourier transforms, and the first N/2
frequency bins (fm = ωm/2π, and j = 0 corresponds
to 0 Hz) are used and �f = 1/(N�t).

3.2 Random Excitation
Again the objective is to determine the transfer
function H(x, y, zh,ω), which for random excitation,
such as a shaker driven with a random time series, is
determined using the auto and cross-spectral density
functions between the reference and the microphone,
denoted by Srr (ω) and Srs(x, y, zh,ω), respectively.
In this case Eq. (1) becomes

Srs(x, y, zh, ω) = H(x, y, zh, ω)Srr (ω) (6)

Thus the transfer function is

H(x, y, zh, ω) = Srs(x, y, zh,ω)/Srr (ω) (7)

Random processing forms the basis of the spatial trans-
formation of sound fields (STSF)6 technique developed
at Brüel and Kjaer. Once the front-end signal process-
ing is accomplished, STSF uses NAH theory for the
reconstruction of the normal surface velocity, pressure,
and intensity. During the experiment the spectral den-
sity functions are determined using standard ensemble
averaging. In the case of MatLab the spectral density
function along with ensemble averaging is provided
by the function csd in the signal-processing package.
Since MatLab uses the engineering time convention,
we use the complex conjugate of H due to the time
dependence chosen for the NAH theory. Thus the nor-
malized pressure in this case is

p(x, y, zh,ω) ≡ (Srs(x, y, zh,ω)/Srr (ω))∗

= H(x, y, zh,ω)∗ (8)

This normalized pressure is used in Eq. (24) to
compute the angular spectrum, the starting point for all
the NAH calculations. Multiple incoherent excitations
are processed in a straightforward manner.2,6,7

4 RECONSTRUCTION THEORY
The signal-processing procedures outlined above are
used to create holograms that form the starting point
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for NAH. Once the holograms are acquired, the
main aim of NAH is to provide a reconstruction of
the pressure, normal velocity, and intensity at the
source boundary. There are three important theoretical
approaches and they are summarized below: (1)
characteristic eigenfunction expansion (NAH), (2)
boundary element discretization of source surface
(IBEM), and (3) approximate methods [Helmholtz
least squares (HELS)].

4.1 Characteristic Eigenfunction Expansion
(NAH)
An overview of this approach is shown in the outline
below, which can be used to compare with the outlines
in the sections following.

• Orthogonal eigenfunctions are chosen from
one of the known separable solutions of the
Helmholtz equation and are known analytically.

• The forward propagator (transfer function bet-
ween the source surface normal velocity or
pressure and the measurement surface) is
known analytically.

• The reconstruction algorithm is very fast.
• Measurement and reconstruction surfaces must

be constant coordinate surfaces of a separable
coordinate system and must be conformal to one
another.

• Eigenfunction expansion of the reconstructed
field is always convergent without noise.

• Full aperture measurement (measurement sur-
face forms a hypothetical closed surface)
approach is very accurate.

Figure 3 displays a block diagram of the NAH
approach including the signal-processing front end
as well as the important postprocessing outputs
that provide the noise analyst with ammunition to
investigate noise sources. This approach is discussed
in Fourier Acoustics,8 although the regularization step
was added later.9 The postprocessing steps refer to
the calculation of the acoustic intensity and the far-
field pressure. Of particular significance is the use of
the supersonic filter to localize hot spots of acoustic
radiation on the surface of the vibrator. This quantity is
often the key to locating the origins of sound. Finally
the total power radiated from the structure radiated
into the half-space for planar radiators, and into the
full space for others, provides an important tool to
discover noise problems in the vibrator.

4.2 Boundary Element Discretization
of Source Surface (IBEM)

The second approach to the reconstruction of the
pressure and velocity fields on a vibrating structure
is given by the inverse boundary element procedure
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Figure 3 Flowchart of the processing steps involved in NAH starting with the measured pressure field and references at
the top left. Mathematical details of these steps for planar NAH are described in the text.
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(IBEM).8,10 An outline of this approach is provided
below.

• Explicit methods are based on full Helmholtz
integral equation.

• Implicit methods are based on single-layer
potential, or double-layer potential, or a com-
bination of both.

• Eigenfunctions are numerically determined.
• Forward propagator (transfer functions) is nu-

merically determined.
• Reconstruction algorithm is slow.
• Measurement and reconstruction surfaces may

have any shape.
• Full measurement aperture (measurement sur-

face forms a hypothetical closed surface)
approach is used.

This approach is illustrated in Fig. 4 and the impor-
tant aspects are listed in the outline above. For com-
parison with Fig. 3 the added steps in the IBEM
procedure are shown in a row (starting with BEM
Integral Equations) just below the first row. Note that
the signal-processing front end is identical in both
cases. The coordinates (x, y, z) should be considered
as generalized coordinates (not Cartesian) here, with
the first two representing position in some sensible

fashion on the measurement surface and the third rep-
resenting distance normal to the measurement surface.
In this approach the pressure and velocity generally
are represented by one-dimensional vectors. The trans-
fer function between the measurement surface and the
reconstruction surface is a matrix and is generated by
using a BEM that discretizes the reconstruction surface
using trianglular or quadrilateral elements with a suf-
ficient number of elements to represent the evanescent
waves accurately (generally five to six points for the
smallest evanescent wavelength of interest).11

The IBEM procedures break up into two differ-
ent types, direct and indirect approaches. In the direct
approach the full Helmholtz integral equation, the inte-
grand contains both single- and double-layer potentials
multiplied, respectively, by the surface normal veloc-
ity and surface pressure. The approach shown in Fig. 4
is the direct approach. The indirect approach uses just
a single-layer potential multiplied by a source density
term. Solving for the source density is an ill-posed
inverse problem, and regularization is needed. Variants
of this approach use double layer and combinations
of single and double layers in the integrand. We use
the single-layer approach, extensively as it is much
faster and more accurate than the direct method. Fur-
thermore, recent results12 have shown that it does not
fail at the eigenfrequencies for the interior problem, as
previously thought,13 but instead only suffers a slight
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Figure 4 Flowchart of the processing steps involved in IBEM starting with the measured pressure field and references at
top left. Note that most of the steps are the same as in Fig. 3.
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decrease in accuracy. For the indirect method an addi-
tional step is required to recover the normal velocity
or pressure on the source surface, where these quan-
tities are written in terms of integrals over the source
density (a forward, well-posed problem).

What separates NAH and IBEM from holography
and a multitude of image reconstruction techniques
as well as the popular time-reversal approaches is
the inclusion of evanescent pressure waves in the
reconstruction (formation of the image). An example
of an evanescent wave is shown in Fig. 5. These
evanescent pressure waves decay rapidly away from
the surface of the vibrating structure of interest and
cannot be retrieved from measurements made far from
the surface. These waves can only be captured from
measurements made close to the structure, which
accounts for the use of the word near field in NAH.
The spatial resolution of the image reconstruction in
this case is independent of the actual wavelength of
the sound and is determined by the subwavelength
evanescent waves.

Mathematically speaking, these evanescent waves
present an ill-posed inverse problem when doing
reconstructions because, due to measurement noise,
small perturbations in the measured pressure can lead
to large perturbations in the reconstructed quantities
(such as the normal surface velocity). The reconstruc-
tion is stabilized by using a regularization procedure.9

The velocity reconstruction is a more ill-posed problem
than the pressure reconstruction and cannot be done
without regularization.

Note that holograms can be made from any one of
the three components of the fluid velocity instead of the
acoustic pressure. Recent approaches have used nor-
mal velocity measurements to produce the hologram.14

This approach has the advantage in encountering

smaller errors in the velocity reconstruction compared
with pressure measurement approaches. Direct mea-
surement miniature velocity probes are now commer-
cially produced.

4.3 Approximate Methods (HELS)

The third method presented in the outline above is
called HELS (Helmholtz least squares)15–17 and is
outlined below.

• Eigenfunctions (generally spherical harmonics)
are chosen from one of the known separable
solutions of the Helmholtz equation.

• Forward propagator is known analytically.
• Series expansion for the reconstructed field may

be divergent after a certain number of terms
even without noise.

• Reconstruction algorithm is very fast.

This method is based upon representing the mea-
sured data on an arbitrary surface by a series of
spherical wavefunctions (made from spherical harmon-
ics and the corresponding spherical Bessel or Han-
kel radial functions). Reconstructions are provided
by reevaluation of the series at a different surface,
and regularization is provided by a cross-validation
procedure.18 Since the measurement and reconstruction
surfaces are not spherical in shape, this method differs
from the NAH characteristic eigenfunction expansion
approach discussed above. This method is referred
to as an approximate method due to the fact that
the series expansion of spherical wavefunctions may
diverge (even without measurement noise) after a cer-
tain number of terms depending on the geometry of the
surfaces19 and on the complexity of the actual surface
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Figure 5 Snapshot at t = 0 of a plane wave with kx = kx0 ≈ k/
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2 and ky = 0. The sinusoidal variation of pressure along
the two axes is shown gray scale coded, with white-gray representing positive pressure and black-gray negative pressure
and the real part is plotted. The insert on the right shows the equivalent k-space (kx, ky) representation. The trace wave
along in the horizontal plane at z = 0.1 axis is supersonic and lies within the radiation circle of radius k. Since ky = 0, there
is not variation in the y direction (infinite wavelength).
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velocity. The reconstruction accuracy also depends
upon the location of the origin for the wavefunction
expansion, and only an ad hoc procedure exists at the
present time for location of this origin. Optimization
of the origin location is a problem yet to be solved.
HELS has the same advantage of speed as the NAH
approach, but, unlike NAH and like IBEM, it has the
advantage that it does not require measurement and
reconstruction surfaces to fall on a level coordinate of
a separable coordinate system.

4.4 Full and Patch Measurement Apertures

The theory for the NAH and IBEM approaches assume
that the measurement and the reconstruction surfaces
are complete closed surfaces. Although it is obvious
from the statement of the integral equation that the
source surface must be closed, it is not obvious that
the measurement surface must also itself be closed.
Some research has addressed the case of an open
measurement surface20 with a closed source surface.
It is clear from this work, as well as being intuitive,
that the evanescent waves cannot be recovered on
the source surface outside the region represented by
the normal projection of the measurement aperture
down onto the source surface. In this case it would be
better to eliminate the outside region completely from
the problem, which reduces the size of the transfer
matrices and reduces computation time significantly.
This latter approach is called the partial aperture
measurement approach and is shown in the second part
of the outline below, which compares the full and the
partial measurement aperture approaches.

• Full aperture measurement approaches:
• Require overscanning for planar and cylin-

drical surfaces, closed measurement, and
reconstruction surfaces for other coordinate
systems such as spherical and spheroidal.

• Time-consuming measurements and large
data sets.

• Smallest reconstruction errors.
• Complete spatial reconstruction of the sound

field is provided.
• Partial aperture measurement approaches:

• Measurements done in a patch region,
reconstruction obtained generally in a con-
formal reconstruction region directly below
the patch.

• Fast measurements and small data sets.
• Larger reconstruction errors.
• Only the acoustical quantities directly below

the patch are obtained.

Patch-to-patch reconstruction is an area of cur-
rent research. NAH deals with this problem by an
intelligent guessing procedure to extend the mea-
surement aperture with synthetic data (zero extension
is not acceptable).21,22 A promising approach, called
SONAH (statistically optimal near-Field acoustical

holography), avoids the aperture extension problem.23

Research is currently underway for the IBEM problem,
although results have yet to be published. By virtue of
its formulation HELS is a patch-to-patch procedure and
thus has the practical advantages of patch holography
built in.

We would like to emphasize the continued impor-
tance of the simplest NAH system—the planar array
and planar NAH. In my experience many sources of
interest can be measured with a planar system, thus
reducing the complexity of the analysis to a minimum.
Thus the rest of this chapter is dedicated to provid-
ing a “cookbook” recipe for planar NAH, including
the newest advances. We hope this will provide the
experimentalist and the entrepreneur with the tools to
develop a self-contained measurement system. Further-
more, advancements in microphone array technologies
with the reduction in costs underscore NAH and IBEM
as timely technologies. The payoffs for the experimen-
talist and the entrepreneur can be huge.

5 COOKBOOK RECIPE FOR PLANAR NAH

Planar NAH provides one of the most comprehensive
and fastest experimental tools for diagnosing noise.
Although NAH has been developed to analyze vibra-
tors of any shape, the planar form of NAH is by far the
fastest and easiest to use. Although ideal for studying
vibrators with planar surfaces, the boundaries of the
source need not be planar, although the reconstruction
plane is limited to a tangent plane not cutting into the
source.

The remainder of this chapter is dedicated to planar
NAH, and the formulas presented in this chapter
are aimed at computer coding using MatLab or the
equivalent. A flowchart of the processing is provided in
Fig. 3 discussed above. These formulas are complete,
taken from the author’s book8 and journal publications
(cited above) and his own operational MatLab code,
so that the applications engineer will find it easy to
develop his own or understand another’s NAH code for
plane-to-plane reconstructions, for example, the STSF
technique developed at Brüel & Kjaer.6

5.1 Fourier Transforms

The theory of NAH is based on infinite Fourier
transforms (FT) in both the space and time dimensions.
These are approximated in practice using the fast
Fourier transform algorithm, implemented in MatLab
using the function fft. Whereas the time-domain
Fourier transforms are straightforward, the space-
domain transforms are implemented using weighting
factors that guarantee that the angular spectrum given
in Eq. (24), which forms the basis of all the NAH
calculations, is computed as accurately as possible
[using Eq. (26)].

5.2 Space-Domain Infinite Fourier Transform

In Fig. 3 this step is shown by the arrow with the
text “FFT in x, y” in the top row. The infinite Fourier
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transform,

F(kx) =
∞∫

−∞
f (x)e−ikxxdx (9)

is implemented in software using a standard FFT
(MatLab call fft), that is,

Gm = FFTq[gq ] ≡
M−1∑
q=0

gqe
−2πiqm/M (10)

To approximate Eq. (9) using the FFT defined in Eq.
(10), given Lx is the length of the one-dimensional
aperture defined by −Lx/2 ≤ x ≤ Lx/2 and M the
number of points, we use

F(kxm) ≈ �xwmFFTq[f ((q − M ′/2)�x)wq︸ ︷︷ ︸
gq

] (11)

where Table 1 gives the definition of the quantities
needed for the fast Fourier transform. The weights
arise from a careful discretization of the integral
given in Eq. (9) and Eq. (14) (see Section 1.8.1 in

Ref. 8). For M even the weights are given by (m =
0, 1, · · · , M)

wm ≡ (−1)m (12)

and for M odd

wm = (−1)me−πim/M (13)

5.3 Space-Domain Inverse Fourier
Transform (IFT)

In Fig. 3 this step is shown by the arrow with the text
“IFFT in kx, ky” in the second row. The inverse of Eq.
(9) is given by

f (x) = 1

2π

∞∫

−∞
F(kx)e

ikxxdkx (14)

and its implementation in software uses the inverse
FFT (IFFT, MatLab call ifft):

gq = IFFTm[Gm] ≡ 1

M

M−1∑
m=0

Gme2πiqm/M (15)

Table 1 Definition of Important Symbols Used in This Chapter

Symbol Description Equation

≡ Definition
x Position vector (x, y, z)
d Minimum distance to source Fig. 1

||f(x, y)||2 L2 norm




M∑
q=1

N∑
r=1

|f(xq, yr)|2



1/2

k Wavenumber ω/c
f Frequency (Hz) ω/2π

M Number of points in x
N Number of points in y
σ Stand. dev. of noise Eq. (27)
α Regularization parameter Eq. (37)
�(α) k-Space filter Eq. (33), Eq. (34)
�x Microphone spacing in x �x = Lx/M
�y Microphone spacing in y �y = Ly/N
Lx & Ly Size of measurement aperture
xq Lattice coordinate xq = (q − M′/2)�x
yr Lattice coordinate yr = (r − N′/2)�y
�kx k-Space spacing (FFT) �kx = 2π/Lx
�ky k-Space spacing (FFT) �ky = 2π/Ly
kxm k-Space coordinates kxm = (m − M′/2)�kx
kyn k-Space coordinates kyn = (n − N′/2)�ky
q & m = 0, 1, · · · , M − 1 Point indices
r & n = 0, 1, · · · , N − 1 Point indices
M′ or N′ (M or N even) Used above M′ = M or N′ = N
M′ or N′ (M or N odd) Used above M′ = M − 1 or N′ = N − 1
wm & wn FFT weights in x & y Eq. (12) & Eq. (13)
wm & wn IFFT weights in x & y w∗

m & w∗
n
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To approximate Eq. (14) using the IFFT defined in
Eq. (15) we use

f (xq) ≈ 1

�x
wqIFFTm[F((m − M ′/2)�kx)wm︸ ︷︷ ︸

Gm

],

(16)
where wq = w∗

q and wm = w∗
m (complex conjugate).

Symbols are defined in Table 1.

5.4 Time-Domain Infinite Fourier Transform

In Fig. 3 this step is shown by the arrow with
the text “FFT in t” in top row. As opposed to
the standard engineering convention, NAH uses the
following temporal Fourier transform definition:

s(ω) =
∞∫

−∞
s(t)eiωt dt (17)

The use of eiωt is the physics convention used in
NAH and IBEM, whereas e−jωt is the engineering
convention used in MatLab. Note that the complex
conjugate s(ω)∗ corresponds to the standard engineer-
ing convention (which uses e−iωt when transforming
time signals). The FFT implementation of Eq. (17) is
given by the complex conjugate of Eq. (10) given a
time sample of T points where gq = s(q�t) and the
data starts at t = 0 with a sample spacing �t seconds.
The frequency bin width is given by �f = 1/(T �t)
hertz.

5.5 Time-Domain Inverse Fourier Transform

In Fig. 3 this step is shown by the arrow with the text
“IFFT in ω” in the second row:

s(t) = 1

2π

∞∫

−∞
s(ω)e−iωt dω (18)

An example of the implementation using the IFFT is
given in Eq. (41).

6 FUNDAMENTAL EQUATIONS IN
RECTANGULAR COORDINATES

Near-field acoustical holography is based on the
solutions to two fundamental equations, the Helmholtz
equation and the Euler Equation.

6.1 Helmholtz Equation

∇2p(x,ω) + k2p(x,ω) = 0 where

∇2 ≡ ∂2

∂x2
+ ∂2

∂y2
+ ∂2

∂z2
(19)

where a source-free, homogeneous, nonviscous fluid
of density ρ0 and constant sound speed c is assumed.

Define the acoustic wavenumber k = ω/c and position
vector x ≡ (x, y, z).

6.2 Euler’s Equation

iωρ0υ(x,ω) = ∇p(x,ω) where

∇ ≡ ∂

∂x
î + ∂

∂y
ĵ + ∂

∂z
k̂ (20)

and the velocity vector υ(x, ω) (Greek letter upsilon)
is

υ(x,ω) = u̇(x,ω)î + v̇(x,ω)ĵ + ẇ(x, ω)k̂ (21)

î, ĵ , and k̂ are unit vectors in the x, y, and z directions,
respectively. Convention: dot over a displacement
quantity to indicate velocity. Displacements: u(x,ω),
v(x,ω), and w(x,ω). Note Eq. (20) represents three
scalar equations.

7 PLANE WAVE SOLUTIONS
(FREQUENCY DOMAIN)

The plane wave solution of Eq. (19), assuming a time
dependence of e−iωt is

p(x,ω) = P(kx, ky, ω)ei(kx x+kyy+kzz) (22)

where P(kx, ky, ω) is an arbitrary complex constant
and

k2 = k2
x + k2

y + k2
z (23)

Since k is a constant, the three directional wavenum-
bers are not independent of one another. We choose kz

as the dependent variable and kx and ky as independent
variables:

k2
z = k2 − k2

x − k2
y where − ∞ < kx < ∞,

and − ∞ < ky < ∞
7.1 k Space

In Fig. 3 this step is shown by the box labeled
“P(kx, ky, ω)” on the top row. The k space is defined
as the space using kx and ky for the horizontal and
vertical axes, respectively, and where the amplitudes
of the angular spectra functions P(kx, ky, ω) given
by Eq. (24) are plotted, generally using false color
plots where the magnitude of P is correlated to a
color spectrum. In this space an important curve is the
radiation circle defined by the equation k2

x + k2
y = k2,

as shown in Figs. 5 and 6. The interior of this circle
defines spectral components (see Fig. 5) that radiate
to the far field, and the exterior defines components
that are evanescent (see Fig. 6), decaying exponentially
away from the vibrator and not reaching the far field.
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Figure 6 Evanescent wave (ky = 0) traveling in the direction of the x axis, decaying exponentially in the vertical direction.
In k-space this wave falls outside the radiation circle, as shown by the large dot on the kx axis. All evanescent waves lie
outside the radiation circle are are subsonic in the horizontal plane. The wavelength in the horizontal plane at z = 0.1 is
smaller than the acoustic wavelength.

7.2 Examples of Solutions

7.2.1 Plane Wave Solutions (k2
x + k2

y ≤ k2) See
the example with ky = 0, kx < k in Fig. 5.

7.2.2 Evanescent Wave (k2
x + k2

y > k2) See the
example with ky = 0, kx > k, in Fig. 6.

7.3 Angular Spectrum
In Fig. 3 this step is shown by the box labeled
“P(kx, ky, ω)” on the top row. The coefficient
P(kx, ky, ω) is called the angular spectrum of the pres-
sure distribution in the measurement plane (defined to
be at z = 0) and is given by

P(kx, ky,ω) =
∞∫

−∞
dx

∞∫

−∞
dy

× p(x, y, 0,ω)e−i(kx x+kyy) (24)

= FxFy[p(x, y, 0, ω)]

The angular spectrum forms the springboard for
all NAH calculations, and it is critical that an
accurate estimate of P(kx, ky, ω) be obtained. Since
a measurement array will not cover the infinite limits
needed to calculate the angular spectrum, we require
that the array is large enough to extend beyond
the physical source being measured so that a finite
approximation to Eq. (24) (limits in x replaced by
−Lx/2 and +Lx/2 and limits in y by −Ly/2 and
+Ly/2) is not severely in error. In practice, it is
required that the pressure field at the edges of the array
to have diminished by 30 dB in magnitude from the
maximum pressure on the array. Typically, to satisfy

this condition, the array covers an area about twice
the effective area of the source. Also a four- or eight-
point Tukey spatial window is used to reduce the
effects of wraparound error due to the FFT. Since
the edges of the array are well beyond the source,
the application of the Tukey window affects a small
amount of the data. Zero padding can be added to the
windowed data to further improve the reconstructions
when the array is more than a couple of centimetres
from the source. Table 2 gives the Tukey window
values T (xq) for an M-point data set in one of the
coordinate directions. The Tukey window is applied to
the second box labeled “p(x, y,ω)” in Fig. 3.

A second critical requirement for accurate estima-
tion of the angular spectrum is the choice of the sample

Table 2 Table of Tukey Window Values

Sample
Number (q)

4-Point
Window (T(xq))

8-Point
Window (T(xq))

1 0 0
2 0.1464 0.03806
3 0.5000 0.1464
4 0.8536 0.3087
5 1 0.5000
6 1 0.6913
7 1 0.8536
8 1 0.9619
· · · 1 1
N-6 1 0.9619
N-5 1 0.8536
N-4 1 0.6913
N-3 1 0.5000
N-2 0.8536 0.3087
N-1 0.5000 0.1464
N 0.1464 0.03806
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spacing, �x and �y. To prevent spatial aliasing, one
requires two samples per wavelength, where the wave-
length is that of the highest wavenumber evanescent
waves (see Fig. 6) that are measurable above the ambi-
ent noise level. As derived in my book [see Eq. (3.23)
in Ref. 8] the required spacing is given by

�x = �y = λx min

2
= 27.3

SNR
d (25)

where d is the minimum distance from the hologram
plane to the source structure (see Fig. 1), and SNR is
given by Eq. (28). The array spacing is generally the
same in both directions.

7.3.1 Implementation with the FFT In Fig. 3
this step is shown by the box labeled “P(kx, ky,ω)”
on the top row. Equation (24) is implemented using the
four- or eight-point Tukey window above with spacing
dictated by Eq. (25):

P(kxm, kyn,ω) ≈ �x�ywmwnFFTp

× [wpT (yp)FFTq [wqT (xq)p(xq, yp, 0,ω)]] (26)

where the two FFTs are implemented in MatLab using
the function fft2.

7.4 Estimate of Hologram Noise

Under the assumption that the noise in the pres-
sure measurement is spatially incoherent and random
(Gaussian), the standard deviation σ of the noise at
frequency ω is estimated by

σ ≈
√√√√ 1

Q

Q∑
m,n

|P(kxm, kyn,ω)|2 (27)

where the values of m and n for (kxm, kyn) are chosen

to satisfy
√

k2
xm + k2

yn > max(|kxm|, |kyn|), and Q is

the number of points that satisfy this inequality. For
Eq. (27) to be valid we must have that

e−d
√

max(|kmx |,|kny |)2−k2
< σ/prms

where prms = p(xq, yp, 0, ω)2/
√

MN is the root-
mean-square (rms) measured pressure in the hologram,
and d is the minimum distance between the hologram
and the source boundary. The signal-to-noise ratio
(SNR) in decibels is defined by

SNR = 20 log10(prms/σ) (28)

8 GENERAL SOLUTION TO HELMHOLTZ
EQUATION

The most general solution of Eq. (19) is a sum of
an infinite number of plane and evanescent waves in
different directions (all with possibly different complex

amplitudes P(kx, ky, ω) at any given frequency ω).
Given P(kx, ky, ω) the field is completely determined
in all free space above the vibrator, −d ≤ z ≤ ∞. The
reconstructed pressure in this space is

p(x,ω) = 1

4π2

∞∫

−∞
dkx

∞∫

−∞
dky�

(α)(kρ, z)

× P(kx, ky,ω)ei(kx x+kyy+kzz)

= F−1
x F−1

y [�(α)(kρ, z)P (kx, ky, ω)eikzz] (29)

where kρ is defined in Eq. (33). The reconstructed
velocity vector is

υ(x, ω) = 1

ρ0ck
F−1

x F−1
y [(kx î + kyĵ + kzk̂)

× �(α)(kρ, z)P (kx, ky,ω)eikzz] (30)

where �(α)(kρ, z) is a k-space filter needed to remove
noise when reconstructing the field close to the
vibrator, that is, −d ≤ z ≤ 0.

8.1 Implementation with the IFFT
In Fig. 3 this step is shown by the arrow with the text
“IFFT in ω” on the second row:

p(xq, yp, z,ω) ≈ wqwp

�x�y

IFFTn

[
wnIFFTm[wm�(α)(kρmn, z)

× P(kxm, kyn, ω)eikzmnz]
]

(31)

where kzmn ≡
√

k2 − k2
ρmn and kρmn ≡

√
k2
xm + k2

yn.

The two inverse FFTs are implemented in MatLab
using the function ifft2. The same implementation is
used for the reconstruction of the velocity vector. The
reconstruction of the normal velocity is

ẇ(xq, yp, z,ω) ≈ wqwp

ρ0ck�x�y

IFFTn

[
wnIFFTm[wm�(α)(kρmn, z)

× P(kxm, kyn,ω)kzmne
ikzmnz]

]
(32)

The in-plane velocities u̇ and v̇ are obtained by
replacing kzmn in front of the exponent by kxm and
kyn, respectively.

8.2 k-Space Tikhonov Filters
In Fig. 3 this step is shown by the box labeled
“Regularization filter F” on the right column. These
low-pass filters9,24 stabilize the reconstruction and
have the limiting values of 0 and 1 when kρ → ∞
and kρ → 0, respectively. When z > 0, they are not
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necessary since the reconstructions are stable, and
we set �(α) = 1. Otherwise when −d ≤ z ≤ 0 the
standard Tikhonov filter is given by

�(α)(kρ, z) = |λ(kρ)|2
|λ(kρ)|2 + α

kρ ≡
√

k2
x + k2

y (33)

where α is called the regularization parameter
given by Eq. (37) or (38). An alternative filter, which
appears to be a bit more accurate, is the high-pass
Tikhonov filter and is given by

�(α)(kρ, z) ≡ |λ(kρ)|2
(|λ(kρ)|2 + α(α/(α + |λ(kρ)|2))2

(34)

In both these filters the eigenvalue λ(kρ) for a
pressure reconstruction Eq. (29) is

λ(kρ) ≡ ez
√

k2
ρ
−k2

(35)

and for a velocity reconstruction Eq. (30) is

λ(kρ) ≡ ρ0ck

i
√

k2
ρ − k2

ez
√

k2
ρ
−k2

(36)

Note that z = −d for the reconstruction closest
to the source and when k2

ρ < k2 we use
√

k2
ρ − k2 =

−i
√

k2 − k2
ρ .

8.3 Determination of Regularization
Parameter α

1. Determination using Morozov discrepancy prin-
ciple. In this formula we need an estimate of
the standard deviation of the noise in the holo-
gram, given by Eq. (27). To solve for α(ω) we
find the zero crossing of the following mono-
tonic (in α) relationship (z held constant):

||(1 − �(α)(kρ, z))P (kx, ky,ω)||2
− σ

√
MN = 0 (37)

The value of α corresponding to the zero crossing
is found using the MatLab function fzero.

2. Determination using generalized cross valida-
tion (GCV). We find the minimum of J (α):

J (α) = ||(1 − �(α)(kρ, z))P (kx, ky,ω)||22
||1 − �(α)(kρ, z)||21

(38)
The value of α(ω) corresponding to the minimum

is found using the MatLab function fminbnd.

8.4 Velocity Vector Angular Spectra above the
Vibrator
The angular spectra at z corresponding to the veloc-
ity in the x, y, and z directions are denoted by
U̇ (kx, ky, z), V̇ (kx, ky, z), and Ẇ (kx, ky, z), respec-
tively, and are given by

U̇ (kx, ky, z)î + V̇ (kx, ky, z)ĵ + Ẇ (kx, ky, z)k̂

= (kx î + kyĵ + kzk̂)
P (kx, ky,ω)

ρ0ck
eikzz (39)

They are computed by using Eq. (26). The angular
spectrum of the normal velocity (and similarly for U̇

and V̇ ) is defined by

Ẇ (kx, ky, z) ≡ FxFy[ẇ(x, y, z,ω)] (40)

9 RECOVERY OF TIME-DOMAIN SIGNALS
All computations are done in the frequency domain
(ω). After all the frequency bins are processed, then the
time-domain signals are reconstructed using Eq. (18)
implemented using the IFFT given in Eq. (15). Since
only positive frequencies are computed, the negative
spectrum is recovered using s(−ω) = s(ω)∗. Once the
negative spectrum is set, the necessary MatLab coding
is

p(x, t) = fftshift(ifft(p(x,ω)∗)) (41)

where the input is conjugated to account for the fact
that NAH theory uses e−iωt time convention. This
operation guarantees that the resulting time-domain
signal is purely real. A spectral window (Hanning
or Kaiser–Bessel) is used on p(x,ω) before inverse
transforming to the time domain to reduce artificial
ringing in the time domain-signal, which arises from
the sharp cutoffs of a rectangular window.

10 FAR-FIELD PROJECTION
In Fig. 3 this step is shown by the box labeled “Farfield
p(θ,φ,ω)” on the bottom row:

p(r, θ,φ,ω) = −iρ0ck
eikr

2πr
Ẇ (kx, ky, 0,ω) (42)

where kx = k sin θ cosφ and ky = k sin θ sinφ and
(r, θ,φ) are standard spherical coordinates (φ and θ
measured from the x and z axes, respectively, and
r = √

x2 + y2 + z2). Ẇ (kx, ky, 0,ω) is determined
from Eq. (39) with z = 0. Generally, P(kx, ky,ω) is
interpolated first in kx and ky by adding a wide band of
zeros around p(x, y, 0, ω) and using Eq. (26). This is
important at low frequencies where only a few k-space
points fall within the radiation circle.

10.1 Directivity Function
Defined by

p(r, θ,φ,ω) = eikr

r
D(θ, φ,ω) (43)
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the directivity function is

D(θ, φ,ω) = −iρ0ck

2π
Ẇ (kx, ky, 0, ω) (44)

The directivity function has the units of pascal-
metres/(reference units).

11 ACTIVE AND REACTIVE INTENSITY

In Fig. 3 this step is shown by the box labeled
“Intensity” on the bottom row. In Eq. (45) p and υ
are calculated using Eqs. (29) and (30) for selected
values of z ≥ −d , and the resulting vector intensity
field is plotted using the MatLab function coneplot.

I (x, ω) = 1
2 (p(x,ω)υ(x, ω)∗) (45)

where Re(I) is the active intensity and Im(I) the
reactive intensity.

12 SUPERSONIC INTENSITY

In Fig. 3 this step is shown by the arrow with the text
“Supersonic filter” on the bottom row. Often the active
intensity on a surface has both ingoing and outgoing
components, which obscure what areas of the surface
actually radiate to the far field. In this case a new
quantity was invented25,26 that removes the ingoing
components, providing an unambiguous map of the
radiating regions of the source. Although the spatial
resolution is reduced at the lower frequencies, this
approach has proven to be very powerful in source
identification problems. The supersonic intensity I (s)

z

is defined as

I (s)
z (x, ω) ≡ 1

2Re(p(s)(x, ω)ẇ(s)(x,ω)∗) (46)

where p(s) and ẇ(s) are computed from Eqs. (31) and
(32), respectively, with the a priori choice, kρ = k,
in the k-space filter �(α)(kρ, z) (no regularization is
required) that appears in these equations. Thus the
cutoff of the filter is the acoustical circle (the circle
of radius k shown in Figs. 5 and 6).

13 RADIATED POWER

In Fig. 3 this step is shown by the box labeled
“Total Power Radiated” at the bottom. The total power
radiated into the half-space z ≥ −d is given by

�(ω) ≈ 1

2

M∑
q=1

N∑
r=1

Re[p(xq, yr , 0, ω)ẇ∗

× (xq, yr , 0, ω)] �x �y (47)

The radiated power, computed here at z = 0, is
independent of z, however.
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CHAPTER 51
CALIBRATION OF MEASUREMENT
MICROPHONES

Erling Frederiksen
Brüel & Kjær
and
Danish Primary Laboratory of Acoustics (DPLA)
Naerum, Denmark

1 INTRODUCTION
Calibration has been defined by international organi-
zations as a “set of operations that establish, under
specified conditions, the relationship between values
of quantities indicated by a measuring instrument
or system and the corresponding values realised by
standards.”1 In the field of acoustics this means: (1)
determination of the difference between the level indi-
cated by a sound level meter and the level of the
sound applied to its microphone or (2) determination
of the ratio between the output voltage of a micro-
phone and the pressure of its exciting sound wave.
The latter example, the sensitivity of a microphone, is
a complex quantity. Depending on the application of
the microphone, both magnitude and phase may have
to be calibrated. To ensure that acoustical measurement
and calibration results become correct and comparable
with results obtained by others, the calibration of sys-
tems, microphones, and sound calibrators should be
traceable to international standards.

2 TRACEABILITY
All calibrations of sound level meters, calibrators, and
microphones should be linked to an unbroken chain of
comparison calibrations, which via local and national
standards goes back to international standards (see
Fig. 1). All methods applied in the chain should be
analyzed and evaluated in detail and their uncertainty
should be specified. The resulting uncertainty, which
depends on the composition of the chain, should be
calculated and stated with the calibration result. In this
way traceability ensures a known (but not necessarily
a specifically low) uncertainty, which is important for
evaluation and documentation of all measurement and
calibration results.

3 CALIBRATION-RELATED MICROPHONE
SUBJECTS
3.1 Limitation of This Calibration Description
The sound field parameter of most common inter-
est is the sound pressure, but the parameters sound
intensity, sound power, and acoustic impedance are
also frequently measured. Such measurements imply
determination of both sound pressure and air-particle
velocity. In principle, velocity can be directly mea-
sured with velocity-sensing microphones,2 but it is
most often determined indirectly with a set of pressure-
sensing microphones, which simultaneously measure

the sound pressure. As instruments using such micro-
phones are most frequently applied, are covered by
international standards, and can be most accurately cal-
ibrated, only the calibration of pressure-sensing micro-
phones is described in the following. Essentially all
measurement microphones have a cylindrical body and
a metallic diaphragm, which is visible when its pro-
tection grid is dismantled. The simple shape of the
body and the position of the diaphragm, at the end
of the body, make these microphones well-suited for
both calibration and for calculation of their acousti-
cal properties. Traditional condenser microphones have
these properties plus high and well-defined acousti-
cal diaphragm impedance, which together have made
these microphones the dominating type of measure-
ment microphone.

3.2 Microphone Standards
The International Electrotechnical Commission (IEC)
has worked out and issued a series of measurement
microphone and calibration standards under the com-
mon title andnumberMeasurementMicrophones—IEC
61094. Part 1 and Part 4 of the series specify required
propertiesof laboratorystandardmicrophones3 andwork-
ing standard microphones,4 respectively. Laboratory
standard microphones are mainly calibrated and kept as
national standardsbutarealsousedas referencestandards
with comparison calibration systems, while working
standardmicrophonesare themicrophonesusedforessen-
tially all other kinds of acoustical measurements.

3.3 Microphones and Sound Fields
The sensitivity and frequency response of a micro-
phone depends on the type of sound field. The sen-
sitivity is, therefore, generally specified for one of
the following types of sound field: (a) a free field5

with a plane wave, (b) a diffuse field,6,7 and (c) a
pressure field, that is, a field, where magnitude and
phase of the pressure are independent of the position.
At low frequencies, where the microphone diameter
is small compared with the wavelength of the sound
(say d < λ/30), the sensitivity does not significantly
depend on the type of field. The sensitivity of micro-
phones less than 24 mm is thus the same for all field
types up to about 500 Hz. As the frequency 250 Hz
is well below this limit, it has become a commonly
used sound calibrator and system calibration frequency
that can be applied with all types of sound field. The
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Figure 1 Typical calibration hierarchy with service centers that ensure traceability to national and international standards.

field dependency increases with the diameter to wave-
length ratio and thus with frequency. It is typically of
the order 0.05 to 0.2 dB at 1000 Hz but may become
as high as 10 to 15 dB at the highest operation fre-
quencies (see Fig. 2). Therefore, specific models of
microphone have been optimized, with respect to fre-
quency response, for use in the different types of sound
field. Prior to any acoustical measurement, both types
of microphone and calibration should thus be selected
in accordance with the type of sound field that occurs
at the measurement site.

3.4 Open-Circuit and Loaded-Microphone
Sensitivity
Typically, the capacitance of laboratory standard and
measurement microphones is between 12 and 60 pF,
but it can be as low as 3 pF for the smallest types
of microphone. Due to the low capacitance, cables
cannot be connected directly to the microphones
without violating their function. A preamplifier with
high-input and low-output impedance must, therefore,
be connected to the output terminal of the micro-
phone. Even such a preamplifier loads the micro-
phone by its input capacitance and causes a sensi-
tivity reduction that generally needs to be taken into

−8
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4

10 100 1000 10000 100000Hz

dB

Free-field Response

Pressure-field
Response

Diffuse-field
Response

Figure 2 Free-field, diffuse-field, and pressure-field
frequency responses of a free-field microphone (12.7 mm)
deviate from each other at higher frequencies.

account. By most calibrations the nonloaded (open-
circuit) sensitivity is determined and reported for the
microphone. The loaded sensitivity might be mea-
sured, for specific microphone–preamplifier combi-
nations, or it may be obtained by adding a prede-
termined nominal correction, valid for the types of
microphone and preamplifier, to the open-circuit sen-
sitivity.

The response of a microphone may be stated as
sensitivity (M) in volts per pascal (V/Pa) or in terms
of sensitivity level (LM) in decibels related to the
reference sensitivity (Mref), that is, 1 V/Pa.;

LM = 20 log
M

Mref

3.5 Microphone Preamplifiers

Modern preamplifiers have very high input impedance.
The input resistance may be as high as 1010 to 1011�
with a parallel capacitance as low as 0.1 to 0.2 F. The
voltage gain of the amplifier built into the preamplifier
unit is in most cases near to unity (1 or 0 dB). The
electrical response of the microphone and preampli-
fier is essentially flat over the range from say 20 Hz
to 100 kHz (Fig. 3). Therefore, its influence on the
microphone frequency response is normally neglected
in secondary microphone calibration. In connection
with primary calibration and very precise measure-
ments, the electrical response has to be measured.

3.6 Insert Voltage Technique

The insert voltage technique8 is applied when mea-
suring the electrical gain and frequency response of a
microphone and its preamplifier with a possible influ-
ence of a loading cable (see Fig. 4) The principle
is to measure the gain of the circuit with a voltage
that is inserted directly into series with the micro-
phone. During the measurement this voltage replaces
the sound generated (open-circuit) signal (uoc) of the
microphone. The gain (uout/uins) of the circuit, which
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Figure 3 Electrical frequency responses of a typical measurement microphone (C = 18 pF) and preamplifier (Cin = 0.2 pF,
Rin = 10 G�, Rout = 30 �) loaded with cable (C = 3000 pF).
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Microphone Preamplifier Cable

Figure 4 Principle of insert voltage technique for measurement of electrical gain.

consists of microphone capacitance (Cm), preampli-
fier input impedance (Ci �= Ri), amplifier gain (g) and
output resistance (Ro), is measured with the loading
of the cable capacitance (Cc). Often the gain (Gmp) is
measured only at the preferred microphone calibration
frequency and the reference frequency for the fre-
quency response definition (often 250 Hz). This gain
is used with the open-circuit sensitivity of a micro-
phone to calculate its sensitivity in combination with
a preamplifier. The gain in the midfrequency range is
determined by

Gmp[dB] ∼= 20 log
Cm

Cm + Ci

+ g[dB]

where Gmp = electrical gain of microphone and
preamplifier at reference frequency
(250 Hz)

Cm = capacitance of microphone
Ci = input capacitance of microphone

preamplifier
g = gain of voltage amplifier built into the

preamplifier unit

The nominal gain valid for a specific combination
of types of microphone and preamplifier is com-
monly used together with an individually measured
microphone sensitivity to determine the sensitivity of
a specific microphone and preamplifier combination:
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Mmp[dB re.1 V] = Moc[dB re.1 V] + Gmp[dB]

where Mmp = combined sensitivity of microphone
and preamplifier

Moc = open-circuit sensitivity of microphone
Gmp = electrical gain of microphone and

preamplifier

The insert voltage technique is thus a method used in
connection with other acoustical calibration techniques
and is not a stand-alone method.

4 CALIBRATION METHODS
4.1 Sound Fields of Application and
Calibration
4.1.1 Selection of Calibration Method The type
of microphone and its calibration should be selected
in accordance with the type of sound field at the
measurement site. This means that the frequency
response calibration should be valid for the relevant
type of field but not necessarily be performed with
that type of field. For any specific type of microphone
there are essentially fixed ratios between the responses
related to the three principal types of sound field.
Therefore, if these ratios have once been determined
and made generally available, all responses can be
worked out after calibration of one of them. This
fact is very important for calibration of common
microphone types, as especially free-field and diffuse-
field calibrations are technically difficult and costly to
perform. Usually free-field and diffuse-field responses
are thus determined by applying corrections, either to
the pressure-field response or, most commonly, to the
so-called electrostatic actuator response (see below),
which is quite easily measured.

4.2 On-Site Calibration Methods
4.2.1 Single-Frequency Calibration of Mea-
surement System On-site calibration of measure-
ment systems is common and highly recommended. A
system can be calibrated by analog gain adjustment or
by data insertion according to the sensitivity stated on
the microphone calibration chart or certificate. How-
ever, a system can also be calibrated by correcting
its gain or settings until it displays the stated level
of a connected sound calibrator. Any one of the two
methods is fine with instruments that are frequently
used and known to perform properly. However, it is
recommended, especially in connection with critical
and costly experiments, to apply both methods succes-
sively. This will reveal possible instrument defects or
wrong settings and prevent that errors get “hidden” by
a compensating but nonproper gain setting. Together
the methods will, effectively, increase the confidence
of correct system performance. Typically, the devia-
tion between the two methods should not exceed a few
tenths of a decibel. If the goal is met, one can subse-
quently either make no further correction or adjust the
reading to match the level of the calibrator. The choice
between the methods should depend on their uncertain-
ties, which are generally of same order of magnitude.

Inserted
Microphone

Monitor
Microphone

Sound
Source

Microphone
Preamplifier

Generator

Voltage-controlled
Amplifier

Coupler Cavity

Figure 5 Principle of sound calibrator with integrated
monitor microphone in pressure-controlling feedback
loop.

Specifications of sound calibrators are given in
national and international standards.9 Most common
types of sound calibrator are intended for calibration
of measurement systems at one frequency only. Their
operation frequency may be 250 Hz, but might also
be 1000 Hz and comply with the requirements of
national and international standards for sound level
meters.10 Older types of calibrator generally contained
just an electrical generator and a sound source, while
newer types have a built-in microphone that measures
and controls the pressure generated in the coupler
cavity via a feedback loop (see Fig. 5). The newer
design leads to calibrators that are more stable and
less dependent on ambient conditions because the
sound pressure does not depend on a, generally, less
stable sound source but rather on a more stable
microphone. Furthermore, due to the feedback loop,
such calibrators get lower acoustical output impedance
and can be designed to become essentially independent
of the load impedance made up by the inserted
microphone.

These calibrators, which basically work with small
coupler cavities, produce a pressure field. This means
that no correction should be applied if the microphone
to be calibrated is to be used in a pressure field,
say, in a coupler used in the testing of hearing
aids. However, if the microphone is part of a free-
field sound level meter, one should be aware that
its free-field sensitivity for 0◦ incidence is typically
0.1 to 0.3 dB higher (see microphone or instrument
manual) than its pressure-field sensitivity at 1000 Hz.
Therefore, to make the instrument read correctly under
free-field conditions, the reading with the calibrator
should be correspondingly lower than the stated
calibrator level. As the diffuse- and pressure-field
sensitivities of both one- and half-inch microphones
are essentially equal at 1000 Hz, no such correction
should be made, when calibrating systems for diffuse-
field measurements.
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4.2.2 System Frequency Response Verification
by Multifrequency Calibrator A multifrequency
calibrator works at one frequency only, but the fre-
quency can be changed in steps, usually by one octave
over a range from say 31.6 Hz to 16 kHz. Gener-
ally, such calibrators apply the feedback principle (see
above), which can work with coupler cavities so small
that they can be operated at the highest mentioned
frequency. This type of calibrator is widely used for
sensitivity calibration at either 250 or 1000 Hz and
for additional frequency response verification over its
full range. At frequencies higher than 1000 Hz the
pressure on the diaphragm of the inserted microphone
differs from that of the calibrator cavity because of the
influence of the diaphragm protection grid. Therefore,
high-frequency verification of frequency response is
only possible if corrections have been measured and
are specified for the particular type of microphone.
Without corrections this type of calibrator is used for
checking stability of frequency response over time.

4.2.3 Application of Pistonphones Some types
of sound calibrator, called pistonphones, are based
on a mechanical operation principle. Pistonphones
for use in the field are usually equipped with two
pistons driven by a rotating cam disk in and out
of the calibrator cavity, where the sound pressure
is generated (see Fig. 6). The precisely controlled
sinusoidal displacement of the pistons creates a well-
defined sound pressure that can be calculated by

p ∼= γpamb
2Sd√
2V

where p = root-mean-square value of created
sound pressure

γ = ratio of specific heats of the gas in the
cavity (γ = 1.402 for dry air at 20◦C)

Rotating
Cam Disk

Calibrator
CavityPistons

Spring

Figure 6 Principle of hand-held pistonphone. The cam
disk in the center displaces the pistons into the
surrounding cylindrical calibrator cavity.

pamb = ambient static pressure
S = mean cross-sectional area of the pistons
d = peak displacement of the pistons
V = volume of coupler cavity (including

volume of loading microphone)

The equation is fully valid for adiabatic compression
conditions, but, in practice, a heat conduction effect
that occurs at the wall of the cavity, especially at low
frequencies, reduces the pressure slightly.8 Typically,
such pistonphones work at 250 Hz. As their sound
pressure is proportional to the ambient pressure, a
precision barometer must follow any pistonphone
for accurate determination of its sound pressure.
Pistonphones are generally very stable over time.
Therefore, they are used as precision field calibrators
and as reference standards for comparison calibration
of other types of sound calibrator.

4.2.4 Sound Intensity and Particle Velocity
Calibration The uncertainty of sound intensity and
particle velocity measurements is highly influenced
by even small-phase deviations between the applied
measurement channels. As microphones, preamplifiers,
and amplifiers of the analyzer all contribute to the
resulting phase difference, it is important to verify that
a user-combined system meets his requirements. Any
difference between the phase responses leads to a false
intensity that may either add to or subtract from the
measured intensity of the field. Therefore, IEC 6104311

prescribes minimum requirements to pressure-residual
intensity index, which is the difference between the
pressure level and the residual (false) intensity level
that are measured, when the microphones of the
probe are exposed to the same pressure. Calibrators
that cover the range from 20 Hz to 10 kHz have
been designed and are commercially available for
this purpose. Particle velocity measurements are also
highly influenced by a possible gain difference. This
type of error may be detected and reduced with the
calibrator by making a minor gain adjustment in one
of the channels.

Such calibrators are also designed for absolute
pressure level calibration of probes and some even for
calibration of intensity level. Intensity is simulated by
two signals of controlled pressure and controlled phase
difference. An intensity level uncertainty of about 0.12
to 0.16 dB is obtainable at 250 Hz.

4.3 Methods of Calibration Service Centers

4.3.1 Secondary Calibration A secondary cal-
ibration is the calibration of a secondary standard,
whose value is assigned by comparison with a primary
standard of the same quantity.1 Such calibrations may
be performed by national metrology institutes but are
most often made by calibration service centers.

4.3.2 Sensitivity Comparison Calibration Sen-
sitivity determination by comparing the output of an
unknown microphone with that of a known reference
standard is the most commonly used method. This type
of calibration is generally made at one frequency only,



CALIBRATION OF MEASUREMENT MICROPHONES 617
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Figure 7 Principle of comparison coupler with built-in
source. Operation is possible up to 20 kHz due to its
symmetry and the closely mounted diaphragms.

while calibration at other frequencies is performed as a
measurement of the frequency response, which is nor-
malizedat the sensitivitycalibration frequency (typically
250 Hz). The comparison calibration can either be per-
formed by substitution or by simultaneous excitation
of the unknown and known microphones. The latter
methodhas the advantage that nouncertainty is related to
the microphone loading of the sound source. However,
in addition to a two-channel measurement system, the
methodrequiresanactive two-portcoupler (seeFig. 7)or
a corresponding microphone mounting. IEC 61094-512

describes comparison calibration of microphones with
active two-port couplers and mounting jigs.

The equation for the sensitivity calculation is shown
below. As the sensitivity of a microphone depends on
ambient conditions, it is common to state the calibra-
tion result at standard reference conditions [101.325
kPa, 23◦C, 50% RH, (relative humidity)]. Therefore,
corrections that account for the sensitivity difference
between measurement and reference conditions are
inserted in the equation. These corrections can only
be performed, if sensitivity coefficients for static pres-
sure, temperature, and relative humidity are available
for both microphones:

MX[dB re. 1 V/Pa] = MR[dB re. 1 V/Pa]

+ 20 log
uX

uR

+ 20 log
GR

GX

+ CorPs + CorT + CorRH

where MX = sensitivity of microphone being
calibrated

MR = sensitivity of reference microphone

uX = output voltage of microphone being
calibrated

uR = output voltage of reference microphone
GX = electrical gain of channel with

microphone being calibrated
GR = electrical gain of channel with

reference microphone
CorPs = sensitivity correction for ambient

pressure
CorT = sensitivity correction for ambient

temperature
CorRH = sensitivity correction for ambient

humidity

4.3.3 Frequency Response Calibration by
Electrostatic Actuator In calibration service cen-
ters and by manufacturers, where many measure-
ment microphones are calibrated, the most commonly
applied method for frequency response calibration is
the electrostatic actuator method. This method is fast
and it only requires “normal” laboratory conditions
(no specific acoustical measurement rooms). An elec-
trostatic actuator excites the diaphragm of the micro-
phones by electrostatic forces. The sound, which under
certain conditions can be heard during actuator cali-
bration, is thus not generated by the actuator but by
the excited microphone diaphragm. This diaphragm-
generated sound is the reason that the measured actu-
ator response differs from the pressure response of
the microphone. The difference (in decibels), which is
essentially zero at lower frequencies, is about +0.1 dB
at 1 kHz and −1.5 dB at 10 kHz for highly sensi-
tive microphones (1-inch pressure microphones with
50 mV/Pa) that have diaphragms with low acoustic
impedance. For less sensitive microphones the dif-
ference is significantly smaller. However, the differ-
ence is essentially the same for all units of a given
type or model of microphone. Therefore, corrections
can be applied with actuator calibration results to
determine free-field, diffuse-field, and also pressure-
field responses. The actuator method is generally used
between 20 Hz and 200 kHz. It may also be used
at higher and lower frequencies, though with low-
frequency calibration one should be aware that the
actuator excites the microphone diaphragm only. This
means that the low-frequency roll-off of the free- and
diffuse-field responses, which is caused by the static
pressure equalization vent of the microphone, cannot
be measured by this method.

An actuator is a metallic plate placed in front of
and in parallel with the microphone diaphragm that
must consist of metal or have an electrically con-
ducting layer on it external side. Actuators are typ-
ically driven with 30 to 100 V ac (alternating cur-
rent) and 800 V dc (direct current) (see Fig. 8), and
they generate an equivalent sound pressure level
of 94 to 100 dB. For details, see Ref. 13 and IEC
61094-6.14

4.3.4 Frequency Response Calibration by
Small-Volume Active Coupler Small-volume
comparison calibration is an alternative method for
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Figure 8 Block diagram of electrostatic actuator calibra-
tion system.

frequency response calibration. Its major advantage
over electrostatic actuator calibration is that micro-
phones to be calibrated do not need to have electrically
conducting diaphragms and that they can be calibrated
without dismantling their diaphragm protection grids.
The method implies thus less risk of destroying micro-
phones and can be used under less controlled work-
ing conditions. Like the actuator method this method
requires application of corrections to obtain frequency
responses that are valid in the principal types of sound
field. Disadvantages are that sound field corrections
have not been measured and published to the same
extent as for the actuator method and that the frequency
range of the method is less wide, due to resonance phe-
nomena in the applied couplers. The uncertainty that
can be achieved with the method is very good (say
0.05 dB, k = 2) at lower frequencies, but it increases
significantly from about 4 up to 16 kHz, which is a
typical upper limit for calibration of half-inch micro-
phones. A sketch of a small-volume active coupler is
shown in Fig. 7. IEC 61094-512 describes the method
in greater detail.

4.3.5 Sound Field Corrections Frequency res-
ponses that are measured with electrostatic actuator or
with small-volume comparison couplers are generally
not directly applicable. Corrections should be applied
to the measured responses to obtain responses that
are valid under free-field, diffuse-field, or pressure-
field conditions. The measured responses are usually
normalized at 250 Hz, where the influence of the
type of sound field on the microphone sensitivity is
essentially zero for microphones of diameter less than
say 25 mm. The necessary sound field corrections
may be worked out by acoustical metrology institutes
or by leading manufacturers, who master primary
calibration methods and have the necessary acoustical
facilities. Free-field corrections depend on angle of
sound incidence on the microphone body. Free-field
microphones are generally optimized for and applied
with axial sound incidence on the front of their
diaphragms (called 0◦ incidence) and should also be
calibrated for this incidence. The free- and diffuse-field
corrections account for the change of sound pressure in
the measurement point, which is due to the presence of
the microphone body and is caused by diffraction and
reflection of the sound. The correction is a function
of microphone dimensions and shape of body and
protection grid. A free-field response, obtained by
adding the correction to the measured electrostatic
actuator response, is shown in Fig. 9. More details and
data can be found in the Brüel & Kjær Microphone
Handbook.15

4.3.6 Phase Response Comparison Calibration
Measurement of sound intensity is most often per-
formed in accordance with an internationally standard-
ized method11 that is based on pressure measurements
only. Intensity measurement probes intended for one-,
two-, or three-dimensional measurements are equipped
with a pair of pressure-sensing microphones for each
dimension. The microphone pair measures the pressure
at two points with predefined distance on the probe
measurement axis (Fig. 10). The intensity is obtained
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Figure 9 Corrections added to a measured electrostatic actuator response to obtain the microphone response curve
valid for free-field conditions.
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Figure 10 One-dimensional intensity measurement
probe equipped with pressure-sensing microphones.

by multiplying pressure and air particle velocity, which
are represented by functions of sum and difference of
the measured pressure values, as shown in

Ir = p1(t) + p2(t)

2

∫
p1(t) − p2(t)

�r0ρ0
dt

where the bars indicate time average of intensity and
p1(t), p2(t) = instantaneous sound pressure

measured by microphones 1 and 2
�r0 = distance between pressure

measurement points
ρ0 = density of gas (air)
t = Time

The method is only applicable if the phase response
characteristics of the applied microphones are essen-
tially equal. Even a small deviation between the phase
responses can lead to a significant error of the mea-
sured velocity and thus also of the intensity.

IEC 61043 specifies minimum acceptable pressure-
residual intensity indices for probes and measurement
systems. The indices are differences between the levels
of pressure and residual intensity that are measured
by the system and related to probe and system,
respectively, when the same signal is applied to the
two microphones. The standard specifies indices for
a fixed microphone distance (25 mm), which for the
microphones can be converted to deviations between
their phase responses (see Fig. 11). The conversion is
made with the following equation below:

�φ ∼= �Rf

c
360 × 10−Index/10

where �φ = maximum phase response deviation
�R = nominal microphone distance (25 mm)

f = frequency
Index = minimum index specified by IEC61043

The uniformity requirements to phase responses are
not met by randomly selected pairs of measurement
microphones. Different microphone mechanisms cause
phase deviations that are generally far too large,
both at low and at high frequencies. Therefore,
microphones are selected to form suitable matching
pairs.

The pressure on the diaphragm and that at the
static pressure equalization vent determine the low-
frequency phase response of a microphone and thus
also the phase response deviation between two micro-
phones. Therefore, microphone pairs that are to be
compared with respect to phase response deviation
must be exposed to essentially the same pressure
at both diaphragms and vents during the calibration.
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Figure 11 Upper limits (IEC 61043) of phase response deviation for pairs of intensity measurement microphone and
related limit of phase calibration uncertainty.



620 SIGNAL PROCESSING AND MEASURING TECHNIQUES

Figure 12 Phase response comparison coupler for selection and calibration of matched pairs of microphone.

To ensure sufficient pressure uniformity over a wide
frequency range, the coupler (see Fig. 12) used with
the measurement must be as small as possible and
situate the microphones placed close to each other
with their diaphragms “face to face.” This position-
ing gives pressure uniformity also at high frequencies,
where only the pressure at the diaphragms is signifi-
cant. This type of coupler can work from a few hertz up
to about 6 kHz and 10 kHz with half-inch and quarter-
inch microphones, respectively.16 Couplers designed
with two sound inlets can work at frequencies that are
about 50% higher. The estimated calibration uncer-
tainty (k = 2) is less than 12% of the requirements in
the standard.

4.3.7 Low-Frequency Calibration The low-
frequency response of a microphone depends on the
time constant of its static pressure equalization system
and also on, whether the venting channel is exposed
to the sound field or not. Typically, the response of a
microphone rolls off by 3 dB at a frequency between 1
and 3 Hz, if the vent is exposed, while the response is
essentially flat to dc if it is nonexposed. At frequencies
lower than 10 times the −3 dB frequency, it is impor-
tant to choose a low-frequency calibration method that
will expose the microphone diaphragm and vent to the
sound in a way that corresponds to that existing on the
intended measurement site.15 Specially designed pis-
tonphones and couplers with wall-mounted reference
microphones are commonly used for low-frequency
calibration.

4.4 Methods of Microphone Testing

4.4.1 Environmental Testing The sensitivity of
any measurement microphone is to some degree influ-
enced by the ambient conditions.15,17 The interna-
tional standards for laboratory3 and working standard
microphones4 require that the magnitudes of pressure,
temperature, and relative humidity coefficients do not
exceed certain limits. These coefficients are most often
measured with electrostatic actuators, whose excita-
tion of the microphone is essentially independent of
the ambient parameters. It should be noted that the
actuator measurement determines changes of micro-
phone pressure sensitivity only—it does not measure
changes of diffraction and reflection. Changes of free-
and diffuse-field corrections are small and are gen-
erally ignored but may be estimated from changes

of speed of sound and their influence on the wave-
length. This is influenced by temperature and, to a
small degree, by the ambient pressure and humidity.

4.4.2 Dynamic Range Testing The dynamic
range of condenser microphones is generally large
compared with the range of commonly occurring and
measured sound pressure levels. Sometimes measure-
ments must be made near to the lower limit—the level
of the inherent noise of the microphone—or near to
the upper limit, which is usually determined by micro-
phone distortion or by its preamplifier clipping of the
signal.15

Inherent noise of a microphone can be mea-
sured by placing the microphone in a sound-isolating
chamber.18 This is typically a sealed metal cylinder
with walls of 10- to 20-mm thickness and a volume
of 1000 to 2000 cm3. Such a chamber can be used
for broadband noise measurements down to less than
0 dB (threshold of hearing), if it is isolated from
vibration.

High-level calibration or test devices have been
designed with horn-drivers, shakers, pistonphones, and
resonating tubes, which all work at relatively low
frequencies.19 Linearity is measured with such systems
by comparing the device under test with selected
high-level reference microphones. One example is a
resonating tube system that at 500 Hz can measure
level linearity and distortion from an SPL of 94 dB to
174 dB (0.1 bar) with uncertainty less than 0.025 dB
and 0.5%, respectively, at the highest level.20,21

4.5 Methods of National Metrology Institutes
4.5.1 Primary Calibration The sensitivity of
measurement microphones is most often determined
by comparison with that of a reference microphone,
which is usually a laboratory standard microphone.
Also this reference might have been calibrated by com-
parison; however, this is not possible for the upper
microphone in the calibration hierarchy. It will have
to be calibrated by a “primary calibration” method
that determines microphone sensitivity based on nona-
coustical, that is, physical, mechanical, and electrical,
parameters.

Microphone reciprocity calibration is an example of
a primary method. It was invented in the 1940s, and
since then the method has become refined and stan-
dardized and is now the dominating primary method
for both free-field22 and pressure-field calibration.8
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Table 1 Uncertainty of Pressure Reciprocity Calibration of Leading National Metrology Institute

Uncertainty (k = 2) 20 Hz 32 Hz 63 Hz–4 kHz 10 kHz 20 kHz 25 kHz

Pressure field LS1 0.06 dB 0.04 dB 0.03 dB 0.08 dB — —
LS2 0.08 dB 0.05 dB 0.04 dB 0.04 dB 0.08 dB 0.12 dB

The reciprocity calibration technique, which is consid-
erably more complex and time consuming than com-
parison calibration techniques, is mainly applied by
national metrology institutes and by leading micro-
phone manufacturers.

4.5.2 Principle of Reciprocity Calibration The
reciprocity calibration method23 requires reciprocal
transducers,24 like condenser microphones, that are
passive and can work both as sound sensors and
sources. The calibration technique is based on the
measurement of transfer functions for pairs of micro-
phones that are operated as source and sensor, respec-
tively. The microphones are coupled together in an
acoustically well-defined way, while the overall trans-
fer function, the ratio between sensor output voltage
and source input current, is measured. From this ratio,
called the electrical transfer impedance, and from the
acoustical coupling or transfer impedance the micro-
phone sensitivity product may be calculated:

M1M2 =
(

Ze

Za

)

A

M1,M2 = sensitivities of microphones 1 and 2
Ze/Za = ratio of electrical and acoustical transfer

impedance

By having three microphones (1, 2, 3) and by
making three measurements (A, B, C) with the three
possible microphone combinations (1–2, 1–3, 2–3),
the sensitivities of the microphones can be calculated
from values of measured electrical and calculated
acoustical transfer impedance:

M1M2 =
(

Ze

Za

)

A

M1M3 =
(

Ze

Za

)

B

M2M3 =
(

Ze

Za

)

C

Different microphone responses can be obtained
by reciprocity calibration by applying different micro-
phone coupling principles. The pressure-field responses
are thus obtained by coupling the microphones with the

air (or gas) inside a small closed cavity, while the free-
field responses are obtained with open-air coupling in
a space that has no disturbing sound reflecting surfaces
(an anechoic room).

4.5.3 Pressure Reciprocity Calibration Several
national metrology institutes around the world
offer a pressure reciprocity calibration8,25 service
for laboratory standard microphones. Typically, the
frequency range is from 20 Hz to 10 kHz for 1-
inch (LS1) and 20 Hz to 20 kHz for 0.5-inch (LS2)
microphones, but some institutes have experience
with calibration at both lower and higher frequencies.
Standing waves in couplers determine the upper
frequency limit of pressure reciprocity calibration.
The wave problem can be reduced either by filling
hydrogen, which has higher speed of sound than
air, into the coupler or by shaping the couplers as
“near ideal” acoustical transmission lines. This type
of coupler, called a plane-wave coupler, performs in
an analyzed and predictable way and is now applied
for most primary pressure calibrations. Table 1 shows
typical calibration uncertainty values.

4.5.4 Free-field Reciprocity Calibration22,26

Only few laboratories offer a free-field reciprocity
calibration service. The theory behind free-field
reciprocity calibration is simpler than that of pressure
reciprocity, but technically it is much more difficult
to perform. The major reason is that condenser
microphones are very weak sound sources, when
applied in the open space. This leads to serious noise
and cross-talk-related measurement problems. As this
is the case especially at lower frequencies, the lower
limit of free-field calibration services is generally about
1 to 3 kHz. Free-field calibration can be performed
up to about 25 and 50 kHz for 1-inch and 0.5-
inch microphones, respectively. Table 2 shows typical
calibration uncertainty values.

4.5.5 Free-Field Corrections of Laboratory
Standard Microphones Fortunately, there is,
essentially, a fixed ratio between the free-field and
the pressure-field sensitivities of any microphone or
model of microphone. Therefore, if this ratio is known,
the free-field sensitivity can be calculated by adding
a correction to the pressure-field sensitivity, which

Table 2 Uncertainty of Free-Field Reciprocity Calibration of Leading National Metrology Institute

Uncertainty (k = 2) 1 kHz 2 kHz 4 kHz 8 kHz 10 kHz 20 kHz 40 kHz

Free field LS1 0.10 dB 0.08 dB 0.07 dB 0.07 dB 0.08 dB 0.15 dB —
LS2 0.12 dB 0.10 dB 0.08 dB 0.07 dB 0.07 dB 0.09 dB 0.15 dB
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is more easily and more accurately measured. Free-
field corrections for the following laboratory standard
microphones: Brüel & Kjær Type 4160 and Type 4180,
Tokyo Rico Type MR103 and Type MR112, and West-
ern Electric Type 640AA have been measured and
calculated and are stated in the manufacturer speci-
fications, standards, and research reports. Newer and
internationally agreed free-field correction data have
been published for Laboratory Standard Microphones
types LS1 and LS2 in an IEC Technical Specifica-
tion TS 61094-7. These corrections29 are supported by
several measurement results obtained with the B&K
microphones Types 4160 and 4180.

4.5.6 Determination of Diffuse-Field Frequency
Response Diffuse-field reciprocity calibration27 is,
in principle, possible, but it is associated with sev-
eral problems that have presently not been sufficiently
analyzed and described to make the method practi-
cally applicable.28 Therefore, diffuse-field responses of
microphones are generally calculated from free-field
responses measured for different angles of sound inci-
dence. The angles are typically spaced by 10◦ and
cover the range from 0◦ to 180◦. During the calcu-
lation a weighting factor is applied with the correction
of each measured angle to account for its probability
of occurrence in a diffuse sound field. This method of
calculating the diffuse-field sensitivity from a series
of free-field responses and the diffuse-field correction
from a series of free-field corrections is standardized
and is the commonly used method for determining
diffuse-field responses. Diffuse-field corrections that
are determined by this method are frequently applied
with electrostatic actuator measurements by service
centers for secondary microphone calibration.

4.5.7 Calibration of Reference Sound
Calibrators The International Standard for Sound
Calibrators IEC609429 specifies a laboratory standard
calibrator named Class LS. This class of calibrator
includes reference standard pistonphones that are
mainly used by national metrology institutes and
calibration service centers for comparison calibration
of other types of calibrators. The sound pressure of
pistonphones might be determined by calculation after
measurement of their mechanical dimensions, speed
of rotation, and ambient conditions. However, such
laboratory sound standards are generally calibrated by
measuring the sound pressure by one or more reference
standard microphones, which are calibrated by the
pressure reciprocity method. This method may lead to
an uncertainty of less than 0.05 dB (k = 2).
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CHAPTER 52
CALIBRATION OF SHOCK AND VIBRATION
TRANSDUCERS

Torben Rask Licht
Brüel & Kjær
Naerum, Denmark

1 INTRODUCTION
This chapter describes various methods used today for
calibration of vibration and shock transducers. The
general concepts of sensitivity, traceability, and hier-
archy are briefly introduced. A short description of the
general measurement principles is given, stressing the
difference between relative and absolute measurement
principles. The important features of the most common
types of transducers and preamplifiers are described, as
this is important knowledge to avoid errors in the cal-
ibration process. Over time many methods have been
used and might still be useful, but this chapter is lim-
ited to the most important methods. As the range of
frequencies and amplitudes covered by vibration trans-
ducers is very large, it will often be necessary to apply
several methods to give a complete calibration of a
transducer. The chapter describes calibrators, compar-
ison to a reference transducer, and primary calibration
methods. Typical attainable uncertainties are given to
help the user to select the method most appropriate for
a given measurement task.

2 SENSITIVITY AND TRACEABILITY
To calibrate a transducer is to determine its sensi-
tivity, sometimes referred to as the calibration fac-
tor, in terms of units of electrical output (volts,
amperes, etc.) per unit of the physical input param-
eter (pressure, acceleration, distance, etc.). In general,
this includes both magnitude and phase information
and is a complex quantity. The fundamental units
provide a fixed reference, which is essential as it
allows measurements, including calibrations, to be
compared—measurements, which could have been
made by different people, in different locations, and
under different conditions. The units must be referred
to in a known and agreed way that is well defined and
monitored on an international basis in organizations
like BIPM (Bureau International des Poids et Mea-
sures). The accuracy of the calibration must also be
known, that is, the device and method used to cal-
ibrate an accelerometer must perform the calibration
with a known uncertainty.

If these conditions are fulfilled, the calibration is
called traceable. It is important to note that traceability
is not in itself an indication of high accuracy, but if
the uncertainty is known, the calibration can then be
compared with other valid measurements. Therefore,
a calibration is not useful, unless the associated
uncertainty is known. Chapter 53 has more details
about traceability.

3 CALIBRATION HIERARCHY

To avoid the necessity for carrying out absolute (i.e.,
with direct link to the fundamental quantities) cal-
ibrations of each individual transducer, a hierarchy
of reference standard transducers is established. Inter-
national traceability and verification of uncertainties
is obtained by performing international key compar-
isons of reference standard transducers between the
national metrology institutes (NMIs) as required by the
Consultative Committee for Acoustics, Ultrasound and
Vibration (CCAUV) under the International Bureau of
Weights and Measures (BIPM). Regionally key com-
parisons including at least one NMI are used to ensure
that the uncertainties stated are fulfilled. Chapter 53
has more details about calibration hierarchy.

4 GENERAL MEASUREMENT PRINCIPLES

4.1 Description of Motion

To describe fully any motion of a solid body three
linear and three rotational degrees of freedom need to
be described. This makes vibration measurement and
calibration different from the sound pressure, which is
a parameter describing the properties at a point with
only one degree of freedom. For measurement and
calibration purposes it is normally desirable to create
and measure only one degree of freedom at one time.

4.2 Motion Measurement

There are two basically different ways of measuring
motion:

1. Relative measurement between two points,
where the motion of one of the points is con-
sidered sufficiently well known or unimportant

2. Absolute measurement with respect to an
inertial system

An example of the first type is the motion of a
shaft relative to the bearing, where the absolute
motion often is less important. The second type of
measurements uses practically only so-called seismic
(or mass–spring) instruments, which use an internal
seismic mass as reference.

4.3 Relative Methods

A number of different principles are used to make
relative measurements, some of which can also be
used internally for seismic transducers. These methods
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comprise capacitive, inductive, and reluctive methods,
but for calibration purposes a discussion of the most
important methods follows.

Interferometric Methods Today the most widely
used method to calibrate vibration transducers with
high accuracy is the laser interferometric method. Sev-
eral techniques exist, but basically a very well-defined
laser wavelength is used as a gauge to measure the dis-
placement. Often simple fringe counting can be used to
determine the vibration amplitude with high accuracy.

Doppler Effect In interferometers and other similar
instruments the Doppler effect is used directly to
measure velocity. The basic physical law for wave
propagation tells us that a wave reflected from an
object moving with a velocity v relative to our
combined transmitter and receiver will be frequency
shifted according to the formula

�f = 2v

λ

where λ is the wavelength of the wave used. This may
range from low-frequency sound in the metre range
over radar in the centimetre range to lasers with less
than 1 µm wavelength. For vibration measurements
the use of lasers is increasing due to the development
of well-suited inexpensive lasers and detectors.

4.4 Physical Principles Used for Absolute
Measurements

All the transducers used for absolute measurements
are using a seismic mass as built-in reference, and
many different methods can be used for detection of
the relative motion between the mass and the housing.
To get a good feeling for what happens inside a seismic
transducer, the model shown in Fig. 1 is used, where k
is the stiffness of the spring and c is the damping. The
ratio between the motion amplitude of the moving part
and the relative motion of the mass with respect to the

Moving Part

k

m

c

Figure 1 Seismic transducer model.

housing can be described in magnitude and phase by
the formulas

R = (ω/ωr )
2

√[
1 − (ω/ωr )2

]2 + [
2d(ω/ωr )

]2
and

θ = tan−1 2d(ω/ωr )

1 − (ω/ωr )2

where d is the fraction of critical damping (c =
2
√

km = 2mωr ) and ωr = √
k/m is the resonance

angular frequency. Some typical curves showing the
resulting internal relative displacements relative to
different input parameters are shown in Fig. 2.

It is seen that the relation between input accelera-
tion and relative displacement is close to unity (better
than 10%) up to about one third of the resonance
frequency for lightly damped transducers. The phase
shift is less than half a degree in the same range.
For damped transducers the range can be extended to
0.7 times the resonance frequency at the expense of a
phase shift of up to 60◦.

For acceleration-sensitive transducers with high
resonance frequencies (>10 kHz) the damping is
normally very low and the spring very stiff. For lower
resonance frequencies the amplification at resonance
tends to make transducers very fragile, and therefore
they are often damped by air or silicone oil.

If the resonance frequency is made very low, that
is, in the range 1 to 50 Hz, then the mass will remain
virtually fixed in space while the housing will move
together with the structure at frequencies well above
resonance. This situation is shown on the third graph in
Fig. 2, indicating a numerically close to unity relation
between displacements when the frequency is above
two to three times the resonance frequency. In most
cases the transducers, mostly referred to as velocity
pickups, but also including seismometers, are damped,
giving large phase errors up to more than 10 times the
resonance frequency.

5 VIBRATION AND SHOCK TRANSDUCERS

5.1 Standards

In contrast to the situation for microphones there are
no international standards for the shape of or output
from vibration transducers. However, a few properties
have become common in industry for mid-size general-
purpose accelerometers. The common mounting thread
is 10-32 UNF and the common connector uses the
same thread and is in general referred to as a 10-32-
microdot connector after the manufacturer introducing
this type of connectors. Most transducers using built-in
electronics work with a constant-current supply on the
same line as the signal. The common way of doing this
is to use a 24-V supply with a constant-current diode in
series. The diode gives between 4 and 20 mA current
(the higher the longer cables to be driven) and the
transducer delivers the vibration signal as an oscillating
voltage around a constant bias of 8 to 12 V.
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Figure 2 Internal relative displacements relative to input parameters for seismic transducers.

Another area that lacks standards is the influence
of the transducer on the measured parameter. The
presence of the microphone alters the sound pressure
measured in front of the microphone. Therefore
free-field corrections are used. The presence of an
accelerometer alters the vibration of the structure on
which it is mounted. The stiffness and mass of the
structure (i.e., its mechanical impedance) changes the
mounted resonance frequency of the transducer. These
phenomena will have to be taken into account by the
users, but standards for doing this in the same way are
not available. Guidelines for mounting of transducers
can be found in Ref. 1.

5.2 Vibration Signal Types

The motion, which is the object of measurement in
any measurement setup, can be described by various
parameters. First of all the directional and rotational
properties of the motion need to be known. For cali-
bration it is normally desirable to have only one degree
of freedom at one time, and most transducers are also
only sensitive along or around one axis. In special
cases transducers can have properties where the signal
along one axis have great influence on the response
along another axis. In such cases calibration using
multiaxis excitation can be useful, but this is quite
complicated to perform and only done at specialized
laboratories and at relatively low frequencies. Even if
such information is available, it does not mean that
the transducer alone can be used to characterize the

motion. It can normally only be used to estimate errors.
If information about the critical axis input is available
from another transducer, this might be used to correct
the measurements, but systems doing so are very rare.

For the remaining part of the chapter we are only
treating rectilinear motion along or rotational motion
around the so-called sensitive axis of a transducer. For
calibration normally only two different types of signals
along or around the sensitive axis are used, stationary
vibration signals (sinusoidal or random) or transients
normally referred to as shocks. Many transducers
can be calibrated by both methods and used for both
types of signals, but the calibration methods differ
considerably.

5.3 Transducer Sensitivity
Apart from very specialized transducers giving
frequency-modulated or optical outputs the outputs
from the transducers are voltage, current, or charge
signals proportional to acceleration, velocity, or
displacement. Some transducers have intrinsic low-
impedance output or built-in electronics providing
suitable electrical output when the correct power
supply is used. For transducers with high-impedance
output a preamplifier or conditioner will normally be
needed.

5.4 Preamplifiers
For the large fraction of stable and well-proven
accelerometers based on piezoelectric ceramics or
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quartz without built-in electronics, it is imperative to
use a suitable preamplifier/conditioner to get reliable
results in calibration. The output impedance is basi-
cally a capacitance varying from a few picofarads to
several nanofarads. This implies that the output voltage
and the lower limiting frequency will vary accord-
ing to the capacitance of the cable used, the input
impedance of the amplifier, and the leakage resis-
tance of the cable and transducer. This makes the use
of voltage preamplifiers “microphone style” imprac-
tical. The better solution for such transducers is to
use a so-called charge amplifier. The charge ampli-
fier is a virtual short-circuit of the transducer through
which the current is integrated giving an output pro-
portional to the generated charge, usually expressed in
picocoulombs. (Note: The unit coulomb is defined as
ampere times seconds corresponding to the integration
of current.) This gives a result practically independent
of cable capacitance and leakage resistance. For cali-
bration purposes the properties in the form of the gain
(normally expressed as mV/pC) as a function of fre-
quency will have to be known. Frequency ranges are
often from a fraction of a hertz to 100 kHz with gains
from −40 to 80 dB relative to 1 mV/pC. Many charge
amplifiers have a range of high- and low-pass filters,
and some have facilities for analog integration to give
outputs proportional to velocity or displacement with
an accelerometer at the input.

For the transducers using bridge-type sensitive
elements, for example, the so-called piezoresistive
(semiconductor strain gauge) transducers, a well-
controlled supply of 1 to 10 V is needed. Their
output is proportional to the excitation voltage. These
transducers have the property that they respond to a
constant acceleration. This permits special calibration
methods (e.g., based on earth’s gravity) to be used.

6 CALIBRATION METHODS

6.1 On-site Calibration Methods

When setting up larger measurement systems, it is
good practice to check that the different transducer
channels are set up correctly. Depending on the
available data and the total uncertainty for each
channel, a small reference vibration source can be used
either for calibration of the channel or as a check of
the proper function of the channel. This is performed
using so called calibrators. Their use is described in the
International Organization for Standardization (ISO)
standard ISO 16063-21. 2

Calibrators or Vibration Reference Sources
These are small, handy, completely self-contained
vibration reference sources intended for rapid calibra-
tion and checking of vibration measuring, monitoring,
and recording systems. Often an acceleration level of
10 m s−2 at a frequency of 159.15 Hz (ω = 1000 rad
s−1) is used, permitting the reference signal to be
used also for velocity and displacement calibration
at 10 mm s−1 and 10 µm, respectively. An example
of the cross section of such a device is shown in
Fig. 3. It shows the internal construction including an
accelerometer that is used in a closed loop to maintain
the defined level independent of the load and the sup-
port of the exciter (the relative motion between the
body of the exciter and the moving element varies
depending on the load and support of the exciter). The
attainable uncertainty is typically 3 to 5% on the gen-
erated vibration magnitude.

If the requirements for a calibration are limited
and suitable conditioning and readout instruments
are available, a calibration can be performed at the
vibration frequency and magnitude available from the
exciter.

Rubber Boot

Upper Radial Flexure

Lower Radial Flexure

Mounting Surface
Tapped 10–32 UNF
for Accelerometer

Attachment

Excitation Coil

Permanent Magnet

Housing

Internal Accelerometer
for Servo Control of
Vibration Magnitude

Figure 3 Cross section of calibration exciter. (Courtesy Brüel & Kjær, Sound & Vibration Measurement.)
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Reference
Transducer
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Distortion Meter for
Occasional Checks
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Inspection (Optional)

Phase Meter
(Optional)

Figure 4 Example of a measuring system for vibration calibration by comparison to a reference transducer. (Adapted
from ISO 16063-21.)

6.2 Calibration by Earth’s Gravitation

For DC responding transducers the local gravitational
constant can be used to give very accurate calibrations.
By letting the transducer’s sensitive axis be aligned
with gravity, measure the DC output and then turn it
exactly 180◦ and measure again. The difference, which
is twice the gravitational constant (close to 2g), and its
DC sensitivity can then be determined with quite high
accuracy. The method is described in Ref. 3.

6.3 Calibration Service Methods

By far the largest number of transducer calibrations
is made by what could be described as calibration
service centers, ranging from the initial calibration at
a production line over manufacturers’ service centers
to independent calibration centers and larger users’
internal calibration departments.

Comparison Methods, Vibration The methods
used are nearly always a comparison to a refer-
ence transducer supplied with a traceable calibration
from, for example, a national metrology institute. This
method of applying an exciter and vibration excitation
is the most common method used to calibrate vibration

transducers over a frequency range. It is described
in Ref. 2.

The standard provides detailed procedures for per-
forming calibrations of rectilinear vibration transducers
by comparison in the frequency range from 0.4 Hz to
10 kHz. The principle is shown in Fig. 4. An exciter
is driven from a generator through a power amplifier.
The moving element of the exciter is transmitting the
generated motion to the two transducers mounted on
top of it. The linear vibration generated at the common
interface of the transducers is measured by the refer-
ence transducer and by the transducer to be calibrated.
This is mounted firmly on the top of the reference
or on a fixture containing the reference. In the case
of stud-mounted transducers, a thin film of light oil,
wax, or grease should be used between the mounting
surfaces of the transducer(s) and exciter, particularly in
the case of calibrations performed at high frequencies.1
The two outputs are conditioned if necessary and com-
pared. The measured ratio of their outputs reflects the
ratio of their sensitivities when any amplification in the
conditioners is taken into account. The simplest setup
uses only one voltmeter and a selector. If the vibration
magnitude is stable, this gives very precise calibra-
tions also without absolute calibration of the voltmeter.
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Table 1 Uncertainties for Typical Transducer Using Different Methods

Frequency Range 160 Hz
> 2 to
10 Hz

> 10 Hz to
2 kHz

> 2 to
4 kHz

> 4 to
7 kHz

> 7 to
10 kHz

Method Reference calibration
Vibration source 160-Hz calibrator 3–5
Comparison best attainable Best NMI multipoint

calibration
0.4 0.4 0.5 0.5 0.8 1.0

Comparison typical 160 Hz ref. calibration 0.6 0.7 0.7 0.9 1.2 1.8
Best NMI laser interferometry

on good reference
transducer

0.2 0.2 0.2 0.3 0.4 0.4

Only the sensitivity of the reference and the gain of
the conditioners are needed. If phase is required, a
phase meter can be added. An oscilloscope is practical
for observing the process but is not a requirement. If
transducers responding to different vibration parame-
ters (e.g., a reference responding to acceleration and
a velocity pickup to be calibrated) are tested, the dis-
tortion can be important and needs to be measured to
evaluate the uncertainty. However, it is normally not
needed for each measurement but only for getting data
for the uncertainty calculations.

The standard contains detailed instructions for cal-
culation of the total expanded uncertainties for such
systems. The most important parts are the uncertainty
of the reference, the determination of the ratio of the
two outputs, and last but not least the effect of trans-
verse, rocking, and bending motion combined with
the transverse sensitivity of the transducers. The lat-
ter is often underestimated due to lack of information
about the exciters used and the transverse sensitiv-
ity of the transducers. It is, for example, not unusual
to find transverse and rocking motion in the order of
25% or more in certain frequency ranges. An example

of typical and best attainable uncertainties on a typ-
ical transducer on “spring guided” exciters is given
in Table 1. The frequency range will normally require
more than one exciter and the transverse sensitivity
on the transducer is given as 5% maximum at low
frequencies increasing to 10% at 10 kHz. The values
are total estimated uncertainties for a coverage factor
k = 2. They are somewhat lower than the values given
in the standards that have rather conservative values.

In modern systems a two-channel fast Fourier
transform (FFT) analyzer with a generator can replace
most of the individual instruments, as shown in
Fig. 5. In this case magnitude and phase are obtained
automatically and distortion is unimportant but can
also easily be measured.

Comparison Methods, Shock In general, the
vibration exciters used can normally not deliver more
than 1000 m s−2 (100g), and therefore shock methods
are used to obtain peak magnitudes of 100,000
m s−2 (10,000g) to check linearity of transducers.
A comprehensive standard was recenty published:
ISO 16063-22:2005, Methods for the Calibration of
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1 2
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Vibration
Exciter

Reference
Transducer

Power Output

Power Amplifier

Personal Computer

Figure 5 Example of vibration transducer calibration system used for comparison to a reference transducer.
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fL = 4.74 × 1014 Hz
λL = 632.815 nm

Figure 6 Principle of interferometer used for ratio counting.

Vibration and Shock Transducers—Part 22: Shock
Calibration by Comparison to a Reference Transducer.
The main difference from vibration calibration is that
an impulsive excitation is used, mostly obtained by
letting a piston or hammer mechanism hit an anvil
on which the reference and unknown transducer is
mounted. The peak magnitudes of the two time records
are determined, and their ratio gives the ratio of the
sensitivities just like for vibration. Often curve-fitting
techniques are used to get a good determination of
the maximum. FFT analysis can also be used to give
a frequency response within the range of frequencies
contained in the shock pulse spectrum.

Comparison Methods, Angular Vibration When
angular vibration is measured, methods very similar to
linear vibration can be used. The only difference being
that the exciter will produce an angular vibration. A
standard in the ISO 16063 series is under preparation
as Part 23: Angular Vibration Calibration by Compar-
ison to a Reference Transducer.

6.4 Methods of National Metrology Institutes

At the NMIs a number of primary calibration methods
are used. The goal is to get the unit [e.g., V/(m s−2)]
determined by means as close to the fundamental units
(V, m, and s) as possible. The methods are not limited
to the NMIs, as other laboratories might use them if
they have the need.

Primary Vibration Calibration Methods The
most common method used today is the primary
vibration calibration by laser interferometry. It is

described in Ref. 4. A reciprocity technique based on
the same fundamental principles as for microphones has
been used since the 1950s but is now less used because
it is more complicated than the laser interferometry. The
reciprocity method is described in Ref. 5.

A typical setup for vibration calibration by laser
interferometry is shown in Fig. 6. It illustrates method
1 of the 3 methods described in the standard. This is
the so-called fringe-counting method. The laser beam
from a HeNe laser working in the TEM00 mode gives a
beam with sufficient coherence length and well-defined
wavelength. The beam is divided into two by a beam
splitter. One beam reaches the fixed mirror and is
reflected back onto the detector, the other is reflected
from the surface of the moving accelerometer (or a
mirror block attached to it) and then deflected by the
beam splitter to the detector where it interferes with
the other part. A motion of λ/4 will change the path
length by λ/2 and thereby the phase between the two
beams by 180◦. This leads to the following relationship
between the number of intensity shifts or fringes per
vibration period Rf and the sinusoidal acceleration
amplitude â:

Rf = 8â

ωλ
= 8arms

√
2

(2πf )2λ

where ω = angular vibration frequency
f = vibration frequency
λ = wavelength of the laser beam

arms = root-mean-square (rms) value of the
sinusoidal acceleration
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By using a counter to count the fringes using the
vibration frequency as reference, the ratio Rf is
obtained directly. A very precise determination of the
vibration amplitude is obtained by averaging over 100
or more periods. This method works well from the
lowest frequencies and up to about 1000 Hz where the
amplitude in the vibration only gives a few fringes.

The mathematical description of the detector signal
shows that the frequency component at the vibration
frequency becomes zero at certain values of the vibra-
tion amplitude given by the Bessel function of first
kind and first order. This is described as method 2
in the standard, useful at frequencies from 800 Hz to
10 kHz. By varying the amplitude of the vibration,
the zero points can be found as minima of the filtered
detector signal and the transducer sensitivity can then
be determined.

Method 3 of the standard is the so-called sine
approximation method. The interferometer is now
be configured to give two outputs in quadrature.
These two signals will theoretically describe a point
following the path of a circle if they were used
to give the x and y deflections of an oscilloscope.
Mathematically, the angle ϕ̂ to the point on the circle,
found as the arctan of B/A (where B and A are the y
and x values found for the point on the circle) gives the
displacement (relative to λ) leading to the relationship

â = πλf 2ϕ̂

where ϕ̂ is the modulation phase amplitude, the
other symbols as above. This technique requires high-
frequency analog-to-digital conversion of the detector
signals and has, therefore, only been possible at
reasonable cost recently. It can be used over the full
frequency range provided a sufficient amount of fast
memory is available and that conversion frequencies
sufficient for the desired velocity can be used. It can also
be used to determine the phase shift of the transducers.

For DC responding transducers primary DC cali-
bration can be performed by different centrifuge-based
methods. These are described inRefs. 6 and 7. The large
installations needed imply that these methods are nor-
mally only used for inertial guidance-type transducers.
These are considered outside the scope of this handbook.

Primary Shock Calibration Methods Although
older methods, using velocity determination by two
light beams being cut, might still be useful, the modern
way is described in Ref. 8. It is basically identical to
method 3 used for primary vibration but will require
wider bandwidth if the full range of shock pulses
is be measured. The range covers shocks with peak
accelerations of 100 to 100,000 m s−2. The shocks are
generated by the same methods as used for comparison
calibration. The attainable uncertainty is 1% at a
reference peak value of 1000 m s−2 and 2 ms duration
and up to 2% at other values.

6.5 Transducer Test Methods
Environmental Testing For selection of transduc-
ers for specific measurement tasks it can be important

to know the performance under special environmental
conditions. For these tests a number of ISO standards
are available, some of them under revision:

ISO 5347-11:1993, Part 11: Testing of Transverse
Vibration Sensitivity (to become ISO 16063-31,
Methods for the Calibration of Vibration and
Shock Transducers—Part 31: Testing of Transverse
Vibration Sensitivity)

ISO 5347-12:1993, Part 12: Testing of Transverse
Shock Sensitivity

ISO 5347-13:1993, Part 13: Testing of Base Strain
Sensitivity

ISO 5347-14:1993, Part 14: Resonance Frequency
Testing of Undamped Accelerometers on a Steel
Block

ISO 5347-15:1993, Part 15: Testing of Acoustic
Sensitivity

ISO 5347-16:1993, Part 16: Testing of Torque Sensi-
tivity

ISO 5347-17:1993, Part 17: Testing of Fixed Temper-
ature Sensitivity

ISO 5347-18:1993, Part 18: Testing of Transient
Temperature Sensitivity

ISO 5347-19:1993, Part 19: Testing of Magnetic Field
Sensitivity

Parts 12–19 of ISO 5347 were confirmed in 2004.

Only the concept and testing of transverse vibration
sensitivity shall be described briefly as it is impor-
tant for most calibrations. Figure 7 illustrates the con-
cept. For any vibration transducer there exists one axis
that provides maximum response to a vibration input.
Due to small imperfections in the mechanical align-
ment and, for example, polarization direction of the
piezoelectric elements in piezoelectric accelerometers,
this axis is not perpendicular to the mounting surface.
Therefore, as shown in the figure the maximum sen-
sitivity vector will have a projection onto the plane of
the mounting surface. This projection is referred to as
the maximum transverse sensitivity of the transducer,
and its value is normally stated in the calibration chart.
The sensitivity to vibration in directions in the plane of
mounting can be described as a figure of eight (i.e., two
circles touching in a point). The direction of minimum
transverse sensitivity is indicated on some transduc-
ers. This allows the transducer to be aligned in order
to give minimum sensitivity to a specific direction
of vibration. The testing has typically been made by
low-frequency long-stroke (> 25 mm) sliding tables
with built-in turntables. The motion in the sensitive
direction shall be below 0.1% of the in-plane motion.
Operating the turntable permits the determination of
minimum direction and maximum sensitivity. The fre-
quencies used are typically 10 to 50 Hz. For higher
frequencies vibrating long bars are used, excited by
two perpendicular exciters for which the relative phase
can be varied to give the desired motion. As mentioned
when discussing vibration signal types, some transduc-
ers (especially “cantilever constructions”) have trans-
verse sensitivities depending on the vibration in the
main axis direction. To give a complete description of
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Figure 7 Transducer transverse sensitivity.

their behavior special setups are needed giving multi-
axis excitation.9
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1 INTRODUCTION

Traceability to the International System of Units (SI) is
increasingly required for vibration and shock measure-
ments as specified in international standards, recom-
mendations, and regulations to ensure product quality,
health, and safety. Metrology, known as the science
of measurement, includes all aspects both theoretical
and practical with reference to measurements, what-
ever their uncertainty. It is important to be aware of
the metrological aspects of establishing traceability for
measurements of rectilinear and angular motion quan-
tities, including the evaluation of measurement uncer-
tainty. New and upgraded ISO (International Organiza-
tion for Standardization) standards provide a variety of
calibration methods with respect to their suitability for
ensuring traceability. Advanced traceability systems
provide the generation and highly accurate measure-
ment of rectilinear vibration and shock motion, as well
as angular motion. National measurement standards in
most countries constitute the top level of the traceabil-
ity chain. Specifically developed national measurement
standards are directly accessible for highly accurate
measurements of metrological characteristics of recti-
linear and angular transducers and vibrometers.

2 VIBRATION AND SHOCK FROM THE VIEW
OF METROLOGY
2.1 Realization of the SI Units of Motion
Quantities
The terms vibration and shock are defined as special
variations with time of the magnitude of a quantity,
which is descriptive of the motion or position of a
mechanical system (cf. ISO 20411). The physical quan-
titieswidely used to describe vibration and shockmotion
in different applications are rectilinear acceleration,
velocity, displacement and angular acceleration, angular
velocity, and rotation angle (cf. Table 1). From the view-
point of metrology, the units and associated scales of the
six motion quantities have to be realized and dissemi-
nated with appropriate time dependencies (preferably
sinusoidal and shock-shaped time histories).

To realize the SI units and associated scales of
motion quantities such as acceleration and angular
acceleration, adequate national measurement standards
are needed. A national (measurement) standard is a
standard recognized by a national decision to serve,
in a country, as the basis for assigning values to
other standards of the quantity concerned.2 Such other
standards are primary standards, secondary standards,

reference standards, working standards, and transfer
standards (for definitions, see Ref. 2). The variety of
motion quantities and their time histories to be realized
and disseminated cannot be covered by a single standard
device. An ensemble of seven national measurement
standards covering the realization and dissemination of
the six motion quantities in wide parameter ranges and
with the highest accuracy achieved so far is described
in Section 5.

2.2 Dissemination of the SI Units of Motion
Quantities

To disseminate the units and associated scales of
motion quantities, calibrations of standard transduc-
ers or measuring instruments (see Section 2.1) are
carried out. Three typical calibration situations (mea-
suring instrument, calibrator, transducer) are shown
in Fig. 1. In Fig. 1a the standard device consists of
a generator, which produces the measurand x, and a
standard measuring instrument, which measures x. The
reading of the measuring instrument to be calibrated
when supplied with the input x is compared with the
indication of the standard device. The same arrange-
ment is shown in Fig. 1b, however, standard and object
to be calibrated have changed their role: The object
to be calibrated is a calibrator consisting of generator
and measuring instrument, and the standard is a single
measuring instrument. In this case, the calibrator gen-
erates a specified quantity x that is indicated by the
associated instrument. The reading is compared with
the reading of the standard measuring instrument. The
block diagram in Fig. 1c shows that the calibration of a
transducer is similar to that of a measuring instrument,
except that the transducer output signal must be mea-
sured by an additional standard measuring instrument
[e.g., a root-mean-square (rms) voltmeter].

All three arrangements have in common that the
generator produces disturbing quantities zi(G), in
addition to the measurand (e.g., a purely sinusoidal
vibration). These disturbing quantities zi(G) act on both
measuring instruments (e.g. harmonics from nonlinear
distortion).Other disturbing quantities zi(E) originate in
the environment (e.g., temperature) and may also have
correlated effects on the two instruments.

The variety of disturbing effects to be considered
in the uncertainty evaluation will be demonstrated in
Section 6. In the uncertainty evaluations, no distinction
will any longer be made between zi(G) and zi(E), which
will be referred to as influence quantities zi .
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Table 1 Rectilinear and Angular Motion Quantities (Sinusoidal, Shock-Shaped and Other Dependencies on Time)

Motion Dependence on Time
Direction Quantity Unit General Sinusoidal

Linear Displacement s m s(t) s(t) = ŝ cos(ωt + ϕs)

Velocity v m/s v(t) = ds
dt

v(t) = v̂ cos(ωt + ϕv), v̂ = ωŝ,ϕv = ϕs + π

2

Acceleration a m/s2 a(t) = d2s
dt2

a(t) = â cos(ωt + ϕa), â = ω2ŝ,ϕa = ϕs + π

Angular Rotation angle � rad �(t) �(t) = �̂ cos(ωt + ϕ�)

Angular velocity � rad/s �(t) = d�

dt
�(t) = �̂ cos(ωt + ϕ�), �̂ = ω�̂,ϕ� = ϕ� + π

2

Angular acceleration α rad/s2 α(t) = d2�

dt2
α(t) = α̂ cos(ωt + ϕα), α̂ = ω2�̂,ϕα = ϕ� + π

3 TRACEABILITY CONCEPTS
3.1 Traceability of Vibration and Shock
Measurements

Traceability is defined2 as the property of the result
of a measurement or the value of a standard whereby
it can be related to stated references, usually national
or international standards, through an unbroken chain
of comparisons all having stated uncertainties. An
unbroken chain of comparisons is called a traceability
chain. No international measurement standard exists
in the area of vibration and shock measurements.
However, several countries—through their national
metrology institutes (NMIs) and accreditation bod-
ies—have related the measurements of rectilinear and
angular motion quantities to the national measurement
standards of another country after the latter had veri-
fied the best accuracy of calibrations within the frame-
work of international and regional comparisons (see
Section 5). The above definition of traceability given
in Ref. 2 is a general one. For vibration and shock
measurements, specific traceability concepts have been
established, which will be described and discussed in
the following.

3.2 Requirements on Traceability
The SI units for physical quantities, such as metre per
second squared (m/s2) for the quantity of accelera-
tion, are realized by NMIs and disseminated to external
clients through calibrations (cf. Fig. 2). The metrolog-
ical infrastructure of a country is formed by accredited
and nonaccredited calibration laboratories. All calibra-
tion laboratories (including NMIs) have to comply with
the ISO/IEC Standard 170253 (IEC is the International
Electrotechnical Commission). Section 5.6, Measure-
ment Traceability, of this international standard gives
specific requirements for establishing the traceabil-
ity of measurement standards and measuring instru-
ments to the SI units through an unbroken chain of
calibrations or comparisons. The calibration certifi-
cates issued by calibration laboratories have to state
the measurement results, including the measurement
uncertainty and/or a statement of conformity with an
equivalent metrological specification. The uncertainty

of measurement is to be evaluated and expressed in
accordance with the ISO Guide.4 To ensure compliance
of the units realized by the NMIs, within well-specified
uncertainties in accordance with their definition in the
SI, key comparisons are carried out. Key comparisons
carried out in the area of vibration organized under
the auspices of the Consultative Committee for Acous-
tics, Ultrasound and Vibration (CCAUV ) include a
limited number of NMIs worldwide (e.g., 12 NMIs
in CCAUV.V-K1, see Section 4.4). The key compar-
ison reference values (KCRVs) as specified by the
International Committee for Weights and Measures
(CIPM) key comparisons are disseminated through
various regional key comparisons to a great number
of NMIs within the regional metrology organizations
(RMOs), in particular the Asia Pacific Metrology Pro-
gramme (APMP), Euro-Asian Cooperation of National
Metrology Institutions (COOMET), European Col-
laboration in Measurement Standards (EUROMET),
Southern African Development Community Cooper-
ation in Measurement Traceability (SADCMET), and
Sistema Inter-Americano de Metrologia (SIM, Inter-
American System of Metrology).

3.3 Traceability to Primary Methodologies
From the definition of traceability and the explanations
given above, it should be clear that the chain of
calibrations providing traceability has its origin in
adequate national measurement standards.

One traceability system widely used is based on pri-
mary vibration calibration of an accelerometer standard
by laser interferometry at the NMI level and sec-
ondary vibration calibration by the comparison method
at the level of accredited calibration laboratories (cf.
Fig. 2). After primary calibration, this accelerometer
standard can be used in a calibration laboratory, both
the accelerometer standard (reference accelerometer)
and the transducer to be calibrated being subjected to
the same motion and their output signals being com-
pared. If that transducer is a working standard, it is
used afterwards in a nonaccredited laboratory for the
calibration of working transducers or vibrometers by
comparison, too. The upgraded documentary standards
recently developed for vibration calibration by laser
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Figure 1 Block schemes of typical calibration setups with measurand x and influence quantities zi: (a) vibration
measurement instrument, (b) vibration calibrator, and (c) transducer (e.g., accelerometer).

interferometry (ISO 16063-115) and calibration by
comparison to a reference transducer (ISO 16063-216)
reflect the need for calibration in the frequency range,
which is representative for the conditions of applica-
tion of the reference transducer or working transducer
(specified frequency range 0.4 Hz to 10 kHz).

Vibration calibration is not representative for the
behavior of a transducer used for shock measurements.
As a normative basis to ensure traceability for shock
acceleration measurements, the new standards ISO
16063-137 for primary shock calibration by laser inter-
ferometry and ISO 16063-228 for shock calibration by

comparison to a reference transducer have recently been
developed. The standard8 specifies to which degree and
with which consequences a primary shock calibration of
a reference transducer can be dispensed with:

1. “If the reference transducer has proved to be
linear, the primary shock calibration may be
replaced by primary vibration calibration in
accordance with ISO 16063-11 or ISO 16063-
12.”5,9

2. “Hopkinson bar shock calibrators have opera-
tional ranges of high accelerations (peak values
1 km/s2 to 2000 km/s2), which may be used to



636 SIGNAL PROCESSING AND MEASURING TECHNIQUES

Compliance with
ISO/IEC 17025*

Self-declaration
Accreditation

Accredited
Laboratories

Nonaccredited
Laboratories

Measuring and Test Equipment

National
Metrology

Institute (NMI)

Country’s
Metrological
Infrastructure

International Comparisons
(BIPM/CIPM, RMO)

Mutual Recognition
Arrangment (MRA)

Compliance with
ISO/IEC 17025*

*  ISO/IEC 17025: General requirements for the
 competence of testing and calibration laboratories

Realization
of SI Units

Dissemination by
Calibrations for
External Clients

Transducer (calibration object)

Indicating Instrument
(standard)

Indicating Instrument
(calibration object)

Vibration
Exciter

Accelerometer Standard

Accredited Calibration Laboratory

Transducer (calibration object)

Accelerometer Standard

Indicating Instrument
(standard)

Indicating Instrument
(calibration object)

Vibration
Exciter

Nonaccredited Calibration Laboratory

Accelerometer
Standard

Laser
Interferometer

System (reference)
Dummy
Mass

Airborne
Acceleration

Exciter

NMI

Indicating
Instrument

(calibration object)

Figure 2 General traceability chain and application to vibration and shock measurements.

evaluate the performance of transducers. This
part of ISO 16063 specifies the range from 100
m/s2 to 100 km/s2, which has reference to pri-
mary methodologies (ISO 16063-13). Larger
accelerations (peak values) and shorter pulse
durations are possible but without reference to
primary methodologies.”8

The term primary methodologies is used above as
reference to those implemented ISO standard meth-
ods that are adequate for the primary calibration
of standard transducers. This underlines that other
primary calibration methods specified in ISO 5347-
5:1993 (Calibration by Earth’s Gravitation), 5347-
7:1993 (Primary Calibration by Centrifuge), and 5347-
8:1993 (Primary Calibration by Dual Centrifuge) are
not adequate for transducers intended to be used for
measurements of shock-shaped or other time depen-
dencies outside the scopes of these standards, and vice
versa.

It is sometimes assumed that traceability to the SI
unit of acceleration or other motion quantities can be
established by any calibration laboratory by imple-
mentation of a primary calibration method (e.g., reci-
procity method or laser interferometry in accordance
with the relevant ISO standard), without link-up to
an NMI. Primary calibration methods may well be
used in an accredited or a nonaccredited calibration
laboratory for some reasons. However, the implemen-
tation of a primary calibration method specified in the
ISO standards does not necessarily lead to a primary
standard which is by definition2 a standard that is
designed or widely acknowledged as having the high-
est metrological qualities and whose value is accepted

without reference to other standards of the quantity
concerned. Such primary standards (national measure-
ment standards) are usually established only in the
NMI of the respective country by implementation of
ISO primary calibration methods. The CIPM key com-
parison CCAUV.V-K1 revealed that the compliance
with given uncertainty limits of calibration equipment
used in calibration laboratories (primary calibration
included) can only be verified by linkup to appropriate
national measurement standards, which have specified
uncertainties that have been validated in international
or regional key comparisons or supplementary compar-
isons performed under the auspices of the International
Bureau of Weight and Measures (BIPM) and the asso-
ciated Consultative Committee, CCAUV: All 12 par-
ticipating laboratories have used laser interferometry
in accordance with ISO 16063-115 and demonstrated
good results in the calibration of one of the two trans-
fer standards, which was a reference accelerometer
of back-to-back design, whose reference surface (top
surface) was accessible to the laser light beam. How-
ever, for the other reference accelerometer that was of
single-ended design, the calibration results of several
laboratories showed significant systematic deviations
(at 5 kHz greater than 1% up to 6%) due to signifi-
cant relative motion in the kilohertz range between the
laser light spot and the accelerometer reference sur-
face (mounting surface).10 For the variety of sources
of error and uncertainty components to be considered
in calibrations, see Section 6.

3.4 Traceability to National Measurement
Standards
This subsection combines the general requirement of
traceability to primary methodologies (see Section 3.3)
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with the objective to provide motion quantities with
adequate time histories by the national measurement
standards.11,12 Traceability for vibration and shock
measurements can be ensured by generating at the
NMI level the three linear and three angular motion
quantities (cf. Table 1) with sinusoidal, shock-shaped,
and other, user-defined time histories and by measuring
them by laser interferometry. The latest developments
in laser interferometry have made it possible to establish
a uniform methodology for primary measurement,
covering the variety of motion quantities, sinusoidal and
shock-shaped time dependencies, and wide parameter
ranges. The traceability chain described in Section 5
realizes and disseminates the units of the respective
physical quantities at such time dependencies that
reproduce, during calibration of any transducer (e.g.,
accelerometer) or measuring instrument (e.g., laser
vibrometer), as closely as possible the conditions of
use after calibration (i.e., shock measurement in the
peak value acceleration range of 1 km/s2 to 50 km/s2

at defined shock shapes and pulse durations).13,14

3.5 Option of Direct Access to National
Measurement Standards
As the measurement and calibration capabilities avail-
able at the NMI level go, in some cases, far beyond
those available at lower levels of the traceability
chain (i.e., in accredited calibration services and indus-
trial calibration laboratories), the national measure-
ment standards may be used directly to meet special
demands from industry and elsewhere for investiga-
tions of the dynamic behavior of transducers and mea-
suring instruments or for their accurate dynamic cali-
bration (for examples see Section 5).

4 ESTABLISHMENT OF TRACEABILITY
4.1 Selection of ISO Standard Methods
Under the general title Methods for the Calibration
of Vibration and Shock Pick-ups, a standard series,
ISO 5347, was issued in the period between 1987 and
1997. A revision of the ISO 5347 series, renumbered
to ISO 16063, was started in 1995, focusing on
the specification of upgraded and new calibration
methods needed at different levels of a traceability
chain for the field of vibration and shock: methods
for primary vibration calibration, secondary vibration
calibration, primary shock calibration, and secondary
shock calibration.

For primary vibration calibration by laser interfer-
ometry at the NMI level, ISO 16063-11:19995 has
extended the frequency range (0.4 Hz to 10 kHz)
and included absolute phase shift measurement.
ISO 16063-13:20017 provides interferometric primary
shock calibration (100 m/s2 to 100 km/s2). ISO 16063-
1515 specifies primary angular vibration calibrations
(magnitude and phase shift) in the frequency range
from 0.4 Hz to 1.6 kHz. For rectilinear vibration and
shock calibration at lower levels of the traceability
chain, Parts 21 and 22 of ISO 16063 provide upgraded
comparison methods, and ISO 16063-23 is the corre-
sponding project for angular vibration calibration by
comparison to a reference transducer.

4.2 Implementation of ISO Standard Methods

Hierarchies of measurement standards have been
established and are operated in NMIs as well as in
accredited and nonaccredited calibration laboratories,
in compliance with the upgraded and new ISO
standards (see Section 4.1). Most of the NMIs
use commercial high-quality vibration and shock
generators or even complete calibration equipment.

Alternatively, several NMIs have specifically devel-
oped vibration and shock generators (e.g., NIST
Super Shaker,16 PTB rectilinear and angular motion
exciters,13,14 see also Section 5) and laser interfero-
metry.17–24 Examples of specific national measure-
ment standards are briefly described in Section 5. For
other examples, see Refs. 25 to 34.

Accredited and nonaccredited calibration labora-
tories are in most cases equipped with commer-
cial calibration devices that are available from sev-
eral manufacturers in compliance with the respec-
tive ISO standards. Using the ISO methods specified,
national measurement standards and calibration equip-
ment for calibration laboratories provide many new
and improved calibration and measurement capabilities
and thus international traceability.

4.3 Calibration and Measurement Capabilities
Available

Uncertainties for different methods on typical trans-
ducers using different methods are specified in Table 1
of Chapter 52 with reference to the ISO standards
and to the calibration and measurement capabilities
(CMCs) published at http://www.bipm.org. In the fol-
lowing, a more detailed survey is given.

Capabilities of National Metrology Institutes
The NMIs equipped with primary and/or comparison
calibration facilities have offered their CMCs in
Appendix C of the Mutual Recognition Arrangement
(MRA) (see http://www.bipm.org, Key Comparison
Database). An example for the wide measurement
ranges of vibration and shock parameters covered by
primary calibration in an NMI using several national
measurement standards is described in Section 5.

Capabilities of Accredited Calibration Labora-
tories As most calibration laboratories accredited
for vibration and shock measurements and calibrations
(quantity of acceleration) are equipped with commer-
cial high-quality calibration equipment, their calibra-
tion capabilities confirmed by the accreditation body
of the respective country (e.g., UKAS in the United
Kingdom, DKD in Germany, and NATA in Australia)
also meet high demands. This is valid in particular if
the reference standards of the calibration laboratory are
periodically calibrated in an NMI providing high-level
CMCs.

For example, the calibration capabilities of the
calibration laboratories accredited by the Deutscher
Kalibrierdienst (DKD) are specified at www.dkd.info.
Rectilinear vibration calibrations cover frequencies
from 0.4 Hz to 20 kHz (including phase calibrations



638 SIGNAL PROCESSING AND MEASURING TECHNIQUES

0.1260

0.1265

0.1270

0.1275

0.1280

0.1285

0.1290

100 1000 10000

S
en

si
tiv

ity
 S

qa

Lab. 1, method A
Lab. 2, method D
Lab. 3, method A
Lab. 3, method B
Lab. 4, method A
Lab. 4, method C
PTB
Reference value

m/s²

pC/(m/s²)
Reference Value +1%

Reference Value −1%

Acceleration Peak Value â 

Figure 3 Results of an interlaboratory comparison of shock calibrations: method A: pendulum shock calibrator, method B:
linear shock calibrator (air bearing), method C: pneumatic shock calibrator, and method D: drop ball calibrator.

up to 10 kHz), shock calibrations cover 50 m/s2 to
100 km/s2, and angular calibrations are available, for
example, in the frequency range from 8 Hz to 100 Hz
for angular velocity transducers. The accreditation
for best uncertainties of 0.25% (sinusoidal) and 1%
(shock acceleration) was possible because of the highly
accurate primary calibrations of the laboratories’
reference transducers carried out at the NMI of
Germany (PTB).

4.4 Demonstration of CMCs by Comparisons

Though it might be expected that all calibration
laboratories (NMIs included) establish uncertainty
budgets in compliance with the ISO Guide,4 the
accuracy attained can be reliably assessed only
by appropriate comparison measurements. Numerous
international, regional, and national comparisons per-
formed over the last two decades have largely con-
tributed to the recognition of systematic deviations and
their sources and to prove the uncertainty statements
of any laboratory. In Ref. 13, the comparisons reported
in Refs. 35 to 38 are discussed in detail. The first
key comparison in the area of vibration39 carried out
between 12 NMIs worldwide, furnished highly accu-
rate key comparison reference values that have been
disseminated to many countries by regional key com-
parisons within the regional metrology organizations
(e.g., Ref. 40). It was demonstrated that great experi-
ence and the application of advanced techniques are

necessary to reach an expanded uncertainty (coverage
factor k = 2) of 0.5% at a reference frequency of
160 Hz and 1% at other frequencies in the range from
1 Hz to 10 kHz in accordance with the international
standard.5 The results and conclusions of the key com-
parison CCAUV.V-K1 are specified in detail in Ref.
39. In addition to the magnitude, the phase shift of
the complex sensitivity of reference accelerometers has
also been included in comparisons at the NMI level.41

As an example, Fig. 3 shows a result of the interlab-
oratory shock comparison of the DKD laboratories in
Germany, performed in 2001. The relative deviations
of the DKD laboratories results of the shock sensitivity
of a reference accelerometer from the reference values
measured at the PTB were less than 1% in all cases.
This has demonstrated the reliability of the accredited
best measurement uncertainty of 1%. For a European
interlaboratory comparison see Ref. 42.

5 EXAMPLE OF AN ADVANCED
TRACEABILITY CHAIN
5.1 Concept for Motion Generation and
Measurement at the NMI Level

For the advanced state of the realization and dis-
semination (by primary calibration) of the units of
motion quantities, the traceability chain established
in Germany may be considered as a representative
example13,14; see www.ptb.de. An ensemble of seven
different measuring standards have been developed
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Figure 4 Generation and measurement of linear and angular motion quantities, using exciters with air bearings,
heterodyne interferometers with frequency conversion, and digital data processing.

at the PTB for the realization of the units of the
six motion quantities (cf. Table 1) and the primary
calibration of transducers of these motion quantities.
Each measuring standard consists of a rectilinear or
an angular acceleration exciter, a laser interferometer
with signal measuring system, a system for measur-
ing electrical output quantities of calibration objects
(voltage or charge), a supply system, and a vibration
isolation system. The motion exciters have been spe-
cially designed to generate the six motion quantities
rectilinearly or around a fixed axis, with sinusoidal or
defined shock-shaped time dependencies.

Laser interferometry, which is the preferred primary
vibration calibration method at the NMI level, has
been further developed at PTB in the last years as
a uniform methodology and technique for the primary
measurement of translational motion quantities (e.g.,
acceleration) and rotational motion quantities (e.g.,
angular acceleration) at sinusoidal, shock-shaped, and
other, user-defined time histories.13,43–49 Figure 4
shows the methods and techniques applicable to
all the measurement standards, in accordance with
ISO 16063-115 (sine-approximation method), ISO
16063-137 (shock signal processing; see Fig. 8),
and ISO 16063-1515 (sine-approximation method),
respectively. Alternatively, for special measurements
and calibrations, homodyne interferometry is used in
specific modifications.50,51

The vibration isolation systems are specifically
developed so that the reaction forces from the motion
exciter are prevented from exciting any disturbing
motion (e.g., resonance) in sensitive interferometer
parts (e.g., beam splitter, reference reflector), and the
interferometer is isolated from ground motion. Active
vibration isolation control and position control is used
to ensure efficient vibration isolation while keeping the
interferometer adjusted.

To simulate in calibrations typical multiaxial exci-
tation to which working transducers are frequently

exposed, a standard measuring device has been devel-
oped to simultaneously generate and precisely measure
motion quantities in up to three orthogonal directions
(X,Y,Z) and around a rotational axis (Z), with user-
defined time histories (see Section 5.3).

The primary calibration methods and techniques
developed at PTB in compliance with the ISO
standards and current standardization projects are used
in Germany and Europe on the basis of three agreed
EUROMET projects providing traceability for sinu-
soidal acceleration (Project Ref. No. 198), angular
acceleration (Project Ref. No. 284), and shock acceler-
ation (Project Ref. No. 368), cf. www.EUROMET.org.
Traceability is provided by primary calibrations of
reference or transfer standards, which are later used
in accredited calibration laboratories (calibration ser-
vices) in Germany and other countries. The cali-
bration capabilities achieved in accredited calibra-
tion laboratories are shown at www.DKD.info as an
example.

5.2 Survey of National Measurement
Standards Developed
The national measurement standards based on the
concept of Section 5.1 are

1. Low-frequency acceleration standard 0.1 Hz to
20 Hz (sinusoidal vibration, max. displacement
double amplitude 1 m, cf. Fig. 5)

2. Low-frequency acceleration standard 0.4 Hz to
63 Hz (sinusoidal vibration, max. acceleration
amplitude 15 m/s2)

3. Medium-frequency acceleration standard (sinu-
soidal vibration, 10 Hz to 5 kHz)

4. High-frequency acceleration standard (sinu-
soidal vibration, 10 Hz to 20 kHz, min. dis-
placement amplitude 1 nm; see Figs. 6 and 7)

5. Shock acceleration standard 50 m/s2 to 5 km/s2

(shock duration 0.8 ms to 10 ms)
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Laser Interferometer

LF Acceleration Exciter (air bearing, stroke 1 m)

Figure 5 Low-frequency acceleration measurement
standard 0.1 Hz to 20 Hz.

6. Shock acceleration standard 1 km/s2 to
100 km/s2 (shock duration 70 µs to 300 µs;
cf. Fig. 8).

7. Angular acceleration standard (sinusoidal
vibration, 0.4 Hz to 1 kHz)

The standard measuring devices are named accel-
eration standard and angular acceleration standard,
respectively. However, at sinusoidal accelerations or
angular accelerations free from distortion, the measur-
ands velocity, displacement and angular velocity, and
rotation angle, respectively, are generated at the same
time so that, in connection with the laser interferome-
ter, the units of the three rectilinear motion quantities
(acceleration, velocity, and displacement) and of the
three angular motion quantities (angular acceleration,
angular velocity, and rotation angle) are realized. The
measurement uncertainty stated for acceleration and
angular acceleration is also valid for the two other
translational or rotational motion quantities.

The amplitudes of sinusoidal accelerations, veloc-
ities, and displacements are measured with a rela-
tive measurement uncertainty of 0.1% to 0.2% at fre-
quencies from 0.4 Hz to 20 kHz (frequency depen-
dent). The complex sensitivity of precise accelerometers
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Figure 6 HF acceleration standard equipped with
two-channel laser interferometry used for the calibration
of accelerometers.

(reference and transfer standards) can be measured with
a measurement uncertainty of 0.1% to 0.3% for the mag-
nitude and of 0.2◦ to 0.5◦ for the phase shift in the
frequency range from0.4 Hz to 10 kHz (primary calibra-
tion in accordancewith ISO16063-115). For frequencies
higher than 10 kHz, a best measurement uncertainty of
≤ 1% up to 20 kHz is available for the calibration of ref-
erence accelerometers. For the calibration of reference
laser vibrometers in compliance with ISO 16063-11, a
best measurement uncertainty of 0.1% to 0.2% at fre-
quencies from0.4 Hz to 20 kHz is attainable to date. The
CIPM key comparison CCAUV.V-K1 revealed that the
PTB has kept the extremely low expanded uncertainty <
0.1% (expanded uncertainty for coverage factor k = 2,
see Ref. 4) at all 22 frequencies from 40 Hz to 5 kHz
(one-third octave frequency series) covered by the key
comparison.

For primary shock calibrations in compliance with
ISO 16063-13,7 a best measurement uncertainty of ≤
0.5% to 1% is available at acceleration peak values
from 50 km/s2 to 100 km/s2. In addition to the shock
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Figure 7 HF acceleration standard modified for laser vibrometer calibrations.
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Figure 8 Shock acceleration measurement standard 1 km/s2 to 100 km/s2.

sensitivity defined as the ratio of peak value of the
output to peak value of the acceleration, the sensitivity
for certain spectral frequencies of the shock spectrum
can be measured with the same uncertainty, using the
shock acceleration standard shown in Fig. 8.

The amplitudes of sinusoidal angular accelerations,
angular velocities, and rotation angles are measured
with a relative measurement uncertainty from < 0.3%
to 0.5% (frequency dependent), using the angular
acceleration standard. The complex sensitivity of
precise angular accelerometers and angular velocity
transducers (reference and transfer standards) can be
measured with a measurement uncertainty ranging
from < 0.3% to 0.5% for the magnitude and 0.5◦ for
the phase shift.

The potential high accuracy (low uncertainty) of
measurement of laser interferometry can be achieved
only in conjunction with high-performance standard
exciters, by efficient vibration isolation, and by
data acquisition at a high sampling rate, with high
resolution and large memory, and by sophisticated
data processing procedures. Only small deviations
from uniaxial, purely sinusoidal, or defined shock
motion are tolerable. Relative motion between the
transducer reference surface and the spot(s) sensed by
the interferometer must be kept small or negligible. For

detailed descriptions and specifications, see Refs. 13
and 14, as well as www.bipm.org and www.ptb.de.

To suppress the effect of deviations from rectilinear
motion in accelerometer calibrations, the displacement
is to be measured at four different points equally
spaced on the top surface of a back-to-back (BB)
accelerometer or on the base surface of a single-
ended (SE) accelerometer. In the case of the high-
frequency acceleration standard, which simultaneously
senses the motion at two different points displaced by
180◦ (see Fig. 6), two measurement series have been
successively carried out, changing the position of the
laser light spots by 90◦. The phase shift between the
sinusoidal vibrations measured at the two positions
shifted by 180◦ has been taken into account when
calculating the “mean value” of the motion quantity
acting on the transducer to be calibrated. Moreover, the
position of mounting of the transducer to be calibrated
is changed in angle steps of 90◦ to compensate the
effects of transverse motion if any.

For the calibration of laser vibrometers (see Fig. 7),
the effect of relative motion is eliminated by a special
adaptor with a reflecting surface and an arrangement
that leads the laser light beams from the interferometer
of the national measurement standard and the laser
vibrometer to be calibrated to the same reflecting point.
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5.3 Simultaneous Multicomponent Motion
Generation and Measurement

In normal applications, a transducer (e.g., accelerom-
eter) is subjected to motion components in up to 6
degrees of freedom. The triaxial motion exciter is
equipped with a measuring table on which the rota-
tional exciter can be mounted. Both exciters can alter-
natively be used separately. The triaxial motion exciter
consists of three electrodynamic vibration exciters that
are coupled by a hydrostatic bearing. It can control the
vibration parameters on three axes independently. The
rotational exciter uses a brushless three-phase hollow-
shaft motor that is electronically commutated and
servo-controlled and is equipped with an air bearing.
The motion quantities can be generated and measured
by laser interferometry in the different axes simul-
taneously and with different user-defined time histo-
ries. First calibrations with simultaneous excitation of
motion quantities in more than one axis revealed that
some transducer designs cause interrelated effects that
are not taken into account by the linear superposition
principle.52 In accelerometer designs using a bending
beam, the transverse sensitivity measured without any
vibration acting in the main sensitivity axis of the
accelerometer may differ considerably from the trans-
verse sensitivity measured in the presence of a vibra-
tion acting in the main axis (i.e., when the bending
beam is deflected by a vibration to be measured). Tri-
axial vibration excitation allows, among other things,
the transverse sensitivity to be determined with simul-
taneous excitation of a vibration in the main axis of
the transducer, thus simulating application conditions

where the transducer is exposed to multiaxial vibra-
tion. The advantage of triaxial excitation for testing
the transverse sensitivity of vibration transducers has
been taken into account in the revision of ISO 5347-11
(to become ISO 16063-31).53

5.4 Application of National Measurement
Standards—Identification of Dynamic Behavior
of Transducers
High-quality generation and measurement of motion
quantities is required to accurately identify the
dynamic characteristics of rectilinear and angular
transducers and measuring instruments (reference
standards in particular). Some examples are:

• Highest measurement accuracy achieved in
accelerometer calibrations so far39

• Comparison results of accurate phase calibra-
tions41

• Long-term stability of reference accelero-
meters39

• Calibration of different digital laser vibro-
meters14

• Linearity of reference accelerometers (sinu-
soidal acceleration, dynamic range from 3 m/s2

to 200 m/s2)39

• Linearity of reference accelerometers (shock
acceleration, dynamic range from 50 m/s2 to
100 km/s2)47

Figure 9 shows the results of a linearity test of
a reference accelerometer, using the PTB techniques
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Figure 9 Linearity test of a piezoelectric accelerometer by shock excitation using the shock acceleration standards
5 km/s2 and 100 km/s2 (see Section 5.2).
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and procedures of signal processing in the time
domain and in the frequency domain. The sensitivity
values obtained for several spectral frequencies of the
shock spectrum (frequency domain) revealed that the
reference accelerometer behaved linearly within the
uncertainty of the investigation of better than 1% up to
50 km/s2 at least. The need for such accurate linearity
tests is demonstrated in Ref. 54. The shock sensitivity
measured by definition in the time domain increases
with the acceleration peak value because the shock
duration becomes shorter and the shock spectrum shifts
to higher frequencies.14,47 Above 5 km/s2, the shock
acceleration standard 100 km/s2 was used (standard 6
in Section 5.2); below 5 km/s2, the shock acceleration
standard 5 km/s2 was used (standard 5 in Section 5.2).
The leap in the shock sensitivity is caused by different
shock durations of these standard devices.

6 EXPRESSION OF UNCERTAINTY IN
MEASUREMENTS
6.1 Survey of Procedures of the ISO Guide
Over the last few decades, various concepts and pro-
cedures of uncertainty evaluation were proposed and
discussed. With the publication of the ISO Guide to
the Expression of Uncertainty in Measurement (GUM)
in 1993, a unified method for the evaluation and
expression of measurement uncertainties was accepted
worldwide. The accuracy of a measurement is to be
described by the expanded uncertainty U for a given
coverage factor k or coverage probability P . The pur-
pose of the expanded uncertainty U is to provide an
interval y − U to y + U within which the value of
Y , the specific quantity subjected to measurement or
calibration and estimated by y, can be expected with
high probability to lie. The NMIs have made efforts to
confidently assert that y − U ≤ Y ≤ +U . The GUM
procedure can briefly be described by the following
6 steps:

Step 1 Establish the model of evaluation:

Y = f (X1, X2, . . . , XN) Y,Xi are random

variables

y = f (x1, x2, . . . , xN) y, xi are estimates of Y,Xi

Step 2 Determine the standard uncertainty u(xi) of
input estimate xi . Example of rectangular distribu-
tion model:

u(xi) = b/
√

3 with

b = (b+ − b−)/2 E{Xi} = (b+ − b−)/2

Step 3 Determine the estimated covariance

u(xi, xj )

Step 4 Calculate the uncertainty contributions ui(y),
u(yi, yj ):

ui(y) = ciu(xi) ci =
(

∂f

∂Xi

)

xi

u(yi, yj ) = cicju(xi, xj )

Step 5 Calculate the combined uncertainty uc(y):

uc(y) =
√√√√

N∑
i=1

c2
i u

2(xi) + 2
N−1∑
i=1

N∑
j=i+1

cicju(xi, xj )

Step 6 Calculate the expanded uncertainty U(y) from
uc(y):

U = kuc

U

y
= k

uc

y
(k is coverage

factor, preferably k = 2)

6.2 Tools for Uncertainty Evaluations in
Vibration Measurements and Calibrations
In vibration and shock measurements and calibrations,
the application of the GUM may be difficult and
very time consuming unless some possibilities of
simplification are used. In Refs. 55 and 56, a survey
is given of the problems typically encountered in
uncertainty calculations when vibrations are measured
or accelerometers calibrated. It is shown how a model
function of simple structure can be established for
the usually complex relationship between the output
quantity (e.g., sensitivity of an accelerometer), the
quantity to be measured (e.g., acceleration), and
various influence quantities (noise, transverse motion,
base strain, etc.). Among other things, nonlinear effects
such as the influences of distortion, hum, and noise can
be properly taken into account.

A set of rules has been explained that allow the
uncertainty components (“standard uncertainties”) of
the “input quantities Xi” to be estimated in dependence
on the degree of information available about the
uncertainty sources. Some of the methodical tools
described in Refs. 55 and 56 are demonstrated in
Annex C of ISO 16063-157 and in the example
of Section 6.3. The propagation of the errors and
uncertainties within a traceability chain has been
described in detail.58

6.3 Example: Uncertainty Evaluation of an
Accelerometer Calibration
Theoretical and experimental investigations into the
errors and uncertainties of measurements of motion
quantities (“vibration and shock measurements”) at
the NMI level have been reported in Refs. 50, 55,
56, and 58. On the basis of the cause-and-effect dia-
gram shown in Fig. 10, detailed uncertainty budgets
have been established.55 The calibration task reflected
by this cause-and-effect diagram is to determine the
magnitude S of the complex charge sensitivity of an
accelerometer, defined as the ratio of charge amplitude
q̂ at its output to acceleration amplitude â at its input,

S = q̂

â
(1)

For the example of interferometric calibration, the rela-
tionship

S = 1

(2π)2

1

f 2

û

ŝ

1

SA

∏
i

Ki (2)
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with
Ki = (1 − e∗

i ) (2a)

was derived from Eq. (1), thus expressing the magni-
tude S of the charge sensitivity of the accelerometer
as a function of the measurands voltage amplitude û,
displacement amplitude ŝ, charge amplifier sensitivity
(magnitude) SA, vibration frequency f , and correction
factors Ki , which take the relative error components
e∗
i into account (for details, see Refs. 55 and 56).

The logical structure of the cause-and-effect dia-
gram of Fig. 10 subdivides the variety of error sources
into groups affecting the measurement of voltage,
displacement, charge amplifier sensitivity, and fre-
quency. In addition to these four quantities, which are
measurands of the indirect measurement of the output
quantity S, a fifth path δS is included to take resid-
ual (combined) effects into account, which cannot be
assigned to any of the four measurands of the indirect
measurement.

For the mathematical model Eq. (2) with Eq. (2a)
for the measurement of the magnitude of the complex
sensitivity of the accelerometer, the expression for the
relative combined standard uncertainty

uc(S)

S
=

√√√√√√√√

(
u(û)

û

)2

+
(

u(ŝ)

ŝ

)2

+
(

2u(f )

f

)2

+
(

u(Sq)

Sq

)2

+
N∑

i=5
(u(Ki))2

(3)

can be applied, where u (xi) is the standard uncer-
tainty of the input estimate xi, i = 1, 2, . . . , N . The
expanded uncertainty U is determined by multiplying
uc by a coverage factor k (normally k = 2, see Section
6.1, step 6).

The uncertainty evaluation described in detail in
Ref. 55 is valid for the sensitivity measurement (mag-
nitude) at a frequency of 800 Hz and an acceleration
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amplitude of 50 m/s2. The expanded uncertainty U
(k = 2) of 0.065% resulting from the uncertainty
budget55 has been rounded to 0.1%, which is the best
uncertainty stated by the PTB for vibration measure-
ment and calibrations (e.g., in Ref. 39). The uncer-
tainty evaluations that have been demonstrated for
interferometric vibration measurements and primary
calibrations of accelerometer standards with expanded
uncertainties of ≤0.1% for a coverage factor k = 2
were assessed by different international comparison
measurements (see Ref. 39).

Various further specific uncertainty evaluations
carried out for vibration and shock measurements and
calibrations based on the GUM4 have been published
(e.g., Refs. 59 to 63).

REFERENCES

1. ISO 2041, Vibration and Shock—Vocabulary, Interna-
tional Organization for Standardization (ISO), Geneva,
Switzerland, 1990.

2. International Vocabulary of Basic and General Terms in
Metrology, International Organization for Standardiza-
tion (ISO), Geneva, Switzerland, 1993.

3. ISO/IEC 17025, General Requirements for the Compe-
tency of Testing and Calibration Laboratories, Geneva,
Switzerland, 2005.

4. ISO Guide to the Expression of Uncertainty in Mea-
surement, International Organization for Standardiza-
tion (ISO), Geneva, Switzerland, 1995.

5. ISO 16063-11, Methods for the Calibration of Vibration
and Shock Transducers—Part 11: Primary Vibration
Calibration by Laser Interferometry, International Orga-
nization for Standardization (ISO), Geneva, Switzer-
land, 1999.

6. ISO 16063-21, Methods for the Calibration of Vibration
and Shock Transducers—Part 21: Vibration Calibration
by Comparison to a Reference Transducer, Interna-
tional Organization for Standardization (ISO), Geneva,
Switzerland, 2003.

7. ISO 16063-13, Methods for the Calibration of Vibration
and Shock Transducers—Part 13: Primary Shock Cali-
bration Using Laser Interferometry, International Orga-
nization for Standardization (ISO), Geneva, Switzer-
land, 2001.

8. ISO 16063-22, Methods for the Calibration of Vibration
and Shock Transducers—Part 22: Shock Calibration
by Comparison to a Reference Transducer, Interna-
tional Organization for Standardization (ISO), Geneva,
Switzerland, 2005.

9. ISO 16063-12, Methods for the Calibration of Vibra-
tion and Shock Transducers—Part 12: Primary Vibra-
tion Calibration by the Reciprocity Method, Interna-
tional Organization for Standardization (ISO), Geneva,
Switzerland, 2002.

10. H.-J. von Martens, A. Link, H.-J. Schlaak, A. Täubner,
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AND VIBRATION CONTROL
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1 INTRODUCTION
Machines are used for a variety of purposes. The
noise and vibration of appliances is often simply
just annoying. The noise and vibration of machines
in industry, however, can be intense enough to
permanently hurt people. Although each machinery
noise and vibration problem is somewhat different,
a systematic approach and use of several well-
known methods often produce sufficient reduction
and acceptable conditions.1 This chapter begins with
a discussion of the source–path–receiver model,
continues with a description of the most useful passive
noise and vibration control approaches, and concludes
with a discussion of the sources of noise and vibration
in several important classes of machines and methods
of identifying sources. Several individual worked
examples are provided of the use of passive noise and
vibration control approaches, and a specific example is
given of how noise has been reduced on a mobile air
compressor.

2 SYSTEMATIC APPROACH TO NOISE
PROBLEMS
Noise control should always be incorporated at the
design stage wherever possible because there are
more low-cost options and possibilities then to make
completed machines or installations quieter.1–3 After
machines are built or installations completed, noise
control approaches can still be achieved through
various modifications and add-on treatments, but
these are frequently more difficult and expensive to
implement. Several books deal with the fundamentals
of noise control and with practical applications of
noise control techniques.4–12 Other books deal with
acoustics and noise theory.13,14

Noise problems can be described using the simple
source–path–receiver model4 shown in Fig. 1. The
sources are of two main types: (1) airborne sound
sources caused by gas fluctuations (as in the fluctuating
release of gas from an engine exhaust) or (2) structure-
borne machinery vibration sources that in turn create

Source Path Receiver

Figure 1 Source–path–receiver model for noise
problems.

sound fields (e.g., engine surface vibrations). Moreover,
these sound pressure and vibration sources are of two
types: (1) steady state and (2) impulsive. Both steady-
state and impulsive vibrations (caused by impacting
parts) are commonly encountered in machines. The
paths may also be airborne or structure-borne in nature.

Source modifications are the best practice but are
sometimes difficult to accomplish. Often changes in
the path or at the receiver may be the only real
options available. The model shown in Fig. 1 is very
simple. In reality there will be many sources and paths.
The dominant source should be treated first, then the
secondary one, and so on. The same procedure can
also be applied to the paths. Finally, when all other
possibilities are exhausted, the receiver can be treated.
If, as in most noise problems, the receiver is the human
ear, earplugs or earmuffs or even complete personnel
enclosures can be used.

Measurements, calculations, and experience all
play a part in determining the dominant noise and
vibration sources and paths. The dominant sources
(and paths) can sometimes be determined from careful
experiments. In some cases, parts of a machine
can be turned off or disconnected to help identify
sources. In other cases, parts of a machine can be
enclosed, and then sequential exposure of machine
parts can be used to identify major sources. Frequency
analysis of machines can also be used as a guide to
the causes of noise, as with the case of the firing
frequency in engines, the pumping frequency of pumps
and compressors, and the blade-passing frequency of
fans. More sophisticated methods are also available
involving the use of coherence, cepstrum, and intensity
methods. Methods for determining the sources of noise
and vibration in machinery are discussed in Chapter 55
of this book.

3 NOISE REDUCTION TECHNIQUES
A study of the literature reveals many successful
well-documented methods used to reduce the noise
of machines. These can be classified using the
source–path–receiver model. Some of the most useful
approaches can generally be used only at the source or
in the path. Others, such as enclosure, can be adapted
for use at any location. For instance, a small enclosure
can be built inside a machine around a gear or bearing,
or a larger enclosure or room can be built around a
complete machine. Finally, an enclosure or personnel
booth can be built for the use of a machine operator.
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Table 1 Passive Noise Control Approaches That
May Be Considered for Source, Path, or Receiver

Source Choose quietest machine source available
Reduce force amplitudes
Apply forces more slowly
Use softer materials for impacting surfaces
Balance moving parts
Use better lubrication
Improve bearing alignment
Use dynamic absorbers
Change natural frequencies of machine

elements
Increase damping of machine elements
Isolate machine panels from forces
Reduce radiating surface areas (by adding

holes)
Stagger time of machine operations in a plant

Path Install vibration isolators
Use barriers
Install enclosures
Use absorbing materials
Install reactive or dissipative mufflers
Use vibration breaks in ductwork
Mismatch impedances of materials
Use lined ducts and plenum chambers
Use flexible ductwork
Use damping materials

Receiver Provide earplugs or earmuffs for personnel
Construct personnel enclosures
Rotate personnel to reduce exposure time
Locate personnel remotely from sources

Table 1 summarizes a large number of approaches that
have been found useful in practice.

4 MAIN PASSIVE NOISE CONTROL
APPROACHES

In this section the main passive noise control
approaches are briefly summarized. These include the
use of (1) vibration isolators, (2) acoustical absorbing
material, (3) enclosures, (4) barriers, and (5) vibration
damping material.

4.1 Use of Vibration Isolators

Vibration isolation has been discussed frequently in the
literature. Chapter 59 also presents a detailed review
of vibration isolation theory and practice. Vibration
isolators are used in two main situations: (1) where a
machine source is producing vibration that it is desired
to prevent vibration energy flowing to supporting
structures and (2) where a delicate piece of equipment
(such as an electronics package or precision grinder)
must be protected from vibration in the structure. It is
the first case that will receive attention here. Primary
emphasis is placed on reducing the force transmitted
from the machine source to the supporting structure,
but a secondary consideration is to reduce the vibration
of the machine source itself.

It is often found that machines are attached to
metal decks, grills, and sometimes lightweight wood
or concrete floors. The machine on its own is usually

incapable of radiating much noise (particularly at low
frequency). The supporting decks, grills, and floors,
however, tend to act like sounding boards, just as in
musical instruments, and amplify the machine noise.
Properly designed vibration isolators can overcome
this noise problem.

Vibration isolators are of three main types:
(1) spring, (2) elastomeric, and (3) pneumatic. Spring
isolators are durable but have little damping. Elas-
tomeric isolators are less durable and are subject to
degradation due to corrosive environments. They have
higher damping and are less expensive. Pneumatic iso-
lators are used where very low frequency excitation is
present.

Often the exciting forces are caused by rotational
out-of-balance forces in machines or machine elements
or by magnetic or friction effects. Usually, these forces
are simple harmonic in character. Such forces occur in
electric motors, internal combustion engines, bearings,
gears, and fans. Sometimes, however, the exciting forces
may be impulsive in nature (e.g., in the case of punch
presses, stamping operations, guillotines, tumblers, and
any machines where impacts occur). The design of
vibration isolators for a machine under the excitation
of a simple harmonic force is considered below.

Theory of Vibration Isolation A machine may be
considered, for simplicity, to be represented by a rigid
mass m. If the machine is attached directly to a large
rigid massive floor, as shown in Fig. 2, then all the
periodic force Fm(t) applied to the mass is directly
transmitted to the floor. We will assume that the
force on the mass is vertical and Fm(t) = Fm sin 2πf t ,
where Fm is the amplitude of this force, and f is its
frequency (Hz).

If a vibration isolator is now placed between the
machine and the floor, we can model this system
with the well-known single-degree-of-freedom system
shown in Fig. 3. The following discussion assumes
that the isolators have a constant stiffness and that the
damping is viscous in nature.

Suppose, for the moment, that the periodic force is
stopped and that the mass m is brought to rest. If the
mass m is displaced from its equilibrium position and
released, then it will vibrate with a natural frequency
of vibration fn given by

fn =
(

1

2π

) √
K

m
Hz (1)

m

Fm(t )

Machine

Floor

Figure 2 Rigid machine of mass m attached to a rigid
massive floor.
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m

Fm(t ) = Fm sin 2π f t

Ft (t ) = Ft sin 2π f ( t + β)

Machine

Floor

Spring
K R Damper

Figure 3 Rigid machine of mass m separated from rigid massive floor by vibration isolator of stiffness K and damping R.

where, in International System (SI) units, K is the
stiffness (N/m) and m is the mass (kg). See Chapter 1.

If the exciting force Fm(t) is now resumed, then a
force Ft(t) will be transmitted to the rigid floor. This
force Ft(t) will be out of phase with Fm(t), but it is
simple to show that the ratio of the amplitudes of the
forces in the steady state is given by

TF = Ft

Fm

=
√

1 + 4(f/fn)
2(R/Rc)

2

[1 − (f/fn)2]2 + 4(f/fn)2(R/Rc)2

(2)
where f is the frequency of the exciting force (Hz),
fn is the natural frequency of vibration of the mass
m on the spring (Hz), R is the coefficient of damping
(Vs/m), and Rc is the coefficient of critical damping
(Rc = 2

√
mK). See Chapter 1 for further discussion

on vibration. The ratio Ft/Fm is known as the force
transmissibility TF .

The vibration amplitude A of the machine mass m
is given by

A

Fm/K
= 1

{[1 − (f/fn)2]2 + 4(f/fn)2(R/Rc)2}1/2

(3)
The ratio A/(Fm/K) is known as the dynamic

magnification factor (DMF). This is because Fm/K
represents the static displacement of the mass m if a
static force of value Fm is applied, while A represents
the dynamic displacement amplitude that occurs due to
the periodic force of amplitude Fm. Note that the ratio
R/Rc is known as the damping ratio δ. If δ = 1.0,
the damping is called critical damping. With most
practical vibration isolators, δ may be in the range from
about 0.01 to 0.2. Equations (2) and (3) are plotted in
Figs. 4 and 5, respectively.

If the machine is run at the natural frequency fn, we
see from Fig. 4 that f/fn is 1.0 and the force amplitude
transmitted to the floor is very large, particularly if
the damping in the isolator support is small. If the
machine is operated much above the natural frequency,
however, then the force amplitude transmitted to the
floor will be very small.

Example 1. Machine Isolation Suppose we wish
to isolate the 120-Hz vibration of an electric motor. If

we choose isolators so that the system has a natural
frequency of 12 Hz, then the ratio f/fn = 10. If the
damping in the isolator system is R/Rc = 0.1, the
force transmissibility will be only about 0.025, or
2.5%.

We define the efficiency η of the isolator as

η = (1 − TF ) × 100% (4)

Thus in Example 1 the isolator efficiency is 97.5%.
To reduce the force transmissibility still further,

we could use softer isolators and choose a still
lower resonance frequency. There is some danger
in doing this, however, because the static deflection
of the machine will naturally increase if we use
softer isolators. Since a large static deflection may be
undesirable (it may interfere with the operation of the
machine), this restricts the softness of the isolator and
thus how low we can make the natural frequency fn.
The static deflection d produced in the isolator by the
gravity force on the mass m is given by d = mg/K .
We have already seen that the natural frequency is
related to K and m by fn = (1/2π)

√
K/m. Hence

we can relate the static deflection d to the natural
frequency fn:

d = g

4π2f 2
n

(5)

where the static deflection d is given in centimetres (or
inches) and g is the acceleration of gravity, 981 cm/s2.

The relationship given in Eq. (5) has been plotted
in Fig. 6. The greatest static deflection d that can
be allowed from operational considerations should be
chosen. This will then allow a determination of the
lowest allowable fn. It should be noted that excessive
static deflection may interfere with the operation of
the machine by causing alignment problems. Also,
using isolators with a small vertical stiffness usually
means that they may have a small horizontal stiffness,
and there will be stability problems. Both these
considerations limit the lowest allowable fn.

Simple Design Procedure and Worked Example
With springs, the damping is small (usually δ < 0.1),
and we may use Eqs. (2) and (3) and Figs. 4 and
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Figure 4 Force transmissibility TF for the rigid machine–isolator–rigid floor system.

5, assuming that δ = 0. With δ = 0 (or, equivalently,
R = 0), Eqs. (2) and (5) give

TF = Ft

Fm

= 1

1 − 4π2f 2 d/g
(6)

This result is plotted in Fig. 7. The suggested
procedure is as follows.

1. Establish the total weight of the machine and
the lowest forcing frequency experienced.

2. From Fig. 7 select the force transmissibility
allowable (this determines the static deflection,
given the lowest forcing frequency).

3. From the spring constants given by the man-
ufacturer, the machine weight, and the static

deflection, choose the appropriate vibration iso-
lator.

Example 2. Machine Isolation An electric motor
of mass 100 kg and a reciprocating compressor of
mass 500 kg are mounted on a common support. The
motor runs at 2400 revolutions/minute (rpm) and by a
belt drives the compressor at 3000 rpm. The vertical
force fed to the support is thought to be excessive.
Choose six equal spring mounts to provide a force
transmissibility not exceeding 5%.

1. The total machine weight is 600 kg, and
the lowest forcing frequency is 2400 rpm (or
40 Hz).

2. From Fig. 7, the static deflection required is
0.33 cm (0.13 in).
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3. Thus, since there are six spring isolators, each
must support a mass of 100 kg. This requires a
spring constant for each isolator of 981/0.33 =
3000 N/cm.

As a check on the calculation, we see from Fig. 6
that a static deflection of 0.33 cm. requires a natural
frequency of about 8.6 Hz. Thus, the ratio of forcing
frequency to natural frequency f/fn = 40/8.6 = 4.65.
From Fig. 4, with zero damping, TF = 0.05, which
agrees with the design requirement.

Machine Vibration There are several other factors
that should be considered in isolator design. First,

fn, Natural Frequency (Hz)

d, Static Deflection (Inch.)

d, Static Deflection (cm)

30 25 20 15 10 9 8 7 6 5 4 3

0.025 0.05 0.1 0.25 0.5 0.75 2.5 5.0

0.01 0.02 0.05 0.1 0.2 0.3 1.0 2.0

Figure 6 Relationship between natural frequency fn of
machine–isolator–floor system and static deflection d of
machine.
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we notice from Figs. 4 and 5 that when a machine
is started or stopped, it will run through the res-
onance condition and then, momentarily, f/fn = 1.
When passing through the resonance condition, large
vibration amplitudes can exist on the machine, and
the force transmitted will be large, particularly if the
damping is small. Assuming viscous damping, to pro-
vide small force transmissibility at the operating speed,
small damping is required; however, to prevent exces-
sive machine vibration and force transmission during
stopping and starting, large damping is needed. These
two requirements are conflicting. Fortunately, some
forces, such as out-of-balance forces, are much reduced
during starting and stopping. However, it is normal to
provide a reasonable amount of damping (δ = 0.1 to
0.2) in spring systems to reduce these starting and stop-
ping problems. The severity of the machine vibration
problem can be gauged from Fig. 8.

Use of Inertia Blocks Inertia blocks are normally
made from concrete poured onto a steel frame. If the
mass supported by the vibration isolators is increased
by mounting a machine on an inertia block, the static
deflection will be increased. If the isolator stiffness is
correspondedly increased to keep the static deflection
the same, then there is no change in the resonance
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frequency or the force transmissibility TF . The use of
an inertia block does, however, result in a reduced
vibration amplitude of the machine mass. It also
has additional advantages including (1) improving
stability by providing vibration isolator support points
that are farther apart, (2) lowering the center of
gravity of the system, thus improving stability and
reducing the effect of coupled modes and rocking
natural frequencies, (3) producing more even weight
distribution for machines often enabling the use of
symmetrical vibration isolation mounts, (4) functioning
as a local acoustical barrier to shield the floor of
an equipment room from the noise radiated from the
bottom of the machine and reducing its transmission
to rooms below, and (5) reducing the effect on the
machine of external forces such as transient loads or
torques caused by operation of motors or fans or rapid
changes in machine load or speed.

Other Considerations The performance of vibra-
tion isolators in the high-frequency range (f/fn ≥ 1) is
often disappointing. There are several possible reasons,
but often they all result in an increase in force trans-
missibility TF for f/fn ≥ 1. Usually, the reasons are
deviations from the simple single-degree-of-freedom
model as mentioned below.5

(a) Support Flexibility If the assumption that the
support is rigid does not hold, then the support will also
deflect (e.g., a flexible floor). If the isolator stiffness
is similar in magnitude to that of the supporting
floor, then additional resonances in the floor–machine
system will occur for f/fn > 1. It is normal practice to
choose isolators (assuming a rigid support or floor) to
have a natural frequency well below the fundamental
natural frequency of the floor itself. (If possible there
should not be any machine-exciting frequencies in the
frequency range 0.8 to 1.3 times the floor fundamental
natural frequency.) The fundamental natural frequency
of a wood floor is usually in the 20 to 30-Hz frequency
range, while that of a concrete floor is in the 30–100-
Hz range.

(b) Machine Resonances Internal resonances
in the machine structure will also increase the force
transmissibility TF in a similar manner to support

flexibility. Increasing the stiffness and/or the damping
of machine members can help to reduce this effect.

(c) Standing-Wave Effects Standing-wave
effects in the vibration isolators can significantly
decrease their performance and increase force trans-
missibility for f/fn ≥ 1, but this typically occurs only
at high frequency. This effect can be reduced by
increasing the damping in the isolators. Springs par-
ticularly suffer from this problem because of their
low inherent damping. Soft materials (such as felt
or rubber) placed between the spring and the support
can alleviate the problem. In elastometric isolators the
effects of standing wave resonators are small because
of their higher damping.

(d) Shock Isolation If the forces in the machine
are impulsive in character (such as caused by repeated
impacts), then the discussion for isolation of the single-
degree-of-freedom model presented so far can still be
used. It is normal practice to choose an isolator that
provides a natural period T (T = 1/fn), which is much
greater than the shock pulse duration but less than the
period of repetition of the force.

Example 3. Shock Isolation A nail-making
machine cuts nails five times each second (T = 0.2
s). The shock pulse duration is approximately 0.015
s. What is a suitable choice of vibration isolator for
the machine? Elastometric isolators that provide a nat-
ural period of vibration of 0.1 s (natural frequency
of 10 Hz) would be a good choice. They have high
damping.

4.2 Use of Sound-Absorbing Materials

Sound-absorbing materials have been found to be very
useful in the control of noise. They are used in a
variety of locations: close to sources of noise (e.g.,
close to sources in electric motors), in various paths,
(e.g., above barriers or inside machine enclosures), and
sometimes close to a receiver (e.g., inside earmuffs).
When a machine is operated inside a building, the
machine operator usually receives most sound through
a direct path, while people situated at greater distances
receive sound mostly through reflections (see Fig. 9).

ReflectedSound

Direct Sound

Figure 9 Paths of direct and reflected sound emitted by a machine in a building.
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The relative contributions of the sound reaching
people at a distance through direct and reflected paths
are determined by how well the sound is reflected and
absorbed by the walls in the building. The absorption
coefficient of a material α(f ), which is a function of
frequency, has already been defined in Chapter 2:

α (f ) = sound intensity absorbed

sound intensity incident
(7)

Thus α(f ) is the fraction of incident sound inten-
sity that is absorbed, and it can vary between 0 and 1.
Materials that have a high value of α are usually fibrous
or porous. Fibrous materials include those made from
natural or artificial fibers including glass fibers. Porous
materials made from open-celled polyurethane foams
are also widely used. The properties and use of sound-
absorbing materials are discussed in more detail in
Chapter 57.

It is believed that there are two main mechanisms by
which the sound is absorbed in materials: (1) viscous
dissipation of energy by the sound waves as they
propagate in the narrow channels of the material and
(2) energy losses caused by friction as the fibers of
the material rub together under the influence of the
sound waves. These mechanisms are illustrated in
Fig. 10. In both mechanisms sound energy is converted
into heat. The sound absorption coefficient of most
acoustical materials increases with frequency (see
Fig. 11), and coefficients of some common sound-
absorbing materials and construction materials are
shown in Tables 2 and 3. The noise reduction coefficient
(NRC) of a sound-absorbing material is defined as the
average of the absorption coefficients at 250, 500, 1000,
and 2000 Hz (rounded off to the nearest multiple of
0.05).

(a) (b)

Figure 10 The two main mechanisms believed to exist
in sound-absorbing materials: (a) viscous losses in air
channels and (b) mechanical friction caused by fibers
rubbing together.

In the case of machinery used in reverberant
spaces, the reduction in sound pressure level Lp in
the reverberant field caused by the addition of sound-
absorbing material placed on the walls or under the
roof (see Fig. 12) can be estimated for a source
of sound power level LW from the so-called room
equation:

Lp = LW + 10 log

(
D

4πr2
+ 4

R

)
(8)

where R is the room constant and is given by
R = Sα/(1 − α), α is the surface average absorption

Table 2 Typical Sound Absorption Coefficients α(f) of
Common Acoustical Materials

Frequency (Hz)

Materials 125 250 500 1000 2000 4000

Fibrous glass
(typically 65 kg/m3)
hard backing
2.5 cm thick 0.07 0.23 0.48 0.83 0.88 0.80
5 cm thick 0.20 0.55 0.89 0.97 0.83 0.79
10 cm thick 0.39 0.91 0.99 0.97 0.94 0.89

Polyurethane foam
(open cell)
0.6 cm thick 0.05 0.07 0.10 0.20 0.45 0.81
1.2 cm thick 0.05 0.12 0.25 0.57 0.89 0.98
2.5 cm thick 0.14 0.30 0.63 0.91 0.98 0.91
5 cm thick 0.35 0.51 0.82 0.98 0.97 0.95

Hairfelt
1.2 cm thick 0.05 0.07 0.29 0.63 0.83 0.87
2.5 cm thick 0.06 0.31 0.80 0.88 0.87 0.87
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Table 3 Sound Absorption Coefficient α(f) of Common
Construction Materials

Frequency f (Hz)

Material 125 250 500 1000 2000 4000

Brick
Unglazed 0.03 0.03 0.03 0.04 0.04 0.05
Painted 0.01 0.01 0.02 0.02 0.02 0.02

Concrete block,
painted

0.10 0.05 0.06 0.07 0.09 0.03

Concrete 0.01 0.01 0.015 0.02 0.02 0.02
Wood 0.15 0.11 0.10 0.07 0.06 0.07
Glass 0.35 0.25 0.18 0.12 0.08 0.04
Gypsum board 0.29 0.10 0.05 0.04 0.07 0.09
Plywood 0.28 0.22 0.17 0.09 0.10 0.11
Soundblox

concrete block
Type A (slotted),
15 cm

0.62 0.84 0.36 0.43 0.27 0.50

Type B, 15 cm 0.31 0.97 0.56 0.47 0.51 0.53
Carpet 0.02 0.06 0.14 0.37 0.60 0.66
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Figure 11 Sound absorption coefficient α and noise
reduction coefficient (NRC) for typical fiberglass form-
board of different thicknesses.

coefficient of the walls, D is the source directivity
(see Chapter 1), and r is the distance in metres from
the source. The surface average absorption coefficient
a may be estimated from

α = S1α1 + S2α2 + S2α2 + · · ·
S1 + S2 + S3 + · · · (9)

where S1, S2, S3, . . . are the surface areas of material
with absorption coefficients α1,α2,α3, . . .. For the
suspended absorbing panels shown in Fig. 12, both
sides of the panel are normally included in the surface
area calculation.

If the sound absorption is increased, then from
Eq. (8) the change in sound pressure level �L in the
reverberant space (beyond the critical distance rc) (see
Chapter 1) is

�L = Lp1 − Lp2 = 10 log
R2

R1
(10)

Roof

Piping

Duct

Absorbing
Panels

Duct

Wires

Figure 12 Sound-absorbing material placed on the walls and under the roof and suspended as panels in a factory
building.
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If a � 1, then the reduction in sound pressure level
(sometimes called the noise reduction) is given by

�L≈10 log
S2α2

S1α1
(11)

where S2 is the total surface area of the room walls,
floor, and ceiling and any suspended sound-absorbing
material, α2 is the average sound absorption coefficient
of these surfaces after the addition of sound-absorbing
material, and S1 and α1 are the area and the average
sound absorption coefficient before the addition of the
material. The terms Sα are known as absorption areas.

Example 4. Reverberant Noise Reduction Using
Absorbing Materials. A machine source operates in
a building of dimensions 30 m × 30 m with a
height of 10 m. Suppose the average absorp-
tion coefficient is a = 0.02 at 1000 Hz. What
would be the noise reduction in the reverberant
field if 100 sound-absorbing panels with dimen-
sions 1 m × 2 m each with an absorption coeffi-
cient of a = 0.8 at 1000 Hz were suspended from
the ceiling (assume both sides absorb sound)?
The room surface area = 2(900)+ 4(300) = 3000 m2;
therefore R1 = (3000 × 0.02)/0.98 = 60/0.98 = 61.2
sabins (m2). The new average absorption coef-
ficient a2 = (3000 × 0.02 + 200 × 2 × 0.8)/3400 =
60 + 320 = 380/3400 = 0.11. The new room con-
stant is (3400 × 0.11)/0.89 = 420 sabins (m2). Thus
from Eq. (10) the predicted noise reduction �L =
10 log(420/61.2) = 8.3 dB. This calculation may be
repeated at each frequency for which absorption coef-
ficient data are available. It is normal to assume that
about 10 dB is the practical limit for the noise reduc-
tion that can be achieved by adding sound-absorbing
material in industrial situations.

4.3 Acoustical Enclosures
Acoustical enclosures are used wherever containment
or encapsulation of the source or receiver are a good,
cost-effective, feasible solution. They can be classified
in four main types: (1) large loose-fitting or room-size
enclosures in which complete machines or personnel
are contained, (2) small enclosures used to enclose
small machines or parts of large machines, (3) close-
fitting enclosures that follow the contours of a machine
or a part, and (4) wrapping or lagging materials often
used to wrap pipes, ducts, or other systems.

The performance of such enclosures can be defined
in three main ways5: (1) noise reduction (NR), the
difference in sound pressure levels between the inside
and outside of the enclosure, (2) transmission loss
(TL, or equivalently the sound reduction index), the
difference between the incident and transmitted sound
intensity levels for the enclosure wall, and (3) insertion
loss (IL), the difference in sound pressure levels at
the receiver point without and with the enclosure wall
in place. The definitions for the NR, TL, and IL
performance of an enclosure are similar to those for
mufflers (Chapters 83 and 85) and barriers (Chapters
58 and 122). Enclosures can either be complete

or partial (in which some walls are removed for
convenience or accessibility). Penetrations are also
often necessary to provide access or cooling.

The transmission coefficient τ of a wall may be
defined as

τ = sound intensity transmitted by wall

sound intensity incident on wall
(12)

and this is related to the TL (or sound reduction index)
by

TL = 10 log
1

τ
(13)

If the sound fields can be considered to be reverberant
on the two sides of a complete enclosure, then

NR = Lp1 − Lp2 = TL + 10 log
A2

Se

(14)

where Lp1 and Lp2 are the sound pressure levels on
the transmission and receiving sides of the enclosure.
A2 = S2α2 is the absorption area in square metres
or feet in the receiving space material where α2 is
the average absorption coefficient of the absorption
material in the receiving space averaged over the area
S2, and Se is the enclosure surface area in square
metres or feet.

Equation (14) can be used to determine the TL of a
partition of surface area Se placed between two isolated
reverberation rooms in which a noise source creates
Lp1 in the source room, and this results in Lp2 in the
receiving room. Also Eq. (14) can be used to design
a personnel enclosure. If the enclosure is located in a
factory building in which the reverberant level is Lp1,
then the enclosure wall TL and interior absorption area
A2 can be chosen to achieve an acceptable value for
the interior sound pressure level Lp2. In the case that
the surface area S2 of the interior absorbing material
S2 = Se, the enclosure surface area, then Eq. (14)
simplifies to

NR = TL + 10 logα2 (15)

We see that normally the NR achieved is less
than the TL. Also when α2, the average absorption
coefficient of the absorbing material in the receiving
space, approaches 1, then NR → TL (the expected
result), although when α2 → 0, then the theory fails.

Example 5. Personnel Enclosure If the reverber-
ant level in a factory space is 90 dB in the 1000-Hz
one-third octave band, what values of TL and α should
be chosen to ensure that the interior level inside a
personnel enclosure is below 60 dB? Assuming that
S2 = Se, then if TL is chosen as 40 dB and α = 0.1,
NR = 40 + 10 log 0.1 = 40 − 10 = 30 dB, and Lp2 =
60 dB. If α is increased to 0.2, then NR = 40 +
10 log 0.2 = 40 − 7 = 33 and Lp2 = 57 dB, meeting
the requirement. Note that in general, since TL varies
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with frequency [see Eq. (18)], then this calculation
would have to be repeated for each one-third octave
band center frequency of interest. At low frequency,
since large values of TL and α are difficult to achieve,
it may not be easy to obtain large values of NR.

When an enclosure is used to contain a source, it
works by reflecting the sound field back toward the
source causing an increase in the sound pressure level
inside the enclosure. From energy considerations the
insertion loss would be zero if there were no acoustical
absorption inside. The buildup of sound energy inside
the enclosure, however, can be reduced significantly
by the placement of sound-absorbing material inside
the enclosure. It is also useful to place sound-absorbing
materials inside personnel protective booths for similar
reasons. In general, it is difficult to predict the insertion
loss of an enclosure. For one installed around a source
with a considerable amount of absorbing material used
inside to prevent any interior reverberant sound energy
buildup, then from energy considerations:

IL ≈ TL

if the receiving space is quite absorbent and if IL and
TL are wide-frequency-band averages (e.g., at least
one octave). If insufficient absorbing material is placed
inside the enclosure, the sound pressure level will build
up inside the enclosure by multiple reflections, and
the enclosure effectiveness will be degraded. From
energy considerations it is obvious that if there is no
sound absorption inside (α = 0), the enclosure will be
useless, and its IL will be zero.

An estimate of the insertion loss of intermediate
cases 0 < α < 1 can be obtained by assuming that
the sound field inside the enclosure is reverberant and
that the interior surface of the enclosure is lined with
absorbing material of average absorption coefficient α.
With the assumptions that (1) the average absorption
coefficient in the room containing the noise source is
not greater than 0.3 (which is true for most reverberant
factory or office spaces), (2) the noise source does not
provide direct mechanical excitation to the enclosure,
and (3) the noise source occupies less than about 0.3 to
0.4 of the enclosure volume, then it may be shown that
the insertion loss of a loose-fitting enclosure made to
contain a noise source situated in a reverberant room
is6

IL = Lp1 − Lp2 = TL + 10 log
Ae

Se

(16)

where Lp1 is the reverberant level in the room
containing the noise source (without the enclosure),
Lp2 is the reverberant level at the same point (with
the enclosure), Ae is the absorption area inside the
enclosure Siαi , and αi is the surface average absorption
coefficient of this material. In the case that the surface
area of the enclosure Se = Si, the area of the interior
absorbing material, then Eq. (16) simplifies to

IL = TL + 10 logαi (17)

It is observed that, in general, the insertion loss
of an enclosure containing a source is less than the
transmission loss. Also when αi the average absorp-
tion coefficient of the internal absorbing material
approaches 1, then IL → TL (the expected result),
although when αi → 0, then this theory fails.

Example 6. Machine Enclosure If the sound
pressure level Lp1 in a reverberant factory space
caused by a machine source in the 1000-Hz one-
third octave band is 85 dB, what values of TL and
α should be chosen to ensure that the reverberant level
is reduced to be below 60 dB? Assuming that Si = Se,
then if TL is chosen to be 30 dB and α = 0.1, IL =
30 + 10 log 0.1 = 30 − 10 = 20 dB and Lp2 = 65 dB.
If α is increased to 0.2, then IL = 30 + 10 log 0.2 =
30 − 7 = 23 dB and Lp2 = 62 dB. If α is increased
to 0.4, then IL = 30 + 10 log 0.4 = 30 − 4 = 26 dB
and Lp2 = 59 dB, thus meeting the requirement. As
in Example 5, we note that since TL varies with
frequency f [see Eq. (18)], this calculation should
be repeated at each frequency of interest. At low
frequency, since large values of TL and α are hard to
obtain, it may be difficult to obtain large values of IL.

Thus the transmission loss can be used as a rough
guide to the IL of a sealed enclosure, only if allowance
is made for the sound absorption inside the enclosure.
The transmission loss of an enclosure is normally dom-
inated by the mass/unit area m of the enclosure walls
(except in the coincidence-frequency region). This is
because the stiffness and damping of the enclosure
walls are unimportant, the response is dominated by
inertia m(2πf ), where f is the frequency in hertz.
The transmission loss of an enclosure wall for sound
arriving from all angles is approximately

TL = 20 log(mf ) − C dB (18)

where m is the surface density (mass/unit area) of
the enclosure walls and C = 47 if the units of m are
kg/m2 and C = 34 if the units are lb/ft2. Figure 13
shows that the transmission loss of a wall [given by
Eq. (18)] theoretically increases by 6 dB for doubling
of frequency or for doubling of the mass/unit area of
the wall. If some areas of the enclosure walls have a
significantly poorer TL than the rest; then this results
in a degradation in the overall transmission loss of
the enclosure. Where the enclosure surface is made
of different materials (e.g., wood walls and window
glass), then the average transmission loss TLave of the
composite wall is given by

TLave = 10 log 1/τ (19)

where the average transmission coefficient τ is

τ = S1τ1 + S2τ2 + · · · + Snτn

S1 + S2 + S3 + · · · + Sn

(20)

where τi is transmission coefficient of the ith wall
element and Si is the surface area of ith wall element
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Figure 13 Variation of mass law transmission loss (TL) of a single panel [see Eq. (18)].
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Figure 14 Transmission loss of enclosure walls with holes as a function of transmission loss (TL) of enclosure wall
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(m2). If holes or leaks occur in the enclosure walls
and if the TL of the holes is assumed to be 0 dB, then
Fig. 14 shows the degradation in the average TL of
the enclosure walls. If the penetrations in the enclosure
walls are lined with absorbing materials, as shown in

Fig. 15, then the degradation in the enclosure TL is
much less significant.

Case History: Enclosure for a Mobile Compres-
sor Figure 16 shows an enclosure for a com-
pressor driven by a diesel engine. In this design,
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Figure 15 Enclosures with penetrations (for cooling) lined with sound absorbing materials: (a) lined ducts and (b) lined
baffles with double-door access provided to interior of machine.
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Figure 16 Major components and cooling airflow of an air compressor.15
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Figure 17 Experimental setup.15

sound-absorbing material is located inside the enclo-
sure, and air paths are provided for the passage of
cooling air. Reference 15 gives extensive details of a
theoretical and experimental acoustical design study
of the inlet cooling duct for the compressor enclosure.
In this study, noise control approaches such as those
shown in Fig. 15 had already been undertaken by the
manufacturer. In the production unit, a baffle (a small
crosswise barrier) was installed to reduce the noise of
the cooling fan radiated out of the cooling air inlet. It
was desired to reduce the overall noise of the compres-
sor unit in production. An experimental test setup was
built as shown in Fig. 17. The experiments showed
that the insertion loss produced by the air inlet baf-
fle could be increased only slightly with changes of
baffle location; however, a significant insertion loss
at frequencies above 500 Hz was achieved by lin-
ing the cooling air duct with sound-absorbing material.
The sound absorbing material that was most effective
was found to be 25.4-mm-thick fiberglass covered with

23% porosity metal sheet. The fiberglass had a density
of 48 kg/m3. Figure 18 shows the insertion loss mea-
sured on the test setup presented in Fig. 17: (1) with
the polyurethane foam as installed in the original pro-
duction unit and (2) with the 25.4-mm-thick 48-kg/m3

fiberglass and perforated metal facing as the absorption
material inlet duct lining used later in this study.

It was decided to make only two main improve-
ments to the compressor unit to reduce its noise: (1)
increasing the sound absorption coefficient of the cool-
ing air duct lining and (2) replacing the silencer (muf-
fler) on the engine/compressor air intake with one hav-
ing a higher value of insertion loss. Figure 19 shows
the effect of these two changes on the sound power
level of the compressor unit.15

Other Industrial Enclosures Figure 20 shows an
enclosure built for a band saw. A sliding window is
provided that can be opened for access to controls.
A sliding door is also provided that can be closed as
much as possible around items fed to the band saw.
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Figure 18 Inlet duct insertion loss measured on the test setup with: , polyurethane foam installed in production;
- - - , fiberglass and perforated metal used as absorption material.15
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Figure 19 A-weighted sound power level of the air compressor before and after modifications: , before modification
and - - - after modification.15

The interior of the enclosure is lagged with 50 mm
of sound-absorbing material. Enclosures are available
from manufacturers in a wide variety of ready-made
modular panels (see Fig. 21). Figure 21 shows how
these panels can be built into a variety of complete
machine enclosures and partial and complete personnel
enclosures.

Close-Fitting Enclosures If the noise source
occupies no more than about one-third of the volume
of a sealed enclosure, then the simple theory described
by Eqs. (16) and (17) can be used. However, in many
cases when machines are enclosed, it is necessary
to locate the enclosure walls close to the machine
surfaces, so that the resulting air gap is small. Such
enclosures are termed close-fitting enclosures. In such
cases the sound field inside the enclosure is not
reverberant or diffuse and the theory discussed so
far can be used only for a first approximation of the
insertion loss of an enclosure. There are several effects
that occur with close-fitting enclosures.

First, if the source is not a constant velocity
source then in principle the close-fitting enclosure
can “load” it so that it produces less sound power.
However, in most machinery noise problems, the
source behaves like a constant velocity source and
the loading effect is negligible. Second, and more
importantly, are the reductions in the insertion loss
that occur at certain frequencies (when the enclosure
becomes “transparent”). See the frequencies f0 and fsw
in Fig. 22. When an enclosure is close-fitting, then to
a first approximation the sound waves approach the
enclosure walls at normal incidence instead of random
incidence. When the air gap is small, then a resonant
condition at frequency f0 occurs where the enclosure
wall mass is opposed by the wall and air gap stiffness.
In addition standing-wave resonances can occur in the
air gap at frequencies fsw. These resonances can be
reduced by the placement of sound-absorbing material
in the air gap.16,17 Jackson has produced simple
theoretical models for close-fitting enclosures that
assume a uniform air gap.16,17 However, in practice,
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Flooring or 700 grade chipboard sheeting,
Inner face lined with 50 mm thickness of
sound absorbent material

Hinged door for access
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Figure 20 Enclosure for a band saw.
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5. Noise-Containing Tunnel
6. Room Enclosure
7. Personnel Enclosure
8,9. Partial Enclosures

1

1

7
8

6

4
3

5

2

9

Figure 21 Ready-made modular materials used to make enclosures and barriers in a factory building. (Courtesy of Lord
Corporation, Erie, PA.)
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Figure 23 Sound waves reflected and diffracted by
barrier and acoustical shadow zone.

the air gap varies with real enclosures, and these
simple theoretical models and some later ones can
only be used to give some guidance of the insertion
loss to be expected in practice. Finite element and
boundary element approaches can be used to make
insertion loss predictions for close-fitting enclosures
with complicated geometries.

4.4. Barriers
An obstacle placed between a noise source and a
receiver is termed a barrier or screen, as explained
in Chapter 58. When a sound wave approaches the
barrier, some of the sound wave is reflected and
some is transmitted past (see Fig. 23). At high
frequency, barriers are quite effective, and a strong
acoustical “shadow” is cast. At low frequency (when
the wavelength can equal or exceed the barrier height),
the barrier is less effective, and some sound is
diffracted into the shadow zone. Indoors, barriers
are usually partial walls. Outdoors, the use of walls,
earth berms, and even buildings can protect residential
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Fresnel number N for point and incoherent line sources.

areas from traffic and industrial noise sources. (see
Chapter 122.) Empirical charts are available to predict
the attenuation of a barrier.4 Figure 24 shows the
insertion loss or reduction in sound pressure level
expected after installation of a semiinfinite barrier in
free space between a source and receiver. If barriers
are used inside buildings, their performance is often
disappointing because sound can propagate into the
shadow zone by multiple reflections. To produce
acceptable attenuation, it is important to suppress these
reflections by the use of sound-absorbing material,
particularly on ceilings just above the barrier. In
Fig. 24, N is the dimensionless Fresnel number related
to the shortest distance over the barrier d1 + d2 and
the straight line distance d between the source S and
receiver R:

N = 2(d1 + d2 − d)/λ (21)

where λ is the wavelength and d1 and d2 are shown in
Fig. 24.

4.5 Damping Materials

Load-bearing and non-load-bearing structures of a
machine (panels) are excited into motion by mechan-
ical machine forces resulting in radiated noise. Also,
the sound field inside an enclosure excites its walls
into vibration. When resonant motion dominates the
vibration, the use of damping materials can result in
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Figure 25 Different ways of using vibration damping materials: (a) free layer, (b) multiple constrained layer, (c) multilayer
tile spaced treatment, (d) sandwich panel, (e) tuned damper, and (f) resonant beam damper. Shaded elements represent
viscoelastic material.

significant noise reduction. In the case of machin-
ery enclosures, the motion of the enclosure walls is
normally mass controlled (except in the coincidence-
frequency region), and the use of damping materials
is often disappointing. Damping materials are often
effectively employed in machinery in which there are
impacting parts since these impacts excite resonant
motion.

Damping involves the conversion of mechanical
energy into heat. Damping mechanisms include friction
(rubbing) of parts, air pumping at joints, sound radia-
tion, viscous effects, eddy currents, and magnetic and
mechanical hysteresis. Rubbery, plastic, and tarry mate-
rials usuallypossesshighdamping.Duringcompression,
expansion, or shear, these materials store elastic energy,
but someof it is converted into heat aswell. Thedamping
properties of such materials are temperature dependent.
Damping materials can be applied to structures in a
variety of ways. Figure 25 shows some common ways
of applying damping materials and systems to struc-
tures. Chapter 60 describes damping mechanisms in

more detail and how damping materials can be used
to reduce vibration in some practical situations.
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CHAPTER 55
NOISE AND VIBRATION SOURCE
IDENTIFICATION

Malcolm J. Crocker
Department of Mechanical Engineering
Aubuin University
Auburn, Alabama

1 INTRODUCTION
In most machinery noise and vibration control prob-
lems, knowledge of the dominant noise and vibration
sources in order of importance is very desirable, so
that suitable modifications can be made. In a com-
plicated machine, such information is often difficult
to obtain, and many noise and vibration reduction
attempts are made based on inadequate data so that
frequently expensive or inefficient noise and vibra-
tion reduction methods are employed. Machine noise
and vibration can also be used to diagnose increased
wear. The methods used to identify noise and vibra-
tion sources will depend on the particular problem and
the time and resources (personnel, instrumentation, and
money) and expertise available and on the accuracy
required. In most noise and vibration source identifi-
cation problems, it is usually the best practice to use
more than one method to ensure greater confidence
in the identification procedure. Well-tried methods are
available and novel methods are under development.

2 SOURCE–PATH–RECEIVER
Noise and vibration source and path identification
methods of differing sophistication have been in use for
many years.1–29 Some approaches are used in parallel
with others to provide more information about sources
and increased confidence in the results. In recent years,
a considerable amount of effort has been devoted in the
automobile industry to devise better methods of noise
and vibration source and path identification.30–51 Most
effort has been expended on interior cabin noise and
separating airborne30–35 and structure-borne36–39 paths.
Engine and power train noise and vibration sources
and paths40–45 and tire noise46,47 have also received
attention. This effort has been expended not only to
make the vehicles quieter but to give them a distinctive
manufacturer brand sound. See Chapter 67. More
recently these methods have been extended and adapted
in a variety of ways to produce improved methods for
source and path identification.54–75 One example is the
so-called transfer path analysis (TPA) approach69 and
variations of it, which to some extent are based on an
elaborated version of the earlier coherence approach for
source and path modeling.21–29 See Sections 7 and 9 of
this chapter. Commercial softwares are now available
using theTPAand other related approaches for noise and
vibration source and path identification. Pass-by exterior
noise sources of automobiles and railroad vehicles has
also been studied.48–53

Engine Mounts

Airborne
Noise

Interior Noise

Propeller Wake

Vibration Transmission

Propeller and
Engine vibration

Figure 1 Sources and paths of airborne and struc-
ture-borne noise and vibration resulting in interior noise in
an airplane cabin.

As discussed in Chapter 54, noise and vibration
energy must flow from a source through one or
more paths to a receiver (usually the human ear).
Figure 1 in Chapter 54 shows the simplest model of
a source–path–receiver system. Noise sources may
be mechanical in nature (caused by impacts, out-of-
balance forces in machines, vibration of structural parts)
or aerodynamic in nature (caused by pulsating flows,
flow–structure interactions, jet noise, turbulence).Noise
and vibration energy can flow through a variety of
airborne and structure-borne paths to the receiver.
Figure 1 shows an example of a propeller-driven
airplane. This airplane situation can be idealized as the
much more complicated source–path–receiver system
shown in Fig. 2. In some cases the distinction between
the source(s) and path(s) is not completely clear,
and it is not easy to neatly separate the sources
from the paths. In such cases, the sources and paths
must be considered in conjunction. However, despite
some obvious complications, the source–path–receiver
model is a useful concept that is widely used. In
this chapter we will mainly concern ourselves with
machinery noise sources. We note that cutting or
blocking one or more noise and/or vibration paths often
gives invaluable information about the noise sources.

3 CLUES TO NOISE SOURCES
There are various characteristics of a sound field
that give indications of the types of noise sources
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Figure 2 Source–path–receiver system showing airborne and structure-borne paths for a twin-engine propeller-driven
airplane.

present and their spatial distribution. These include
the frequency distribution of the sound pressure level,
the directional properties of the sound field, and the
variation of the sound pressure level with distance
from the sources. Knowledge of the variation in
the sound pressure level with time can also be
instructive. For more sophisticated measurements it
is useful to have some theoretical understanding
of the propagation of sound from idealized sound
source models—monopole, dipole, quadrupole, line
source, piston—and the generation of sound caused
by mechanical systems—mechanical impacts and
vibrating beam and plates. See Chapters 1, 2, 3, and 6.
Such theoretical understanding not only guides us in
deciding which measurements to make but also aids in
interpreting the results. In fact as the measurements
made become more sophisticated, increasing care
must be taken in their interpretation. There is a
danger with sophisticated measurements of collecting
large amounts of data and then either being unable
to interpret them or reaching incorrect conclusions.
With the advent of increasingly sophisticated signal
processing equipment and software, knowledge of
signal analysis and signal processing theory has
become very important. See Chapters 40 and 42.

4 CLASSICAL METHODS OF IDENTIFYING
NOISE AND VIBRATION SOURCES

Some of the elementary or classical methods of
identifying noise sources have been reviewed in detail
in the literature1 and do not require a profound
theoretical understanding of sound propagation. They
will only be briefly reviewed here.

Subjective assessment of noise is very useful
because the human ear and brain can distinguish

between different sounds more precisely than the
most sophisticated measurement system. With practice,
an operator can tell by its sound if a machine
is malfunctioning; a noise consultant can accurately
estimate the blade passage frequency of a fan.
In identifying sources, we should always listen to
a machine first. To localize the sources and cut
out extraneous noise, stethoscopes can be used or
a microphone–amplifier–earphone system. Such a
system also sometimes allows one to position the
microphone near a source in an inaccessible or
dangerous place where the human ear cannot reach.
Chapter 67 discusses the subjective assessment of
sound. In fact, humans can discern small differences
in machine sounds that sometimes pose difficult tasks
for sophisticated analysis equipment.

Selective operation of a complicated machine is
often very useful. As long as the operation of a
machine is not severely changed by disconnecting
some of the parts sequentially, such a procedure can
indicate the probable contribution of these parts to
the total machine noise, when all parts are operating
simultaneously. For instance, engine noise can be
measured with and without the cooling fan connected,
and this can then give an estimate of the fan noise.
Note, however, that if the fan noise is lower in
level than the engine noise, the accuracy of the
estimate will be poor. The fan noise estimate can
be checked by driving the fan separately by a
“quieted” electric motor or other device. We should
be aware that in some cases disconnecting some parts
may alter the operation of the other parts of the
machine and give misleading results. An example is
an engine driving a hydraulic transmission under load.
Disconnecting the transmission will give a measure of
the engine–structure radiated noise, provided the inlet
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and exhaust noise are piped out of the measuring room
and the cooling fan is disconnected. But note that in
such a situation the engine is now unloaded, and its
noise may be different from the loaded case. Also an
unfueled engine may be driven by a quieted electric
motor so that the so-called engine mechanical noise
is measured and the combustion noise is excluded.
However, in this procedure the mechanical forces
in the engine will be different from the normal
fueled running situation, and we cannot say that this
procedure will give the “true” mechanical noise.

Selective wrapping or enclosure of different parts
of a machine is a useful procedure often used. If
the machine is completely enclosed with a tight-
fitting sealed enclosure and the parts of the enclosure
are sequentially removed exposing different machine
surfaces, then, in principle, the noise from these
different surfaces can be measured. This method has
the advantage that it is not normally necessary to
stop any part of the machine, and thus the machine
operation is unchanged. However, some minor changes
may occur if any damping of the machine surfaces
occurs or because sound will now diffract differently
around the enclosure.

Measurements of the sound power radiated from
different surfaces of a diesel engine using this selec-
tive wrapping approach are discussed in Refs. 2 and
3. An array of 30 microphone positions on a spheri-
cal surface surrounding the engine was used for both
the lead-wrapping and bare-engine sound measure-
ments. Overall one-third octave sound pressure level
data were gathered. These data were then converted
to sound intensity estimates by assuming (1) spherical
propagation, (2) no reflections, and (3) that the inten-
sity is equal to the mean-square pressure divided by
the air’s characteristic impedance ρc. Then the sound
intensity data were integrated numerically over the
surface of the spherical measuring surface enclosing
the engine to obtain the sound power. The lead was
wrapped on the engine so that later a particular surface,
for example, the oil pan, could be exposed. The one-
third octave band results for the fully wrapped engine
compared with the results for the bare engine at the
1500 Revolutions/minute (rpm) engine speed, 542-Nm
torque operating condition are shown in Fig. 3a. This
comparison shows that the lead wrapping is ineffec-
tive at frequencies at and below the 250-Hz one-third
octave band.2,3

Eight individual parts of the engine were chosen
for noise source identification and ranking purposes
using the measurement technique with the spherical
microphone array and the engine lead wrapped.2,3 The
measurements were made by selectively exposing each
of the eight parts, one at a time, while the other
seven parts were encased in the 0.8-mm foam-backed
lead. Sound power level measurements were then made
for each of the eight parts for three separate steady-
state operating conditions.2,3 One-third octave band
comparisons with the fully wrapped engine are shown
in Figs. 3b and 3c for two of the eight parts at the
1500 rpm operating condition. These plots show that
the sound power measurements using lead wrapping

are not always accurate for the weaker parts until the
frequency exceeds 1000 Hz. A plot of the noise source
ranking using overall sound power levels for the eight
parts under investigation for the 315-Hz to 10-kHz
one-third octave bands is given in Fig. 4.

Similar selective wrapping techniques have been
applied to a complete truck (Fig. 5). Exhaust noise was
suppressed with an oversize muffler, the engine was
wrapped, and even the wheel bearings were covered!
The results of this investigation4 are shown in Fig. 6a
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Figure 3 Sound power level of engine and parts at
1500 rpm and 542-Nm torque: (a) bare and fully wrapped
engine, (b) oil pan and fully-wrapped engine, and (c)
aftercooler and fully wrapped engine. (From Ref. 2.)
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Figure 4 Noise source ranking in terms of sound power
levels from lead-wrapping far-field spherical array method
for the 315-Hz to 10-kHz one-third octave bands. (From
Ref. 2.)

and 6b. Although the selective wrapping technique is
very instructive, it is time consuming, and this has led
to the search for other techniques that do not require
complete enclosure, as described later.

5 FREQUENCY ANALYSIS

If the noise (or vibration) of either the complete
machine or of some part (obtained by selective
operation or sequential wrapping) is measured, then
various analyses may be made of the data. The most

Figure 5 Selective wrapping and oversize muffler used
on a diesel engine truck.
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Figure 6 A-weighted sound pressure levels obtained
from selective wrapping and selective operation tech-
niques applied to truck in Fig. 5: (a) A-weighted one-third
octave analysis and (b) A-weighted overall sound pres-
sure level contributions of truck sources as a function of
truck drive by position (in feet and metres). (From Ref. 4.)

common analysis performed is frequency analysis.
The reason probably is because one of the most
important properties of the ear is performing frequency
analysis of sounds. Analog analyzers (filters) have
been available for many years. These analog devices
have now been largely overtaken by digital analyzers
(filters). Real-time analyzers and fast Fourier transform
(FFT) analyzers are now widely available.

Real-time and FFT analyzers speed up the fre-
quency analysis of the data, but because of the anal-
ysis errors that are possible (particularly with the
FFT) great care should be taken. With FFT analyzers,
antialiasing filters can be used to prevent frequency
folding; and if reciprocating machine noise is analyzed,
the analysis period must be at least as long as the rep-
etition period (or multiples) to incorrect frequencies
being diagnosed. Chapter 42 deals in detail with signal
processing, while Chapter 40 reviews the use of dif-
ferent types of filters and the FFT technique and other
related topics. Chapter 43 reviews noise and vibration
measurements.

Assuming the frequency analysis has been made
correctly, then it can be an important tool in identifying
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noise sources. With reciprocating and rotating machin-
ery, pure tones are found that depend on the speed of
rotation N in rpm, and geometrical properties of the
systems. As discussed in Chapter 68, several frequen-
cies can be identified with rolling-element bearings,5
including the fundamental frequency N/60 Hz, the
inner and outer race flaw defect frequencies, and the
ball flaw defect, ball resonance and the race reso-
nance frequencies. Bearing noise is discussed further in
Chapter 70. With gears, noise occurs at the tooth con-
tact frequency tN/ 60 Hz and integer multiples (where
t is the number of gear teeth). Often the overtone
frequencies are significant. See Chapter 69. In fan
noise, the fundamental blade-passing frequency nN/ 60
(where n is the number of fan blades) and integer mul-
tiples are important noise sources. See Chapter 71.

Further machine noise examples could be quoted.
Since these frequencies just mentioned are mainly
proportional to machine rotational speed, a change
of speed or load will usually immediately indicate
whether a frequency component is related to a
rotational source or not. A good example of this fact is
diesel engine noise. Figure 7a shows the time history
and power spectrum of the cylinder pressure of a six-
cylinder direct injection engine,6 measured by Seybert.
Ripples in the time history are thought to be caused
by a resonance effect in the gas above the piston
producing a broad peak in the frequency spectrum
in the region of 3 to 5 kHz. See Fig. 7b. That this
resonance frequency is related to a gas resonance and
not to the rotational speed can clearly be demonstrated.
If the engine speed is changed, the frequency is almost
unchanged (for constant load); although if the load is
increased (at constant speed) the frequency increases.
On further investigation the resonance frequency was
found to be proportional to the square root of the
absolute temperature of the gas (the gas temperature
increases with load) and thus as the load increases, so
does the resonance frequency.

Frequency analysis can sometimes be used with
advantage to reveal information about noise or vibra-
tion sources and/or paths by carefully changing the
source or the path in some controlled way. The fol-
lowing discussion gives some examples for an air
conditioner and an airplane.

5.1 Change of Excitation Frequency
As already discussed, information on sources of noise
and resonances in a diesel engine can be obtained when
the load (and speed) are changed. In some cases (e.g.,
electrical machines) changing speed is difficult. In the
case of the noise from an air conditioner, mechanical
resonances in the system can be important.7 These can
be examined by exciting the air conditioner structure at
different frequencies with an electromechanical shaker.
However, this means changing the mechanical system
in an unknown way. The approach finally adopted
in Ref. 7 was to drive the air conditioner electric
motors with an alternating current (ac) that could
be varied from 50 to 70 Hz from a variable-speed
direct current (dc) motor–AC generator set. Since the
noise problem was caused by pure-tone magnetic force
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Figure 7 (a) Diesel engine cylinder combustion pres-
sures vs. crank angle for three diesel engine load condi-
tions at 2400 rpm and (b) combustion pressure spectra
at 2400 rpm. Pa. (From Ref. 6.) Note: Pressure of 1 psi ≡
6.89 ×103Pa.

excitation at twice line (mains) frequency, this was
monitored with a microphone at the same time as the
motor acceleration. Figure 8 shows the results. This
experiment showed that the motor mounts were too
stiff. Reducing the stiffness eliminated the pure-tone
noise problem. Hague8 has shown how this technique
can be improved further in air-handling systems by
using an electric motor in which rotational speed,
line frequency, and torque magnitude (both steady and
fluctuating) can be varied independently.

In the case just discussed with the air conditioner,
it was shown that the transmission path was through
the motor mount (which was too stiff). In cases
where airborne and structure-borne noise are both
known to be problems and the source is known
(an engine), the dominant path can sometimes be
determined quantitatively by cutting one or more of
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of condenser fan. (From Ref. 7.)

the paths or by modifying the paths in a known way.
Examples include engine noise problems and airborne
and structure-borne transmission in cars, farm tractors,
and airplanes.

5.2 Path Blocking

One example is shown here of the evaluation of
the structure-borne path of engine noise transmission
by detachment of the engine from the fuselage in
ground tests.9 Figure 9 shows the A-weighted sound
pressure levels of the cabin noise with and without the
engine connected to the fuselage. When the engine was
detached, it was moved forward about 5 cm to prevent
any mechanical connections. The overall reduction of
3 dB suggests that the contributions of airborne and

structure-borne noise to the cabin noise are about equal
for this situation. There is a variation in the structural
noise contribution with frequency, however, and at
some frequencies the structure-borne contribution is
seen to exceed the airborne contribution. McGary
has presented a method of evaluating airborne and
structure-borne paths in airplane structures.10

Airborne paths can be reduced or “blocked” by the
addition of lead sheets or mass-loaded vinyl sheets of
5 to 10 kg/m2. Figure 10, for example, shows areas
of the cabin walls of airplanes that were covered to
reduce the airborne transmission.11

The spectrum of the noise in the cabin of a light
twin-engine airplane is shown in Fig. 11. Discrete
frequency tones associated with the blade passage
frequency and harmonics are evident with the first two
being dominant. The broadband noise at about 70 dB
is associated with boundary layer noise. The tone at
about 670 Hz can be related to the engine turbine
speed and suggests the presence of engine-generated
structure-borne noise.12

6 OTHER CONVENTIONAL METHODS
OF NOISE SOURCE IDENTIFICATION
Acoustical ducts have been successfully used by
Thien13 as an alternative to the selective wrapping
approach (see Fig. 12). One end of the duct is
carefully attached to the part of the machine under
examination by a “soundproof” elastic connection.
Nakamura and Nakano have also used a similar
approach to identify noise sources on an engine.14

Thien has claimed that accurate repeatable results
can be obtained using this method.13 However, one
should note various difficulties. Sealing the duct to the
machine may be difficult. The surroundings should be
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(b)

(a)

Figure 10 Surfaces of airplane walls covered to aid in
identifying importance of airborne and structure-borne
paths. [From Ref. 11, based on figures from V. L. Metcalf
and W. H. Mayes, Structure Borne Contribution to Interior
Noise of Propeller Aircraft, SAE Trans., Sect. 3, Vol. 92,
1983, pp. 3.69–3.74 (also SAE Paper 830735), and S.
K. Jha and J. J. Catherines, Interior Noise Studies for
General Aviation Types of Aircraft, Part II: Laboratory
Studies, J. Sound Vib., Vol. 58, No. 3, 1978, pp. 391–406,
with permission.]
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Figure 12 Acoustical duct used to identify sources.

made as anechoic as possible to prevent contamination
from any reverberant field. Theoretically the duct
may alter the acoustic radiation from the machine
part examined except for the frequency region much
above coincidence. Fortunately this frequency region
is normally the most important one with heavy
machinery, and since in this region radiation is mainly
perpendicular to the surface, it may be little affected
in practice.

Acoustical ducts or guides have also been used to
investigate paths of noise. Figure 13 shows an example
where airborne noise was directed onto the cabin
wall of a light airplane. The noise reduction through
the wall of the airplane was measured and compared
with theory. Note that the noise reduction here is
defined to be the difference between the outside sound
pressure level, SPLo and the inside sound pressure
level, SPLi . The agreement between the experimental
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Figure 13 Investigation of airborne noise path through
cabin wall of light airplane using acoustical guide or duct.
(Reprinted from Ref. 15, Copyright 1980, with permission
from Elsevier.)
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Figure 14 Microphone positions used in near-field noise measurements on a truck. Note: Distances are given in feet.
1 ft = 0.3048 m (From Ref. 16.)

results and the theoretical model theory was excellent
at frequencies below about 250 Hz.15

Near-field measurements are very often used in an
attempt to identify major noise sources on machines.
This approach must be used with extreme care. If a
microphone is placed in the acoustic near field where
kr is small (k is the wavenumber = 2π frequency
f ÷ wavespeed c, and r is the source to microphone
distance), then the sound intensity is not proportional
to sound pressure squared, and this approach gives
misleading results. This is particularly true at low
frequency. The acoustic near field is reactive: The
sound pressure is almost completely out-of-phase with
the acoustic particle velocity.

Thus, this near-field approach is unsuitable for use on
relatively “small” machines such as engines. However,
for “large” machines such as vehicles with several major
sources including an engine cooling fan, exhaust, or
inlet, the near-field approach has proved useful.16 In
this case where the machine is large, of characteristic

dimension l (length or width), it is possible to position
the microphone so that it is in both the near geometric
field, where r/ l is small, and the far acousticfield, where
kr is reasonably large (except at low frequency). In this
case the microphone can be placed relatively close to
each major noise source. Now the sound intensity is
proportional to the square of the sound pressure, and
the well-known inverse square law applies. Besides
the acoustic near-field effect already mentioned, there
are two other potential problems with this approach:
(i) source directivity and the need to use more than one
microphone to describe a large noise source and (ii)
contamination of microphone sound signals placed near
individual sources by sound fromother stronger sources.
Unfortunately, contamination cannot be reduced by
placing the microphones closer to the sources because
then the acoustic near field is stronger. However,
contamination from other strong sources can be allowed
for by empirical correction using the inverse square law
and the distance to the contaminating source.
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Despite the various potential problems with the
near-field method, it has been used quite successfully
to identify the major noise sources on a large diesel
engine truck.16 By placing microphones near each
major noise source (Fig. 14) and then extrapolating
to a position 50 ft (14.5 m) from the truck (Fig. 15),
good agreement could be obtained with separate
selective operation and selective wrapping drive-by
measurements (Fig. 16). Averaging over five positions
near each source and correcting for contaminating
sources gave quite close agreement (Fig. 17).

Surface velocity measurements have been used by
several investigators to try to determine dominant
sources of noise on engines and other machines. The
sound power Wrad radiated by a vibrating surface of
area S is given by

Wrad = ρcS〈v2〉σrad (1)

where ρc is the characteristic impedance of air, 〈v2〉 is
the space-average of the mean-square normal surface
velocity, and σrad is the radiation efficiency. Chan and
Anderton17 have used this approach. By measuring
the sound power and the space-averaged mean-square
velocity on several diesel engines, they calculated
the radiation efficiency σrad. They concluded that
above 400 Hz, σrad is approximately 1 for most diesel
engines. There is a scatter of ± 6 dB in their results,
although this is less for individual engines. Since σrad
is difficult to calculate theoretically for structures of

50 ft
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Position (h = 4 ft)

50 ft

b

RHS Engine
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(70.3 ft)

LHS Exhaust
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RHS Exhaust
(66.1 ft) Intake (65.5 ft)

Fan (70.0 ft)

Microphone
Point

Figure 15 Position (in feet) of truck (in Fig. 14) in drive-by
test when truck engine reached its governed speed of
2100 rpm in sixth gear.16 Extrapolations to 50 ft (14.5
m) measurement location shown. (LHS = left-hand side,
RHS = right-hand side. Distances are given in feet. Note:
1 ft = 0.3048 m).
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complicated geometry such as a diesel engine, the
assumption that σrad = 1 can thus give an approximate
idea of the sound power radiated by each component.

Mapping of the sound pressure level around a
machine has been shown18 to be a useful simple
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procedure to identify major noise sources. For sources
radiating hemispherically, it is easy to show that the
floor area within a certain level contour is proportional
to the sound power output of the machine. This method
is graphic and probably more useful to identify the
noisiest machines in a workshop than the noisiest parts
on the same machine, because of the contamination
problems between different sources in the latter case.
Reverberation in a workshop will affect and distort the
lower sound pressure level contours.

7 USE OF CORRELATION AND COHERENCE
AND TECHNIQUES TO IDENTIFY NOISE
SOURCES AND PATHS
Correlation and coherence techniques in noise control
date back over 50 years to the work of Goff19

who first used the correlation technique to identify
noise sources. Although correlation has often been
used in other applications, it has not been widely
used in noise source identification. One exception
is the work of Kumar and Srivastava, who reported
some success with this technique in identifying noise
sources on diesel engines.20 Since the ear acts as
a frequency analyzer, the corresponding approach
in the frequency domain (coherence) instead of
the time domain is usually preferable. Crocker and
Hamilton have reviewed the use of the coherence
technique in modeling diesel engine noise.21 Such a
coherence model can also be used, in principle, to give
some information about noise sources on an engine.
Figure 18 shows an idealized model of a multiple-
input, single-output system. It can be shown22 that the
autospectrum of the output noise Syy is given by

Syy =
N∑
i=l

N∑
i=l

SijHiH
∗
j + Szz (2)

where N is the number of inputs, Sij are cross-spectral
densities between inputs, Hi and Hj are frequency

x1

x2

xi

xN

yN

yi

z

y
y ′

y2

y1

HN (f )

Hi

H2

H1

+ +

Figure 18 Multiple-input, single-output system with
uncorrelated noise z(t) in output.

responses, and Szz is the autospectral density of any
uncorrelated noise z present at the output. Note that
the asterisk represents complex conjugate and that the
S and H terms are frequency dependent.

If there are N inputs, then there will be N
equations:

Siy =
N∑

j=1

HjSij , i = 1, 2, 3, . . . , N (3)

The frequency responses H1,H2,H3, . . . , HN can
be found by solving the set of N equations (3).

Several researchers have used the coherence
approach to model diesel engine noise.21–24 This
approach appears to give useful information on a
naturally aspirated diesel engine, which is combustion-
noise dominated and where the N inputs x1, . . . , xN ,
are the cylinder pressures measured by pressure
transducers in each cylinder. In this caseHi , the
frequency response (transfer function) between the
ith cylinder and the far-field microphone can be
calculated. Provided proper frequency averaging is
performed, the difficulty of high coherence between
the cylinder pressures can be overcome because the
phasing between the cylinder pressures is exactly
known.25 In this case the quantity Sii |Hi |2 may be
regarded as the far-field output noise contributed by
the ith cylinder. This may be useful noise source
information for the engine designer. Hayes et al.26 in
further research have extended this coherence approach
to try to separate combustion noise from piston-impact
noise in a running diesel engine.

Wang and Crocker showed that the multiple
coherence approach could be used successfully to
separate the noise from sources in an idealized
experiment such as one involving three loudspeakers,
even if the source signals were quite coherent.27,28

However, when a similar procedure was used on the
more complicated case of a truck, which was modeled
as a six-input system [fan, engine, exhaust(s), inlet,
transmission], the method gave disappointing results
and the simpler near-field method appeared better.16,27

The partial coherence approach was also used in the
idealized experiment and the truck experiments. It
is believed that contamination between input signals
and other computational difficulties may have been
responsible for the failure of the coherence method
in identifying truck noise sources.

8 USE OF SOUND INTENSITY FOR NOISE
AND VIBRATION SOURCE AND PATH
IDENTIFICATION
Studies have shown that sound intensity measurements
are quicker and more accurate than the selective
wrapping approach in identifying and measuring the
strength of noise sources.3 The sound intensity I is
the net rate of flow of acoustic energy per unit area.
The intensity Ir in the r direction is

Ir = 〈pur 〉 (4)
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where p is the instantaneous sound pressure, ur is
the instantaneous acoustic particle velocity in the r
direction, and the angle brackets denote a time average.
The sound power W radiated by a source can be
obtained by integrating the component of the intensity
In normal to any surface enclosing the source:

W =
∫

In dS. (5)

The sound pressure p and particle velocity are
normally determined with two closely spaced micro-
phones (1 and 2) and the surface S is a surface enclos-
ing the source. Chung first used this technique with
the surface of a diesel engine subdivided into N = 98
radiating areas.29 It took about 2 min to determine
the surface-average sound intensity radiated from each
of the 98 areas. The engine was source identified
in less than a day, which involved much less time
than the selective wrapping technique. Since the inten-
sity measurements were made only 20 mm above the
engine surfaces, an anechoic or semianechoic room
was unnecessary. Many other researchers have used
similar sound intensity approaches to identify noise
sources since then, as is discussed in more detail in
Chapter 45.

9 TRANSFER PATH AND NUMERICAL
ACOUSTICS
Recently, methods have been extended and adapted in
a variety of ways to produce improved approaches for
noise and vibration source and path identification.54–75

One example is the so-called transfer path analysis
(TPA) approach69 and variations of it, which is to some
extent based on an elaborated version of the earlier
coherence approach to source and path modeling as
was outlined in Section 7.21–29

Transfer path analysis is a procedure based on
measurements and has been developed to allow tracing
the flow of vibration and acoustic energy from sources,
through a set of structure- and airborne pathways,
to a given receiver location. In cases where multiple
partially correlated sources exist, it is usually necessary
to use airborne source quantification techniques as well
as vibration source quantification techniques.69

In the TPA approach, the vector contribution of
each path of energy from the source to the receiver
is evaluated, so that the components along each
path, which need modification, can be identified. The
measurements are normally time consuming since
several hundred frequency response functions (FRFs)
may need to be acquired. The measurements are
also difficult to perform because of the limited space
available for transducers. In addition, large amounts of
data are generated requiring careful data storage and
management.

In complicated structures, which involve many sub-
assemblies such as are found in complex machines,
automobiles, buses, aircraft, and ships, the sound and
vibration energy reaching a point will have been
caused by some sound and vibration sources situated

close to and others further away from that partic-
ular location. TPA is used to assess the structure-
and airborne energy paths between excitation source(s)
and receiver location(s). For example, structure-borne
energy from sources in an automobile is transmitted
into the passenger cabin by several different paths,
including the engine mounts, the exhaust system con-
nection points, the drive shaft, and the wheel sus-
pension system. Airborne contributions from sources,
including the tires, the intake and exhaust systems,
regions of separated airflow, and the like are also
important. Some transfer paths may result in stand-
ing waves in the cabin and produce noise problems at
some locations but not at others.

Figure 19 illustrates noise and vibration sources
in an automobile.69 P is an observation point. Three
source locations are shown; one is a source of volume
velocity Qi and the other two are vibration sources
caused by force inputs, fi . A transfer function Hpi

between a source i and the observation point P is
shown.

In the case of the booming noise problem, the
receiver sound can be measured in the car during
engine runup by microphones located at the same
position as the occupants’ ears. An example of a
measurement of the sound pressure amplitude as a
function of frequency, made in a car during the idle
runup of its 24-valve, 6-cylinder engine, is shown
in Fig. 20. Clear (and annoying) booming effects are
evident in the 1.5-engine order with a boom between
3000 and 4000 rpm, and another high-frequency boom
around 5000 rpm (Fig. 21). In the third order there
is a boom around 5000 rpm. The 0.5-engine order
seems to be very important, although in practice it
does not significantly affect acoustical comfort. The
TPA approach can be used to study the sources and
paths of such booming noise on more detail.69

In transfer path analysis, the receiver and sources
are normally considered to consist of two different sub-
systems. In structure-borne transfer path analysis, the
two subsystems are assumed to be connected by sev-
eral quite stiff connections—called the transfer paths.

Figure 19 Airborne and structure-borne transfer paths
in a vehicle. (From Ref. 69.)
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Figure 20 Waterfall diagram of sound pressure ampli-
tude as a function of frequency at the driver’s ear as the
engine speed is changed from 1200 to 6000 rpm. (From
Ref. 69.)
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The primary transfer paths to be analyzed include paths
through elements such as the engine support mounts,
the transmission shaft supports, gearbox mounts, sub-
frame mounts, and exhaust system connections. Sec-
ondary transfer paths will exist as well passing through
the shock absorber and gear shift mounts. In airborne
transfer path analysis, the transfer paths include the
engine intake and exhaust pipes and the vibrating pan-
els in the car interior. TPA requires knowledge of the
frequency response functions between the receiver and

the inputs (forces or volume velocities) applied at the
different source locations, and combines them with
inputs (forces or volume velocities) that are active at
these locations during vehicle operation. The receiver
sound pressure level (or acceleration level, if appro-
priate) during operating conditions is then calculated
from the summation of individual path contributions.69

Vibration and acoustical transfer functions are usu-
ally measured using either hammer or shaker exci-
tation techniques. The acoustical transfer functions
(from input volume velocity to output sound pres-
sure) are normally measured using volume velocity
source excitation techniques. The operational inputs
(forces or volume velocities) are determined from
(1) experimental data, (2) from analytical models, or
(3) from indirect measurements. Three data sets are
needed: (1) operating data (forces, volume velocities,
accelerations, sound pressures), (2) frequency response
functions [acoustical frequency response functions
(FRFs) and/or accelerance FRFs], and (3) complex
dynamic stiffness data for the mounts. Accelerance is
defined as the output acceleration spectrum divided by
the input force spectrum.69

The operating data are often acquired at more loca-
tions than there are channels available in the measure-
ment system. To preserve phase information between
channels, it is important to perform all measurements
in relation to one reference measurement channel. For
applications such as an operating automobile engine,
a suitable reference signal can be obtained from an
accelerometer mounted on the engine. For steady-state
applications, cross-power measurements must be made
with respect to the single reference channel. For non-
stationary applications, the referenced measurements
are processed to extract a set of selected order sections
as functions of engine rpm. Source–receiver transfer
functions are required for all transfer paths. At the
receiver side of all of the transfer paths (often referred
to as body-side transfer paths) either hammer impact or
shaker excitation is normally used to measure the cor-
responding accelerance frequency response function.
A volume velocity source can be used to measure the
acoustical frequency response functions.

The vibration frequency response functions (bet-
ween force and sound pressure) can either be measured
in a direct way using hammer or shaker excitation or
in a reciprocal way using a volume velocity source.
These FRFs are measured best when the source side
is disconnected from the receiver side of the transfer
path. Measuring the body-side FRFs is a critical
element in transfer path analysis. In practice there is
usually little physical space between the engine and
engine mount in which to locate the force transducers.
In principle, the engine should be removed while
the other side of the engine transfer path system is
analyzed. A common approach is to remove the engine
to gain access to the body side of the mount directly
and to use a hammer or shaker to excite the system
directly. In the same way, ideally, the suspension
should be removed when measuring body-side FRFs
that are related to road noise.69
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The operating forces are usually estimated by
indirect techniques, rather than direct measurements.
Two alternative approaches are often used: the complex
stiffness method and matrix inversion. For some
transfer paths, the complex dynamic stiffness method
is recommended. For others, because the mount
stiffness data are not available, or the differential
operating displacement over the connection is small, or
because the connection is quite rigid, other approaches
must be used.

For transfer paths where the source side is con-
nected to the receiver by mounts, the operating forces
can be determined from knowledge of the complex
frequency-dependent dynamic stiffness of the mounts
and by determining the differential displacement over
the mount during operation. The displacements are
usually derived from acceleration measurements.

The complex dynamic mount stiffnesses should be
determined as complex data functions of frequency.
These can be assumed to be positive: either in ten-
sion or in compression. The mount characteristics
can be expressed in terms of force–displacement,
force–velocity, or force–acceleration. When evaluat-
ing the dynamic stiffness of mounts, it is important to
preload them so that they function near to the actual
operating conditions.

For transfer paths comprised of rigid connections,
or where the mount stiffness is very large relative to
the body impedance, inducing even a small relative
displacement over the mount is not possible. In such
cases, a technique based upon inversion of a measured
accelerance matrix between structural responses on the
receiver side due to force excitation at all transfer paths
can be used. This accelerance matrix must be measured
when the source is disconnected from the receiver.
This matrix is then combined with measurements of the
structural vibration at the receiver side to obtain force
estimates. The use of singular value decomposition
methods helps to minimize numerical problems in the
matrix inversion.69

When applying the accelerance matrix inversion
method, receiver-side vibrations usually must be
measured in three directions in operating conditions.
To obtain a unique solution for the operational forces,
the number of responses (m) should at least be equal
to the number of input forces to be estimated (n).
However, more response measurements can be taken
at the receiver side (m > n), since the measurement
locations are not restricted to the transfer path
locations. The TPA approach is crucially dependent on
good estimates of the input forces, volume velocities,
and transfer paths. Figure 22 shows how different
methods can be used to estimate input forces.69 The
agreement between the three methods is seen to be
better for low than high engine speeds.

Airborne transfer paths are normally quantified by
their input volume velocities. These volume veloci-
ties are usually estimated from indirect techniques, in
a similar way to the input forces. Three techniques
are available: (1) point-to-point surface sampling,
(2) sound intensity measurements, and (3) matrix
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Figure 22 Comparison of operational forces at a car
body. 1: +Z path, third order. Measured force via force
transducer ; force estimated via complex dynamic
stiffness method - - - - ; force estimated via matrix
inversion method � . (From Ref. 69.)

inversion. This first method is used to determine con-
tributions from vibrating panels. The second can be
used to determine the airborne contributions from an
engine. A typical application of matrix inversion is to
quantify the intake and exhaust noise.69

10 INVERSE NUMERICAL ANALYSIS
APPROACH FOR SOURCE IDENTIFICATION

Other studies, which are similar to the TPA approach,
have shown that numerical acoustics techniques can
be used for source identification.70–75 The approach
described here is usually called inverse numerical
analysis (INA) and is similar to the acoustical
holography method described in Chapter 50. In TPA,
the main concern is determining the exciting forces
(e.g., the forces supplied by an engine through the
engine mounts), while with INA the main concern is to
reconstruct the surface vibration of an acoustic source.
So, fundamentally, the objectives of TPA and INA are
different.

The main difference between TPA and INA lies
in the determination of the transfer functions, H . In
TPA, these are usually obtained by experiment (e.g.,
the actual sources are turned off or disconnected, and
a shaker is used in place of each vibration source in a
sequential fashion). In INA, each transfer function, H ,
is defined as the ratio of the sound pressure at a point
in the near field of the source to the vibration velocity
at a point on the surface of the source; the acoustical
transfer vector (ATV) is simply a row of these transfer
functions between a given point in the near field and
each surface point; ATM is a matrix in which each
row is the ATV for each field point. Because the
number of surface points can be in the thousands, the
transfer functions are usually obtained from a boundary
element model (BEM) model (although, in principle,
transfer functions can be measured either directly or
using reciprocity). Thus, INA is a model-based method
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in which a BEM model is used to obtain the transfer
functions.76

What is common to both methods is that they both
require an inversion of a matrix of transfer functions.
With TPA there are normally more equations than
unknowns, so the system is overdetermined; with INA
there are more unknowns than equations, so the system
is underdetermined.

The starting point for the INA approach is the
acoustical transfer vector (ATV). ATVs can be used
in two different ways. First, ATVs can be used to
conduct contribution analyses that can assess which
parts of a machine act as the predominant noise
sources. For example, the sound power contribution
and radiation efficiency of different parts of an engine
can be calculated if the distribution of the normal
velocity on the surface is known. Additionally, ATVs
can be used to reliably reconstruct the vibration on
a machine surface. This procedure utilizes measured
sound pressures along with ATVs to reconstruct the
surface velocity.

Fahy demonstrated that ATVs can be measured,
and perhaps ATVs can best be understood using
the concept of acoustical reciprocity, which he has
explained.71 Figure 23 illustrates this concept by
comparing a direct and corresponding reciprocal case.
For the situation shown in Fig. 23,

p1

vnδS
= p2

Q
(6)

where p1 and p2 are sound pressures, vn is the normal
velocity on the surface, δS is a differential area, and
Q is the volume velocity of a point source. The right
hand or the corresponding left hand side of Eq. (6)
is a single element of an ATV. Thus, the row vector
obtained by finding this ratio at each point or node
on a radiating surface is the fully populated ATV at a
given frequency. It follows that another ATV will be
required for each sound pressure measurement location
in the sound field. It should be apparent that ATVs
can be measured most readily using the reciprocal
approach (Fig. 23) since it is easier to traverse a
microphone over the surface of a machine rather than
some known sound source. Figure 24 shows how such
measurements can be realized in practice.69

Direct
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Figure 23 Schematic showing the principle of acoustical
reciprocity. (From Ref. 70.)
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Figure 24 Measurement of inverse transfer functions
using the reciprocal approach. (From Ref. 69.)

If an appropriate numerical model can be produced,
ATVs are more easily calculated than measured and
really do not require any knowledge about the source
except for the geometry and the location of any
sound-absorbing materials that may be present. As
mentioned previously, in principle, several different
numerical methods could be used to calculate ATVs,
although the BEM has generally been the method of
choice. Because the number of surface points can be
in the thousands, the transfer functions are usually
obtained from a BEM model (although these transfer
functions can be measured either directly or by using
reciprocity). The sound pressure at a field point (pf )
can be related to any surface vibration (vn) via

pf = �Hf n�{vn} (7)

Here the acoustical transfer vector �Hf n� represents
a row of transfer functions Hf n. For multiple field
points, Eq. (7) can be written in matrix form as

{pf } = �Hf ij�{vn} (8)

where Hf ij are elements of the acoustical transfer
matrix, [Hf ij ] or ATM. The ATM is a collection of
ATVs for different points in the field.

Inverse numerical acoustics (INA)70–75 is the
process of solving Eq. (8) in the reverse direction.
The sound pressures at the field points (pf ) are the
known quantities, whereas the surface vibrations (vn)
are the unknowns. In most cases, there are far more
unknown vibrations than there are known or measured
sound pressures. Thus, the problem could be classified
as an underdetermined problem. Once the vibration on
the surface is reconstructed, the characteristics of the
vibrating source can be examined.
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1 INTRODUCTION

Acoustical enclosures are used wherever containment
or encapsulation of the source or receiver is a
good, cost-effective, feasible solution. An enclosure
corresponds to a noise control measure in the path.
Often the main task is to keep the sound energy
inside the enclosure and dissipate it by means of
sound absorption. In some cases such as with personnel
booths or automobile or aircraft cabins, the main task is
to keep the noise outside and to absorb as much sound
energy as possible that does penetrate the enclosure
walls and come inside. Enclosures can be classified
in five main types: (1) large loose-fitting enclosures
in which complete machines are contained, (2) small
enclosures used to enclose small machines or parts of
large machines, (3) close-fitting enclosures that follow
the contours of a machine or a part, (4) wrapping
or lagging materials often used to wrap pipes, ducts,
or other systems, and (5) large booths or room-sized
enclosures and cabins in which personnel or vehicle
passengers are contained.

The performance of enclosures can be defined
in three main ways1: (1) noise reduction (NR),
(2) transmission loss (TL, or equivalently the sound
reduction index ), and (3) insertion loss (IL). Enclo-
sures can either be complete or partial (in which
some walls are removed for convenience or accessibil-
ity). Penetrations are also often necessary for machine
maintenance or to provide access during manufacture
or for cooling.

The physical behavior and the efficiency of an
enclosure depend mainly on: (1) the transmission loss
of the walls of the enclosure, (2) its volume and
necessary openings (access for passing materials in and
out, ventilation and cooling, inspection windows, etc.),
and (3) the sound energy absorbed inside the enclosure
walls that are lined with sound-absorbing materials.

2 REVERBERANT SOUND FIELD MODEL FOR
ENCLOSURES

In the energy model for an enclosure it is assumed
that the reverberant sound field produced within the
enclosure is added to the direct sound field produced

by the sound source being enclosed. The sum of the
two sound fields gives the total sound field within the
enclosure, which is responsible for the sound radiated
by the enclosure walls.

If the smallest distance � between the machine sur-
face and the enclosure walls is greater than a wave-
length λ (� > λ), for the lowest frequency of the noise
spectrum of the machine (noise source), then the enclo-
sure can be considered large enough to assume that the
sound field within the enclosure is diffuse (the sound
energy is uniformly distributed within the enclosure).
Another criterion2 used to assume the diffuse sound
field condition requires the largest dimension of the
interior volume of the enclosure to be less than λ/10.

Therefore, according to classical theory, the rever-
berant sound pressure level within the enclosure, Lprev,
is given by3,4

Lprev = LW + 10 log T − 10 logV + 14 (1)

where LW is the sound power level of the source, T is
the reverberation time within the enclosure in seconds,
and V is the internal volume of the enclosure in cubic
metres. Then, the reverberant sound intensity incident
on the internal enclosure walls can be estimated from

Ii = 〈p2〉rev
4ρc

(2)

where 〈p2〉rev is the reverberant mean-square sound
pressure (space–time average) within the enclosure, ρ
is the density of the medium (air) within the enclosure,
and c is the speed of sound.

3 MACHINE ENCLOSURE IN FREE FIELD

The sound field immediately outside an enclosure will
consist of two components: (1) sound radiated due
to the internal reverberant sound field and (2) sound
radiated due to the direct sound field of the machine
noise source. The fraction of sound energy that is
incident on the interior of the enclosure wall that is
transmitted depends on its transmission coefficient.
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Absorbing
Material

Lprev

Lpext

Lp(r )

r

Source

Iext
Ii α

Figure 1 Acoustical enclosure placed in free field.

The transmission coefficient τ of a wall may be
defined as

τ = sound intensity transmitted by wall

sound intensity incident on wall
(3)

and this coefficient τ is related to the transmission loss
(TL) (or sound reduction index) by

TL = 10 log
1

τ
(4)

(See Chapter 54 for a definition and discussion of
the transmission loss.)

If the enclosure is located in a free field, as shown
in Fig. 1, the sound pressure level immediately outside
the enclosure is3,4

Lpext = Lprev − TL − 6 (5)

Therefore, the enclosure with its noise source inside
can be considered to be an equivalent sound source
placed in free-field conditions. Now, if the floor is
hard and highly reflective, the sound pressure level at
a distance r from an enclosure wall can be estimated
by

Lp(r) = Lpext + 10 log S − 10 log(2πr2) (6)

where S is the total outer surface area of the enclosure
walls.

4 SIMPLE ENCLOSURE DESIGN ASSUMING
DIFFUSE REVERBERANT SOUND FIELDS
If the sound fields are assumed to be reverberant
both inside and outside a completely sealed enclosure
(typical of a machine enclosure in a machine shop),
then the noise reduction NR is given by

NR = Lp1 − Lp2 = TL + 10 log
A2

Se

(7)

where Lp1 and Lp2 are the reverberant sound pressure
levels inside and outside the enclosure, A2 = S2α2 is
the absorption area in square metres of the receiving
space where α2 is the surface average absorption
coefficient of the absorption material in the receiving
space averaged over the area S2, and Se is the enclosure
surface area in square metres. (See Chapter 57 for
definitions and further discussion of absorption area
A and Chapter 54 for a definition and discussion of
transmission loss.)

4.1 Personnel Booth or Enclosure in a
Reverberant Sound Field
Equation (7) can be used to design a personnel booth
or enclosure in which the noise source is external and
the reason for the enclosure is to reduce the sound
pressure level inside (see Fig. 2). If the enclosure is
located in a factory building in which the reverberant
level is Lp1, then the enclosure wall TL and interior

Absorbing
Material

Reverberant
Sound Field

Lp2

Lp1
S2α2

S2α2

Source

Figure 2 Personnel enclosure placed in a reverberant sound field.
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absorption area A2 can be chosen to achieve a required
value for the internal sound pressure level Lp2. In the
case that the surface area S2 of the internal absorbing
material S2 = Se, the enclosure surface area, then
Eq. (7) simplifies to

NR = TL + 10 logα2 (8)

The NR achieved is seen to be less than the TL in
general. When α2, the average absorption coefficient
of the absorbing material in the receiving space
approaches 1, then NR approaches TL (as expected),
although when α2 approaches 0, then the theory fails.

Example 1 Consider that the reverberant level in
the assembly area of a manufacturing shop is 85 dB
in the 1600-Hz one-third octave band. It is required
to provide values of TL and α to achieve an interior
level inside a personnel enclosure less than 60 dB.
Assuming that S2 = Se, then if TL is chosen as 30
dB and α = 0.2, NR = 30 + 10 log 0.2 = 30 − 7 = 23
dB, and Lp2 = 62 dB. Now, if α is increased to 0.4,
then NR = 30 + 10 log 0.4 = 30 − 4 = 26 and Lp2 =
59 dB, meeting the requirement. Since TL varies with
frequency [see Eq. (11)], this calculation would have
to be repeated for each one-third octave band center
frequency of interest. In addition, at low frequency,
some improvement can be achieved by using a thicker
layer of sound-absorbing lining material.

4.2 Machine Enclosure in a Reverberant
Space
When an enclosure is designed to contain a noise
source (see Fig. 3), it operates by reflecting the sound
back toward the source, causing an increase in the
sound pressure level inside the enclosure. From energy
considerations the insertion loss is zero if there is no
sound absorption inside. The effect is an increase in the
sound pressure at the inner walls of the enclosure com-
pared with the sound pressure resulting from the direct
field of the source alone. The buildup of sound energy
inside the enclosure, can be reduced by placing sound-
absorbing material on the walls inside the enclosure. It
is also useful to place sound-absorbing materials inside
personnel noise protection booths for similar reasons.

The internal surfaces of an enclosure are usu-
ally lined with glass or mineral fiber or an open-cell
polyurethane foam blanket. However, the selection of
the proper sound-absorbing material and its contain-
ment will depend on the characteristics of each noise
source. Sound absorption material also requires special
protection from contamination by oil or water, which
weakens its sound absorption properties. If the noise
source enclosed is a machine that uses a combustible
liquid, or gas, then the material should also be fire
resistant. Of course, since the sound absorption coeffi-
cient of linings is generally highest at high frequencies,
the high frequency components of any noise source
will suffer the highest attenuation.

The effect of inadequate sound absorption in
enclosures is very noticeable. Table 1 shows the
reduction in performance of an ideal enclosure with
varying degrees of internal sound absorption.4 The
first column of Table 1 shows the fraction of internal
surface area that is treated. The sound power of the
source is assumed to be constant and unaffected by
the enclosure.

For an enclosure that is installed around a source
with a considerable amount of absorbing material used
inside to prevent any interior reverberant sound energy
buildup, then from energy considerations

IL ∼= TL

if the receiving space is quite absorbent and if IL
and TL are averaged over wide frequency bands
(e.g., at least one octave). If insufficient sound-
absorbing material is put inside the enclosure, the

Table 1 Reduction in Noise Reduction Performance
of Enclosure as Function of Percentage of Internal
Surface Covered with Sound Absorptive Material

Percent Sound
Absorbent (%)

Change in
NR (dB)

10 −10
20 −7
30 −5
50 −3
70 −1.5

Absorbing
Material

Reverberant
Sound Field

Source

S2α2

S2α2
S2α2

S2α2
Lp rev = Lp1

Lpext = Lp2

Figure 3 Machine enclosure placed in a reverberant environment.
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sound pressure level will continue to increase inside
the enclosure because of multiple reflections, and
the enclosure effectiveness will be reduced. From
energy considerations it is obvious that if there is no
sound absorption inside (α = 0), the enclosure will be
ineffective, and its insertion loss will be zero.

An estimate of the insertion loss for the general
case 0 < α < 1 can be obtained by assuming that the
sound field inside the enclosure is diffuse and rever-
berant and that the interior surface of the enclosure
is lined with absorbing material of surface-averaged
absorption coefficient α. Let us assume that (1) the
average absorption coefficient in the room containing
the noise source is not greater than 0.3, (2) the noise
source does not provide direct mechanical excitation to
the enclosure walls, and (3) the noise source volume is
less than about 0.3 to 0.4 of the enclosure volume, then
we may show that the insertion loss of a loose-fitting
enclosure made to contain a noise source situated in a
reverberan space is5

IL = Lp1 − Lp2 = TL + 10 log
Ae

Se

(9)

where Lp1 is the reverberant level in the room
containing the noise source (with no enclosure), Lp2
is the reverberant level at the same location (with
the enclosure), Ae is the absorption area inside the
enclosure Siαi , and αi is the surface average absorption
coefficient of this material. If the surface area of the
enclosure Se = Si , the area of the interior absorbing
material, then Eq. (9) simplifies to

IL = TL + 10 logαi (10)

We see that normally the insertion loss of an
enclosure containing a noise source is less than the TL.
If αi , the average absorption coefficient of the internal
absorbing material approaches 1, the IL approaches TL
(as expected), although when α approaches 0, then this
theory fails.

Example 2 Consider that the sound pressure level
Lp1 in a reverberant woodworking shop caused by
a wood-planing machine in the 1600-Hz one-third-
octave band in 90 dB. Then what values of TL and
α should be chosen to guarantee that the reverberant
level will be less than 60 dB? Assuming that Si = Se,
then if TL is chosen to be 40 dB and α = 0.1, IL
= 40 + 10 log 0.1 = 40 − 10 = 30 dB and Lp2 = 60
dB. Now, if α is increased to 0.2, then IL = 40 +
10 log 0.2 = 40 − 7 = 33 dB and Lp2 = 57 dB, thus
meeting the requirement. As in Example 1, we can
observe that since TL varies with frequency f [see
Eq. (11)], this calculation should be repeated at each
frequency of interest. At low frequencies, since large
values of TL and α are difficult to achieve, it may not
be easy to obtain large values of IL.

Thus the TL can be used as an approximate guide
to the IL of a sealed enclosure only when allowance
is made for the sound absorption inside the enclo-
sure. The transmission loss of an enclosure is usu-
ally mostly governed by the mass/unit area ρs of the

enclosure walls (except in the coincidence-frequency
region). The reason for this is that when the stiffness
and damping of the enclosure walls are unimportant,
the response is dominated by inertia of the walls ρs(2
πf ) where f is the frequency in hertz.

The transmission loss of an enclosure wall for
sound arriving from all angles is approximately

TL = 20 log(ρsf ) − C (11)

where ρs is the surface density (mass/unit area) of the
enclosure walls and C = 47 if the units of ρs are kg/m2

and C = 34 if the units are lb/ft2. Equation (11) is
known as the field-incidence mass law. The transmis-
sion loss of a wall [given by Eq. (11)] theoretically
increases by 6 dB for each doubling of frequency or
for each doubling of the mass/unit area of the wall.

Where the enclosure surface is made of several
different materials (e.g., concrete or metal walls and
glass), then the average transmission loss TLave of the
composite wall is given by

TLave = 10 log
1

τ
(12)

where the average transmission coefficient τ is

τ = S1τ1 + S2τ2 + · · · + Snτn

S1 + S2 + · · · + Sn

, (13)

where τi is the transmission coefficient of the ith wall
element and Si is the surface area of the ith wall
element (m2).

5. OTHER MODELS FOR ENCLOSURES
In general, it is difficult to predict the insertion loss
of an enclosure with a high degree of accuracy. This
is because both the sound field inside and outside
the enclosure cannot always be modeled using simple
approaches. The models discussed so far are valid
for large enclosures where resonances do not arise.
However, in the design of enclosures at least two types
of enclosure resonances have to be taken into account:
(1) structural resonances in the panels that make up
the enclosure and (2) standing-wave resonances in the
air gap between the machine and the enclosure. At
each of these resonance frequencies the insertion loss
due to the enclosure is significantly reduced and in
some instances can become negative, meaning that the
machine with the enclosure may radiate more noise
than without the enclosure. Therefore, the enclosure
should be designed so that the resonance frequencies
of its constituent panels are not in the frequency range
where high insertion loss is required.

If the sound source being enclosed radiates predom-
inantly low-frequency noise, then the enclosure panels
should have high resonance natural frequencies, that is,
the enclosure should be stiff and not massive. These
requirements are very different from those needed for
good performance of a single-leaf partition at frequen-
cies below the critical frequency. To achieve a high
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insertion loss in the stiffness controlled region, ben-
efit can be gained by employing small panel areas,
large panel aspect ratios, clamped edge conditions, and
materials having a high bending stiffness.6

On the other hand, a high-frequency sound source
requires the use of an enclosure with panels having low
natural frequencies, implying the need for a massive
enclosure. Additionally, the panels of the enclosure
should be well damped. This would increase IL, in
particular for frequencies near and above the critical
frequency and at the first panel resonance.

In addition, mechanical connections between the
sound source and the walls of the enclosure, air gap
leaks, structure-borne sound due to flanking transmis-
sion, vibrations, and the individual radiation efficiency
of the walls of the enclosure will reduce the IL in
different frequency ranges.

For a sealed enclosure without mechanical connec-
tions between the source and the enclosure walls, the
problem can be divided in three frequency ranges:
(1) the low-frequency range, where the insertion loss
is frequency independent and corresponds to fre-
quencies below air gap or panel resonances, (2) the
intermediate-frequency range, where the insertion loss
is controlled by panel and/or air gap resonances that
do not overlap so that statistical methods are not appli-
cable, and (3) the high-frequency range, where high
modal densities exist, consequently, statistical energy
methods can be used for modeling. The insertion loss
in the intermediate frequency region fluctuates widely
with frequency and position and thus is very difficult
to analyze by theoretical methods.2,7

For a sealed, unlined, small rectangular acoustical
enclosure, made of n separate, homogeneous, and
isotropic panels, and where the sound field inside can
be assumed as diffuse and reverberant, the insertion
loss at very low frequencies is controlled by the
volume compliance of the enclosure walls. Then the
low-frequency insertion loss can be estimated by2,8

IL = 20 log

[
1 + VEh3

12 × 10−3(1 − ν2)ρc2

×
6∑

i=1

1

S3
i F (zi)

]
(14)

where V is the internal enclosure volume, E is the
Young’s modulus of the wall panels, h is the thickness
of the wall panels, ν is the Poisson’s ratio of the wall
panels, Si is the surface area of the ith wall panel, zi

is the aspect ratio (longest/smallest edge dimension)
of the ith wall panel, and F(z) is a function given
by Lyon and plotted in Fig. 4, for both clamped and
simply-supported edges.8 Equation (14) is valid for
frequencies below the first mechanical resonance of
the enclosure wall panels.

If the enclosure is a cube made of clamped panels
of edge length a, Eq. (14) simplifies to

IL = 20 log

[
1 + 41

(
h

a

)3
E

ρc2

]
(15)
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Figure 4 Panel volume compliance function F(z) plotted
vs. the aspect ratio z for clamped and simply supported
edges.8 (Reproduced with permission of American
Institute of Physics.)

For a large, lined, unsealed, machine-mounted
acoustical enclosure, made of N separate, homoge-
neous, and isotropic panels, and where the sound field
inside can be assumed as diffuse and reverberant, the
insertion loss at high frequencies can be calculated
using a statistical energy analysis model presented by
Ver.2,9 The insertion loss can be written as (adapting
the notation of reference10)

IL = 10 log

7∑
i=1

Sαi

Sα2 + Sα7 + Sα8 + WSB

W0

7∑
i=1

Sαi

(16)

where W0 is the sound power radiated by the
unenclosed machine and the other terms in Eq. (16)
are defined in Table 2.

In the equations in Table 2, Sw is the total interior
wall surface area, αw is the average energy absorption
coefficient of the walls, Swi is the surface area of the
ith wall, TLwi is the sound transmission loss of the ith
wall, Siαi is the total absorption area in the interior of
the enclosure in excess of the wall absorption (i.e., the
machine body itself), Ssk is the face area of the kth
silencer opening (assumed completely absorbent), m
is the attenuation constant for air absorption, V is the
volume of the free interior space, SGj is the area of the
j th leak or opening, TLGj is the sound transmission
loss of the j th leak or opening, �Lk is the sound
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Table 2 Definition of Terms Used in Eq. (16)

Physical Meaning Term Equationa

Power dissipation by the wall absorption Sα1 Swαw
Power loss due to sound radiation of walls Sα2

∑
i Swi10−TLwi/10

Power dissipation in walls through damping Sα3 SwD
Power dissipation by sound-absorbing surfaces in addition to the

walls
Sα4 Siαi

Sound power loss due to silencers Sα5
∑

k Ssk
Sound absorption in air Sα6 mV
Sound transmission to the exterior through gaps and openings Sα7

∑
j SGj10−TLGj/10

Sound power transmitted through silencers Sα8
∑

k Ssk10−�Lk

Sound power transmitted through structure-borne paths WSB

n∑
i=1

F2
i

(
ρ

ρ2
sc

+ ρcσ

2.3ρ2
scLhωη

)

Force transmitted by the ith attachment point Fi
ui

|1/2.3ρ2
scLh + jω/s|

aDefinition of each term in the equations is given in the text.

attenuation through the kth silencer opening, ρ is the
air density, ρs is the wall panel surface density, c is the
speed of sound, σ is the radiation efficiency, cL is the
speed of longitudinal waves in the wall panel material,
h is the wall panel thickness, ω = 2πf , η is the loss
factor of the wall panel, ui is the vibration velocity
of the machine at the ith attachment point, n is the
total number of point attachments between the machine
and the enclosure wall, j = √−1, s is the dynamic
stiffness of the resilient mount connecting the wall to
the machine (s = ∞ for rigid point connections), and
D is a dimensionless term given by

D =
(

4π
√

12ρc3σ

cLhρsω2

)(
ρsωη

ρsωη + 2ρcσ

)
(17)

From an examination of Eq. (16) it can be observed
that for a properly designed enclosure the sound
energy flows through gaps, openings, air intakes, and
exhaust silencers, and structure-borne paths must be
controlled so that their contributions to the sound
radiation are small compared with the sound radiation
from the walls. If these sound energy paths are
fully controlled, then the sound energy dissipation
is achieved by the total absorption area inside the
enclosure Ae = Swαw + Siαi . Then if TLwi = TL and
Sw = Se, Eq. (16) simplifies to Eq. (9).

6 CLOSE-FITTING ENCLOSURES
If the noise source occupies no more than about one-
third of the volume of a sealed enclosure, then the
theory described by Eqs. (16) and (17) can be used.
However, in many cases when machines are enclosed
it is necessary to locate the enclosure walls close to the
machine surfaces, so that the resulting air gap is small.
Such enclosures are termed close-fitting enclosures. In
such cases the sound field inside the enclosure is neither
reverberant nor diffuse, and the theory discussed at the
beginning of this chapter can be used to calculate a first
approximation of the insertion loss of an enclosure.
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Figure 5 Close-fitting enclosure attenuation in sound
pressure level for different values of panel stiffness.
The resonance frequency f0 is increased by increasing
stiffness.

There are several effects that occur with close-
fitting enclosures. First, if the noise source has a low
internal impedance, then in principle the close-fitting
enclosure can “load” the source so that it produces
less sound power. However, in most machinery noise
problems, the internal impedance of the source is high
enough to make this effect negligible. Second, and
more importantly, reductions in the IL occur at certain
frequencies (when the enclosure becomes “transpar-
ent”). These frequencies f0 and fsw are shown in
Fig. 5. When an enclosure is close fitting, then to a first
approximation the sound waves approach the enclosure
walls at normal incidence instead of random incidence.
When the air gap is small, then a resonant condition
at frequency f0 occurs where the enclosure wall mass
is opposed by the wall and air gap stiffness. This res-
onance frequency can be increased by increasing the
stiffness, as seen in Fig. 5. In addition, standing-wave
resonances can occur in the air gap at frequencies fsw .
These resonances can be suppressed by the placement
of sound-absorbing material in the air gap.11,12

Jackson has produced simple theoretical models
for close-fitting enclosures that assume a uniform air
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Figure 6 Simplified one-dimensional model for a
close-fitting enclosure.

gap.11,12 He modeled the source enclosure problem in
terms of two parallel infinite panels separated by an
air gap, as shown in Fig. 6. One panel is assumed
to be vibrating and to be the noise source, and the
second panel is assumed to be an enclosure panel.
Then, the enclosure performance is specified in terms
of the relative vibration levels of the two panels. Later,
Junger considered both the source panel and enclosure
panel to be of finite area.13 He assumed that the source
panel vibrates as a uniform piston and the enclosure
panel vibrates as a simply supported plate excited by
a uniform sound pressure field. Comparisons of the
Jackson, Junger, and Ver models have been presented
by Tweed and Tree.14

Fahy has presented details of an enclosure prediction
model based upon a one-dimensional model similar to
that of Jackson.15 It is assumed that the enclosure panel
is a uniform, nonflexible partition of mass per unit area
ρs , and it is mounted upon viscously damped, elastic
suspensions, having stiffness and damping coefficients

per unit area s and r , respectively. The insertion loss of
the enclosure in this one-dimensional case is

IL = 10 log

{[
cos k� − (ωρs − s/ω) sin k�

ρc

]2

+ sin2 k�

(
1 + r

ρc

)2
}

(18)

where k = ω/c is the wavenumber, and � is the
separation distance between the source and enclosure
panel.

From an examination of Eq. (18) it is clear that
the insertion loss will be zero at frequencies when the
cavity width � is equal to an integer number of half-
wavelengths and the panel enclosure velocity equals
the source surface velocity. The insertion loss will also
have a minimum value at the frequency ω0

15

ω2
0 ≈ ρc2

ρs�
+ s

ρs

(19)

where ω0 = 2πf0. Figure 7 shows a generalized
theoretical insertion loss performance of a close-fitting
enclosure, according to Eq. (18).

Other theoretical models to predict the acoustical
performance of close-fitting enclosures have been
reported in the literature.16,17 However, in practice, the
real source panel exhibits forced vibrations in a number
of modes and the air gap varies with real enclosures,
and these simple theoretical models and some later
ones can only be used to give some guidance of the
insertion loss to be expected in practice. Finite element
and boundary element approaches can be used to make
insertion loss predictions for close-fitting enclosures
with complicated geometries and for the intermediate
frequency region.18
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Figure 7 Theoretical close-fitting enclosure insertion loss performance.
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Figure 8 Partial enclosure.

7 PARTIAL ENCLOSURES
When easy and continuous access to parts of a
machine is necessary or the working process of the
machinery or the safety or maintenance requirements
do not allow a full enclosure, a partial enclosure is
usually used to reduce the radiated noise.19 Figure 8
shows an example of a partial enclosure used in
machinery noise control. The noise reduction produced
by a partial enclosure will depend upon the particular
geometry. Most of the time, the available attenuation
will be limited by diffractive scattering and mechanical
connections between the partial enclosure and the
vibrating machine. It is recommended that partial
enclosures be fully lined with sound absorption
material. As a general rule, the enclosure walls of a
partial enclosure should have a transmission loss of
at least 20 dB. The maximum sound power reduction
that can be achieved for such an enclosure is about
10 dB. However, in some cases, the noise levels
radiated may be reduced more. Table 3 shows the
effectiveness of partial enclosures, where the values
are based on the assumption that the noise source
radiates uniformly in all directions and that the partial
enclosure that surrounds the source is fully lined with
sound-absorptive material.20

8 PRACTICAL DETAILS
Most equations presented in this chapter will give good
estimates for the actual performance of an enclosure.
However, some guidelines should be followed in
practice to avoid degradation of the effectiveness of

Table 3 Effectiveness of a Partial Enclosure

Sound Energy Enclosed
and Absorbed (%)

Maximum Achievable
Noise Reduction (dB)

50 3
75 6
90 10
95 13
98 17
99 20

an enclosure. In addition, when designing an enclosure,
care should be taken so that production costs and time,
operational cost-effectiveness, and the efficiency of
operation of the machine or equipment being enclosed
are not adversely affected.

Most enclosures will require some form of ven-
tilation through openings. Such necessary permanent
openings must be treated with some form of silencing
to avoid substantially degrading the performance of
the enclosure. For a good design, it is required that
the acoustical performance of access silencing will
match the performance of the enclosure walls. The
usual techniques employed to control the sound prop-
agation in ducts can be used for the design of silencers
(see Chapter 112).

When ventilation for heat removal is required but
the heat load is not large, then natural ventilation with
silenced air inlets low down close to the floor and
silenced outlets at a greater height, well above the
floor, will be adequate. If forced ventilation is needed
to avoid excessive heat build up in the enclosure,
then the approximate amount of airflow needed can
be determined by4

ρCpV = H

�T
(20)

where V is the volume flow rate of the cooling air
required (m3/s), H is the heat input to the enclosure
(W), �T is the temperature differential between the
external ambient and the maximum permissible inter-
nal temperature of the enclosure (◦C), ρ is the air
density (kg/m3), and Cp is the specific heat of the air
(m2C−1/s2). When high-volume flow rates of air are
required, the noise output of the fan that provides the
forced ventilation should be considered very carefully,
since this noise source can degrade the performance
of the enclosure. In general, large slowly rotating fans
are always preferred to small high-speed fans since
fan noise increases with the fifth power of the blade
tip speed.

The effectiveness of an enclosure can be very much
reduced by the presence of leaks (air gaps). These
usually occur around removable panels or where ducts
or pipes enter an enclosure to provide electrical and
cooling air services and the like. If holes or leaks
occur in the enclosure walls (e.g., cracks around doors
or around the base of a cover) and if the TL of
the holes is assumed to be 0 dB (as is customary),
then the reduction in insertion loss as a function of
the TL of the enclosure walls, with the leak ratio
factor β as the parameter is given by Fig. 9.2 The
leak ratio factor β is defined as the ratio of the total
face area of the leaks and gaps to the surface area
(one side) of the enclosure walls. If the penetrations in
the enclosure walls are lined with absorbing materials
as shown in Fig. 10, then the degradation in the
enclosure IL is much less significant. Results from both
a statistical energy model and experimental work for a
steel box, representing a cabin enclosure, are presented
in Figs. 11 and 127. Here the attenuation is defined as
the difference in space-averaged sound pressure levels
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Figure 9 Decrease of enclosure insertion loss, � IL, as
a function of the wall sound transmission loss TL with the
leak ratio factor β as parameter.

outside and inside the enclosure. It can be observed
how a circular aperture in one panel affects the

attenuation in the middle- and high-frequency range.
Some studies indicate that leaks not only degrade the
noise reduction but also can introduce resonances when
the leak ratio factor is not very large.21

It is necessary to provide sufficient vibration isola-
tion to reduce the radiation of noise from the surface on
which the machinery is mounted, particularly if low-
frequency noise is the main problem. Therefore, it is
advisable to mount the machine and/or the enclosure
itself on vibration isolators that reduce the transmis-
sion of energy to the floor slab. In doing so, control of
both the airborne and the structure-borne sound trans-
mission paths between the source and receiver will
be provided. Great care is necessary to ensure that
the machine will be stable and its operation will not
be affected adversely. Insertion of flexible (resilient)
connectors between the machine and conduit, cables,
piping, or ductwork connected to it must be provided
to act as vibration breaks.

In addition, proper breaking of any paths that permit
noise to “leak” through openings in the enclosure must
be provided. Then all joints, seams, and penetrations
of enclosures should be sealed using a procedure such
as packing the leaks with mineral wool, which are

(a)

(b)

Figure 10 Enclosures with penetrations (for cooling) lined with absorbing materials: (a) lined ducts and (b) lined baffles
with double-door access provided to interior of machine.
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Figure 12 Attenuation of a box with a circular aperture
(diameter of 0.035 m) in one panel. Box contains 1.2 m2

of absorbing material: , predicted and ◦, measured.

closed by cover plates and mastic sealant.4 Figure 13
shows the difference in experimental results between
the attenuation of an idealized cab enclosure with the
leaks between panels unsealed and sealed with clay.22

Any access doors to the enclosure must be fit-
ted tightly and gasketed. Locking handles should be
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Figure 13 Experimentally measured attenuation of a
cabin model enclosure: , joints sealed and - - - - - ,
joints unsealed.

provided that draw all such doors tightly to the gas-
keted surfaces so as to provide airtight seals. Inspection
windows should be double glazed and the glass thick-
nesses and pane separations should be chosen carefully
to avoid degradation by structural/air gap resonances.
Placing porous absorbing material in the reveals
between the two frames supporting the glass panes
can improve the transmission loss of a double-glazed
inspection window. Figure 14 shows an enclosure in
which some basic noise control techniques have been
applied. Information about cost, construction details,
and performance of several enclosures can be found in
the manufacturers’ literature and in some books.23
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1 INTRODUCTION

Sound-absorbing materials absorb most of the sound
energy striking them and reflect very little. Therefore,
sound-absorbing materials have been found to be very
useful in the control of noise. They are used in a
variety of locations: close to sources of noise (e.g.,
close to sources in electric motors), in various paths,
(e.g., above barriers), and sometimes close to a receiver
(e.g., inside earmuffs).

Although all materials do absorb some incident
sound, the term acoustical material has been primarily
applied to those materials that have been produced
for the specific purpose of providing high values
of sound absorption. The major uses of acoustical
materials are almost invariably found to include the
reduction of reverberant sound pressure levels and,
consequently, the reduction of reverberation time in
enclosures (rooms).

Since about 1965, the use and variety of available
specialized acoustical materials has greatly increased.
This has been due mainly to both increased technol-
ogy and public awareness and concern about noise in
everyday life. In turn, this has led many public bodies
and commercial public service operations to realize
the benefits of providing good acoustical conditions
for their clients. The architect and acoustical engineer
now have a wide choice of sound-absorbing materials
that not only provide the desired acoustical proper-
ties but also offer an extremely wide variety of colors,
shapes, sizes, light reflectivities, fire ratings, and meth-
ods of attachment. In addition to these qualities, users
should consider the costs of purchase, installation, and
upkeep.

2 SOUND ABSORPTION COEFFICIENT

When sound waves strike a boundary separating two
media, some of the incident energy is reflected from
the surface and the remaining energy is transmitted into
the second medium. Some of this energy is eventually
converted by various processes into heat energy and
is said to have been absorbed by that medium. The
fraction of the incident energy absorbed is termed the
absorption coefficient α(f ), which is a function of

frequency and defined as

α(f ) = sound intensity absorbed

sound intensity incident
(1)

The absorption coefficient theoretically ranges from
zero to unity. In practice, values of α > 1.0 are
sometimes measured. This anomaly is due to the
measurement procedures adopted to measure large-
scale building materials.

One sabin is defined as the sound absorption of one
square metre of a perfectly absorbing surface, such as
an open window. The sound absorption of a wall or
some other surface is the area of the surface, in square
metres, multiplied by the absorption coefficient.

3 NOISE REDUCTION COEFFICIENT
Another parameter often of interest in assessing the
performance of an acoustical absorber is the single
number known as the noise reduction coefficient
(NRC). The NRC of a sound-absorbing material is
given by the average of the measured absorption
coefficients for the 250-, 500-, 1,000-, and 2,000-
Hz octave bands rounded off to the nearest multiple
of 0.05. This NRC value is often useful in the
determination of the applicability of a material to a
particular situation. However, where low or very high
frequencies are involved, it is usually better to consider
sound absorption coefficients instead of NRC data (see
also Chapter 54).

4 ABSORBERS
A wide range of sound-absorbing materials exist
that provide absorption properties dependent upon
frequency, composition, thickness, surface finish, and
method of mounting. They can be divided into several
major classifications. Materials that have a high value
of α are usually porous and fibrous. Fibrous materials
include those made from natural or artificial fibers
including glass fibers. Porous materials made from
open-celled polyurethane are also widely used.

4.1 Porous Fibrous Sound Absorbers
Porous materials are characterized by the fact that the
nature of their surfaces is such that sound energy is
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able to enter the materials by a multitude of small holes
or openings. They consist of a series of tunnel-like
pores and openings formed by interstices in material
fibers or by foamed products. (Usually, within limita-
tions, the more open and connecting these passages are,
the larger the values of the sound-absorbing efficiency
of the material.) If, on the other hand, the pores and
penetrations are small and not joined together, then the
material becomes substantially less efficient as a sound
absorber. Included in this broad category of porous
absorbers are fibrous blankets, hair felt, wood-wool,
acoustical plaster, a variety of spray-on products, and
certain types of acoustical tiles.

When a porous material is exposed to incident
sound waves, the air molecules at the surface of
the material and within the pores of the material
are forced to vibrate and in the process lose energy.
This is caused by the conversion of sound energy
into heat due to thermal and viscous losses of air
molecules at the walls of the interior pores and
tunnels in the sound-absorbing material. At low
frequencies these changes are isothermal, while at high
frequencies they are adiabatic. In fibrous materials,
much of the energy can also be absorbed by scattering
from the fibers and by the vibration caused in the
individual fibers. The fibers of the material rub together
under the influence of the sound waves and lose
energy due to work done by the frictional forces.
Figure 1 shows the two main mechanisms by which
the sound is absorbed in materials. For this reason
high values of absorption coefficient in excess of
0.95 can be observed. Depending upon how α is
determind experimentally, values in excess of unity
can also be measured just how this happens will be
discussed later. The values of α observed are usually
strongly dependent upon (a) frequency, (b) thickness,

(a) (b)

Figure 1 Two main mechanisms believed to exist in
sound-absorbing materials: (a) viscous losses in air
channels and (b) mechanical friction caused by fibers
rubbing together.
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Figure 2 Typical absorption coefficient vs. octave band
frequency characteristics for a 25-mm-thick fibrous
absorbing material. Curve A is for the material laid directly
on a rigid backing, while curve B shows the effect of
introducing a 10-cm air gap.

and (c) method of mounting. These should always be
considered in the choice of a particular material.

Figure 2 shows typical sound absorption character-
istics for a blanket-type fibrous porous material placed
(Fig. 2a) against a hard wall, and (Fig. 2b) with a 10-
cm airspace between the material and the wall. In both
cases the absorption properties are substantially better
at high frequencies than low. When the same material
is backed by an airspace, the low-frequency absorption
is improved without significantly changing the high-
frequency characteristics. Figure 3 shows the effect
of increasing the thickness of the material on a solid
backing. Again, increased low-frequency absorption is
observed for increased thickness.
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Figure 3 Sound absorption coefficient α and noise
reduction coefficient (NRC) for typical fiberglass
foamboard.
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An additional effect to consider is that of surface
treatment since most materials will become discolored
or dirty after prolonged exposure for several years
and may require cleaning or refinishing. Because
the surface pores must be open to incident sound
for the porous material to function, it is essential
that they should not be blocked with paint or any
other surface-coating treatment. The effects of brush
painting porous materials are usually more severe than
spray painting; however, the usual effect is to lower
the absorption coefficient to about 50% of its unpainted
value particularly at high frequencies. In addition, the
absorption peak is shifted downward in frequency as
observed by Price and Mulholland.1 As more coats of
paint are applied, the paint membrane becomes more
dense and more pores are sealed, the result of which
is to shift the absorption peak even lower in frequency
and magnitude.

It is useful now to describe briefly the physical
parameters used to account for the sound-absorbing
and attenuating properties of porous materials. These
include flow resistivity, porosity, volume coefficients
of elasticity of both air and the skeleton, struc-
tural form factor (tortuosity), and specific acoustic
impedance. These will now be described separately.

4.1.1 Flow Resistivity R This accounts for the
resistance offered to airflow through the medium. It is
defined in the metre–kilogram–second (mks) system
as

R = �p

U

1

t
(2)

where R is the flow resistivity (mks rayls/m), �p is
the differential sound pressure created across a sample
of thickness t , measured in the direction of airflow
(N/m2), U is the mean steady flow velocity (m/s), and
t is the thickness of the porous material sample (m).

Typical values for porous fibrous materials vary
from 4 × 103 to 4 × 104 mks rayls/m for a density
range of 16 to 160 kg/m3. Generally speaking, if the
flow resistivity R becomes very large, then most of the
incident sound falling on the material will be reflected,
while if R is too small, then the material will offer only
very slight viscous losses to sound passing through it,
and so it will provide only little sound absorption or
attenuation. Although the absorption is proportional to
thickness, it is generally found that for a given flow
resistivity value R, the optimum thickness of material
is approximately given by t = 100/

√
R.

4.1.2 Porosity ε The porosity of a porous material
is defined as the ratio of the void space within the
material to its total displacement volume as

ε = Va

Vm

(3)

where Va is the volume of air in the void space in
the sample and Vm is the total volume of the sample.
It has to be noticed that the void space is only that

accessible to sound waves. For a material composed
of solid fibers the porosity can be estimated from

ε = 1 − Ms

VsρF

(4)

where Ms is the total mass of sample (kg), Vs is
the total volume of sample (m3), and ρF is the
density of fibers (kg/m3). Typical values of porosity for
acceptable acoustical materials are greater than 0.85.

4.1.3 Volume Coefficient of Elasticity of Air K
This is the bulk modulus of air defined from

�p = −K
�V

V
(5)

where �p is the change in pressure required to alter
the volume V by an increment �V (N/m2), �V is
the incremental change in volume (m3), and K is the
volume coefficient of elasticity (N/m2).

4.1.4 Volume Coefficient of Elasticity of the
Skeleton Q This is defined in a similar way to the
bulk modulus, which is the change in thickness of a
sample sandwiched between two plates as the force
applied on them is increased, that is,

δF = −Q
δt

t
S (6)

where δF is the incremental force applied to the
sample (N), δt is the incremental change in thickness
of the sample (m), t is the original thickness (m), Q
is the volume coefficient of elasticity of the skeleton
(N/m2), and S is the sample area (m2).

4.1.5 Structural Form Factor ks It is found that
in addition to the flow resistance, the composition
of the inner structure of the pores also affects
the acoustical behavior of porous materials. This
is because the orientation of the pores relative to
the incident sound field has an effect on the sound
propagation. This has been dealt with by Zwikker and
Kosten2 and treated as an effective increase in the
density of the air in the void space of the material.
Beranek3 reports that flexible blankets have structure
factors between 1 and 1.2, while rigid tiles have values
between 1 and 3. He also shows that for homogeneous
materials made of fibers with interconnecting pores the
relationship between the porosity ε and structure factor
ks is ks ≈ 5.5 − 4.5ε. In the technical literature it is
possible to find the self-explanatory term tortuosity
instead of structural form factor. For most fibrous
materials the structural form factor is approximately
unity.

4.1.6 Specific Acoustic Impedance z0 This is
defined as the ratio of the sound pressure p to particle
velocity u at the surface of the material, for a sample
of infinite depth, when plane sound waves strike the
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surface at normal incidence. This is a complex quantity
and it is defined mathematically as

z0 = p

u
= ρc(rn + jxn) (7)

where rn is the normal specific acoustic resistance, xn

is the normal specific acoustic reactance, ρc is the
characteristic impedance of air (415 mks rayls), and
j = √−1.

It is useful to look briefly at some of the
interesting relationships that exist between the specific
impedance and the absorption coefficient under certain
circumstances. For example, if a porous material is
composed so that rn � 1 and rn � xn, the absorption
coefficient αθ for a sound wave striking a surface at
angle θ to the normal is given by

αθ = 4rn cos θ

(1 + rn cos θ)2
(8)

Furthermore, for a diffuse sound field, the random
incidence absorption coefficient α is given by4

α = 8

rn

[
1 + 1

1 + rn

− 2

rn

ln(1 + rn)

]
(9)

If rn > 100 (materials with small absorption coeffi-
cients), this equation can be substantially simplified to
α = 8/rn.

The use of the complex acoustic impedance, rather
than absorption coefficient, allows a much more rig-
orous treatment of low-frequency room reverberation
time analysis. Although often considerably more com-
plex than the classical theory, this approach does pre-
dict more accurate values of reverberation times in
rooms containing uneven distribution of absorption
material, even if either pair of opposite walls are highly
absorbing or if opposite walls are composed of one
very soft and one very hard wall.4

Beranek shows3,5 that the specific acoustic imped-
ance of a rigid tile can be written in terms of the
previously defined fundamental parameters as

z0 =
[
ρ
ksK

ε

(
1 − j

R

ρksω

)]1/2

(10)

where ρ is the density of air (kg/m3) and ω is the
angular frequency (rads/).

It can therefore be seen from Eqs. (7), (9), and (10)
that the absorption coefficient is proportional to the
porosity and flow resistance of the material (provided
rn > 100 and rn � xn), and is inversely proportional to
the density and structure factor. For soft blankets, the
expressions for the acoustic impedance become very
much more complex and the reader is directed to Refs.
2, 3, and 5 for a much more complete analysis.

The basic theory used to model the sound prop-
agation within porous absorbents assumes that the

absorber frame is rigid and the waves only propagate in
the air pores. This is the typical case when the porous
absorber is attached to a wall or resting on a floor that
constrains the motion of the absorber frame. Neglect-
ing the effect of the structural form factor, it can be
shown that plane waves in such a material are only
possible if the wavenumber is given by6

kp = k

√
1 + j

Rε

ωρ
(11)

where k is the free-field wavenumber in air (m−1) and
ρ is the density of air (kg/m3). In addition, the wave
impedance of plane waves is

z0 = ρc

ε

kp

k
(12)

In another method of analysis a fibrous medium
is considered to be composed of an array of parallel
elastic fibers in which a scattering of incident sound
waves takes place resulting in conversion to viscous
and thermal waves by scattering at the boundaries. This
approach was first used by Rayleigh7 and has since
been refined by several researchers. Attenborough and
Walker included effects of multiple scattering in the
theory8 that is able to give good predictions of the
impedance of porous fibrous materials. However, even
more refined phenomenological models have been
presented in recent years.9

On the other hand, very useful empirical expres-
sions to predict both the propagation wavenumber and
characteristic impedance of a porous absorbent have
been developed by Delany and Bazley.10 The expres-
sions as functions of frequency f and flow resistivity
R are

kp = k(1 + 0.0978X−0.7 − j0.189X−0.595) (13)

and

z0 = ρc(1 + 0.0571X−0.754 − j0.087X−0.732) (14)

where X = ρf/R. Equations (13) and (14) are valid
for 0.01 < X < 1.0, 103 ≤ R ≤ 5 × 104, and ε ≈ 1.

Additional improvements to the Delany and Baz-
ley empirical model have been presented by other
authors.11,12 If the frame of the sound absorber is
not constrained (elastic-framed material), a more com-
plete “poroelastic” model of sound propagation can be
developed using the Biot theory.13 In addition, both
guidelines and charts for designing absorptive devices
using several layers of absorbing materials have been
presented.14,15

4.2. Panel or Membrane Absorbers

When a sound source is turned on in a room, a complex
pattern of room modes is set up, each having its own
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characteristic frequency. These room modes are able,
in turn, to couple acoustically with structures in the
room, or even the boundaries of the room, in such a
way that acoustic power can be fed from the room
modes to other structural modes in, for example, a
panel hung in the room.

A simply supported plate or panel can only vibrate
at certain allowed natural frequencies fm,n and these
are given by

fm,n = 0.453cLh

[(
m

lx

)2

+
(

n

ly

)2
]

(15)

where fm,n is the characteristic modal frequency, m
and n are integers (1, 2, 3, . . .), cL is the longitudinal
wave speed in the plate material (m/s), h is the
thickness of the plate (m), and lx and ly are the
dimensions of the plate (m).

If m = n = 1, then this gives the first allowable
mode of vibration along with its fundamental natu-
ral frequency f1,1. The above equation is valid only
for plates with simply supported edges. For a plate
with clamped edges the fundamental mode occurs at
approximately twice the frequency calculated from
Eq. (15). Thus a room mode, at or close to the fun-
damental frequency of a plate hung in the room, will
excite the plate fundamental mode. In this way the
plate will be in a resonant condition and therefore have
a relatively large vibration amplitude. In turn, this will
cause the plate to dissipate some of its energy through
damping and radiation. Therefore, the plate can act
as an absorber having maximum absorption character-
istics at its fundamental frequency (and higher order
modes), which will depend upon the geometry of the
plate and its damping characteristics. In all practical
cases this effect takes place at low frequencies, usu-
ally in the range 40 to 300 Hz. Particular care has to
be taken, therefore, that any panels that may be hung
in a room to improve reflection or diffusion are not
designed in such a manner that they act as good low-
frequency absorbers and have a detrimental effect on
the acoustics of the space.

If a panel is hung in front of a hard wall at a small
distance from it, then the airspace acts as a compliant
element (spring) giving rise to a resonant system com-
prised of the panel’s lumped mass and the air compli-
ance. The resonance frequency fr (Hz) of the system is

fr ≈ 59.5√
Md

(16)

where M is the mass surface density (kg/m2), and d
is the airspace depth (m).

Hence, a thin panel of 4 kg/m2 weight placed
a distance of 25 mm from a rigid wall will have a
resonance frequency of 188 Hz. As in the case of a
simply supported panel, a spaced panel absorbs energy
through its internal viscous damping.16,17 Since its
vibration amplitude is largest at resonance, its sound-
absorption is maximum at this frequency. Usually this

absorption can be both further increased in magnitude
and extended in its effective frequency range (i.e.,
giving a broader resonance peak) by including a porous
sound-absorbing material, such as a fiberglass blanket,
in the airspace contained by the panel. This effectively
introduces damping into the resonant system.

Figure 4 shows the effect of introducing a 25-
mm-thick fibrous blanket into the 45-mm airspace
contained by a 3-mm plywood sheet. The change is
quite significant at low frequencies in the region of the
resonance peak where both the magnitude and width
of the peak are increased. On the other hand, there is
little effect at high frequencies.

Membrane absorbers are one of the most com-
mon bass absorbers used in small rooms. In addition,
their nonperforated surfaces are durable and can be
painted with no effect on their acoustical properties. It
is important that this type of sound absorber be recog-
nized as such in the design of an auditorium. Failure
to do so, or to underestimate its effect, will lead to
excessive low-frequency absorption, and the room will
have a relatively short reverberation time. The room
will then be considered to be acoustically unbalanced
and will lack warmth. Typical panel absorbers found
in auditoriums include gypsum board partitions, wood
paneling, windows, wood floors, suspended ceilings,
ceiling reflectors, and wood platforms.

Porous materials also possess better low-frequency
absorption properties when spaced away from their
solid backing (see Fig. 2) and behave in a manner
similar to the above solid panel absorbers. When
the airspace equals one-quarter wavelength, maximum
absorption will occur, while when this distance is
a one-half wavelength, minimum absorption will be
realized. This is due to the fact that maximum air
particle velocity occurs at one-quarter wavelength from
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Figure 4 Effect on the sound absorption coefficient α of
placing a 25-mm-thick sound-absorptive blanket in the
airspace (45-mm deep) behind a flexible 3-mm plywood
panel.
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the wall and hence provides the maximum airflow
through the porous material. This, in turn, provides
increased absorption at that frequency. Such an effect
can be useful in considering the performance of
curtains or drapes hanging in an auditorium. A similar
effect is observed for hanging or suspended acoustical
ceilings.18

To achieve well-balanced low-frequency absorp-
tion, a selection of different size and thickness spaced
panels can be used and indeed have been used success-
fully in many auditoriums. Combinations of resonant
panels have also been suggested.19

4.3 Helmholtz Resonator Absorbers

A Helmholtz resonator, in its simplest form, consists
of an acoustical cavity contained by rigid walls and
connected to the exterior by a small opening called
the neck, as shown in Fig. 5. Incident sound causes
air molecules to vibrate back and forth in the neck
section of the resonator like a vibrating mass while the
air in the cavity behaves like a spring. As shown in
the previous section, such an acoustical mass–spring
system has a particular frequency at which it becomes
resonant. At this frequency, energy losses in the system
due to frictional and viscous forces acting on the air
molecules in and close to the neck become maximum,
and so the absorption characteristics also peak at that
frequency. Usually there will be only a very small
amount of damping in the system, and hence the
resonance peak is usually very sharp and narrow,
falling off very quickly on each side of the resonance
frequency. This effect can be observed easily if we
blow across the top of the neck of a bottle, we hear a
pure tone developed rather than a broad resonance.

If the neck is circular in cross section and if
we neglect boundary layer effects, the undamped
resonance frequency fr is given by

fr = c

2π

√
S

(L + 1.7r)V
(17)

where S is the area of the neck (m2), L is the length of
neck (m), r is the radius of neck (m), V is the cavity
volume (m3), and c is the speed of sound (m/s). The
factor (L + 1.7r) in Eq. (17) gives the effective length

Figure 5 A Helmholtz resonator consists of a neck of
length L and cross-sectional area S, and backed by a
closed volume V.

of the baffled neck. The factor 1.7r is sometimes called
the end correction.

Although Helmholtz-type resonators can be built
to be effective at any frequency, their size is such
that they are used mainly for low frequencies in the
region 20 to 400 Hz. Because of their sharp resonance
peaks, undamped resonator absorbers have particularly
selective absorption characteristics. Therefore, they
are used primarily in situations where a particularly
long reverberation time is observed at one frequency.
This frequency may correspond to a well-excited low-
frequency room mode, and an undamped resonator
absorber may be used to reduce this effect without
changing the reverberation at other, even nearby, fre-
quencies. They are also used in noise control appli-
cations where good low-frequency sound absorption
is required at a particular frequency. In this respect
special Helmholtz resonators, constructed from hollow
concrete blocks with an aperture or slit in their faces,
are used in transformer rooms and electrical power
stations to absorb the strong 120-Hz noise produced
therein.

This concept is well known and such a resonator
was used hundreds of years ago in some churches built
in Europe. Some damping may be introduced into such
resonators by adding porous material either in the neck
region or to a lesser extent in the cavity. The effect
of increased damping is to decrease the absorption
value at resonance but considerably to broaden the
absorption curve over a wider frequency range.
Figure 6 shows measured absorption coefficients for
slotted concrete blocks filled with porous material.
It can be seen that they offer especially good low-
frequency absorption characteristics. In addition, they
can be faced with a thin blanket of porous material and
covered with perforated metal sheeting, as shown in
Fig. 7, to improve their high-frequency absorption with
only little effect on their low-frequency performance.
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Figure 6 Sound absorption coefficient vs. frequency
for a slotted 20-cm concrete block filled with an
incombustible fibrous material.
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Supporting girt for
fiberglass and
perforated facing

18 ga. perforated metal
facing with 3-mm diameter
perforations on 9-mm
staggered centers

5-cm-thick, 18-kg/m3

fiberglass touching face
of Soundblox units

20 cm × 20 cm × 40 cm type BB
(3 cavity/slot) Soundblox units
(without fillers)

Figure 7 Slotted concrete blocks faced with fiberglass and covered with a perforated metal provide good low- and
high-frequency absorption characteristics.

It is useful to note that there is a limit to the
absorption any given undamped resonator of this type
can provide. According to Zwikker and Kosten2 the
maximum absorption possible, Amax sabins, is given
by

Amax = 1.717

(
c

fr

)2

(18)

where c is the speed of sound (m/s) and fr is the
resonance frequency (Hz). Therefore, if fr = 150 Hz,
for example, then we cannot expect to realize more
than Amax = 8.5 sabins per unit. Equation (18) also
shows that as the resonance frequency becomes lower,
more absorption can be obtained from the resonator.

In certain circumstances, the performance of a
Helmholtz-type resonator can be drastically influenced
by the effect of its surrounding space. This is particu-
larly found in the case for such resonators mounted in
a highly absorbing plane, when interference can take
place between the sound radiated from the resonator
and reflected from the absorbing plane. In such cir-
cumstances special care has to be taken.

4.3.1 Perforated Panel Absorbers As de-
scribed above, single Helmholtz resonators have very
selective absorption characteristics and are often
expensive to construct and install. In addition, their
main application lies at low frequencies. Perforated
panels offer an extension to the single resonator
absorber and provide a number of functional and eco-
nomic advantages.

When spaced away from a solid backing, a
perforated panel is effectively made up of a large
number of individual Helmholtz resonators, each
consisting of a “neck,” constituted by the perforation
of the panel, and a shared air volume formed by the

total volume of air enclosed by the panel and its
backing. The perforations are usually holes or slots
and, as with the single resonator, porous material may
be included in the airspace to introduce damping into
the system. Perforated panels are mechanically durable
and can be designed to provide good broadband sound
absorption. The addition of a porous blanket into the
airspace tends to lower the magnitude of the absorption
maximum but, depending on the resistance of the
material, generally broadens the effective range of
the absorber.20 At low frequencies the perforations
become somewhat acoustically transparent because of
diffraction, and so the absorbing properties of the
porous blanket remain almost unchanged. This is not
so at high frequencies at which a reduction in the
porous material absorption characteristics is observed.

The resonance frequency fr for a panel perforated
with holes and spaced from a rigid wall may be
calculated from

fr = c

2π

√
P

Dh′ (19)

where c is the speed of sound (m/s), D is the distance
from wall (m), h′ is the thickness of the panel with the
end correction (m), r is the radius of hole or perforation
(m), and P is the open area ratio (or perforation ratio).
For a panel made up of holes of radius r metres and
spaced s metres apart, the open area ratio P is given
by π(r/s)2 (see Fig. 8).

A full expression for h′ in Eq. (19) that takes into
account the boundary layer effect is given by21

h′ = h + 2δr +
[

8ν

ω

(
1 + h

2r

)]1/2

(20)
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s

2r

D

h

Figure 8 Geometry for a typical perforated panel
absorber.

where h is the thickness of panel (m), ω is the
angular frequency (rad/s), ν is the kinematic viscosity
of air (15 × 10−6 m2/s), and δ is the end correction
factor. For panel hole sizes not too small we can
write h′ ≈ h + 2δr . To a first approximation the end
correction factor can be assumed to be 0.85, as we
did in the previous section for a single hole. However,
more accurate results that include the effects of the
mutual interaction between the perforations have been
predicted. Table 1 presents some of these results.

We can see that the resonance frequency increases
with the open area ratio (i.e., the number of holes per
unit area) and is inversely proportional to the thickness
of the panel and its distance from the solid backing.

Example 1 A perforated panel with a 10% open area
(P = 0.10) and thickness 6 mm is installed 15 cm in
front of a solid wall. Assuming that the holes are
not too small and if we neglect the end effect and
put h′ = h + 2δr = 6 mm and D = 15 cm, then the
resonance frequency fr = 560 Hz. If the percentage
open area is only 1% (P = 0.01), then in the same
situation, fr = 177 Hz.

In practical situations, air spaces up to 30 cm can
be used with open areas ranging from 1 to 30%
and thicknesses from 3 to 25 mm. These particular
restrictions would allow a resonance frequency range
of 60 to 4600 Hz. Many perforated panels and boards

Table 1 Different Formulas for the End Correction
Factor

δ Notes

0.85 Single hole in a baffle
0.8(1 − 1.4

√
P) For P < 0.16

0.8(1 − 1.47
√

P + 0.47
√

P3) Includes P = 1
0.85(1 − 1.25

√
P) Square apertures; for

P < 0.16
− ln[sin(πP/2)]/π Slotted plate; in

Eq. (20) ν = 0 and
r = width of slots

are commercially available and are readily used
for perforated absorbers. These include: hardboards,
plastic sheets, wood and plywood panels, and a variety
of plane and corrugated metal facings. Some perforated
sheets are available that consist of a number of
different size perforations on one sheet. This can be
useful to give broader absorption characteristics.

Recently, microperforated panels have been devel-
oped, which means that the diameter of the per-
forations is very small (less than a millimetre). In
this case, the diameter is comparable to the thick-
ness of the boundary layer, resulting in high vis-
cous losses as air passes through the perforations and,
consequently, achieving absorption without using a
porous material.22–24 Some commercial microperfo-
rated panels take advantage of this fact, allowing the
construction of a transparent absorbent device similar
to a double glazing unit. However, obtaining broad-
band sound absorption using microperforated panels
is difficult and requires the use of multiple layers,
increasing the depth and cost of the device.

Another technique commonly used to achieve
broader absorption characteristics is to use a variable,
often wedge-shaped, airspace behind the perforated
panel,25 as shown in Fig. 9. One of the commercial
types of perforated absorber has been referenced in the
literature as the “Kulihat.”26 This is a conical absorber
consisting of two or three perforated aluminum sectors
held together by steel clips. The interior of the Kulihat
is lined with mineral wool.

It is common practice to install a thin (1 to 2 mil)
plastic sheet behind the perforated panel to cover and
protect the porous absorbing material, as shown in
Fig. 10. As long as this sheet is thin, its effect is
usually only observed at high frequencies where the
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Figure 9 Variable airspace perforated panels give
broader absorption characteristics than those with a
constant air depth. Here the panel is 16 mm thick and has
holes of 9.5 mm in diameter spaced 3.5 cm on center.
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Perforated
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Absorbing
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Figure 10 Porous absorbing material protected by a thin
plastic sheet behind the perforated panel.

effective absorption can be reduced by approximately
10% of its value with no covering sheet present.

4.3.2 Slit Absorbers Another type of perforated
resonator is the slit or slat absorber. These are made
up of wooden battens fixed fairly close together and
spaced at some distance from a solid backing. Porous
material is usually introduced into the air cavity (see
Fig. 11). This type of resonator is fairly popular
architecturally since it can be constructed in many
ways, offering a wide range of design alternatives.
Equation (19) does not hold for slat absorbers since the
perforations are very long. For a detailed discussion
of the properties of such absorbers, the reader is
advised to consult Refs. 27 and 28. The principle of
the slit resonator is, however, the same as for a general
Helmholtz resonator. The resonance frequency fr (Hz)
is given by the solution to the following equation:

fr = c

2π

√
a

S

{
d + 2a

π

[
1.12 + ln

(
c

πafr

)]}−1/2

(21)
where c is the speed of sound (m/s), a is the slit width
(m), d is the slit depth (m), and S is the cross-sectional
area (m2) of space behind slats formed by each slat
(i.e., slat width W × air space D).

A typical acoustical design procedure would be to
choose a resonance frequency fr and a slat of width W
and thickness d and then determine the required value
of air space from S = W × D for a chosen value of
slit width a.

Example 2 Let us suppose that we want fr =
200 Hz and that the resonator should be constructed of
slats measuring 25 × 84 mm. Therefore, we have W =
84 mm and d = 25 mm. Since the slit width should be
approximately 10 to 20% the width of the slat, let us
try a slat spacing (i.e., slit width) of 8 mm. Then, all
the known values in Eq. (21) are fr = 200 Hz, W =
0.084 m, d = 0.025 m, a = 0.008 m, and c = 334
m/s. Equation (21) can be rewritten by multiplying
and dividing both sides of the equation by

√
S and fr ,

respectively. Then, S can be obtained by squaring both
sides of the resulting equation. Replacing the known

Fibrous
blanket

d

a

w

D

Figure 11 Slat type of resonator absorber (normally the
mineral wool is placed immediately behind the slots).

values gives S = 0.01m2 and since W = 0.084 m, we
require D = 0.13 m.

We see, therefore, that for the above example of
a slit resonator, an air space of 13 cm is required
to provide a resonance frequency of 200 Hz. If
the calculation is repeated for a 100-Hz resonance
frequency, it is found that an air space of some 48 cm
is required.

Figure 12 shows a comparison of typical sound
absorption curves for most of the absorbers discussed
above.

4.4 Suspended Absorbers

This class of sound absorbers is known by sev-
eral names including suspended absorbers, functional
absorbers, and space absorbers. They generally refer
to sound-absorbing objects and surfaces that can be
easily suspended, either as single units or as a group of
single units within a room. They are particularly useful
in rooms in which it is difficult to find enough sur-
face area to attach conventional acoustical-absorbing
materials either through simple lack of available space
or interference from other objects or mechanical ser-
vices such as ducts and pipes, in the ceiling space (see
Fig. 13). It is relatively easy and inexpensive to install
them, without interference to existing equipment. For
this reason they are often used in noisy industrial
installations such as assembly rooms or machine shops.
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Porous Material
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Figure 12 Comparison of acoustical behavior for typical
sound absorbers.

Functional absorbers are usually made from highly
absorbing materials in the form of a variety of three-
dimensional shapes, such as spheres, cones, double
cones, cubes, and panels. These are usually filled with
a porous absorbing material. Since sound waves fall
on all their surfaces and because of diffraction, they
are able to yield high values of effective absorption
coefficients. It is, however, more usual to describe
their absorption characteristics in terms of their total
absorption in sabins per unit, as a function of octave
band frequencies, rather than to assign an absorption
coefficient to their surfaces. One also finds that when
a group of functional absorbers are installed, the total
absorption realized from the group depends upon the
spacing between the individual units to a certain extent.
Once a certain optimum spacing has been reached the
effective absorption per unit does not increase.29,30

4.5 Acoustical Spray-on Materials

These consist of a range of materials formed from
mineral or synthetic organic fibers mixed with a
binding agent to hold the fibrous content together
in a porous manner and also to act as an adhesive.
During the spraying application, the fibrous material
is mixed with a binding agent and water to produce
a soft lightweight material of coarse surface texture
with high sound-absorbing characteristics. Due to the
nature of the binding agent used, the material may be
easily applied directly to a wide number of surface
types including wood, concrete, metal lath, steel, and
galvanized metal. When sprayed onto a solid backing,
this type of spray-on material usually exhibits good
mid-and high-frequency absorption and when applied
to, for example, metal lath with an airspace behind
it, the material then also exhibits good low-frequency
absorption. As would be expected from previous
discussions of porous absorbers (in Section 4.1), the
absorption values increase with greater depth of
application, especially at low frequencies. Spray-on
depths of up to 5 cm are fairly common.

Figure 13 Sound-absorbing material placed on the walls and under the roof and suspended as panels in a factory
building.
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The absorption characteristics of such materials are
very much dependent upon the amount and type of
binding agent used and the way it is mixed during
the spray-on process. If too much binder is used, then
the material becomes too hard and therefore a poor
absorber, while on the other hand, if too little binder is
employed, the material will be prone to disintegration;
and, since it will have a very low flow resistance, it will
also not be a good absorber.18 Some products use two
binders. One is impregnated into the fibrous material
during manufacture, while the other is in liquid form
and included during application. The fibrous material
(containing its own adhesive) and the liquid adhesive
are applied simultaneously to the surface using a
special nozzle. The material is particularly resistant
to disintegration or shrinkage and, furthermore, is fire
resistant and possesses excellent thermal insulation
properties.

If visually acceptable, spray-on materials of this
type can be successfully used as good broadband
absorbing materials in a variety of architectural spaces
including schools, gymnasiums, auditoriums, shopping
centers, pools, sports stadiums, and in a variety of
industrial applications such as machine shops and
power plants. Disadvantages generally include the
difficulty to clean and redecorate the material, although
some manufacturers claim that their product can be
spray painted without loss of acoustical performance.
Such claims should be supported by data before
proceeding to paint such a surface.

4.6 Acoustical Plaster

This term has been applied to a number of combina-
tions of vermiculite and binder agents such as gypsum
or lime. They are usually applied either to a plaster
base or to concrete and must have a solid backing.
Because of this, acoustical plasters have poor low-
frequency absorption characteristics (also due to the
thickness of application, which rarely exceeds 13 mm).
This can be slightly improved by application to metal
lath. The material may be applied by a hand trowel
or by machine. However, the latter tends to compact
the material and give lower absorption characteris-
tics. The surface of acoustical plasters can be sprayed
with water-thinned emulsion paint without any signif-
icant loss of absorption, although brushed oil-based
paints should never be used. Figure 14 shows typi-
cal sound absorption characteristics for a 13-mm-thick
hand trowel applied acoustical plaster taken from a
variety of published manufacturer’s data.18

5 MEASUREMENT OF ABSORPTION
COEFFICIENTS

Although some approximate values for absorption
coefficients and resonance frequency characteristics
can be estimated from the geometry, flow resistance,
porosity, and other physical factors, it is clearly
necessary to have actual measured values of absorption
coefficients for a variety of materials and different
constructions. There are two standardized methods
to measure the sound absorption coefficient: using a
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Figure 14 Sound absorption coefficient α of a 13-mm-
thick acoustical plaster.

reverberant room and using an impedance tube. These
methods will be described in the following sections.

5.1 Using Reverberant Rooms

Since the reverberation time of a room depends upon
the absorption present within it, this gives us a method
to measure the absorption coefficient of a chosen
material by observing the change in the reverberation
time of the room caused by the introduction of the
specimen. This method is particularly useful since
large specimens of absorbing material can be measured
that can be built and mounted in the same manner
as they will be used in a real building. Therefore,
these measurements should be more representative
than those made on small samples.

If the reverberation time of a large, empty, and
highly reverberant room is T1 seconds and the sound
field is completely diffuse, introduction of a sample
of absorbing material of surface S will change
the reverberation time to T2 seconds at the same
frequency. If we assume that the room temperature
and humidity have remained unchanged throughout
the measurements, the change in the total effective
absorption �A (difference between the total absorption
area of room and sample and total absorption area with
empty walls) is given by

�A = 55.3V

c

(
1

T2
− 1

T1

)
(22)

where V is the room volume (m3) and c is the speed
of sound (m/s).

Since that change in total absorption area is due
to the sample of area S and effective absorption
coefficient α covering a wall surface, the effective
absorption coefficient of the sample can be estimated
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by the following equation:

α = 55.3V

Sc

(
1

T2
− ST − S

ST T1

)
(23)

where ST (m2) is the total area of all surfaces in the
room including the area of the material under test. It
must be realized that the values obtained for α are
not a true measure of the energy absorption coefficient
of the material for random incidence sound falling on
the sample since many of the factors such as size and
location of the sample influence the values obtained.
We only really obtain a measure of the influence that
the sample had on reverberation time of the test room.

In some circumstances it could be argued that the
Sabine reverberation equation does not give accurate
results and that perhaps some other formula such as
the Eyring equation should be used. However, values
of absorption coefficients listed by all manufacturers
and testing laboratories are Sabine values calculated
from Eq. (23). Provided the test room has a large
volume and long reverberation time, and the test
sound field is diffuse, the values obtained are usually
fairly accurate. Nevertheless, despite the fact that
measurements made in different reverberation rooms
on the same absorbing sample often yield different
values of absorption coefficient, the results of such
tests have been used successfully by architectural
acousticians in many situations.

A reverberation test room should have a large
volume and long reverberation time to increase the
acoustical modal density and decrease spatial variance
in the sound field. To improve diffuseness, stationary
or rotating vanes should be used. Since the effective
absorption coefficient of a material depends to some
extent upon its area,31 due to diffraction at its edges, it
is necessary for the test sample to be sufficiently large
so that diffraction effects are minimized.

The American Society for Testing and Materials
(ASTM) has set a standard for such measurements.32

This standard covers the acoustical performance of
the testing reverberant room and the sample size and
mounting and governs the method for measuring the
reverberation times. The room volume V should be
greater than 4λ2, where λ is the longest wavelength
used in the test. In addition, the smallest dimension of
the room should exceed 2λ and the ratio of the largest
to the smallest dimension should be less than 2 : 1. This
therefore requires rooms to have volumes in excess of
10,000 ft3 (283 m3) in order to operate at 100 Hz.

The ASTM standard also specifies that the average
absorption coefficient of the empty room at all test
frequencies should not exceed 0.06, including the
effect of air absorption. This requirement, together
with the above volume restrictions, guarantees that
the reverberation time of the whole usable frequency
range (125 to 4000 Hz, octave bands) should be greater
than 3.6 s, assuming a 2400-ft2 (223 m2) surface area.
One-third octave bands of white or pink noise are
used to create the sound field in the room, and the
slope of the resultant sound pressure level decay curve

should be measured over a decay range of not less
than 30 dB, starting from at least 5 dB down from
the beginning of the decay. The test sample should be
not less than 48 ft2 (4.5 m2), although sample areas
of 72 ft2 (6.7 m2) are recommended. The measured
absorption coefficients should be rounded off to the
nearest multiple of 0.01, while the NRC (average of
250 to 2000 Hz) should be rounded to a NRC of 0.05.

The International Organization for standardization
(ISO) also has set a testing standard for reverberation
room absorption testing.33 The size of the testing
chamber is again governed by the lowest test frequency
desired, but in order to measure down to 100 Hz the
room should be in excess of 225 m3 (7945 ft3) and also
satisfy V > L3/6.8, where L is the greatest diagonal
length of the room. The sample size is restricted to
rectangular plane samples of area from 10 to 12 m2

(i.e., 108 to 130 ft2). Strips of materials are to be
avoided, and the ratio of sample length to breadth
must be not less than 0.7. The reverberation times
of the test room itself must exceed 5 s at 125, 250,
and 500 Hz, 4.5 s at 1000 Hz, 3.5 s at 2000 Hz, and
2 s at 4000 Hz. Either one-third or one-half octave
bands of white noise may be used and warble tones
may also be used, provided the frequency of deviation
from the tone is ±10% for ≤ 500 Hz and ±50 Hz
for ≥ 500 Hz—the modulation frequency being set at
6 Hz. The use of stationary or rotating vane diffusers
is again recommended.

Tables of absorption coefficients are published for
a variety of acoustical materials in which numerous
mounting systems are employed. Sound absorption
coefficients and corresponding values of NRC of some
common sound-absorbing materials and construction
materials are shown in Table 2. More extensive tables
of sound absorption coefficients of materials can be
found in the literature. The book by Trevor Cox pro-
vides a good review on sound-absorbing materials.34

The tables are very often made up after receiving
absorption results from a number of independent test-
ing laboratories for the same sample of material. It is
found that even when all of the requirements of either
the ISO or ASTM standards are met, quite large differ-
ences can still be observed between the values obtained
for the absorption coefficients measured in different
laboratories for the same sample.35 These differences
can be due to variations in the diffuseness of the test-
ing rooms and to human error and bias in measuring
the reverberation times.

5.2 Using Impedance Tubes

The standing wave or impedance tube provides a
convenient laboratory method of measuring both the
complex acoustic impedance and acoustic absorption
coefficient of small samples for sound waves normally
incident upon their surfaces.36,37 Because of the sample
size restrictions, this method is only useful for porous
materials and some resonant perforated absorbers.
It cannot be used for resonant panels or large slit
resonators since their absorption characteristics depend
upon the size of the sample.
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Table 2 Sound Absorption Coefficient α(f) and Corresponding NRC of Common Materials

Frequency (Hz)

Material 125 250 500 1000 2000 4000 NRC

Fibrous glass (typically 64 kg/m3)
hard backing

25 mm thick 0.07 0.23 0.48 0.83 0.88 0.80 0.61
50 mm thick 0.20 0.55 0.89 0.97 0.83 0.79 0.81
10 cm thick 0.39 0.91 0.99 0.97 0.94 0.89 0.95
Polyurethane foam (open cell)
6 mm thick 0.05 0.07 0.10 0.20 0.45 0.81 0.21
12 mm thick 0.05 0.12 0.25 0.57 0.89 0.98 0.46
25 mm thick 0.14 0.30 0.63 0.91 0.98 0.91 0.71
50 mm thick 0.35 0.51 0.82 0.98 0.97 0.95 0.82
Hair felt
12 mm thick 0.05 0.07 0.29 0.63 0.83 0.87 0.46
25 mm thick 0.06 0.31 0.80 0.88 0.87 0.87 0.72
Brick
Unglazed 0.03 0.03 0.03 0.04 0.04 0.05 0.04
Painted 0.01 0.01 0.02 0.02 0.02 0.02 0.02
Concrete block, painted 0.01 0.05 0.06 0.07 0.09 0.03 0.07
Concrete 0.01 0.01 0.02 0.02 0.02 0.02 0.02
Wood 0.15 0.11 0.10 0.07 0.06 0.07 0.09
Glass 0.35 0.25 0.18 0.12 0.08 0.04 0.16
Gypsum board 0.29 0.10 0.05 0.04 0.07 0.09 0.07
Plywood, 10 mm 0.28 0.22 0.17 0.09 0.10 0.11 0.15
Soundblox concrete block
Type A (slotted), 15 cm (6 in.) 0.62 0.84 0.36 0.43 0.27 0.50 0.48
Type B, 15 cm (6 in.) 0.31 0.97 0.56 0.47 0.51 0.53 0.63
Spray-acoustical (on gypsum

wall board)
0.15 0.47 0.88 0.92 0.87 0.88 0.79

Acoustical plaster (25 mm thick) 0.25 0.45 0.78 0.92 0.89 0.87 0.76
Carpet
On foam rubber 0.08 0.24 0.57 0.69 0.71 0.73 0.55
On concrete 0.02 0.06 0.14 0.37 0.60 0.66 0.29

The sample material is placed in front of a heavy
rigid termination at one end of a rigid walled tube
(see Fig. 15), while a loudspeaker is mounted on
the tube axis at the other end. The loudspeaker
is fed with pure-tone signals (at one-third octave
center frequencies) and this then radiates plane waves
down the tube toward the sample; as long as the
diameter of the tube is small compared with the
sound wavelength, transverse modes cannot be set up
within the tube. The plane waves are then partially
reflected by the sample and travel back along the tube
toward the loudspeaker. This results in a longitudinal
interference pattern consisting of standing waves set
up within the tube. A microphone connected to an
extension probe tube is moved along the axis to
measure the variation in sound pressure within the
standing-wave tube. From measurements of the ratio of
maximum to minimum sound pressure within the tube,
the absorption coefficient of the sample, at normal
incidence, can be calculated.

The standing-wave ratio, n, is defined as the ratio
of maximum to minimum sound pressures within the

Microphase Probe
Solid Back Plate Loudspeaker

Distance
ScaleSample

Figure 15 Standing-wave apparatus used to determine
both the normal incidence absorption coefficient and
complex impedance of a sample of material placed at
the end of the tube.

tube. Thus, the normal incidence absorption coefficient
is given by

α = 4n

(n + 1)2
(24)

It is found that the normal incidence absorption
coefficient values measured in an impedance tube
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are generally lower than the random incidence values
obtained from the reverberation room method. At low
frequencies the difference is only slight, while at high
frequencies the tube values are generally 50% lower
than those measured in a room.

To ensure plane waves, and therefore no transverse
waves in the tube, the length of the tube shall exceed
λ/4 and the diameter of the tube shall not exceed
0.58λ. Hence a 4-in. (10-cm) diameter, 3-ft (91-
cm) long tube would have a useful range of 90 to
1800 Hz. To make measurements over the range of 90
to 6000 Hz, two different size tubes are required, a
smaller one for high frequencies and a larger one for
low frequencies.

In addition, by measuring the distance between the
sample and the first standing-wave minimum sound
pressure, then the complex acoustic impedance of
the specimen can also be calculated. The relationship
between the statistical absorption coefficient and com-
plex impedance has been discussed in the literature.38

More recently a technique to measure the complete
spectrum of both the sound absorption coefficient and
complex acoustic impedance has been developed and
standardized.39,40 This technique, usually called the
two-microphone method, allows one to obtain rapidly
the data by using a broadband sound source in a
shortened tube. The tube has a number of fixed
microphones (see Fig. 16), and the transfer function
between two microphone positions is measured using
a signal analyzer. Thus, the complex pressure reflection
coefficient as a function of frequency is obtained as

R = H12 − e−jkδ

ejkδ − H12
ej2kz (25)

where H12 is the transfer function between microphone
position 1 and 2, δ is the microphone spacing, z is
the distance shown in Fig. 16, and k is the free-field
wavenumber. Then, the sound absorption coefficient is
obtained as α = 1 − |R|2.

Equation (25) shows that the reflection coefficient
cannot be determined at discrete frequency points for
which the microphone spacing is almost equal to an
integer multiple of λ/2. Therefore, the microphone
spacing must be chosen such that δ ≤ λ/2. For a
given microphone spacing, the measurement of sound
absorption coefficients will be valid for frequencies for
which 0.05c/δ < f < 0.45c/δ. In addition, a carefull
calibration is required for the measured transfer
function. One of the ways of doing it is the microphone
switching procedure, which prevents the error due
to phase mismatch and gain factor between the two
measurement channels.40

6 APPLICATIONS
The main applications of sound absorbent materials
in noise control are41: (1) incorporation in noise
control enclosures, covers, and wrappings to reduce
reverberant buildup of sound and hence increase
insertion loss (see Chapter 56), (2) incorporation in
flow ducts to attenuate sound from fans and flow
control devices (see Chapter 112), (3) application to
the surfaces of rooms to control reflected sound
(e.g., to reduce steady-state sound pressure levels
in reverberant fields), (4) in vehicles (walls, engine
compartments, engine exhaust, see Chapter 94), (5) in
lightweight walls and ceilings of buildings, and (6) on
traffic noise barriers to suppress reflections between
the side of the vehicle and the barrier or to increase
barrier performance by the presence of absorbent on
and around the top of the barrier (see Chapter 58).

Figure 16 Experimental setup for the two-microphone method.
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However, sound-absorbing materials are most com-
monly used to optimize the reverberation time in rooms
and to reduce the sound pressure level in reverberant
fields. These applications will now be described sepa-
rately.

6.1 Optimization of the Reverberation Time

When sound is introduced into a room, the reverberant
field level will increase until the sound energy input is
just equal to the sound energy absorption. If the sound
source is abruptly turned off, the reverberant field will
decay at a rate determined by the rate of sound energy
absorption.

As mentioned before, the reverberation time of a
room depends upon the absorption present within it. In
addition, the reverberation time has become recognized
as the most important single parameter used to describe
the acoustical performance of auditoriums. Changes in
the total absorption can be made by modifying the
values of areas and sound absorption coefficients of
the room surfaces. Therefore, it is possible to change
the values of reverberation time to provide players and
listeners with a high degree of intelligibility throughout
the room and optimum sound enrichment.

In a room, to understand speech fully, each
component of the speech must be heard by the
listener. If the room has a long reverberation time,
then the speech components overlap and a loss of
intelligibility results. Similarly, for music enjoyment
and appreciation, a certain amount of reverberation
is required to obtain the quality and blend of
the music. It is, however, much more difficult to
describe the acoustical qualities of a room used
for music since many are subjective and therefore
cannot be described in measurable physical quantities.
Optimum reverberation time is not only required for
good subjective reception but also for an efficient
performance.

Optimum values of the reverberation time for var-
ious uses of a room may be calculated approximately
by42

TR = K(0.0118V 1/3 + 0.1070) (26)

where TR is the reverberation time (s), V is the room
volume (m3), and K is a constant that takes the
following values according to the proposed use: For
speech K = 4, for orchestra K = 5, and for choirs
and rock bands K = 6. It has been suggested that,
at frequencies in the 250-Hz octave band and lower
frequencies, an increase is needed over the value
calculated by Eq. (26), ranging from 40% at 250 Hz to
100% at 63 Hz. Other authors have suggested optimum
TR for rooms for various purposes.3,4

However, achieving the optimum reverberation
time for a room may not necessarily lead to good
speech intelligibility or music appreciation. It is
essential to adhere strictly to the other design rules
for shape, volume, and time of arrival of early
reflections.43,44

Example 3 Consider an auditorium of dimensions
9 m × 20 m × 3.5 m, with an average Sabine absorp-
tion coefficient α = 0.9 for the whole room surface at
4000 Hz. Then the total surface area of the room is
calculated as S = 2(20 × 3.5 + 9 × 3.5 + 9 × 20) =
563 m2 and its volume is V = 630 m3. Assuming that
there is a uniform distribution of absorption through-
out the room, the reverberation time can be obtained
as given by Sabine TR = 0.161V/(Sα) = (0.161 ×
630)/(563 × 0.9) = 0.2 s. Now substituting the value
of room volume in Eq. (26), and considering K = 4
for using the room for speech, we obtain TR = 0.2 s.
Therefore, the total absorption of such a room is opti-
mum for its use as an auditorium, at least at 4000 Hz.
This calculation may be repeated at each frequency for
which absorption coefficient data are available.

6.2 Reduction of the Sound Pressure Level
in Reverberant Fields

When a machine is operated inside a building, the
machine operator usually receives most sound through
a direct path, while people situated at greater distances
receive sound mostly through reflections. In the case of
machinery used in reverberant spaces such as factory
buildings, the reduction in sound pressure level Lp

in the reverberant field caused by the addition of
sound-absorbing material, placed on the walls or under
the roof (see Fig. 13), can be estimated for a source
of sound power level LW from the so-called room
equation:

Lp = LW + 10 log

(
D

4πr2
+ 4

R

)
(27)

where the room constant R = Sα/(1 − α), α is the
surface average absorption coefficient of the walls,
D is the source directivity, and r is the distance in
metres from the source. The surface average absorption
coefficient α may be estimated from

α = S1α1 + S2α2 + S3α3 + · · ·
S1 + S2 + S3 + · · · (28)

where S1, S2, S3, . . . are the surface areas of mate-
rial with absorption coefficients α1,α2,α3, . . ., respec-
tively. For the suspended absorbing panels shown in
Fig. 13, both sides of the panel are normally included
in the surface area calculation.

If the sound absorption is increased, then from
Eq. (27) the change in sound pressure level �L in
the reverberant space (beyond the critical distance rc)
is

�L = Lp1 − Lp2 = 10 log
R2

R1
(29)

If α � 1, then the reduction in sound pressure level
(sometimes called the noise reduction) is given by

�L ≈ 10 log
S2α2

S1α1
(30)
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where S2 is the total surface area of the room walls,
floor, and ceiling and any suspended sound-absorbing
material, α2 is the average sound absorption coefficient
of these surfaces after the addition of sound-absorbing
material, and S1 and α1 are the area and the average
sound absorption coefficient before the addition of the
material.

Example 4 A machine source operates in a build-
ing of dimensions 30 m × 30 m with a height of
10 m. Suppose the average absorption coefficient
is α = 0.02 at 1000 Hz. What would be the noise
reduction in the reverberant field if 100 sound-
absorbing panels with dimensions 1 m × 2 m each
with an absorption coefficient of α = 0.8 at 1000 Hz
were suspended from the ceiling (assume both
sides absorb sound)? The room surface area =
2(900) + 4(300) = 3000 m2, therefore R1 = (3000 ×
0.02)/0.98 = 60/0.98 = 61.2 sabins (m2). The new
average absorption coefficient α2 = (3000 × 0.02 +
200 × 2 × 0.8)/3400 = 0.11. The new room con-
stant is (3400 × 0.11)/0.89 = 420 sabins (m2). Thus
from Eq. (29) the predicted noise reduction �L =
10 log(420/61.2) = 8.3 dB. This calculation may be
repeated at each frequency for which absorption coef-
ficient data are available. It is normal to assume that
about 10 dB is the practical limit for the noise reduc-
tion that can be achieved by adding sound-absorbing
material in industrial situations.

7 ADDITIONAL CONSIDERATIONS
For each application of sound absorptive materials, not
only the sound absorption coefficient (or NRC) has to
be taken into account for the particular design. Specifi-
cations require that the material also be rated for flame
spread and fire endurance, usually by use of a stan-
dardized test. In addition, consideration of dimensional
stability, light reflectance, appearance, weight, mainte-
nance, cleanability, and cost is required in practice.30

Most of these considerations are undertaken by the
manufacturer.

To prevent the absorptive material from getting
contaminated, a splash barrier should be applied
over the absorptive lining. This should be a very
light material such as one-mil plastic film (see
Section 4.3.1). The surface of the absorptive layer may
be retained for mechanical strength with expanded
metal, perforated sheet metal, hardware cloth, or wire
mesh. However, the retaining material should have at
least 25% open area.45

In certain applications (e.g., in the use of absorbing
materials in mufflers for ventilation systems) it could
be necessary to employ less porous materials such
as ceramic absorbers, which have the advantages
of much better durability, mechanical strength, and
refractory properties. Particular care has to be taken
with the use of synthetic mineral wools since they
are irritants. These materials could cause long-term
health effects for those working in the manufacture
of these products.46 On the other hand, the use of
recycled materials to make absorbers has recently
been investigated, showing some promising results, in

particular, for granulated mixes of waste foam47 and
small granules of discarded rubber from tires.48

The sound-absorbing properties of porous road
pavements have been studied by Crocker and Li49

to reduce interstate highway noise of automobiles. To
evaluate the effect of different thicknesses, slabs were
manufactured in the laboratory. The slabs consisted of
a 6.35-mm dense graded Superpave mix with a fine
9.5-mm open graded fine core (OGFC) placed on top.
Three different thickness layers were used (2.6, 3.8,
and 5.1 cm). Figure 17 shows the experimental results
of absorption coefficient of OGFC samples measured
using the technique described in Section 5.2. It can be
observed that the thickness of the porous surface has a
large effect on the sharpness of the peaks. Generally,
the thicker the porous surface the lower is the peak
frequency. With thicker porous surfaces the peaks
generally also become broader and the peak absorption
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is somewhat reduced. For the 5.1-cm sample, the peak
frequency is about 900 Hz, which coincides with the
noise generated by automobiles in interstate travel. In
addition, the sound absorption peak is fairly broad, so
it is attractive to use such a porous surface to reduce
noise.

More recently, the use of active noise control
(see Chapter 63) has been combined with passive
control to develop hybrid absorbers. Active control
technologies appear to be the only way to attenuate the
low-frequency noise components. Therefore, a hybrid
passive/active absorber can absorb the incident sound
over a wide frequency range. Figure 18 shows the
principle of such a device, which combines passive
absorbent properties of a porous layer and active
control at its rear face, and where the controller can
be implemented using digital techniques.50,51 The use
of a piezoelectric actuator as a secondary source and
wire meshes as porous material has allowed the design
of thin active liners, composed of several juxtaposed
cells of absorbers, to be used in the reduction of noise
in flow ducts.51 On the other hand, the combination
of active and passive control using microperforated
panels has given promising results to be applied in
absorbers systems.52
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Naerum, 1978.

27. J. M. A. Smith and C. W. Kosten, Sound Absorption by
Slit Resonators, Acustica , Vol. 1, 1951, pp. 114–122.

28. U. R. Kristiansen and T. E. Vigran, On the Design
of Resonant Absorbers Using a Slotted Plate, Appl.
Acoust., Vol. 43, 1994, pp. 39–48.

29. R. K. Cook and P. Chrazanowski, Absorption by Sound
Absorbent Spheres, J. Acoust. Soc. Am., Vol. 21, 1949,
pp. 167–170.

30. R. Moulder, Sound-Absorptive Materials, in Handbook
of Acoustical Measurements and Noise Control, 3rd ed.,
C. H. Harris, Ed., Acoustical Society of America, New
York, 1998.

31. T. D. Northwood, M. T. Grisaru, and M. A. Medcof,
Absorption of Sound by a Strip of Absorptive Material
in a Diffuse Sound Field, J. Acoust. Soc. Am., Vol. 31,
1959, pp. 595–599.

32. American Society for Testing and Materials, ASTM
C423: Test Method for Sound Absorption and Sound
Absorption Coefficients by the Reverberation Room
Method, 1984.

33. International Standards Organization, ISO 354: Acous-
tics—Measurement of Sound Absorption in a Rever-
beration Room, 1985.

34. T. J. Cox and P. D’Antonio, Acoustic Absorbers and
Diffusers: Theory, Design, and Application, Spon Press,
London, 2004.

35. M. Koyasu, Investigations into the Precision Measure-
ment of Sound Absorption Coefficients in a Reverbera-
tion Room, Proc. 6th Int. Congr. on Acoustics, Tokyo,
Paper E-5-8, pE189, 1968.

36. American Society for Testing and Materials, ASTM
C384: Test Method for Impedance and Absorption
of Acoustical Materials by the Impedance Tube
Method, 1985.

37. International Standards Organization, ISO 10534-
2: Acoustics—Determination of Sound Absorption
Coefficient and Impedance in Impedance Tubes, Part
1: Method Using Standing Wave Ratio, 1998.



USE OF SOUND-ABSORBING MATERIALS 713

38. W. Davern, Impedance Chart for Designing Sound
Absorber Systems, J. Sound Vib., Vol. 6, 1967, pp.
396–405.

39. American Society for Testing and Materials, ASTM
E1050: Test Method for Impedance and Absorption of
Acoustical Materials Using a Tube, Two Microphones
and a Digital Frequency Analysis System, 1986.

40. International Standards Organization, ISO 10534-
2: Acoustics—Determination of Sound Absorption
Coefficient and Impedance in Impedance Tubes, Part
2: Transfer-Function Method, 1998.

41. F. J. Fahy and J. G. Walker, Fundamentals of Noise and
Vibration, E&FN Spon, London, 1998.

42. R. W. B. Stephens and A. E. Bate, Wave Motion and
Sound, Edward Arnold, London, 1950.

43. L. L. Beranek, Concert and Opera Halls—How
They Sound, Acoustical Society of America, New
York, 1996.

44. M. Barron, Auditorium Acoustics and Architectural
Design, E&FN Spon, London, 1993.

45. D. P. Driscoll and L. H. Royster, Noise Control
Engineering, in The Noise Manual, 5th ed., American
Industrial Hygiene Association, Fairfax, VA, 2000.

46. National Institute of Occupational Safety and Health,
NIOSH Publication 77–152: Criteria for a Recom-
mended Standard: Occupational Exposure to Fibrous
Glass, 1977.

47. M. J. Swift, P. Bris, and K. V. Horoshenkov, Acoustic
Absorption in Re-cycled Rubber Granulates, Appl.
Acoust., Vol. 57, 1999, pp. 203–212.

48. J. Pfretzschner, Rubber Crumb as Granular Absorptive
Acoustic Material, Forum Acusticum, Sevilla, Paper
MAT-01-005-IP, 2002.

49. M. J. Crocker and Z. Li, Measurements of Tyre/Road
Noise and of Acoustical Properties of Porous Road
Surfaces, in Proceedings of Ingeacus 2004, Univ.
Austral of Chile, Valdivia, 2004.

50. M. Furstoss, D. Thenail, and M. A. Galland, Surface
Impedance Control for Sound Absorption: Direct and
Hybrid Passive/Active Strategies, J. Sound Vib. Vol.
203, 1997, pp. 219–236.

51. M. A. Galland, B. Mazeaud, and N. Sellen, Hybrid
Passive/Active Absorbers for Flow Ducts, Appl.
Acoust., Vol. 66, 2005, pp. 691–708.

52. P. Cobo, J. Pfretzschner, M. Cuesta, and D. K.
Anthony, Hybrid Passive-Active Absorption Using
Microperforated Panels, J. Acoust. Soc. Am., Vol. 116,
2004, pp. 2118–2125.



CHAPTER 58
USE OF BARRIERS

Jorge P. Arenas
Institute of Acoustics
Universidad Austral de Chile
Campus Miraflores
Valdivia, Chile

1. INTRODUCTION
A barrier is a device designed to reflect most of
the sound energy incident back toward the source of
sound. The use of barriers to control noise problems is
an example of a practical application of a complicated
physical theory: the theory of diffraction, a physical
phenomenon that corresponds to the nonspecular
reflection or scattering of sound waves by an object
or boundary. Most of the theories of diffraction were
originally formulated for optics, but they find many
applications in acoustics. Several models and design
charts have been partly developed from these theories.

In particular, noise barriers are a commonly used
measure to reduce the high levels of environmental
noise produced by the traffic on highways. For their
proper use, aspects of design, economics, materials,
construction details, aesthetic, and durability must be
considered to ensure good performance. The funda-
mentals of the diffraction at the edge of a thin semi-
infinite, acoustically opaque plane barrier may be con-
sidered as the basis for all subsequent applications.
Barriers are used both indoors and outdoors in some
applications.

2 BASIC THEORY
2.1 Insertion Loss of Barriers
Since the pioneering works on barrier diffraction
of Sommerfeld, Macdonald,1 and others, several

models to predict the acoustics of barriers have been
developed. Design charts of Fehr,2 Maekawa,3 and
Rathe4 plus the physical and geometrical theories have
made possible the development of some equations and
convenient algorithms to predict the attenuation of
simple barriers. The key work of Kurze and Anderson5

simplified the task of calculating the attenuation by the
use of geometrical parameters, such as Fresnel number.

As in the diffraction of light waves, when the sound
reaches a listener by an indirect path over a barrier,
there is a shadow zone and a bright zone, as shown in
Fig. 1. However, the diffracted wave coming from the
top edge of the barrier affects a small transition region
close to the shadow zone by interfering with the direct
wave.6

In 1957 Keller proposed the geometric theory
of diffraction (GTD) for barriers, which has been
employed in the formulation of many different physical
problems.7 Basically, he stated that from the set of
diffracted sound rays from the barrier edge, the ray
that reaches the reception point corresponds to the ray
that satisfies Fermat’s principle.

This geometrical theory of diffraction leads to rel-
atively simple formulas, which combine the practica-
bility of Kirchhoff’s approximations with the greater
accuracy of the Sommerfeld-type solutions and can be
generalized to treat diffraction by three-dimensional
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Figure 1 Diffraction by a rigid barrier.
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Figure 2 Geometry used in the theory of diffraction.

objects of any smooth shape.8 The geometrical situa-
tion is sketched in Fig. 2. For an infinite extended and
very thin semiplane, and assuming no reflections on
the ground, the diffracted sound pressure amplitude is

� = −1

2
√

2πk

Q(φ, φs)√
rrs(r + rs)

exp
{
i
(
k[r + rs] + π

4

)}

(1)
where rs is the distance between the source and the top
of the plane, r is the distance between the top of the
plane and the reception point, k is the free-field wave
number, and

Q(φ, φs) = 1

cos 1
2 (φ + φs)

+ 1

cos 1
2 (φ − φs)

(2)

The function Q(φ, φs) implies that the edge of
the plane radiates sound as a directional sound
source. Equation (1) must include the term 1/

√
2πk to

describe in a correct way the directivity of the diffract-
ing edge when it is considered as a secondary source
(frequency dependent). The sum in Eq. (2) corresponds
to contributions from the source and its image due to
reflection at the barrier. In addition, from Eq. (1) it is
observed that for a fixed value of rs , which satisfies the
condition krs > 1, the amplitude of the sound wave is
proportional to 1/

√
r for points located close to the

diffracting edge. This implies cylindrical divergence
and thus a decay of 3 dB per doubling of distance.

On the other hand, for points far away from the
edge, the amplitude will be proportional to 1/r , that
is, spherical divergence. Therefore, the sound pressure
level will decay 6 dB per doubling the distance.
This important fact can also be obtained from the
asymptotic analysis of the physical solution obtained
by Macdonald.1 To obtain the insertion loss (IL)
from Keller’s theory, the ratio between Eq. (1) and
the sound pressure amplitude for a spherical wave
propagating with free-field conditions has to be found.
The attenuation in decibels from Keller’s theory is
given by

ILK = −10 log

[
d2

8kπrrs(r + rs)
|Q(φ,φs )|2

]
(3)

where d is the straight line distance between the source
and the reception point (see Fig. 2).

Certainly, from a practical point of view, most of
the applications of the physical and geometrical theory
had been difficult to use due to the complexity of the
analysis, which does not permit fast calculation for
design purposes. Because of this, several algorithms,
charts, and plots have been developed from time to
time. One of the most well-known simplifications was
proposed by Redfearn in 1940.9 A design chart was
presented where the graphical relationship between the
attenuation and the parameter h/λ can be read. The
parameter h corresponds to the “effective height” of
the barrier and λ is the wavelength of the incident
sound wave. The parameter h/λ is usually known as
the Redfearn parameter and it can be shown that

h

λ
= rr s

λd
sinϕ (4)

Since a rigorous solution of the diffraction prob-
lems involve several parameters in its formulation, it
is clear that the approximations using the Redfearn
chart could involve large errors.

In 1971 Kurze and Anderson reported a seminal
study that presented one algorithm widely used
today.5 This algorithm was obtained by comparing the
experimental results of Rathe4 and Redfearn9 and the
geometric theory of diffraction. Their final equation
can be derived from the Redfearn parameter. In
fact, considering Eqs. (1) and (2) and the geometrical
relationships between φ, φs , and ϕ, the insertion loss
(the difference of the sound pressure levels at the
receiving point with and without the screen present),
can be expressed as

ILK = 10 log

[
8π2 h

λ
tan

(ϕ

2

)]
− 10 log

d

r + rs

− 20 log

[
1 + sin(ϕ/2)

sin(φ + ϕ/2)

]
(5)

where

ϕ = arccos
dsdr + hhr − h2

√
[d2

r + (h − hr)2][d2
s + h2]

(6)

and

φ = arcsin
dr√

d2
r + (h − hr)2

(7)

according to the geometry shown in Fig. 2.
For ϕ > π/4, the first term of Eq. (5) gives a good

approximation to the results of Rathe. The second term
is very small for perpendicular incidence φs = 3π/2,
and it could be very large for close positions of the
source and receiver to the screen. The third term
is small for small angles of diffraction, but it has
to be considered when the receiver or the source
is close to the barrier. Maekawa3 presented a chart
based on the physical theory of diffraction and also
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numerous experimental results. His chart gave values
of attenuation versus the dimensionless Fresnel number
defined as

N = ± 2

λ
δ = ± 2

λ
(rs + r − d) (8)

where δ is called the path length difference. The ± is
used to indicate the corresponding zone, such that N is
positive in the shadow zone and negative in the bright
zone.

Now, the Fresnel number, in terms of the geometry
shown in Fig. 2, can be calculated as

N =
√

d2
s + h2 +

√
d2

r + (h − hr)2

−
√

h2
r + (ds + dr)2 (9)

For values of N > 1, Maekawa’s result for insertion
loss can be approximated by 13 + 10 logN . When
ϕ � 1 and d → r + rs , the insertion loss can be
approximated by 5 + 10 log 4πN .

However, to find a more reliable expression for
attenuation, Kurze and Anderson5 modified the results
of the last expression and obtain an analytical-
empirical equation known as the Kurze–Anderson
algorithm given by

ILKA = 5 + 20 log

√
2πN

tanh
√

2πN
(10)

Equation (10) gives good results in practice for
N > 0 and it shows good agreement with the exper-
imental results obtained by Maekawa,3 for values of
attenuation up to 24 dB (see Fig. 3). Equation (10) has
been the starting point to define most of the barrier
design algorithms used today to mitigate the impact of
noise from highways.
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Figure 3 Attenuation of the sound from a point source
by a rigid screen as a function of Fresnel number.

2.2 Transmission Loss of Barriers
Barriers are a form of partial enclosure (they do
not completely enclose the source or receiver) to
reduce the direct sound field radiated in one direction
only. The barrier edges diffract the sound waves, but
some waves can pass through the barrier according
to the sound transmission laws. All the theories of
diffraction have been developed assuming that the
transmission loss of the barrier material is sufficiently
large that transmission through the barrier can be
ignored. Obviously, the heavier the barrier material, or
the higher the frequency, the greater the transmission
loss for sound going through the barrier.

A generally applicable acoustical requirement for
a barrier material is to limit the component of sound
passing through it to 10 dB less than the predicted
noise level due to sound diffracted over the barrier.
Evidently, this is not a governing criterion for concrete
or masonry, but can be important for light aluminum,
timber, and for glazing panels. In addition, this may be
an important consideration when designing “windows”
in very tall barriers.

In a study on barriers used indoors, Warnock
compared the transmitted sound through a barrier
with the diffracted sound over the barrier.10 He found
that the transmitted sound is negligible if the surface
density of a single screen satisfies the criterion ρs =
3
√

δ kg/m2. The minimum acceptable value of ρs

corresponds to the transmission loss at 1000 Hz being
6 dB higher than the theoretical diffraction loss. A
formula for calculating the minimum required surface
density for a barrier is11

ρs = 3 × 10(A−10/14) kg/m2 (11)

where A is the A-weighted potential attenuation of the
barrier in decibels when used outdoors.

As a general rule, when the barrier surface density
ρs exceeds 20 kg/m2, the transmitted sound through
the barrier can be ignored, and then the diffraction sets
the limit on the noise reduction that may be achieved.

According to the discussion above, when butting
or overlapping components assemble a noise barrier,
it is important that the joints be well sealed to
prevent leakage. As an indication, it is common for
timber barriers to be manufactured from 19-mm-thick
material. As indicated by the mass law, this provides
a sound reduction index of 20 dB if joints are tight,
which is quite sufficient for barriers designed to
provide an attenuation of 10 dB. In some countries, the
legislation requires a sample of barrier to be tested in
accordance with the local standard for sound insulation
of partitions in buildings.

3 USE OF BARRIERS INDOOR

Single-screen barriers are widely used in open-plan
offices (or landscaped offices) to separate individual
workplaces to improve acoustical and visual privacy.
The basic elements of these barriers are freestanding
screens (partial-height partitions or panels). However,
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when placing a sound barrier in a room, the reverberant
sound field and reflections from other surfaces cannot
be ignored.

The diffraction of the sound waves around the
barrier boundaries alters the effective directivity of
the source [see Eq. (2)]. For a barrier placed in a
rectangular room, if the receiver is in the shadow
zone of the barrier and the sound power radiated by
the source is not affected by insertion of the barrier,
the approximate insertion loss can be calculated
by12

IL = 10 log




Qθ

4πr2
+ 4

S0α0

QB

4πr2
+ 4�1�2

S(1 − �1�2)


 (12)

where Qθ is the source directivity factor, S0α0 is the
room absorption for the original room before placing
the barrier, S0 is the total room surface area, α0 is the
mean room Sabine absorption coefficient, S is the open
area between the barrier perimeter and the room walls
and ceiling,

QB = Qθ

n∑
i=1

(
1

3 + 10Ni

)
(13)

is the effective directivity, n is the number of edges
of the barrier (e.g., n = 3 for a freestanding barrier,
see Fig. 4), and �1 and �2 are dimensionless numbers
related to the room absorption on the source side
(S1α1) and the receiver side (S2α2) of the barrier,
respectively, as well as the open area, and given
by

�1 = S

S + S1α1
and �2 = S

S + S2α2
(14)

1

1

3

2

2

3

Figure 4 Freestanding barrier used indoors and the
three diffraction paths.

Therefore, S1 + S2 = S0 + (area of two sides of
the barrier) and α1 and α2 are the mean Sabine
absorption coefficients associated with areas S1 and
S2, respectively.

It has to be noticed that when the barrier is located
in a highly reverberant field the IL tends to zero, which
means that the barriers are ineffective in highly rever-
berant environments. Consequently, in this case the
barrier should be treated with sound-absorbing mate-
rial, increasing the overall sound absorption of the
room.

The approximation for the effective directivity
given in Eq. (13) is based on Tadge’s result.13 In
deriving Eq. (12) the interference between the sound
waves has been neglected, so Eq. (12) predicts the
insertion loss accurately when octave-band analysis
is used. However, the effects of the reflections
in the floor and the ceiling are not taken into
account. This effect will be discussed later. In
general, the ceiling in an open-plan office must
be highly sound absorptive to ensure maximum
performance of a barrier. This is particularly important
at those frequencies significant for determining speech
intelligibility (500 to 4000 Hz).

A more general model for calculating the insertion
loss of a single-screen barrier in the presence of a
floor and a ceiling has been presented by Wang and
Bradley.14 Their model was developed using the image
source technique.

Recently, a new International Organization for
Standardization standard has been published on the
guidelines for noise control in offices and workrooms
by means of acoustical screens.15 The standard spec-
ifies the acoustical and operational requirements to
be agreed upon between the supplier or manufacturer
and the user of acoustical screens. In addition, the
standard is applicable to (1) freestanding acoustical
screens for offices, service areas, exhibition areas, and
similar rooms, (2) acoustical screens integrated in the
furniture of such rooms, (3) portable and removable
acoustical screens for workshops, and (4) fixed room
partitions with more than 10% of the connecting area
open and acoustically untreated.

4 USE OF BARRIERS OUTDOORS
The use of barriers outdoors to control the noise from
highways is surely the most well-known application
of barriers. While noise barriers do not eliminate all
highway traffic noise, they do reduce it substantially
and improve the quality of life for people who live
adjacent to busy highways. Noise barriers include
walls, fences, earth berms, dense plantings, buildings,
or combinations of them that interrupt the line-of-
sight between source and observer. It appears that
construction of barriers is the main alternative used for
the reduction of noise, although quiet road surfaces,
insulation of properties, or use of tunnels have also
been used for this purpose.

The theory discussed so far has been established
for point or coherent line sources. However, the sound
radiated from a highway is composed for several
incoherent moving sources (vehicles of different
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types). It has been shown6 that when a noise source
approximates to an incoherent line source (stream of
traffic), then the insertion loss is about 5 dB lower than
the one calculated for a point source. From field results
it has also been observed that earth berms (mounds of
earth) produce about 3 dB more attenuation than walls
of the same height. Then, predicted barrier attenuation
values will always be approximations.

Attenuation other than resulting from wave diver-
gence is called excess attenuation. Noise reduction due
to a barrier is considered as a reduction to be added
to other reductions due to such effects as spherical
spreading, attenuation by absorption in the air, wind
and temperature gradients, presence of grass and trees,
and the like. Therefore, it is common to refer to the
excess attenuation by a barrier instead of insertion loss
of barriers.

4.1 Finite Barrier
If a barrier is finite in length (as the barriers used
indoors), flanking (noise traveling around the ends of
the barrier) will reduce the attenuation. In highway
applications, it is recommended that the minimum
angle of view that should be screened to avoid flanking
is 160◦. This means that to effectively reduce the noise
coming around its ends, a barrier should be at least
eight times as long as the distance from the home or
receiver to the barrier.

For a barrier finite in length, parallel to a highway,
and located between the highway and the observer,
as shown in Fig. 5, the approximate A-weighted
attenuation in decibels is given by16

A = 10 log


 1

β2 − β1

β2∫

β1

10A(β)/10 dβ


 (15)

where β is the angular position of the source from a
perpendicular drawn from the observer to the highway,
A(β) is a function given by:

1. For Nmax cos β ≤ −0.1916 − 0.0635b*,

A(β) = 0 (16a)

Highway Highway Segment

Finite
Barrier

Receiver

β
β1

β2

Figure 5 Top view of the finite barrier parallel to a
highway.

2. For −0.1916 − 0.0635b∗ < Nmax cos β ≤ 0,

A(β) = 5(1 + 0.6b∗)

+ 20 log

√−2πNmax cos β

tan
√−2πNmax cos β

(16b)

3. For 0 < Nmax cos β < 5.03,

A(β) = 5(1 + 0.6b∗)

+ 20 log

√
2πNmax cos β

tan
√

2πNmax cos β
(16c)

4. For Nmax cos β ≥ 5.03,

A(β) = 20(1 + 0.15b∗) (16d)

Nmax is the Fresnel number when the source-to-
observer path is perpendicular to the barrier, and b*
is the berm correction (0 for a freestanding wall or
1 for an earth berm). Thus, for an infinite barrier,
β1 = −π/2 and β2 = π/2.

The noise attenuation of a finite barrier calculated
by Eq. (15) includes just the segment of incoherent
source line that the receiver cannot see. Then, the con-
tribution to the total noise of the segments not covered
by the barrier should be estimated accordingly.17

It is possible to calculate Eq. (15) for each fre-
quency band. However, to save time, an effective
radiating frequency of 550 Hz is, in general, used as
representative of a normalized A-weighted noise spec-
trum for traffic over 50 km/h.18,19 Then, the Fresnel
number can be evaluated as N = 3.21 × δ. Under this
assumption, the A-weighted barrier attenuation in deci-
bels for an infinite freestanding wall, as a function of
δ, is shown in Fig. 6.17

4.2 Nonparallel Barrier

For evaluating the attenuation of a barrier not parallel
to an incoherent source line, it is necessary to determine
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Figure 6 A-weighted attenuation for traffic noise as a
function of path difference.
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Nonparallel
Barrier

S
B

O

R

Receiver

θ

Effective Source
Position

Incoherent
Line Source

Figure 7 Geometry for a barrier that is not parallel to the
source line.

the equivalent path length difference (δ) that gives the
effective source position.20 The geometry is shown in
Fig. 7. First, a line bisecting the angle θ is drawn from
the receiver point to the top edge of the barrier (point
O). Then, a line is drawn from point O parallel to the
source line to meet the vertical plane (i.e., normal to the
road surface), which passes through the receiver point
R and the effective source position S at B.

Finally, the equivalent path difference is calculated
as δ = SB + BR − SR. The attenuation is then calcu-
lated for this equivalent δ.

4.3 Reflections on the Ground
When considering the reflections of sound on the
ground, extra propagation paths are created that can
result in increased sound pressure at the receiver.
The geometry showing reflection on an acoustically
hard ground for an infinite barrier is shown in Fig. 8.
Application of the image source method indicates that a
total of four diffraction paths must be considered: SOR,
SAOBR, SAOR, and SOBR. Therefore, the attenuation
and expected sound pressure level at the receiver has
to be calculated for each of the four paths. Then,
the four expected sound pressure levels are combined
logarithmically to obtain the sound levelwith the barrier.
The process is repeated for the pressure case without
the barrier (which has just two paths) to calculate the
combined level at the receiver before placing the barrier.
Then, the insertion loss is determined as usual. If the

Source

Image
Source

Image
Receiver

Receiver

Ground Plane

S R

B

O

A

Figure 8 Image method for reflections on the ground.

barrier isfinite, eight separate paths shouldbe considered
since the diffraction around the ends involves only one
ground reflection.

Usually, the ground is somewhat absorptive. There-
fore, the amplitude of each reflected path has to be
reduced by multiplying its amplitude by the pressure
reflection coefficient of the ground.17,21–24

Other reflections can affect the performance of a
barrier, in particular when dealing with parallel barriers.
This is the case when barriers are constructed on both
sides of a road orwhen the road is depressedwith vertical
retaining walls. To overcome this problem of multiple
reflections and insertion loss degradation, it is possible
to:

1. Increase the height of the barriers.
2. Use barriers with sound-absorbing surfaces

facing the traffic [a noise reduction coefficient
(NRC) greater than 0.65 is recommended].

3. Simply tilt the barriers outward (a tilt of 5◦ to
15◦ is usually recommended).

4.4 Thick Barrier
A barrier cannot always be treated as a very thin
screen. An existing building can interrupt the line-of-
sight between the source and a receiver acting as a thick
barrier when its thickness is greater than the wavelength
of the incident sound wave. Double diffraction at
the two edges of a thick barrier may increase the
attenuation. A simplified method to calculate the
attenuation of a thick barrier is shown in Fig. 9. It is
necessary to transform the thick barrier, of height H ,
into an equivalent thin barrier of height H ′, and then to
calculate its attenuation using the usual equations.

A more accurate method has been proposed.25 The
effect of the double diffraction is to add an additional
term to the attenuation due to a thin barrier. In Fig. 9
the line S ′Y is parallel to the line SX. The attenuation
of the thick barrier is

A = A0 + K log
2πt

λ
(17)

Source

Receiver

Equivalent Barrier
for Simplified Method

Barrier for
Eq. (17)

S
R

YX

O

S′
d ′

t

H ′
H

θ φ

ϕ

Figure 9 Geometry for evaluating the attenuation of a
thick barrier.
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Figure 10 Thick barrier correction factor K for Eq. (17).

where A0 is the attenuation of a thin barrier for
which δ = S ′Y + YR − d ′ (see Fig. 9), t is the barrier
thickness, and K is a coefficient that can be estimated
using Fig. 10.

4.5 Double Barrier
In some cases inclusion of a second barrier placed
parallel to and behind the first is used to seek additional
attenuation or because of design requirements, as in the
case of emergency access and maintenance. Figure 11
shows a double barrier. It can be observed that the
edge of the barrier closer to the source will become a
secondary line source for the second barrier.

A method to calculate the effective attenuation
of the double barrier has been presented by Foss,26

and this method has been implemented in the traffic
noise model of the Federal Highway Administration
(FHWA).17 The effective attenuation is calculated by

A = F + J −
{
6 exp

(−2W

T

)

+1.3

[
exp

(−35W

T
− 1

)]}

×
[
1 − exp

(−J

2

)]
(18)

ReceiverSource

W

T

Figure 11 Double-barrier geometry.

where the parameters are defined in Fig. 11, and F
and J are calculated according to the Foss double-
barrier algorithm. First, the attenuation is calculated for
each barrier alone, ignoring the other. F is the higher
of the two attenuations, and its associated barrier is
designated as the “best” barrier. Then, depending on
which is closer, either the source or the receiver is
moved to the top of the best barrier. A modified barrier
geometry is then drawn from the top of the best barrier
over the other barrier to actual source or receiver. The
attenuation for this modified geometry if J . Then, the
effective attenuation is calculated using Eq. (18).

The screening effect in the sound propagation
outdoors has been included in an ISO standard.27 This
standard includes equations for both single and double
diffraction and a correction factor for meteorological
effects to predict the equivalent continuous A-weighted
sound pressure levels. On the other hand, the in situ
determination of the insertion loss of outdoor noise
barriers is also described by an ISO standard.28

4.6 Additional Improvements
In certain applications it may be necessary to enhance
the attenuation provided by a single barrier without
increasing its height. One example of this would be
the need to increase a barrier’s effectiveness without
further reducing the view for residents living alongside
a road that would be caused by use of a higher barrier.
All the studies show that the use of some kind of
element over the top of the barrier or the modification
of its profile will change the original diffracted sound
field.29 In some cases this alternative can produce a
significant improvement of the attenuation.

Theoretical and experimental studies on diffracting-
edge modifications include T- and Y-shaped
barriers,30–32 multiple-edge barriers,33 and tubular
caps and interference devices placed on top of
barriers.34–36 Full-scale tests of the acoustical perfor-
mance of new designs of traffic noise barriers have
been reported by Watts et al.37

Other options to improve the performance of a
barrier are the use of modular forms of absorbing
barriers,38 absorbent edges,39 and by developing ran-
dom profiles of different heights and widths, depending
on the acoustic wavelength that has to be taken into
account.40

However, these alternatives are still under research
and, sometimes, it is difficult to compare the results
between different studies since the barrier heights,
source position, receiver position, and ground condi-
tions are all different.

5 DESIGN ASPECTS
In the design of a barrier all of the relevant environ-
mental, engineering, and safety requirements have to
be considered. In addition to mitigate the impact of a
highway, a barrier will become part of the landscape
and neighborhoods. Therefore, some consideration has
to be taken to assure a positive public reaction.

Both acoustical and landscape issues, to give
guidance on good practice and design aspects, have
been discussed widely in the technical literature.41,42
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Figure 12 Types of material used to construct barriers
in the United States (until 1998).

5.1 Materials and Costs

A good design has to take into account that a
barrier should require minimal maintenance other
than cleaning or repair of damage for many years.
Therefore, attention should be paid to the selection
of materials used in the construction of barriers,
in particular, for areas subject to extreme weather
conditions. Noise barriers can be constructed from
earth, concrete, masonry, wood, metal, plastic, and
other materials or combination of materials. A report
showed that until 1998 most barriers built in the United
States have been made from concrete or masonry
block, range from 3 to 5 m in height, and slightly
more than 1% have been constructed with absorptive
materials.43 Figure 12 presents a comparison of the
types of material used to construct barriers in the
United States.

Evidently, concrete or masonry walls require lit-
tle or no maintenance during the service life, but
transparent sections need frequent cleaning and might
well need replacing after some time. The durability of
sound-absorbing materials for highway noise barriers
has been discussed by some authors.44

Often it is necessary to provide access from
the protected side for maintenance purposes and
for pedestrians or cyclists, which render a barrier
vulnerable to vandalism. In addition, it may be
advisable to avoid the use of flammable materials
in some fire-risk areas and, in general, it may be
appropriate to install fire-breaks to limit the spread of
fire.45 When plants are selected for use in conjunction
with a barrier, they should generally be of hardy
species (native plantings are preferable) that require
a low level of maintenance.

A designer should seek detailed information for
a specific project to estimate the cost of barrier
construction and maintenance. This is particularly

important when cost effectiveness is a must for
positive decision on the construction of a barrier,
since in some countries governmental agencies and
individual homeowners sometimes share the costs of
noise barriers.

A broad indication of the relative costs, for a
selection of typical forms of construction at a standard
height of 3 m, is shown in Table 1.

Some additional aspects of the design of a barrier
that need to be considered are the force caused
by wind, aerodynamic forces caused by passing
vehicles, the possibility of impact by errant vehicles,
earthquakes, noise leaking through any gaps between
elements or at the supports, and the effect of snow
being thrown against the face of the barrier by clearing
equipment.

5.2 Human Response
The public, increasingly well-informed about the
problem of excessive noise, is taking actions on the
development of new transport infrastructure projects
and improvement to existing infrastructure.

Most of the residents near a barrier seem to feel
that highway noise barriers effectively reduce traffic
noise and that the benefits of barriers far outweigh the
disadvantages of barriers. Some studies have shown
that public reaction to highway noise barriers appears
to be positive.46 However, specific reactions vary
widely. Residents adjacent to barriers have reported
that conversations in households are easier, sleeping
conditions are better, the environment is more relaxing,
windows are opened more often, and yards are used
more in the summer. In addition, residents perceived
indirect benefits, such as increased privacy, cleaner air,
improved views, a sense of ruralness, and healthier
lawns. Negative reactions from residents have included
a restriction of view, a feeling of confinement, a loss
of air circulation, a loss of sunlight and lighting, and
poor maintenance of the barrier.

On the other hand, motorists have sometimes
complained of a loss of view or scenic vistas and a
feeling of being “walled in” when traveling adjacent
to barriers. High barriers substantially conceal the
view of existing landmarks from the road, but they
also conceal visual clutter, which might otherwise
distract the attention of drivers. It is recommended
that the appearance of barriers should be designed to
avoid monotony. Surveys of drivers in Holland have
indicated that a view that is unchanging for 30 s is
monotonous.42 This suggests that changes in design of
barrier face every 800 m are desirable for long barriers
adjacent to a high-speed road.

Noise barriers should reflect the character of their
surroundings or the local neighborhood as much as
possible to be acceptable to local residents. It is
always recommended to preserve aesthetic views and
scenic vistas. The visual character of noise barriers
in relationship to their environmental setting should
be carefully considered. For example, a tall barrier
near a one-story, single-family, detached residential
area can have a negative visual effect. In general, it is
recommended to locate a noise barrier approximately
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Table 1 Construction and Maintenance Cost of Different Barriers

Barrier Type
Assumed Features

of Design
Factors of

Maintenance
Relative Cost

of Construction
Relative Cost

of Maintenance

Earth mound Agricultural land price,
landscape planting
excluded

Grass cutting, planting
maintenance

Very low Fairly low

Local source of fill
assumed

Timber screen Designed in accordance
with current standards

Inspection/repair, periodic
treatment

Low Low

Concrete screen Precast pier, beams, and
panels

Inspection/repair, periodic
cleaning

Fairly low Very low

Brickwork/masonry
wall

Standard facing brick Inspection/repair, periodic
cleaning/repainting

Moderate Very low

Plastic/planted
system

Plastic building ‘‘blocks’’
(planters)

Inspection/repair, periodic
cleaning, planting
maintenance, irrigation

Moderate Moderate

Metal panels Plastic-coated metal
panels with steel
supports

Inspection/repair,
repainting/treatment

Moderate Fairly low

Tighten bolts, check
earthling

Absorbent panels Perforated (absorbent)
metal panels with
rockwool infill

Inspection/repair, periodic
cleaning

Moderate Fairly low

Transparent panels Steel piers, etched glass
panels

Inspection/repair, regular
cleaning/treatment

Fairly high Fairly high

Crib wall (concrete
or timber)

Proprietary system or
purpose designed

Inspection/repair Very high Low

High labor costs,
agricultural land price

Source: Adapted from Ref. 41.

four times its height from residences and to provide
landscaping near the barrier to avoid visual dominance
and reduce visual impact.46

5.3 Computational Aid

There are a number of commercially available software
programs to help in designing barriers. Most programs
are designed to predict the noise levels produced by
sources such as factories, industrial facilities, highways,
railways, and the like. Their use is widely accepted
in environmental impact studies when the solution of
problems of high geometrical complexity is required.

The programs are, in general, able to compute the
sound pressure level contours, insertion loss contours,
and level difference contours. Some of these programs
implement governmental approved models to predict
traffic noise as well as more specialized enhancements.
Then, problems involving diffraction by building rows,
trees zone, parallel-barrier degradation for barriers, or
retaining walls that flank a roadway are possible to
solve. Some of the programs can make work much
easier in that they incorporate vehicle noise emission
databases. The results predicted by these programs
agree quite well with experimental results since the

Table 2 Partial List of Noise Prediction Software

Software Product
Name Developed by Location Website

ArcAkus Akusti Finland www.akusti.com
CADNA Datakustik Germany www.datakustik.de
ENM RTA Technology Australia www.rtagroup.com.au
IMMI Wölfel Germany www.woelfel.de
LIMA Stapelfeldt Germany www.stapelfeldt.de
MITHRA 01 dB France www.01 dB.com
NoiseMap WS Atkins N&V United Kingdom www.noisemap2000.com
SoundPlan Braunstein + Berndt Germany www.soundplan.com
TNM FHWA United States www.mctrans.ce.ufl.edu



USE OF BARRIERS 723

models have been calibrated to field measurements.
Several such programs are listed in Table 2.

REFERENCES

1. H. M. MacDonald, A Class of Diffraction Problems,
Proc. Lond. Math. Soc., Vol. 14, 1915, pp. 410–427.

2. R. O. Fehr, The Reduction of Industrial Machine Noise,
Proc. 2nd Ann. Nat. Noise Abatement Symposium,
Chicago, 1951, pp. 93–103.

3. Z. Maekawa, Noise Reduction by Screens, Appl.
Acoust., Vol. 1, 1968, pp. 157–173.

4. E. J. Rathe, Note on Two Common Problems of Sound
Propagation, J. Sound Vib., Vol. 10, 1969, pp. 472–479.

5. U. J. Kurze and G. S. Anderson, Sound Attenuation by
Barriers, Appl. Acoust., Vol. 4, 1971, pp. 35–53.

6. U. J. Kurze and L. L. Beranek, Sound Propagation Out-
doors, in Noise and Vibration Control, L. L. Beranek,
Ed., McGraw-Hill, New York, 1971, Chapter 7.

7. J. B. Keller, The Geometrical Theory of Diffraction, J.
Opt. Soc. Am., Vol. 52, 1962, pp. 116–130.

8. U. J. Kurze, Noise Reduction by Barriers, J. Acoust.
Soc. Am., Vol. 55, 1940, pp. 504–518.

9. R. S. Redfearn, Some Acoustical Source-Observer
Problems, Phil. Mag. J. Sci., Vol. 30, 1940, pp.
223–236.

10. A. C. C. Warnock, Acoustical Effects of Screens in
Landscaped Offices, Canadian Building Digest, Vol.
164, National Research Council of Canada, 1974.

11. Department of Transport, Noise Barriers—Standards
and Materials, Technical Memorandum H14/76, Depart-
ment of Transport, London, 1976.

12. J. Moreland and R. Minto, An Example of In-Plant
Noise Reduction with an Acoustical Barrier, Appl.
Acoust ., Vol. 9, 1976, pp. 205–214.

13. R. B. Tatge, Barrier-Wall Attenuation with a Finite-
Sized Source, J. Acoust. Soc. Am., Vol. 53, 1973, pp.
1317–1319.

14. C. Wang and J. S. Bradley, A Mathematical Model
for a Single Screen Barrier in Open-Plan Office, Appl.
Acoust ., Vol. 63, 2002, pp. 849–866.

15. ISO 17624, Acoustics—Guidelines for Noise Control
in Offices and Workrooms by Means of Acoustical
Screens, 2004.

16. T. M. Barry and J. Reagan, FHWA Highway Traffic
Noise Prediction Model, Report No. FHWA-RD-77-
108, Federal Highway Administration, Washington, DC,
1978.

17. C. W. Menge, C. F. Rossano, G. S. Anderson, and C. J.
Bajdek, FHWA Traffic Noise Model—Technical Man-
ual, Report No FHWA-PD-96-010, Federal Highway
Administration, Washington, DC, 1998.

18. J. Pfretzschner, F. Simon, C. de la Colina, and A.
Moreno, A Rating Index for Estimating Insertion Loss
of Noise Barriers under Traffic Noise Conditions,
Acustica , Vol. 82, 1996, pp. 504–508.

19. F. Simon, J. Pfretzschner, C. de la Colina, and A.
Moreno, Ground Influence on the Definition of Single
Rating Index for Noise Barrier Protection, J. Acoust.
Soc. Am., Vol. 104, 1998, pp. 232–236.

20. Department of Transport and Welsh Office, Calculation
of Road Traffic Noise, HMSO, London, 1988.

21. D. A. Bies, Acoustical properties of Porous Materials,
in Noise and Vibration Control, L. L. Beranek, ed.,
McGraw-Hill, New York, 1971, Chapter 10.

22. T. F. W. Embleton, J. E. Piercy, and G. A. Daigle,
Effective Flow Resistivity of Ground Surfaces Deter-
mined by Acoustical Measurements, J. Acoust. Soc.
Am., Vol. 74, 1983, pp. 1239–1244.

23. C. I. Chessell, Propagation of Noise along a Finite
Impedance Boundary, J. Acoust. Soc. Am., Vol. 62,
1977, pp. 825–834.

24. B. A. DeJong, A. Moerkerken, and J. D. van der Toorn,
Propagation of Sound over Grassland and over an Earth
Barrier, J. Sound Vib., Vol. 86, 1983, pp. 23–46.

25. K. Fujiwara, Y. Ando, and Z. Maekawa, Noise Control
by Barriers—Part 1: Noise Reduction by a Thick
Barrier, Appl Acoust ., Vol. 10, 1977, pp. 147–159.

26. R. N. Foss, Noise Barrier Screen Measurements:
Double-Barriers, Research Program Report 24.3, Wash-
ington State Highway Commission, Olympia, WA,
1976.

27. ISO 9613-2, Acoustics—Attenuation of Sound During
Propagation Outdoors, Part 2: General Method of
Calculation 1996.

28. ISO 10847, Acoustics—In-situ Determination of Inser-
tion Loss of Outdoor Noise Barriers of All Types, 1997.

29. J. P. Arenas and A. M. Monsalve, Modification of the
Diffracted Sound Field by Some Noise Barrier Edge
Design, Int. J. Acoust. Vib., Vol. 6, 2001, pp. 76–82.

30. D. C. Hothersall, D. H. Crombie, and S. N. Chandler-
Wilde, The Performance of T-Profile and Associated
Noise Barriers, Appl. Acoust ., Vol. 32, 1991, pp.
269–287.

31. D. N. May and M. M. Osman, The Performance
of Sound Absorptive, Reflective and T-Profile Noise
Barriers in Toronto, J. Sound Vib., Vol. 71, 1980, pp.
67–71.

32. R. J. Alfredson and X. Du, Special Shapes and
Treatment for Noise Barriers, Proceedings of Internoise
95, Newport Beach, CA, 1995, pp. 381–384.

33. D. H. Crombie, D. C. Hothersall and S. N. Chandler-
Wilde, Multiple-Edge Noise Barriers, Appl. Acoust .,
Vol. 44, 1995, pp. 353–367.

34. K. Fujiwara and N. Furuta, Sound Shielding Efficiency
of a Barrier with a Cylinder at the Edge, Noise Control
Eng. J., Vol. 37, 1991, pp. 5–11.

35. K. Iida, Y. Kondoh, and Y. Okado, Research on a
Device for Reducing Noise, in Transport Research
Record, Vol. 983, National Research Council, Wash-
ington, DC, 1984, pp. 51–54.
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CHAPTER 59
USE OF VIBRATION ISOLATION∗

Eric E. Ungar
Acentech Incorporated
Cambridge, Massachusetts

1 INTRODUCTION

Vibration isolation concerns the use of comparatively
resilient elements—called vibration isolators—for the
purpose of reducing the vibratory forces or motions
that are transmitted from one structure or mechanical
component to another. Practical vibration isolators
usually consist of springs, of elastomeric elements,
or of combinations of these. The primary purpose of
isolators is to attenuate the transmission of vibrations,
whereas the main purpose of dampers is the dissipation
of mechanical energy.

Vibration isolation generally is employed (1) to
protect a sensitive item of equipment from vibrations
of a structure to which it is attached or (2) to reduce the
vibrations that are induced in a structure by a machine
that is attached to it. Reduction of structural vibrations
may be desirable for reasons of structural integrity,
human comfort, and control of noise radiated from
structures, among others.

Simple models based on systems with a single
degree of freedom are useful for establishing some
fundamental relations. Extensions of these models can
account for the nonrigidity of supports and isolated
items, as well as for reaction effects on vibration
sources. More complex models apply to the isolation

∗This chapter is largely based on Ref. 1, where more detail
may be found.

of masses that can rotate as well as translate and to
two-stage isolation that can provide greater attenuation
than single-stage isolation systems.

2 BASIC MODEL

Many aspects of vibration isolation can be understood
on the basis of a simple model consisting of a mass
that is connected to a support via an isolator, as shown
in Fig. 1. In Fig. 1a the mass m represents a sensitive
item that is to be protected from vibrational motion of
the support S; in Fig.1b the support S is to be protected
from a force that acts on it due to the vibrational force
F1 that acts on the mass m of a machine. In this
basic model the mass can move only in translation
along a straight line (in the vertical direction of the
figure) and the isolator is taken to be a linear massless
spring. The restoring force produced by such a spring
is proportional to its deflection.

The transmissibility represents the fraction of the
applied excitation that is transmitted to the part that
is to be protected. In the case that corresponds to
Fig. 1a, the concern is the transmitted motion, and
the corresponding motion transmissibility is defined
as Tmotion = Xm/XS , where Xm and Xs denote,
respectively, the amplitudes of the motions of the
mass and of the support. In the case that corresponds
to Fig. 1b the force transmissibility is defined as
Tforce = FS/F1, where FS and F1 denote, respectively,
the amplitudes of the force that acts on the support and
the force that acts on the mass. If the support in the

m m

s s

xs

xm

Fs

F1

(a) (b)

Figure 1 Basic system consisting of mass connected to support via an isolator (a) excited by support motion (b) excited
by force acting on mass.
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second case is immobile, then the two transmissibilities
are given by the same expression.∗ For the case where
the isolator is undamped (i.e., where it dissipates no
energy), this expression is

T = 1

|(f/fn)2 − 1| (1)

where the subscripts on T have been discarded.
The symbol f denotes the excitation frequency and
fn denotes the natural frequency the isolator–mass
system.

The natural frequency obeys

fn = 1

2π

√
k

m
= 1

2π

√
g

Xst
≈ 15.76√

Xst(mm)
≈ 3.13√

Xst(in.)
(2)

where k denotes the stiffness or spring constant of
the isolator (the ratio of the force applied to the
isolator to its deflection), g represents the acceleration
of gravity, and Xst represents the static deflection of
the isolator—that is, its deflection due to the weight
of mass m.

For the more general situation where the isolator
incorporates damping characterized by the loss factor.†
η the transmissibility obeys

T =
√

1 + η2

[(f/fn)2 − 1]2 + η2
(3)

If the damping is viscous—that is, if the isolator
produces a retarding force proportional to the velocity
(with a constant of proportionality c, called the viscous
damping coefficient)—then the loss factor is η =
2πf c/k = 2ς(f/fn). Here ς = c/cc denotes the so-
called damping ratio, where cc is the critical viscous
damping coefficient.‡

Figure 2 shows how the transmissibility T varies
with the frequency ratio f/fn for several values of the
loss factor and several values of the damping ratio. In
all cases T is greater than 1 for frequency ratios less
than

√
2—thus, at such low-frequency ratios the items

that are to be protected are subjected to greater forces
or motions than they would experience without any
isolation. Protection of these items, corresponding to
transmissibility values of less than unity, results only
in the isolation region—that is, at frequency ratios that
exceed

√
2—and greater protection (smaller transmis-

sibility) is obtained at higher frequency ratios. Thus, to
obtain good isolation in the presence of a disturbance
at a given excitation frequency f one needs to make
the natural frequency fn much smaller than f .

∗Equality of the force and motion transmissibilities is a
consequence of the reciprocity principle and holds between
any two points of any mathematically linear system, including
systems consisting of many masses, springs, and dampers.
†See Chapter 60 for definition and discussion of loss factor.
‡See Chapter 60 for information on measures of damping and
their interrelation.

The effect of damping on transmissibility is also
evident in Fig. 2. In the isolation region (i.e., where
f/fn >

√
2) greater damping results in greater trans-

missibility (and thus in poorer isolation). However,
this deleterious effect is significant only in the pres-
ence of considerable viscous damping; it is insignif-
icant in the presence of even rather high damping
that is characterized by frequency-independent loss
factors. Because the damping of most practical conven-
tional isolators is relatively small and characterized by
frequency-independent loss factors, their performance
in the isolation range is not significantly affected by
damping and the transmissibility may be approximated
by Eq. (1), which reduces to as T ≈ (fn/f )2 for large
frequency ratios.

However, damping does have a significant effect
on the transmissibility at and near resonance, where
the excitation frequency matches the natural frequency.
As Fig. 2 shows, greater damping results in reduced
transmissibility in this frequency region. Therefore,
greater damping often is desirable for isolating systems
in which the excitation frequency can pass through
resonance, for example, as a machine comes up to
speed or coasts down.

To obtain the smallest transmissibility, one needs
to make the frequency ratio f/fn as large as possible.
For given driving frequencies f this implies that
one should make the natural frequency as small as
one can—usually by choosing the smallest practical
isolator stiffness k. The mass m generally is given.
However, to reduce the natural frequency, one may
consider adding an inertia base (a massive support)
to the mass m so as to increase the total effective
mass. But the loads that practical isolators can support
are limited, so that addition of an inertia base may
necessitate the use of a stiffer isolation arrangement,
resulting in negation of at least some of the natural
frequency reduction expected from the increased mass.
Nevertheless, an added inertia base generally serves to
reduce the vibrational excursions of an isolated item
due to forces that act on it directly.

The isolation I is defined by I = 1 − T . Better
isolation performance corresponds to greater values
of I but to smaller values of transmissibility T . The
isolation indicates the fraction of the disturbing force
or motion that does not reach the item that is to be
protected, whereas the transmissibility indicates the
fraction of the disturbance that is transmitted to the
protected item. Isolation is often expressed in percent.
For example, a transmissibility of 0.0085 corresponds
to an isolation of 0.9915 or of 99.15%.

2.1 Limitations of Basic Models and of
Transmissibility; Isolation Effectiveness

The basic models assume the mass and support to be
rigid, the isolator to be massless and mathematically
linear (i.e, is, to deflect in proportion to the applied
force), and all motions to occur along a straight line.

In cases where the isolator mass is small compared
to the masses of the support and the isolated item, and
where the frequencies of concern are low enough so



USE OF VIBRATION ISOLATION 727

η = ζ = 0

ζ = 1.0

ζ = 0.5

ζ = 0.25

η = 0.5

η = 1.5

1010.1
Frequency Ratio f /fn

T
ra

ns
m

is
si

bi
lit

y 
T

10

1

0.1

0.01

Figure 2 Transmissibility as function of ratio of forcing frequency to natural frequency of system consisting of mass
supported on isolator modeled as damped spring, for various amounts of viscous damping (constant damping ratio ζ) and
structural damping (constant loss factor η).

that no significant wave effects occur in the isolator,∗
an isolator does in effect act nearly as if it had no

∗At frequencies at which standing-wave resonances occur in
the isolator, the isolation performance may be considerably
degraded. It usually is useful to relegate the domain where
such resonances can occur to high frequencies (beyond the
range of frequencies of concern) by selecting isolators with

mass. Although the force–deflection curves for some
isolators, such as those made of rubber, typically
are not straight lines—implying that the isolator is
nonlinear—the isolator may in fact act linearly in the
presence of small excursions. In that case its stiffness

small dimensions and of configurations and materials with
high wave speeds.
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may be taken as the slope of its force–deflection
curve at the average deflection. However, a correction
may be required for some isolators that incorporate
elastomeric materials, in which the dynamic stiffness
may differ significantly from the quasi-static stiffness
obtained from the slope of the force–deflection curve.
The effects of nonrigid isolated items and of motions
that are not just along a straight line are addressed in
later sections of this chapter.

The transmissibility, being the ratio of the trans-
mitted force or motion to the exciting force or motion,
does not account for changes in the excitation force or
motion that may occur when a more flexible isolator
is used. With a more flexible isolator the excitation
is less restricted and may increase, defeating some
of the isolation improvement one would expect from
use of a more flexible isolator. In situations where the
excitation can change significantly, depending on the
resistance it encounters, the isolation effectiveness E
is a better measure of isolation performance than the
transmissibility. The isolation effectiveness is defined
as

E = |VRr/VR| = |FRr/FR | (4)

where VRr and FRr , respectively, denote the velocity
and the force experienced by the isolated item if
the isolator is replaced by a rigid connection (i.e., if
no vibration isolator is used) and where VR and FR

represent these quantities for the situation where the
isolator is in place. The velocity ratio definition of E
applies for the motion transmission case of Fig. 1a; the
force ratio definition applies for the force transmission
case of Fig. 1b.

3 TWO-STAGE ISOLATION

Two-stage isolation systems, as shown schematically
in Fig. 3, can provide considerably greater high-
frequency isolation than can the single-stage arrange-
ment of Fig. 1. Unlike in the basic system of Fig. 1,
where the mass m is connected to the supporting struc-
ture via a single isolator, in a two-stage system the
mass m is connected to the supporting structure via
two isolators (indicated as springs in Fig. 3) and an
intermediate mass m1.

m

m1

s

k1

k2

Figure 3 Schematic diagram of two-stage isolation
system.

The system of Fig.3 has two natural frequencies fn

given by

(fn/f1)
2 = C ±

√
C2 − R2

2C = R2 + 1 + k1/k2 R = f2/f1 (5)

Here
f1 = 1

2π
√

m(1/k1 + 1/k2) (6)

denotes the natural frequency of the system consisting
of the mass m supported on the two springs in
mechanical series, in the absence of the intermediate
mass, and

f2 = 1
2π

√
(k1 + k2)/m1 (7)

represents the natural frequency of the mass m1
between the two springs for the situation where the
mass m is held completely immobile. The symbols
k1 and k2 represent the stiffnesses of the two springs,
as shown in Fig. 3. The higher natural frequency fn,
which one obtains if one uses the plus sign before
the square root in the first of Eq. (5), always is
greater than the larger of f1 and f2. The lower natural
frequency, obtained if one uses the minus sign in the
aforementioned equation, always is smaller than the
smaller of f1 and f2.

The (force and motion) transmissibility T of a two-
stage system like that of Fig. 3 in the absence of
damping∗ obeys

R2/T = (f/f1)
4 − [R2 + k1/k2 + 1](f/f1)

2 + R2

(8)
where f represents the excitation frequency and R is
defined in Eq. (5). At high excitation frequencies the
transmissibility obeys T ≈ (f1f2/f

2)2 and thus varies
as 1/f 4, implying very good isolation performance in
this frequency range. However, this good performance
occurs only at frequencies that are above the higher
of the two natural frequencies of the system, so that
it is desirable to make this natural frequency as small
as possible. Because this higher natural frequency in
practice often is f2, which depends on the intermediate
mass m1, one generally should use the largest practical
intermediate mass.

Figure 4 illustrates the aforementioned fact. One
may observe that with a smaller intermediate mass
(i.e., with a larger ratio of the primary mass m to
the intermediate mass m1), the rapid decrease of
transmissibility with increasing frequency occurs at
higher frequencies.

Where several items need to be isolated, it often is
advantageous to support these on a common massive
platform (sometimes called a “subbase” or “raft”), to
isolate each item from the platform, and to isolate
the platform from the supporting structure. In such

∗The damping present in most practical isolation systems
has relatively little effect on isolation performance. A
more complicated expression applies in the presence of
considerable damping.
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Figure 4 Transmissibility of two-stage system of Fig. 3, with k1 = k2, for two ratios of primary to intermediate mass. The
m1 = 0 curve corresponds to a single-stage system.

an arrangement, the platform acts as a relatively
large intermediate mass for isolation of each of
the equipment items, resulting in efficient two-stage
isolation performance with a comparatively small total
weight penalty. The platform should be designed so
that it exhibits no resonances of its own in the
frequency range of concern. If such resonances cannot
be avoided, the platform structure should be highly
damped.

4 GENERAL SYSTEMS WITH ONE DEGREE
OF FREEDOM

One may generalize the diagrams of Fig. 1 in terms of
the diagram of Fig. 5, which shows a vibration source S
connected to a “receiver” (an item or structure to be
protected) R via an isolator. All motions and forces
are assumed to act along the same line. Rather than
representing the receiver as a rigidmassor an immovable
support, one may consider a receiver whose velocity is
proportional to the applied force (at each frequency).
The ratio of the complex velocity∗ VR of the receiver to
the complex applied force FR is defined as the receiver
mobility MR = VR/FR . The receiver mobility MR is
a frequency-dependent complex quantity that may be
evaluated by applying a force at the receiver driving

∗The complex velocity or velocity phasor contains magnitude
and phase information. If V = Vr + jVi , where j = √−1,
then the magnitude of the velocity is given by |V | =√

V 2
r + V 2

i and the phase is given by φ = arctan(Vi/Vr).

Corresponding expressions apply for the complex force.

Isolator

Source Receiver

F0 FR

VRV0

Figure 5 General source connected to general receiver
via an isolator.

point and measuring the magnitude and phase of the
resulting velocity at that point.

Most vibration sources vibrate with lesser excur-
sions if they act on stiffer structures and thus generate
greater forces.† This behavior in its simplest terms is
represented by a general linear source whose com-
plex velocity V0 is related to its complex force F0
as V0 = Vfree − MSF0, where MS = Vfree/Fblocked is
a complex quantity, called the source mobility. Vfree
represents the (frequency-dependent) complex veloc-
ity with which the source vibrates if it generates zero
force. Fblocked denotes the frequency-dependent com-
plex force that the source produces if it is blocked,

†For example, a flexible sheet-metal mounting foot of
an appliance or the armature of a small electrodynamic
shaker may vibrate with considerable excursions if it is not
connected to any structure, but tends to vibrate with lesser
excursions if it is connected to structures or masses. The
excursions will be less with connections to items with greater
resistance to motion.
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so that its velocity is zero. These quantities, and thus
the source mobility, may be determined from measure-
ments on a given source.

The mobility of a massless isolator∗ is defined as
MI = (V0 − VR)/FR in terms of the complex velocity
difference across the isolator and the force applied to
it, as indicated in Fig. 5. (With an isolator of zero
mass, the forces on the two sides of the isolator
are the same, F0 = FR .) The frequency-dependent
mobility of a given isolator may readily be determined
by measurement. The effectiveness obtained with an
isolator whose mass is negligible obeys

E =
∣∣∣∣1 + MI

MS + MR

∣∣∣∣ (9)

In the special case where the source velocity remains
unchanged, no matter how much force the source
generates, E = 1/Tmotion. In the special case where
the source force output is constant, no matter what
the source velocity is, E = 1/Tforce. The effectiveness
obtained with an isolator that has finite mass (i.e., if
isolator mass effects are significant) is discussed in
Refs.1 and 2.

5 ISOLATION OF THREE-DIMENSIONAL
MASSES

Unlike the basic model of Fig. 1, where the mass is
constrained to move only along a line without rotating
and where the system has only one natural frequency,
an actual rigid mass can translate along three axes and
rotate about three axes. An elastically supported rigid
mass thus has six natural frequencies; a nonrigid mass
has additional ones associated with its deformations.
Obtaining good isolation here generally requires that
all of the natural frequencies fall considerably below
the excitation frequencies of concern. Analytical

∗The mobility of an isolator is the velocity analog to its
compliance (the reciprocal of the stiffness). The mobility is
equal to the velocity difference across the isolator, divided by
the applied force; the compliance is equal to the compression
of the isolator (the displacement difference across it), divided
by the applied force. The complex mobility accounts for
damping of the isolator, as well as for its stiffness.

expressions for the natural frequencies and responses
of general rigid masses on general resilient supports are
available† but are complex and provide little practical
design guidance; their application generally requires
repeated trial-and-error computation. The following
paragraphs deal with special cases that provide some
insight and design guidance.

5.1 Two-Dimensional (Planar) Coupled
Rotational and Translational Vibrations

Figure 6 is a schematic diagram showing a mass that is
supported on two isolators and restrained horizontally
by two collinear isolators, with all isolators represented
as springs. This diagram is a two-dimensional ideal-
ization of a three-dimensional mass that moves only
parallel to a plane (the plane of the paper).‡ The hori-
zontal isolators shown in the figure may represent the
stiffnesses of actual horizontally acting isolators or the
stiffnesses in the horizontal direction of the supporting
isolators, or a combination of the two.

In general, an up-and-down force applied at the
center of gravity of the mass produces both an up-
and-down displacement of the center of gravity and
a rotational vibration of the mass, the latter resulting
from the moment due to the isolator forces. Similarly,
an oscillatory torque acting about the center of gravity
produces both rotational and translational motions. The
rotational and translational vibrations then are said to
be coupled.

To obtain effective isolation, one needs to select
the system parameters so that the system’s greatest
natural frequency falls as far as possible below the
excitation frequency range. In the following discussion
the isolators are considered to be undamped linear
springs. The effect of practical amounts of damping
generally is negligible for excitation frequencies that
lie well above the greatest natural frequency.

†For example, See Ref. 3.
‡Such planar motions occur for excitations that act at the
center of gravity and parallel to the plane and for arrays
of isolators whose stiffnesses are distributed so that a force
acting in the plane of the center of gravity induces no rotation
out of the plane. The isolators indicated in Fig. 6 may be
considered as representing the resultant stiffnesses of the
isolator arrays.

m,J

b h1

a1

k1

h2

a2

k2

Figure 6 Mass m with polar moment of inertia J supported on two vertically and two collinear horizontally acting isolators.
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5.2 Systems with Zero Horizontal Stiffness

In absence of finite horizontal stiffnesses and hori-
zontal force components, the center of gravity of the
mass of Fig.6 moves only in the vertical direction.
The natural frequency fv corresponding to vibration in
the vertical direction without rotation—the so-called
uncoupled vertical translational natural frequency—is
given by

2πfv =
√

k1 + k2

m
(10)

where k1 and k2 represent the spring constants of
the vertically acting isolators and m denotes the
mass. The natural frequency fr corresponding to
rotational vibrations without displacement of the
center of gravity—the so-called uncoupled rotational
frequency—is given by

2πfr =
√

(k1a
2
1 + k2a

2
2)/J (11)

where a1 and a2 are the horizontal distances from
the vertically acting isolators to the center of gravity,
as shown in Fig. 6, and where J denotes the mass’
polar moment of inertia about an axis through the
center of gravity and perpendicular to the plane of the
paper. The uncoupled rotational natural frequency fr

may be greater or smaller than the uncoupled vertical
translational natural frequency fv .

The two natural frequencies of the system generally
differ from the aforementioned uncoupled natural
frequencies and are given by the two values obtained
from the following relation (one for the plus and one
for the minus sign preceding the square root):

f 2
n = f 2

a ±
√

f 4
a + f 2

v f 2
r U

f 2
a = f 2

v + f 2
r

2

U = (a1 + a2)
2

(1/k1 + 1/k2)(k1a
2
1 + k2a

2
2)

(12)

The larger of these two “coupled” natural frequencies
is greater than both fv and fr ; the smaller of the two
coupled natural frequencies is smaller than both fv and
fr .

To provide good isolation in the general case, one
needs to select the isolators and their locations so that
the larger coupled natural frequency falls considerably
below the excitation frequencies of concern. It often is
most convenient to select the isolator stiffnesses and
locations so that the forces produced by the isolators
when the mass is deflected vertically without rotation
produce zero net torque about the center of gravity.
This may be accomplished by selecting the isolation
system so that all vertically acting isolators have the
same static deflection due to the weight they support

statically.∗ In this case vertical forces that act at the
center of gravity or vertical motions of the support
produce no rotational or “rocking” motions, and the
natural frequencies of the system are the uncoupled
natural frequencies discussed at the beginning of this
section.

5.3 Systems with Finite Horizontal Stiffness
If the horizontally acting stiffnesses shown in Fig.6
are not negligible, then the system has three natural
frequencies. For the case where the vertically acting
isolators are selected and positioned so that they
have the same static deflection, as discussed above,
the vertical translational motion and the rotational
motion are uncoupled and the natural frequency for
vertical vibration is the aforementioned fv . The other
two natural frequencies, relating to coupled in-plane
rotation and horizontal translation then are given by

(fn/fv)
2 = N ±

√
N2 − PW (13)

where

2N = P

(
1 + b2

r2

)
+ W

P = h1 + h2

k1 + k2
W = k1a

2
1 + k2a

2
2

r2(k1 + k2)
(14)

The dimensions a1, a2, and b are indicated in the
figure, h1 and h2 denote the horizontal stiffnesses,
and r = √

J/m represents the radius of gyration of
the mass about an axis through its center of gravity
and perpendicular to the plane of the paper. For a
rectangular mass of uniform density with height and
length H and L, r = √

(H 2 + L2)/12.

6 PRACTICAL ISOLATORS
A great many different isolators of numerous sizes
and load capacities are available commercially. Details
typically may be found in suppliers’ catalogs.

Most isolators incorporate metallic and/or elas-
tomeric resilient elements. Metallic resilient elements
most often are in the form of coil springs but may also
be in the form of leaf springs, rings, or Belleville wash-
ers, among others. Coil springs of metal predominantly
are used in compression because their use in tension
tends to require end supports that induce stress concen-
trations and result in reduced fatigue life. Many coil
spring isolator assemblies make use of parallel and/or
series arrangements of springs in suitable housings and
may include damping devices (such as viscoelastic ele-
ments, wire mesh sleeves, or other friction devices),
snubbers to limit excursions due to large disturbances
such as earthquakes, and in-series elastomeric pads

∗It is assumed that the isolators are linear—that is, that each
isolator’s deflection is proportional to the force that acts on
it. If the isolators are selected so that they have the same
unloaded height, as well as the same static deflection, then
the isolated mass will be level in its equilibrium position.
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for enhanced damping and high-frequency isolation.
Springs need to be selected to be laterally stable.
Spring systems in housing need to be installed with
care to avoid binding between the housing elements
and between these and the springs.

Some commercial metallic isolators that do not
employ conventional coil springs make use of pads
or woven assemblies of wire mesh to provide both
resilience and damping. Others use arrangements of
coils or loops of wire rope to serve as a damped spring.

Many commercially available isolators employ
elements of elastomeric materials (e.g., rubber or
neoprene) that are bonded to support plates or sleeves
that incorporate convenient means for fastening of
these isolators to other components. The isolators
may be configured so that the elastomeric elements
work in shear, in compression, in torsion, or in
a combination of these. There are also available a
variety of elastomeric gaskets, grommets, sleeves, and
washers, which are intended to be used in conjunction
with conventional bolts or similar fasteners.

Pads of elastomeric material or of such other
resilient materials as cork, felt, fiberglass, or metal
mesh are often used as isolators by themselves. Such
pads often are convenient and relatively inexpensive.
Their areas can be selected to support the required
loads and their thicknesses can be chosen to provide
the desired resilience within practical limits.

In the selection of pads of a solid elastomeric
material (in contrast to pads made of foamed material
or of material with ribs or voids), one needs to take
into account that such a pad’s stiffness depends not
only on its area and thickness but also on its shape and
constraints. Because elastomeric materials are nearly
incompressible, a pad of such a material exhibits
greater stiffness if bulging of its edges is restricted
to a greater degree. The shape factor of a pad is
defined as the ratio of its loaded area to the total area
that is free to bulge. The greater the shape factor,
the greater the pad’s stiffness. The stiffness is also
affected by how easily the loaded surfaces of a pad
can slip relative to the adjacent surfaces; the more this
slipping is restrained, the greater is the stiffness of
the pad. Isolation pads are often supplied with their
top and bottom load-carrying surfaces bonded to thin
metal plates or the like, not only to eliminate stiffness
uncertainties associated with uncontrolled slippage but
also to reduce creeping of the material out of the loaded
areas.

To avoid the complications associated with the
shape factor in the selection of elastomeric pads,
commercial isolation pad configurations are available
that incorporate a multitude of closely spaced openings
into which the material can bulge, thus providing
practically the same shape factor for any pad area.
Arrays of holes, ribs, dimples, or the like typically
serve this purpose. If stacks of such pads are
used, metal sheets or the like generally are placed
between adjacent load-carrying surfaces to avoid
having protrusions on one pad extending into openings
of an adjacent one.

Pneumatic or air-spring isolators obtain their
resilience primarily from the compressibility of con-
fined volumes of air. They may take the form of
air-filled cylinders or rings of rubber or plastic, or
they may consist essentially of pistons in rigid air-
filled cylinders. Highly resilient air springs are avail-
able that can support large loads and provide natural
frequencies as low as 1 to 2 Hz. Such isolation per-
formance generally cannot readily be obtained with
any of the aforementioned isolation arrangements that
employ only solid materials. Piston-type air springs
usually provide isolation primarily in the vertical direc-
tion and often need to be supplemented with other
devices to enhance isolation in the horizontal direction.
Some commercial air-spring systems can be obtained
with leveling controls that keep an isolated platform
in a given static position as the load on the platform
changes or moves about.

The stiffness of a piston-type air spring is propor-
tional to pA2/V , where p denotes the absolute pressure
of the air in the cylinder, A the piston surface area, and
V the cylinder volume. The product (p − pa)A, where
pa denotes the ambient air pressure, is equal to the load
carried atop the piston. Thus, the pressure p may be
adjusted to support a given load. If p is much greater
than pa , the stiffness of the air spring is proportional
to the load, and the natural frequency one obtains with
the air spring is independent of the load. This makes air
springs particularly useful for applications in which the
loads are variable or not fully predictable. The spring
stiffness may be made small by use of a large volume;
this is often achieved by means of auxiliary tanks that
communicate with the cylinder via piping. In some
instances flow restrictions are included in this piping
to provide damping.

Pendulum arrangements often are convenient for
isolation of vibrations in the horizontal directions. The
natural frequency of a pendulum of length L is given
by

fn = 1

2π

√
g

L
≈ 15.76√

L(mm)
≈ 3.13√

L(in.)
(15)

where g denotes the acceleration of gravity. Some
commercial isolation systems combine pendulum ele-
ments for horizontal isolation with spring elements for
vertical isolation.

Systems in which spring action is provided by mag-
netic or electrostatic means also have been investigated
and used for some special applications, as have other
systems where levitation is provided by streams or
thin films of fluids. Active isolation systems recently
have attracted considerable attention. Such systems
in essence are dynamic control systems in which the
vibration of the item that is to be protected is sensed
by a suitable transducer whose appropriately processed
output is used to drive an actuator so as to reduce the
item’s vibrations. Active systems require an external
source of energy and tend to be rather complex, but
they can provide better isolation than passive systems
(i.e., systems that do not require an external source
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of energy), notably in the presence of disturbances at
very low frequencies.
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CHAPTER 60
DAMPING OF STRUCTURES AND USE
OF DAMPING MATERIALS∗

Eric E. Ungar
Acentech Incorporated
Cambridge, Massachusetts

1 INTRODUCTION

Damping—the dissipation of energy in a vibra-
tion—has a significant effect only on vibrational
motion in which energy loss plays a major role.
Increased damping increases the rate of decay of free
(i.e., unforced) vibrations and reduces the amplitudes
of steady vibrations at resonances, including vibra-
tions due to random excitation. Damping reduces the
rate of buildup of vibrations at resonances and limits
the amplitudes of “self-excited” vibrations—that is, of
vibrations in which a vibrating structure accepts energy
from a steady source, such as flow of a fluid. Damping
also increases the rate of decay of freely propagating
waves and limits the buildup of forced wave motions.
Furthermore, damping reduces the response of struc-
tures to sound and the transmission of sound through
structures at frequencies above their coincidence fre-
quencies.

Increased damping tends to result in the reduction
of vibratory stresses and thus in increased fatigue
life. It also leads to the reduction of noise associated
with impacts, as well as to reduced transmission
of energy in waves propagating along a structure.
Damping increases the impedances of structures at
their resonances and thus at these resonances may
improve the effectiveness of vibration isolation.

Devices and materials that enhance the damp-
ing of structures are widely used in automobiles,
ships, aerospace vehicles, and in industrial and
consumer equipment. In many applications, damp-
ing materials—materials that can dissipate relatively
large amounts of energy (typically plastics and elas-
tomers)—are combined judiciously with conventional
structural elements.

2 DAMPING MECHANISMS

Anything that results in loss of mechanical energy from
a vibrating structure contributes to the damping of that
structure. This includes friction between components,
interaction of a structural component with adjacent
fluids (including sound radiation into these fluids,
which may play an important role in structures that
are immersed in liquids), electromagnetic effects,
transmission of energy to contiguous structures, and
mechanical hysterisis—dissipation (conversion into

∗This chapter is essentially a distillation of Ref. 1, where
more details may be found.

heat) of energy within the materials of the structure.
This chapter focuses primarily on the damping of
structures due to the energy dissipation in materials
and in combinations of materials.

3 MEASURES AND MEASUREMENT
OF DAMPING
The damping of a structure may be determined from
the rates of the decay of vibrations of its modes, from
the behavior of its structural modes† at and near their
resonances, from direct measurement of energy loss in
steady-state vibration, or from evaluation of the spatial
rate of decay of freely propagating waves.

The dynamic behavior of a structural mode may
be considered conveniently in terms of a simple
mass–spring–damper system that has the same natural
frequency as the mode and a representative modal mass
m and a modal stiffness k. Because the assumption
of viscous damping—that is, of dampers that provide
a retarding force that is proportional to the velocity
of the mass—leads to easily solved linear differential
equations for the system motions, viscously damped
systems have been studied extensively. Even though
viscous damping is encountered relatively rarely
in practice, results obtained for viscously damped
systems provide some useful insights.

In a spring–mass–damper system with viscous
damping the amplitude in a freely decaying motion
varies with time t as e−ςωnt , where ωn = √

k/m
represents the undamped radian natural frequency
of the system. The damping ratio ς = c/cc relates
the viscous damping coefficient c (the constant of
proportionality of the retarding force to the velocity)
to the so-called critical damping coefficient‡ cc =
2
√

km = 2mωn. One may determine the damping ratio
from the magnitudes of successive relative maxima in
the record§ of a freely decaying vibration by use of

†In general, different modes of a structure may exhibit
different amounts of damping.
‡If a system with a viscous damping coefficient c that is
smaller than the critical damping coefficient is displaced from
equilibrium and released, it oscillates about its equilibrium
position with decreasing amplitude. If a system with a viscous
damping coefficient that is greater than the critical damping
coefficient is similarly displaced and released, it drifts toward
its equilibrium position without oscillating past it.
§The record may be of any quantity proportional to the
displacement, velocity, or acceleration.
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the relation

ς = δ

2π
= 1

2πN
ln

Xi

Xi+N

(1)

where Xi denotes the magnitude of a given maximum
and Xi+N denotes the magnitude of the N th maximum
after the given one. The symbol δ represents a time-
honored measure of damping, called the logarithmic
decrement.

One may also evaluate the damping of a mode
(or of the mass–spring–damper system that represents
it) by subjecting it to sinusoidal forcing of constant
amplitude F and observing its steady-state responses.
The amplification at a given excitation frequency ω
is defined as the ratio of the displacement amplitude
X(ω) at that frequency to the quasi-static displacement
amplitude Xst (the displacement amplitude for ω ≈ 0).
The amplification at resonance, Q, is defined as Q =
X(ωn)/Xst, corresponding to the situation where the
forcing frequency ω is equal to the natural frequency
ωn. In the presence of viscous damping, Q is related to
the damping ratio by ς = 1

2Q. One also may evaluate
the damping from the relative bandwidth

b = (ω2 − ω1)/ωn = 1/Q (2)

where ω1 and ω2 denote the two half-power-point
frequencies—that is, the two excitation frequencies
(ω1 < ωn and ω2 > ωn) at which the amplification is
equal to Q/

√
2. This equation is exact for the case of

viscous damping, but it is also often used to quantify
the damping in other situations.

The foregoing paragraphs deal with the special
case of viscous damping. In the general case it is
advantageous to use measures of damping that are
based on energy considerations. One such measure is
the damping capacity ψ, which is defined as the ratio
of the energy D that is dissipated per cycle in a steady
vibration to the time-average total energy W present in
the vibrating system. (In lightly damped systems the
total energy varies little with time and may be taken as
constant for all practical purposes.) The most widely
used measure of damping, the loss factor η, is defined
analogously to the damping capacity, but in terms of
the energy dissipated per radian:

η = ψ/2π = D/2πW (3)

If the damping is small, the loss factor may be
related to an equivalent viscous damping ratio via
η≈2ς—in other words, a viscously damped system
with damping ratio ς here dissipates essentially the
same fractional amount of energy per cycle as a system
with nonviscous damping that is characterized by a loss
factor η.

The loss factor of a system that is vibrating
in the steady state may be determined from direct
measurement of the average energy that is dissipated
per unit time, which is equal to the average energy

that is supplied to the system per unit time. The latter
may be evaluated from measurement of the force and
velocity at the point(s) where the system is driven. The
energy stored in the system may be determined from
its mass and mean-square velocity.

In analyzing the response of a system to sinusoidal
excitation, it often is convenient to use complex or
“phasor” notation. In terms of this notation the time-
dependent variation of a variable x(t) = X cos(ωt +
φ) is expressed as x(t) = Re[Xejωt ], where j =√−1 and X = Xr + jXi is a complex quantity
consisting of real and imaginary components. This
complex quantity contains information about both the
magnitude (amplitude) and the phase φ of the variable.
If one uses phasor notation, one may represent the
stiffness and damping of a system together in terms of
a complex stiffness

k = k + jki = k(1 + jη) (4)

where η = ki/k corresponds to the previously dis-
cussed loss factor.∗

One may represent the frequency-dependent behav-
ior of realistic systems by taking the loss factor to vary
with frequency to correspond to empirically measured
data. The damping of metals and some other widely
used structural materials often can be described by a
loss factor that is practically independent of frequency,
at least in limited frequency ranges of practical interest.
A frequency-dependent loss factor also may be used to
represent various mathematical damping models. For
example, to a viscously damped system there corre-
sponds the loss factor η = cω/k, which is proportional
to frequency.

The various measures of damping are interrelated
as follows: η = ψ/2π = ki/k holds in general and at
all frequencies, but η = 1/Q holds only at resonance.
For small damping of any type, η ≈ b. For viscous
damping, η = 2ς = b = δ/π ≈ �λ/13.6. The symbol.
�λ represents the spatial decay rate (in decibels per
wavelength), defined as the reduction of vibration
level† per wavelength in freely propagating waves.

4 DAMPING BEHAVIOR OF MATERIALS
The dynamic behavior of a material can be described
most readily in terms of its complex modulus of elas-
ticity, which may be determined from measurement of

∗One may also determine the damping of a mode from a
plot of the imaginary versus the real part of the mobility,
obtained from measurements over a range of frequencies
that includes the resonance. (Mobility is defined as the ratio
of the velocity phasor to the phasor of the exciting force.)
The aforementioned plot is in the shape of a circle whose
diameter is equal to Q = 1/η = 1/2ς. Commercial software
for experimental modal analysis often uses this approach for
evaluation of damping.
†The vibration level L of a vibration variable x(t) is defined
in analogy to the sound pressure level in acoustics as
L = 10 log10[x

2(t)/x2
ref], where xref represents an arbitrary

constant reference value in the same units as the time-
dependent variable.
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the complex stiffness of a material sample. In analogy
to the complex stiffness, as in Eq. (4), the complex
modulus of elasticity is defined as

E = E + jEi = E(1 + jβ) (5)

The real part, E, is associated with strain energy
storage and corresponds to the well-known modulus
of strength of materials and elasticity theory; the
imaginary part, Ei , is called the loss modulus and
is associated with energy dissipation. The loss factor
related to the modulus of elasticity obeys β = Ei/E.
Completely analogous definitions apply for the shear
modulus. For most materials of engineering interest the
loss factor associated with the modulus of elasticity
is for all practical purposes equal to the loss factor
associated with the shear modulus.∗

The loss factor of a material in general may vary
with frequency, temperature, strain amplitude, steady
loading present in conjunction with a vibration, and
previous cyclic loading. In most metals, the damping
is relatively independent of frequency, of temperatures
that are well below the melting point, and of strain
amplitudes that are considerably below those at which
structural fatigue tends to be a significant concern.
Thus, for many applications the loss factor of a
metal may be taken as essentially constant. On the
other hand, the loss factors of plastics and rubbery
materials generally vary markedly with frequency
and temperature, as discussed below, but often are
relatively independent of strain amplitude up to strains
of the order of unity.

Figure 1 indicates typical ranges of the loss factors
reported for materials at small strains, near room
temperature, and at audio and lower frequencies.
The range indicated for plastics and rubbers is large
because it encompasses many materials and because
the properties of individual materials of this type may
vary considerably with frequency and temperature. On
the whole, the loss factors of high-strength materials,
particularly of metals, tend to be much smaller than
those of plastics and rubbers, which are of lower
strength.

Plastics and rubbers are called viscoelastic materi-
als because they exhibit both energy dissipative (vis-
cous) and energy storage (elastic) behaviors. The stor-
age and loss moduli, as well as the loss factors, of
these materials typically vary considerably with fre-
quency and temperature. At the conditions at which
these materials are used most often, their shear mod-
uli are very nearly equal to one-third of the corre-
sponding moduli of elasticity, and the loss factors in
shear are very nearly equal to those in tension and
compression. The properties of a sample of a given
material are strongly dependent on the sample’s com-
position and processing (e.g., on its chemical con-
stituents and their molecular weight distribution and

∗Approximate equality of the loss factors implies that the
imaginary part of Poisson’s ratio is negligible.

cross-linking, and on its filler and plasticizer content),
so that nominally similar samples may exhibit sig-
nificantly different dynamic properties. The effects of
preloading and strain amplitude on polymeric materials
are discussed in Ref. 2.

Figure 2 illustrates how the (real) shear modulus
and loss factor of a typical plastic material consisting
of a single polymer varies with frequency and
temperature.† At a given frequency, the modulus is
relatively small at low temperatures and small at
high temperatures, whereas the loss factor is relatively
small at both low and at high temperatures and
tends to exhibit a maximum in the region where the
modulus changes most rapidly with temperature. At
low temperatures the material is said to be in the glassy
region because it tends to be hard and brittle; at high
temperatures it is said to be in the rubbery region.
The dividing point between these two regimes occurs
at the so-called glass transition temperature, at which
the rate of change of the modulus with temperature is
greatest.

The material properties change with increases in
frequency at constant temperature somewhat like they
do with decreases in temperature at constant frequency.
At a given temperature the modulus is relatively
small at low frequencies and increases with increasing
frequency, whereas the loss factor is relatively small
at both low and high frequencies, with a maximum at
intermediate frequencies. It has been observed that a
given change in temperature has the same effect on the
modulus and loss factor as does an appropriate shift
in frequency. This temperature–frequency equivalence
makes it possible to represent the behavior of many
viscoelastic materials in terms of single curves for the
modulus and loss factor as functions of a reduced
frequency fR = f αT , where f denotes the actual
frequency and αT is a shift factor that depends on
the temperature. This shift factor may be given via an
equation or separate plot, or—most conveniently—via
a nomogram that is superposed on the data plot as
shown in Fig. 3. (Use of this nomogram is illustrated in
the figure.) Plots of this type have come into wide use
and have become standardized. Shift factor relations
are discussed in Ref. 2 and 3.

Table 1 presents some key parameter values for
several commercial viscoelastic materials intended for
high-damping applications.‡ The data in the table
are useful for preliminary material comparison and
selection for specific applications. In general it is
advisable to select specific materials on the basis of
complete data for the candidate materials. Such data

†The dynamic behavior of a material consisting of more than
one polymer tends to be a blend of the behaviors of its
components. The plots corresponding to Fig. 2 then exhibit
more complex curvatures, and the loss factor curves may
exhibit more than one peak.
‡Suppliers often change the designations of their materials.
Some of the listed materials may be available with different
designations, some may no longer be available.



DAMPING OF STRUCTURES AND USE OF DAMPING MATERIALS 737

V
is

co
us

Li
qu

id
s

P
la

st
ic

s,
 R

ub
be

rs

C
on

cr
et

e
(L

ig
ht

, P
or

ou
s,

 D
en

se
)

A
sp

ha
lt

O
ak

,
F

ir 
T

im
be

r

P
ly

w
oo

d,
P

ar
tic

le
B

oa
rd

D
ry

S
an

d
C

or
k

P
la

st
er

 O
n 

La
th

G
la

ss
B

ric
k,

M
as

on
ry

B
lo

ck
s

H
ig

h–
D

am
pi

ng
 A

llo
ys

Le
ad

Lo
ss

 F
ac

to
r

C
op

pe
r,

T
in

B
ra

ss
, B

ro
nz

e,
S

te
el

, I
ro

n
A

lu
m

in
um

,
M

ag
ne

si
um

G
el

s

Building Materials

Metals

2

1
8
6

4
3

2

10−1

8
6

4
3

2

10−2

8
6

4
3

2

10−3

8
6

4
3

2

10−4

Figure 1 Typical ranges of material loss factors at small strains and audio frequencies, near room temperature.

typically are available from knowledgeable material
suppliers.

5 DAMPING OF STRUCTURES WITH
VISCOELASTIC COMPONENTS
Because most structural materials are strong and
have little damping, whereas most viscoelastic mate-
rials have considerable damping and relatively little
strength, configurations are of interest that combine
the strength of the former and the damping of the latter
types of materials.

The loss factor ηcomb of any multicomponent
structure that vibrates in a manner in which all
components deflect essentially in phase obeys ηcomb =∑

ηiWi/Wtot, where ηi denotes the loss factor of the
ith component, Wi denotes the energy stored in that
component, and Wtot denotes the total energy stored
in all of the components. The sum extends over all
of the components. The general equation reduces to

ηcomb = ηaWa/Wtot if the structure includes only one
component, identified by the subscript a, that has
nonzero damping. This equation indicates that (1) the
loss factor of the composite cannot be greater than
the loss factor of the component with finite damping,
and (2) if the composite is to have a considerable loss
factor, not only does the loss factor ηa of the damped
component have to be large, but that component also
has to share in the total energy to a considerable extent.

5.1 Beams with Single Viscoelastic
Components

In the bending of uniform beams with cross sections
of the types illustrated by Fig. 4, where an insert or
adhered layer of a viscoelastic material is added to
a primary structure that has little inherent damping,
energy dissipation is associated primarily with exten-
sion and compression of the viscoelastic elements. If
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(a) (b)

Figure 2 Dependence of shear modulus and loss factor of a polyester plastic on frequency and temperature: (a) functions
of frequency at constant temperatures and (b) three-dimensional plots on temperature log–frequency axes.
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Figure 3 Reduced frequency plot of modulus of elasticity E and loss factor β of a silicone potting compound.
Points indicate measured data to which curves were fitted. Nomograph facilitates determination of reduced frequency
fR for given frequency and temperature as illustrated by dashed lines. For f = 15 Hz and T = 20◦C one finds
fR = 5 × 103 Hz, E = 3.8 × 106N/m2

, β = 0.36.
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Table 1 Key Properties of Some Commercial Damping Materialsa

Temperature (◦F) for βmax at Elastic Moduli (1000 psi)

Material βmax 10 Hz 100 Hz 1000 Hz Emax Emin Etrans Ei,max

Blachford Aquaplas 0.5 50 82 125 1,600 30 220 110
Barry Controls H-326 0.8 −40 −25 −10 600 3 42 34
Dow Corning Sylgard 188 0.6 60 80 110 22 0.3 2.6 1.5
EAR C-1002 1.9 23 55 90 300 0.2 7.7 15
EAR C-2003 1.0 45 70 100 800 0.6 22 22
Lord LD-400 0.7 60 80 125 3,000 3.3 100 70
Soundcoat DYAD 601 1.0 15 50 75 300 0.15 6.7 6.7
Soundcoat DYAD 606 1.0 70 100 130 300 0.12 6 6
Soundcoat DYAD 609 1.0 125 150 185 200 0.6 11 11
Soundcoat N 1.5 15 30 70 300 0.07 4.6 6.9
2M ISD-110 1.7 80 115 150 30 0.03 1 1.7
3M ISD-112 1.2 10 40 80 130 0.08 3.2 3.9
3M ISD-113 1.1 −45 −20 15 150 0.3 0.21 0.23
3M 468 0.8 15 50 85 140 0.03 2 1.6
3M ISD-830 1.0 −75 −50 −20 200 0.15 5.5 5.5
GE SMRD 0.9 50 80 125 300 5 39 35

aTabulated values are approximate, taken from curves in Ref. 2.
βmax = Maximum loss factor of material.
Temperatures (◦F) at which maximum loss factor occurs at the indicated frequencies may be converted to ◦C by use of
the formula ◦C = (5/9) (

◦F − 32).
To obtain elastic moduli in N/m2 multiply tabulated values by 7 × 106. Shear modulus values are one third of elastic
modulus values.
Emax = Maximum value of real modulus of elasticity, applies at low temperatures and/or high frequencies.
Emin = Minimum value of real modulus of elasticity, applies at high temperatures and/or low frequencies.
Etrans = Value of real modulus of elasticity in region where maximum loss factor occurs.
Ei,max = Value of imaginary modulus of elasticity in region where maximum loss factor occurs.

H12
H12

H12

Figure 4 Cross sections of beams with viscoelastic inserts or added layers. Viscoelastic material is shown shaded,
structural material unshaded. H12 represents distance between neutral axes of components.

no slippage occurs at the interfaces and if the defor-
mation shape of the beam is sinusoidal,∗ then the loss
factor contribution η of the viscoelastic element† is
related to the loss factor β2 of the viscoelastic material

∗The equations presented here also hold approximately if the
deformation shape is not sinusoidal. They hold well for the
higher modes of a beam, regardless of the end conditions,
because the deformation shape associated with such a mode
is essentially sinusoidal, except near the ends.
†The loss factor contribution of the viscoelastic element is
equal to the loss factor of the composite beam if the loss
factor of the other element is negligible.

by

η = β2

[
1 + k2(1 + β2

2) + (r1/H12)
2γ

k[1 + (r2/H12)2γ]

]−1

≈ β2E2IT

E1I1
(6)

where γ = (1 + k)2 + (β2k)2 and H12 denotes the
distance between the neutral axes of the elastic
and viscoelastic components, as indicated in Fig. 4.
Here and subsequently the subscript 1 refers to the
structural (undamped) component and subscript 2
to the viscolelastic component. Also, k = K2/K1,
where Kn = EnAn denotes the extensional stiffness of
component n, expressed in terms of its (real) modulus
of elasticity En and cross-sectional area An. The radius
of gyration of the area An is represented by rn =
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Figure 5 Dependence of loss factor η of plate with adhered viscoelastic layer on relative thickness and relative modulus
of layer, for material loss factor β2

2 � 1.

√
In/An, with In denoting the centroidal moment of

inertia of that area.
The last, more approximate, form of equation

(6) pertains to the often-encountered case where the
structural component’s extensional stiffness is much
greater than that of the viscoelastic component, with
IT = I2 + H 2

12A2 and E2IT � E1I1. Note that the
dominant viscoelastic material property is the product
β2E2, which is the loss modulus (the imaginary part
of the complex modulus) of the material. Thus, an
efficient damping material here needs to have both a
large loss factor and a large modulus of elasticity.

5.2 Plates with Viscoelastic Coatings

A strip of a plate with a viscoelastic coating may
be considered as a special case of a beam with
a single viscoelastic component, where the beam
and the viscoelastic element have rectangular cross

sections (see insert of Fig. 5).∗ Then Eq. (6) and
the foregoing relations apply with rn = Hn/

√
12 and

H12 = (H1 + H2)/2, where Hn denotes the thickness
of the component identified by the subscript, with
subscripts 1 and 2 referring to the elastic and the
viscoelastic layers, respectively. A plot of η/β2 for
the often-encountered situation where β2

2 � 1 appears
in Fig. 5.

For small relative thicknesses h2 = H2/H1 —that
is, where the curves of Fig. 5 are nearly straight—the
loss factor of a coated plate obeys

η ≈ β2E2

E1
h2(3 + 6h2 + 4h2

2) ≈ 3
β2E2

E1

H2

H1
(7)

and is essentially proportional to the thickness H2
of the viscoelastic layer. For very large relative

∗A viscoelastic layer without a “constraining layer” atop it is
often called a free or unconstrained damping treatment.



DAMPING OF STRUCTURES AND USE OF DAMPING MATERIALS 741

H13 H13

H13

Figure 6 Cross sections of composite beams consisting of two structural components (unshaded) joined via a viscoelastic
component (shaded). H13 denotes distance between neutral axes of structural components.

thicknesses, the loss factor of a coated plate approaches
that of the viscoelastic coating layer itself. Because
the loss factor of a coated plate is proportional to
the loss modulus (the product β2E2) of the damping
material, an effective damping material needs to have
both a high loss factor and a large modulus of
elasticity.

If two viscoelastic layers are applied to a plate, one
layer on each side, and if the extensional stiffness of
each is considerably less than that of the structural
layer (i.e., if E2H2 � E1H1), then the loss factor of
the coated plate may be taken as the sum of the loss
factors contributed by the individual layers, with each
layer’s contribution calculated as if the other layer
were absent. A more complex relation applies in the
case where the layers have large relative extensional
stiffnesses; in this case the total damping contribution
is less than the sum of the separately calculated
contributions.

5.3 Three-Component Beams
with Viscoelastic Interlayers

Figure 6 illustrates the cross sections of some beams,
each consisting of two structural (nonviscoelastic)
components interconnected via a relatively thin vis-
coelastic component. As uniform beams of this type
vibrate in bending, energy dissipation occurs predom-
inantly due to shear in the viscoelastic components.

The damping behavior of such a beam vibrating
in bending with an essentially sinusoidal deflection
shape may be described with the aid of a structural
parameter Y and a shear parameter X, defined by

1

Y
= E1I1 + E3I3

H 2
13

S X =
(

λ

2π

)2
G2b

H2
S (8)

Here S = 1/E1A1 + 1/E3A3. Subscripts 1 and 3 refer
to the structural components and 2 refers to the
viscoelastic component. En,An, and In represent,
respectively, the modulus of elasticity, cross-sectional
area, and cross-sectional moment of inertia (about
its own centroid) of component n H13 denotes the
distance between the neutral axes of the two structural
components (as indicated in Fig. 6) and G2 denotes the
shear modulus (real part) of the viscoelastic material.
H2 denotes the average thickness of the viscoelastic

layer and b represents the length of that layer’s trace
in the plane of the cross section of the beam.

The term λ denotes the bending wavelength,
which for a spatially sinusoidal beam deflection obeys
(λ/2π)2 = √

B/µ/ω, where B represents the magni-
tude of the (complex) flexural rigidity and µ the mass
per unit length of the composite beam. The complex
flexural rigidity of a three-component beam obeys

B = (E1I1 + E3I3)

(
1 + XY

1 + X

)

where X = X(1 + jβ2).
The shear parameter is a measure of how well the

viscoelastic component couples the flexural motions
of the two structural components. For small values
of X,B is equal to the sum of the flexural rigidities
of the two structural components—that is, to the
flexural rigidity that the beam would exhibit if the two
components were not interconnected. For large values
of X, on the other hand, B is equal to 1 + Y times
the foregoing value and corresponds to the flexural
rigidity the beam would exhibit if the two structural
components were rigidly interconnected.

The structural parameter Y depends only on the
geometry and on the moduli of elasticity of the two
structural components, whereas the shear parameter X
depends also on the properties of the viscoelastic com-
ponent and on the wavelength of the beam deflection.

A plot of the loss factor η of a composite beam for
given values of Y and of β2 versus the shear parameter
X has the shape of an inverted parabola, as shown in
Fig. 7. Each such plot exhibits a maximum loss factor

ηmax = β2Y

2 + Y + 2/Xopt
(9)

at an optimum value of X, which obeys

Xopt = [(1 + Y )(1 + β2
2)]

−1/2 (10)

The equation

η

ηmax
= 2(1 + N)R

1 + 2NR + R2
(11)



742 PRINCIPLES OF NOISE AND VIBRATION CONTROL AND QUIET MACHINERY DESIGN

Figure 7 Dependence of loss factor η of three-component structures with various structural parameters Y and damping
material loss factors β2 on the shear parameter X.

where R = X/Xopt and N = (1 + Y/2)Xopt, indicates
the dependence of the loss factor on X, Y , and β2 and
may be used to calculate the loss factor of a given
three-component beam at a given frequency. It also
is useful for determining how close a given beam’s
damping comes to the maximum that can be achieved
with a given configuration and viscoelastic material.

If one knows the properties of the viscoelastic
material under the conditions of interest and the
bending wavelength λ of concern, one may readily
determine X from its definition, Eq. (6). Otherwise,
one needs to determine X from a process that takes
account of the dependence of λ on B and of the
dependence of B on X. A suitable approach consists of
an iterative process that consists of (1) calculation of
Xopt, (2) evaluation of the corresponding value of B,
(3) calculation of the resulting value of λ, (4) using
this value of λ to determine a new value of X, and
(5) repeating these steps, beginning with the newly
determined value of X, until the final and the initial
values of X match to the desired degree. This process
usually converges rapidly.

5.3.1 Design Considerations The maximum
loss factor ηmax that can be achieved in a compos-
ite beam by use of a damping material with a given
loss factor β2 increases monotonically with the struc-
tural parameter Y . Thus, to obtain a highly damped
beam, one should select a configuration with as large
a structural parameter as practical. Figure 8 presents
the expressions for the structural parameters for some
typical composite beam configurations.∗ Once one has
selected Y and a damping material, one should make
the expected loss factor equal to the greatest possi-
ble value, ηmax. Since the maximum loss factor occurs
at the optimum shear parameter Xopt, the value of
which can readily be determine from Y and β2, one
should adjust the value of X at the frequency of inter-
est so that it equals the calculated value of Xopt. For

∗Greater values of Y than those shown may be obtained by
insertion of a shear-stiff, extensionally soft spacer layer (e.g.,
of a honeycomb material) between the viscoelastic element
and one or both structural elements. This has the effect of
increasing H13.



DAMPING OF STRUCTURES AND USE OF DAMPING MATERIALS 743

H13

1

H13

H13

H3

H1

H3

H3

H3

H3

H1

H1
1

3

1

1

1

3

3

3

1

3

1

1

3

3

General Beam System

Small Added Beam

Two Equal
L–Beams

L–Beams with
Full–Width Plate

Y =
H13

2

(l1 + l3)
1
A1

1
A3+

Y =

Y = =
H13

2

l1

(l3 << l1, A3 << A1)

(H3 << H1)A3

Y =

Y ≈

Y ≈ 2
≈1

≈

H13
2

4r2

H13
2

r1
2

r1
2

A3

A1

H3

2H1

H3

2H1

(d /2)2

d

General Plate
Sandwich

Plate with
Thin Added “Tape”

3h (T+h)

(1+h3)

h = H3/H1

Y = 3H3/H1

Sandwich with
2:1 Thickness Ratio

Y ≈ 3

Symmetric
Sandwich

H1 = 2H3

H1 = H3

Figure 8 Expressions for structural parameter Y for various three-component beam and plate configurations with both
structural components of the same material and with thin viscoelastic components (shown cross-hatched). In = centroidal
moment of inertia of cross-sectional area An of component n; rn = radius of gyration of An; H13 = distance between
neutral axes of structural components.

a given composite beam configuration and damping
material (at a given frequency and temperature), all
parameters that appear in the expression for X then
are established, except for the damping material thick-
ness b. Thus, one should choose the value of b that
makes X equal to Xopt. If this thickness turns out
to be impractically small, then one needs to consider
an alternative damping material with a greater shear
modulus; if the thickness turns out to be too great, one
needs to consider use of a damping material with a
smaller shear modulus.

5.4 Plates with Viscoelastic Interlayers
A strip of a plate consisting of a viscoelastic layer
between two structural layers∗ may be considered as a
special case of three-component beams. All equations
and considerations discussed for three-component
beams apply here also. Here, however, the expressions
for the structural and shear parameters reduce to

X =
(

λ

2π

)2
G2

H2
S

1

Y
= E1H

3
1 + E3H

3
3

12H 2
13

S

S = 1

E1H1
+ 1

E3H3
(12)

∗A viscoelatic layer between two structural layers is often
called a constrained layer damping treatment.

5.5 Extensional versus Shear Damping
The damping of beams with single viscoelastic com-
ponents and of plates with unconstrained viscoelastic
layers results primarily due to extension/compression
in the viscoelastic material and is independent of the
deflection wavelength. On the other hand, the damping
of three-component beams and of plates with con-
strained viscoelastic layers is primarily due to shear
in the viscoelastic components and depends markedly
on the deflection wavelength. Thus, wavelength con-
siderations need not be taken into account in the
design of damping arrangements that depend on exten-
sion/compression, but wavelength (and related fre-
quency) considerations are of crucial importance in
the design of arrangements that depend on shear. As
a result, extensional damping treatments require lit-
tle design effort and arbitrarily added damping layers
are likely to result in some damping benefit. How-
ever, shear damping treatments generally need to be
designed and arbitrarily assembled arrangements of
this type may exhibit very little damping.

Energy dissipation in an extensional damping
configuration occurs predominantly at the antinodes
of a vibrating structure, whereas energy dissipation
in shear damping configurations occurs predominantly
at the nodes. Thus, little damping reduction may be
expected if viscoelastic material is removed near the
nodes of an extensional damping configuration or near
the antinodes of a shear damping configuration.
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Shear damping treatments clearly are more com-
plex than extensional treatments, but they have some
advantages, even though their high-damping perfor-
mance is limited to their design frequency and tem-
perature range. Shear damping treatments permit one
in practice to obtain greater damping in the design
range, particularly for heavy structures. Such treat-
ments also generally enable one to achieve a given
amount of damping of light structures in the design
range with a lesser weight penalty. Finally, because
the viscoelastic material in a shear damping configu-
ration can be fully encapsulated, such configurations
are useful where interaction of this material with the
environment may be a concern.
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DYNAMIC VIBRATION ABSORBERS

Leif Kari
The Marcus Wallenberg Laboratory for Sound and Vibration Research
KTH—The Royal Institute of Technology
Stockholm, Sweden

1 INTRODUCTION

Dynamic vibration absorbers (DVA)—also known
as antivibrators, vibration neutralizers, and dynamic,
tuned, shock, and vibration absorbers or dampers—are
auxiliary mechanical systems attached to vibrating sys-
tems, whereby the motion of the (primary) vibration
systems is reduced. They consist, in their simplest
form, of a mass connected to the primary system by
a spring and/or a damping element, such as a vis-
cous, hysteric, or friction element. Since their first
patent1 at the beginning of the twentieth century with
a prehistory of reducing ship rolling motion at the
end of the ninetieth century, they have been exten-
sively used for various engineering applications: To
reduce wind-induced vibration in power transmission
lines, towers, and skyscrapers, to reduce earthquake-
induced bridge and building vibration, and to reduce
pedestrian-induced walking bridges vibration. They
are, moreover, applied to improve machine tool preci-
sion and to reduce helicopter rotor vibration and engine
vibration in high-performance automotive racing cars
and in light aircraft.

2 SINGLE-DEGREE-OF-FREEDOM SYSTEM

To analyze a single-degree-of-freedom (SDOF) DVA
attached to a SDOF primary vibration system appears
at a first sight as a rather trivial problem. However,
its solution provides general and useful information
on vibration absorber efficiency while determining
the optimum parameters. In fact, many multi-degrees-
of-freedom (MDOF) and continuous systems are
condensable into SDOF systems close to their natural
frequencies. Moreover, the properties of rotational
SDOF DVAs and rotational primary vibration systems
are directly attained from their rectilinear analogies by
replacing displacement with angle, mass with moment-
of-inertia, and force with moment.

2.1 Undamped DVA

Consider the undamped DVA in Fig. 1, consisting of
a rigid body of mass m and an idealized spring of
stiffness k, attached to a primary vibration system of
mass M and stiffness K . A steady-state, harmonic
force

Q(t) = Re(Q0f
αei�t ), (1)

excites the primary system, where t, �, and i are
time, angular frequency, and the imaginary unit

√−1,
respectively, f = �/�0, and the constant Q0 is force

magnitude at frequency � = �0(f = 1), where the
natural frequency of the primary system

�0 =
√

K

M
(2)

when considered as a separate SDOF system, and,
finally, α is an exponent. This exponent approximates
the frequency dependence of the real force and is nor-
mally −2 ≤ α ≤ 2, depending on the nature of the
force and whether the real forcing system operates
in the post- or preresonance mode. The most com-
mon values are either α = 0 or 2, where the for-
mer represents a flat force spectrum, while the lat-
ter a force spectrum proportional to the frequency
squared—approximating an inertia reaction to a rotat-
ing, unbalanced mass with a frequency-independent
eccentricity.

The coupled equations of motion for the primary
vibration system and DVA are

M
d2X

dt2
+ KX + k(X − x) = Q(t) (3)

and

m
d2x

dt2
+ k(x − X) = 0 (4)

M

m

K

k XQ

x

DVA

Primary
Vibration
System

Figure 1 Undamped DVA attached to a primary vibration
system.
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respectively. The steady-state responses are

X(t) = Re(X̂ei�t ) (5)

and
x(t) = Re(x̂ei�t ) (6)

with the normalized solutions

X̂

Xst
= f α(f 2

0 − f 2)

(1 − f 2)(f 2
0 − f 2) − µf 2

0 f 2
(7)

and
x̂

Xst
= f αf 2

0

(1 − f 2)(f 2
0 − f 2) − µf 2

0 f 2
(8)

where Xst = Q0/K , the relative absorber mass µ =
m/M , the tuning f0 = ω0/�0, and the natural fre-
quency of DVA

ω0 =
√

k

m
(9)

when considered as a separate SDOF system.
The normalized displacement |X̂/Xstf

α| versus
normalized frequency f at f0 = 0.75 and 1.00 is
shown in Fig. 2 for a primary vibration system
connected to an undamped DVA with a relative mass
of µ = 1

10 . In addition, the result for a primary system
without a DVA is shown for comparison. Clearly, the
primary vibration system without a DVA has only one
resonance at the normalized frequencies f = 1, while
exhibiting two resonances, when connected to a DVA,
at

f1,2 =

√√√√√√√√

1 + f 2
0 (1 + µ)

2

∓
√[

1 + f 2
0 (1 + µ)

2

]2

− f 2
0

(10)

corresponding to the locations of the poles of
Eqs. (7) and (8), and reading f1,2 = 0.71, 1.06(f0 =
0.75) and f1,2 = 0.85, 1.17(f0 = 1.00) for the studied
systems in Fig. 2. Moreover, the system with a DVA
has an antiresonance at f = f0, corresponding to the
location of the zero of Eqs. (7) and (8). Indeed, the
displacement of the primary system vanishes at this
frequency while the corresponding DVA displacement
is finite, given by Eq. (8) to read

x̂

Xstf α

∣∣∣∣
f =f0

= − 1

µf 2
0

(11)

Consequently, an undamped DVA attached to a
primary vibration system results in the most favorable
reduction of the primary system displacement at f =
f0. The DVA should therefore be tuned to meet f0 =
f . However, this condition is in practice difficult to
fulfill. In fact, the excitation frequency � may change
while the realized DVA parameters may be different
from their theoretical values, resulting in f0 �= f .
Those disturbances may result in a poor vibration
reduction, as the frequency bandwidth for effective
primary system vibration reduction is rather narrow,
see Fig. 2. From a physical point of view, the primary
system displacement reduction arises from the DVA
blocking force, transmitted via the connected spring
while the DVA mass moves. No energy dissipation is
present as no damping mechanism is involved.

Effect of Mass The bandwidth for possible primary
system displacement reduction is determined from
the frequency points f− and f+ where the relative
normalized displacement |X̂/Xstf

α| curve, with DVA,
in Fig. 2 crosses the corresponding curve, without
DVA. These frequency points are

f−,+ =

√√√√√√√√

2 + f 2
0 (2 + µ)

4

∓
√[

2 + f 2
0 (2 + µ)

4

]2

− f 2
0

(12)
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The normalized frequency bandwidth f+ − f− ver-
sus relative mass µ at f0 = 0.75 and 1.00 is shown
in Fig. 3 for a primary vibration system connected
to an undamped DVA. Also shown is the normalized
DVA displacement |x̂/Xstf

α| versus relative mass µ at
f = f0, using Eq. (11). Note that the DVD displace-
ment is very large at a small relative mass. Clearly,
the effective bandwidth increases while the normalized
DVA displacement decreases with increased relative
mass. However, the main idea of applying a DVA
to a real vibrating structure is to use a small rela-
tive mass, usually µ ≤ 1

10 , whereas substantially heav-
ier DVA masses—as given by theoretical considera-
tions—call for other vibration reduction procedures,
including structural design modifications.

2.2 Viscously Damped DVA
Damped DVAs are applied to allow for energy
dissipation, thereby motivating the term absorber.
These realistic absorbers furthermore reduce their
sensitivities to parameter variations from optimal
values and reduce the primary system motions at the
resonance frequencies f1 and f2, while increasing their
effective bandwidth, as compared to their undamped
examples. Consider the viscously damped DVA in
Fig. 4, being identical to the system in Fig. 1, however,
added with a viscous damping element, having a
viscous coefficient of c, between the masses.

Consequently, the coupled equations of motion for
the primary vibration system and DVA are

M
d2X

dt2
+ KX + c

(
dX

dt
− dx

dt

)
+ k(X − x) = Q(t)

(13)
and

m
d2x

dt2
+ c

(
dx

dt
− dX

dt

)
+ k(x − X) = 0 (14)

respectively, with the normalized solutions

X̂

Xst
= f α

(f 2
0 − f 2) + iχf

[(1 − f 2)(f 2
0 − f 2) − µf 2

0 f 2

+ iχf (1 − f 2 − µf 2)]
(15)

M

m

K

k

x

c XQ

DVA

Primary
Vibration
System

Figure 4 Viscously damped DVA attached to a primary
vibration system.

and

x̂

Xst
= f α

f 2
0 + iχf

[(1 − f 2)(f 2
0 − f 2) − µf 2

0 f 2

+ iχf (1 − f 2 − µf 2)]
(16)

following the same procedure as in Section 2.1, where
χ is the damping ratio χ = c/�0m.

The normalized displacement |X̂/Xstf
α| versus

normalized frequency f at f0 = 0.75 and 1.00 is
shown in Fig. 5 for a primary vibration system
connected to the viscously damped DVA, with a
relative mass of µ = 1

10 and damping ratios of χ =
0, 0.25, 0.50, and ∞. Clearly, the finitely damped
DVA displays a smoother frequency characteristic
than the corresponding undamped (χ = 0) example;
thus, avoiding excess displacements at resonances
while broadening the effective frequency bandwidth.
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10 and damping ratios χ = 0, 0.25, 0.50, and ∞.

The infinitely damped (χ = ∞) example behaves as
a SDOF with a mass of M + m standing on the
spring of stiffness K , while displaying an undamped
resonance at the normalized frequency f∞ = 1/

√
(1 +

µ), reading f∞ = 0.95 for the studied systems in
Fig. 5. Not surprising, as the infinitely viscous damper
rigidly connects the masses. Moreover, all curves in
Fig. 5 pass through two fixed points, regardless of
damping, at the invariant frequencies:

fA,B =

√√√√√√√√√
1 + f 2

0 (1 + µ)

2 + µ
∓

√√√√√√√√

[
1 + f 2

0 (1 + µ)

2 + µ

]2

− 2f 2
0

2 + µ

(17)
reading fA,B = 0.73, 1.01 (f0 = 0.75) and fA,B =
0.88, 1.10 (f0 = 1.00) for the studied systems.

The optimal parameter values are determined by a
procedure originally developed by Den Hartog2 while
using the properties of the fixed points at the fre-
quencies given by Eq. (17). This fixed-point method
is considered highly accurate as a design method
for viscously damped DVA.3 The main idea is to
derive the optimal tuning f

opt
0 from the requirement

of equal displacement magnitudes at the fixed points
|X̂(fA)| = |X̂(fB)|, while the optimal damping ratio
χopt is determined from the requirement of vanish-
ing slopes at the fixed points d|X̂(fA, χ

opt
A )|/df = 0

and d|X̂(fB, χ
opt
B )|/df = 0, where the optimal damp-

ing ratio governs from its mean squares χopt =√
[(χopt

A )2 + (χ
opt
B )2]/2. The optimal parameter values

are shown in Table 1 in terms of the relative mass µ
and excitation force exponent α.

The normalized displacement |X̂/Xst| versus nor-
malized frequency f , for a force excitation exponent
of α = 0 and 2, is shown in Fig. 6 for a primary
vibration system connected to an optimally damped
viscous DVA with a relative mass of µ = 1

10 . The
optimal parameters read f

opt
0 = 0.91,χopt = 0.34 (α =

Table 1 Optimal Parameter Values for a Damped
DVA

α fA,B fopt
0 χopt ηopt

0

√√√√√1 ∓
√

µ

2 + µ

1 + µ

1
1 + µ

√
3µ

2(1 + µ)3

√
µ(3 + 2µ)

2 + µ

2

√√√√√√
1 ∓

√
µ

2(1 + µ)

1 + µ

2

√
1

1 + µ

√
3µ

(2 + µ)(1 + µ)

√
3µ(2 + 3µ)

2 + µ

Source: From Ref. 4.

0) and f
opt
0 = 0.95,χopt = 0.36 (α = 2). In addition,

the results for a primary system with an undamped
DVA and without a DVA are shown for comparison.
Clearly, the optimally damped DVA displays a flat fre-
quency characteristic while avoiding the displacement
peaks at the resonance for the corresponding undamped
example. The effective frequency bandwidth is there-
fore increased.

2.3 Hysteretic Damped DVA
The energy dissipation in many engineering damping
materials, such as rubber and plastics, are preferably
expressed by a hysteretic damping model with a
spring stiffness of k (1 + iη), where η is a loss
factor, normally considered as frequency independent.
Consider the hysteretic damped DVA in Fig. 7, being
identical to the system in Fig. 1, but with a complex
valued stiffness.

Accordingly, the coupled equations of motion for
the primary vibration system and DVA are

M
d2X

dt2
+ KX + k(1 + iη)(X − x) = Q(t) (18)

and

m
d2x

dt2
+ k(1 + iη)(x − X) = 0 (19)
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Figure 7 Hysteretic damped DVA attached to a primary
vibration system.

respectively, with the normalized solutions

X̂

Xst
= f α

(f 2
0 − f 2) + iηf 2

0

[(1 − f 2)(f 2
0 − f 2) − µf 2

0 f 2

+ iηf 2
0 (1 − f 2 − µf 2)]

(20)

and

x̂

Xst
= f α

f 2
0 + iηf 2

0

[(1 − f 2)(f 2
0 − f 2) − µf 2

0 f 2

+ iηf 2
0 (1 − f 2 − µf 2)]

(21)

following the same procedure as in Sections 2.1 and
2.2.

The procedure of optimizing the parameters to
a hysterically damped DVA is almost identical to
that of a viscous damped DVA in Section 2.2, with

optimal parameter values shown in Table 1.4 The
normalized displacement |X̂/Xst| versus normalized
frequency f , for a force excitation exponent of α = 0
and 2, is shown in Fig. 8 for a primary vibration
system connected to an optimally damped hysteretic
DVA with a relative mass of µ = 1

30 . The optimal
parameters read f

opt
0 = 0.97,ηopt = 0.22(α = 0) and

f
opt
0 = 0.98,ηopt = 0.23(α = 2). The results for a

primary system with an undamped DVA, and without
a DVA are shown for comparison. Obviously, the
results are similar to that of a viscous damped DVA,
displaying a smooth frequency characteristic over a
broad frequency range, including the two undamped
resonances.

2.4 Damped DVA and Primary Vibration
System
Consider the systems in Fig. 9, consisting of damped
DVAs attached to damped primary vibration systems,
displaying a damping mechanism of either viscous
or hysteretic type. The determination of the primary
system and DVA responses is straightforward, follow-
ing the examples in Sections 2.1 to 2.3, resulting in
slightly more involved expressions.4–7 However, the
Den Hartog method of fixed points for parameter opti-
mization is not exactly applicable, as those points are
missing for these systems, thus, calling for approxi-
mate or numerical methods. Fortunately, the optimal
parameter values are close to those in Sections 2.3
and 2.4 for lightly damped primarily systems (com-
pared to the damping of DVAs). Moreover, DVAs are
primary intended for undamped and lightly damped
systems, whereas substantially more damped primary
systems generally require other vibration suppression
measures.

3 MULTI-DEGREES-OF-FREEDOM SYSTEM
The SDOF DVAs and primary vibration systems
treated hitherto are readily extended into MDOF
arrangements, either by allowing for a MDOF DVA,
shown in Fig. 10, or for a MDOF primary vibration
systems or for both being of MDOF, the former shown
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Figure 9 Damped DVA and primary vibration system. Viscous (left) and hysteretic (right).

to the left in Fig. 11, while the latter to the right. Multi-
mass/spring DVAs are applied for a number of various
reasons: to distribute their action on the primary
vibration system, to reduce the individual damper mass
and size, and to enlarge their effective bandwidth (as
compared to the mono-mass/spring DVA), to mention
just a few examples.4 However, attention to ensure
that the added mass displacements are not excessively
large is needed.

The design scheme for simple mass–spring DVAs,
developed in Section 2, is successfully applied for
MDOF primary vibration systems with well-separated
natural frequencies, such as beams.4–7 This procedure
is not suggested for primary systems with a dense
spectrum of natural frequencies, such as hipped plates
and shells.

A fruitful method to reduce the vibrations of an
MDOF primary vibration system is to use a single
MDOF DVA, which is simultaneously effective at
several resonance frequencies, such as a plate or beam
DVA of infinitely many DOF, shown to the right in
Fig. 11.

4 DESIGN CONSIDERATIONS
Unlike other vibration reduction procedures, DVAs
are possible to specify and design not only at
the drawing and construction stage of the primary
vibrating system but also during its operational phase,
in this manner suppressing unwanted and maybe
unexpected vibrations. Moreover, the application of
DVAs is considered as a fairly economical method to
reduce vibrations.

There is a great variety of DVA and primary system
designs. The undamped mass–spring DVA is the sim-
plest configuration. However, this narrow-band tuned
DVA is in practical application of little use as the
excitations frequency generally varies and the real-
ized damping and stiffness commonly differ from their
optimal values. In practice, damped DVAs are used
to enlarge the effective frequency range, while intro-
ducing an energy dissipation mechanism. Occasion-
ally, detachable DVA masses of various weights are
employed for fine tuning. Multi-mass/spring DVAs are
also applicable.

Steel and rubber springs are often employed in
DVAs. Hydraulic, pneumatic, and magnetic dampers,



DYNAMIC VIBRATION ABSORBERS 751

DVA

Primary
Vibration
System

DVA

Figure 10 MDOF DVA attached to a SDOF primary vibration system. Parallel (left) and series (right) connection.
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Figure 11 SDOF DVA (mass–spring–damper) (left) and MDOF DVA (cantilever beam–spring) (right) attached to a MDOF
primary vibration system (clamped beam or plate).

wired steel ropes, and polymer elements, such as from
rubber and plastic, are frequently applied as the energy
dissipation component of the DVA. The employed
damping models are of a viscous, hysterical, and,
in some cases, of a Coulomb friction type. From
the designer’s point of view, the optimal loss factor
required in Table 1 for a typical relative mass exceeds
the realistic loss factor for many engineering materials
showing hysteretic damping, including natural rubber.
As a result, the relative mass must be decreased, in this
way limiting the required loss factor to a realistic level.
However, the maximum displacement of the DVA is
then increased.

The design procedure outlined in this chapter
is also applicable for multiharmonic excitation of
the primary vibrating system. A damped DVA is
then used for each excitation frequency. Continuous
DVA structures, such as beams and plates, are also
applicable while being simultaneously effective at
several frequencies.

5 EXCURSION

Although harmonic forces are the most common
primary vibration system excitation, other signals
may exist, such as transients, random, and periodic

impulses. Their solutions are somewhat different from
those given in this chapter.4 Likewise, there are
other types of DVAs: pendulum, nonlinear, liquid, and
granular-material-filled DVAs, to mention just a few
examples. The interested reader is referred to textbooks
on DVAs.4–8

Recently, active DVAs are applied, generally pro-
viding more effective vibration suppression than their
inactive counterparts, however, to the cost of higher
complexity and larger outlays. Smart materials are
also applied to DVAs, including piezoelectric, electro-,
and magnetorheological materials. A survey on recent
progress of passive, adaptive, and active DVAs is pre-
sented by Sun et al.9
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CHAPTER 62
ROTOR BALANCING AND
UNBALANCE-CAUSED VIBRATION
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The Case School of Engineering
Case Western Reserve University
Cleveland, Ohio

1 INTRODUCTION

A rotor is said to be unbalanced if its mass axis does
not coincide with its axis of rotation. A mass axis
is the locus of the distributed mass-center along the
rotor length. Rotor balancing is the most important
and frequently addressed day-to-day operation in
achieving smooth running rotating machinery. It starts
with the basic machine design process coupled with
the construction details of the rotor, including shop
rotor balancing of new and repaired rotors using a
balancing machine. For some machinery types and
applications, this is all that may ever be required.
However, in-service rebalancing of some machinery
types is periodically needed to reduce their residual
unbalance-driven vibration to within acceptable levels,
being guided by an experienced-based criterion. There
is a sharp distinction between shop balancing a
rotor in a balancing machine and in-service field
balancing a rotor in an assembled machine. When
shop balancing a new or just repaired rotor, the bare
exposed rotor is mounted in a balancing machine and
balance correction weights may be placed at any of
the balance correction axial planes designed into the
rotor. Conversely, in-service rotor balancing usually
dictates that balance correction weights can be added
only at balance correction planes that are readily
accessible while the rotor is installed in an operational
machine.

2 NEED FOR ROTOR BALANCING

The mass axis does not exactly coincide with the axis
of rotation of a rotor because of manufacturing inaccu-
racies and accumulated in-service balance degradation
effects. The mass axis is the locus of the distributed
mass center along the rotor length as illustrated in
Fig. 1. Rotor balancing to achieve smooth operation
of rotating machinery is necessary in most cases. It
starts with the basic machine design process coupled
with the construction details of the rotor, including
shop rotor balancing of new and repaired rotors using
a balancing machine. Figure 2 typifies two in-service
machine vibration records where rebalancing will be
necessary. Figure 3 shows a typical experienced-based
guideline for vibration level assessment to determine
if rebalancing is needed.

That the subject of rotor balancing warrants its
own book was rectified by Rieger,1 which is the most

Figure 1 Isometric view of a general rotor unbalance
axial distribution.

complete and comprehensive treatise on the subject to
date. In addition to fundamental theory and application
details for different balancing methods and balancing
machines, Ref. 1 also provides a historical perspective
on rotor balancing and a summary of balancing
specifications for the different classes of machines.
Thus, it provides coverage of the field both as needed
by the designer/builder of rotating machinery as well
as the in-service user/maintainer of rotating machinery.
If one is just beginning to study rotor balancing, it is
helpful to delineate between so-called static unbalance
and dynamic unbalance as well as distinguish between
so-called rigid rotors and flexible rotors. Due to some
ever-present residual rotor mass unbalance, the largest
vibration component is usually at the rotating-speed
frequency. Figure 3 is a typical example guideline
for assessment of operating machines, not a purchase
specification acceptance standard.

3 STATIC UNBALANCE—SINGLE-PLANE
BALANCE CORRECTIONS
The simplest rotor unbalance condition is characterized
by the rotor mass center being eccentric to the rotor’s
geometric spin axis. This is called static unbalance.
A static unbalance can be likened to an unbalance
mass (ms) at some nonzero radius (rs) superimposed
(in the radial plane of the rotor’s mass center) upon
an otherwise perfectly balanced rotor, as illustrated in
Fig. 4. Such a concentrated static unbalance clearly
acts on the rotor like an equivalent synchronous co-
rotational force (Fu = msrsω

2) that is fixed in the rotor
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754 PRINCIPLES OF NOISE AND VIBRATION CONTROL AND QUIET MACHINERY DESIGN

X
  (

m
ils

, p
p)

15

10

5

Time

Alarm Level

Trip Level

Alarm Trip

0

Gradual Upward
Trend

 Sudden
 Increase

Figure 2 Trending unbalance vibration over time.

Frequency (cps)

5 10 20 40 80 160 320
2

4

8

16

32

64

128

256

512

0.16

0.32

0.63

1.25

2.5

5.

10.

20.3600 cpm

Threshold of 

perception

Good
Operational

Allowable *

Not

allowable

V
ib

ra
tio

n 
Pe

ak
-t

o-
Pe

ak
 A

m
pl

itu
de

 (
m

ill
s)

V
ib

ra
tio

n 
Pe

ak
-t

o-
Pe

ak
 A

m
pl

itu
de

 (
µm

)

23 mm/s

9.8 mm/s

4 mm/s

0.91 in/s.
0.38 in/s.

0.16 in/s.

Figure 3 Bearing cap operating vibration displacement
guideline. Allowable: operating zone only for short periods.

rd

rd
rs

md

md

ms

l

ω

Figure 4 Combination of static and dynamic rotor disk
unbalance.

(Fig. 5). Thus, a purely static unbalance on a simple
rotor configuration as in Fig. 4 can theoretically be
corrected by a single balance correction weight with
the same magnitude (msrs) and in the same radial plane
as the initial static unbalance, but positioned 180◦ from
the initial unbalance.

y
kx

ky cy

cx

m

F0

ωt

x

Figure 5 Model representation of an unbalance force
upon the rotor.

That is, static unbalance is theoretically correctable
by adding a balance correction mass in a single
plane, specifically, in the plane of the unbalance.
A quite common example of single-plane balancing
is automotive tire–wheel units that are relatively
narrow axially compared to their diameter and are
thus approximated as a single-plane mass distribution
rotor. The reason for spinning the tire–wheel unit
in the tire shop balancing machine is to produce a
sufficiently large measurement of the static unbalance
force, not to perform a true dynamic balance (see next
section). Furthermore, the reason the competent tire
shop mechanic places half the weight correction on the
outside rim and half on the inside rim (both at same
angle) is so that the added static-balance correction
weights do not produce a dynamic unbalance. There
are many other examples where single-plane balancing
produces an adequate state of rotor balance quality.

The two equations of motion for this model with
the shown rotating excitation force are easily derived
from F = ma to obtain the following:

mẍ + cxẋ + kxx = F0 cosωt

mÿ + cyẏ + kyy = F0 sinωt

4 DYNAMIC UNBALANCE —RIGID-ROTOR
TWO-PLANE BALANCE CORRECTION
Dynamic unbalance refers to rotor unbalance that acts
like an equivalent radial co-rotational moment fixed
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in the rotor. Referring again to Fig. 4 and using
its nomenclature, the equivalent co-rotational moment
of a concentrated dynamic unbalance has magnitude
Md = mdrd lω

2. If rotor flexibility is not a signifi-
cant factor to unbalance vibration response, then the
rigid-rotor assumption can be invoked. Then the total
dynamic unbalance of a rotor is theoretically cor-
rectable by adding two equal-magnitude (mcrc) correc-
tions (separated by 180◦), one at each of two planes
axially separated by lc (where mcrclc = mdrd l). The
two mcrc corrections are positioned in the plane of
the initial dynamic unbalance, but 180◦ out of phase
with the initial dynamic unbalance. The initial dynamic
unbalance is thereby theoretically negated since the
co-rotational moment produced by the two correc-
tion masses has the magnitude mdrd lω

2 of the initial
dynamic unbalance, but 180◦ out of angular position
with the co-rotational moment produced by the ini-
tial dynamic unbalance. Since a static unbalance can
be negated by two in-phase correction weights appro-
priately placed in the same two planes as the dynamic
unbalance correction masses, it is clear that a complete
rotor balance (static + dynamic) of a “rigid” rotor can
be accomplished by adding correction masses in only
two planes. Since a general state of rotor unbalance is
a combination of both static and dynamic unbalance,
the correction weights at different axial locations will
generally be neither at the same angular position but
separated exactly by a 180◦ in their relative angular
positions.

The defining property for so-called rigid rotors
is that rotor flexibility is not a significant factor to
unbalance vibration response. Therefore, the two-plane
balance procedure for a rigid rotor can be performed at
a speed lower than the operating speed of the rotor. In
practical terms, this means the rotor may be balanced
using vibration or dynamic force measurements at
balancing spin speeds substantially lower that the
rotor’s in-service operating speed.

5 UNBALANCED FLEXIBLE
ROTORS—MULTIPLANE BALANCE
CORRECTIONS
A flexible rotor can be defined as being any rotor that
cannot be effectively balanced throughout its speed
range by placing suitable correction weights in two
separate planes along its length. Synonymous with this
definition is that a so-called flexible rotor has an oper-
ating speed range that closely approaches or encom-
passes one or more bending critical speeds whose rotor
flexural bending contributes significantly to the corre-
sponding critical speed mode shape(s) and unbalance
vibration responses. Table 1 provides an introductory
composite description of the increased rotor dynamic
complexity produced when rotor flexibility is signifi-
cant to unbalance vibration characteristics.

In contrast to a rigid rotor, adequate balancing of
a flexible rotor often requires placement of correction
weights in more than two separate planes along the
rotor length. The adequate number of balancing planes
and their optimum locations along the rotor are dictated
by the mode shape(s) of the critical speed(s) that

significantly affect the rotor’s unbalance vibration
response. The first three flexure mode shapes of a
uniform simply supported beam are illustrated in Fig. 6
and provide some insight into proper axial locations for
balance correction weights in balancing flexible rotors.
That is, for a rotor with critical speed mode shapes
similar to those in Fig. 6, a mid-span balance plane
clearly has maximum effectiveness on the first mode.
Similarly, the 1

4 and 3
4 span locations have maximum

effectiveness on the second mode, and the 1
6 , 1

2 , and
5
6 span locations have maximum effectiveness on the
third mode.

A flexible rotor is also definable as one with a
dynamic bending shape that changes with rotational
speed, and this speed-dependent dynamic bending may
alter the state of balance. Ideally, a flexible rotor should
therefore be balanced at full in-service rotational
speed and at speeds near critical speeds within or
near the operating speed range. This point is clearly
demonstrated by an example from Ref. 2 illustrated in
Fig. 7, which shows a uniform shaft in stiff bearings
unbalanced by a single mass attached at the axial center
of the shaft. Figure 7 also illustrates that the shaft
has been rebalanced consistent with the low-speed
rigid-rotor approach by adding a correction weight at
each end of the shaft. As long as the shaft speed is
significantly below its first bending critical speed, it
will remain essentially straight and thus will remain in
balance. But as its rotational speed approaches its first
bending critical speed, it vibrates as illustrated in Fig. 8
(illustrated vibration deflection grossly exaggerated).

As is clear from Fig. 8, at speeds near its first
bending critical speed the shaft illustrated in Fig. 7
has its initial unbalance and both unbalance correction
weights acting in collaboration to excite the first bend-
ing critical speed. If this experiment were performed,
one would find that the vibration near the first bending
critical speed would be worse (higher) with the two
low-speed-balancing correction weights attached than
without. In this simple example, the initial unbalance
is known to be concentrated at the mid-span location
and thus it is a trivial case. In a general case with
manufacturing and assembly tolerances, the unbalance
is of an unknown distribution along the rotor, such as
that illustrated in Fig. 1.

Balancing a dynamically flexible rotor is a con-
siderably more involved process than low-speed two-
plane balancing of rigid rotors. Each type of flexible
rotor has its own preferred number and location of
balance planes. Many multistage machines require a
component balance of each impeller or bladed disk
assembly before mounting and only then balancing the
fully assembled rotor, for example, aircraft gas turbine
jet engines.

Some flexible rotors can be adequately well bal-
anced like a rigid rotor, that is, on a low-speed bal-
ancing machine with correction masses placed in only
two planes along the rotor length. Such a rotor is char-
acterized by having most of its unbalance concentrated
at a known axial region of the rotor, for example, large
double suction power plant centrifugal fans. There are
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Table 1 Three Elementary Rotor Lateral Vibration Complexity Categories

# System Category Design Considerations

1 Maximum speed below 80% of lowest
critical speed

Two-plane low-speed rigid-body balancing is all that is required.
No elaborate analyses required.

2 Maximum speed is near lowest critical
speed or above 1 or 2 criticl speeds,
but bearings are sufficinetly soft that
critical-speed modes are rigid-body
like.

Must calculate critical speed(s) to avoid continuous operation at or
near a critical speed. Recommend analysis prediction of
vibration amplitudes at critical speeds versus amount of available
damping. Should also check for self-excited instability rotor
vibration. Two-plane low-speed rigid-body balancing is adequate
because rotor dynamic flexibility is not significant.

Example Mode Shapes of Rigid-Body
Critical Speeds

3 Maximum speed near or above one or
more critical speeds and rotor flexing is
a significant part of critical-speed mode
shapes.

Same recommendations as category 2, except that it will likely be
necessary to perform multiplane rotor balancing at speeds up to
the maximum operational speed because of the importance of
bending critical speeds

Example Mode Shapes of Bending
Critical Speeds

Note: Rotor dynamic complexity increases with number.

Second Mode
Third Mode

First Mode

Figure 6 First three planar mode shapes for a simply
supported uniform beam.

a number of competing methods for balancing flexi-
ble rotors, the two most recognized being the modal
method and the influence coefficient method (ICM).

Figure 7 Simple uniform diameter flexible rotor.

Both of these assume that the rotor dynamic system
is linear. Significant nonlinearity can be tolerated, but
it will likely increase the number of balancing itera-
tions needed to achieve the required quality of rotor
balance. The modal method requires detailed modal
information (mode shapes) for all the critical speeds
that significantly influence the rotor’s unbalance vibra-
tion characteristics over its entire speed range. To the
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Figure 8 Vibration mode shape of a first bending critical
speed.

extent that critical-speed modal characteristics are a
function of radial bearing dynamic characteristics, the
bearings in a modal balancing machine need to match
the dynamic characteristics of the actual machine’s
bearings, and this is often not practical. Thus, although
the modal method is considered in some circles to be
theoretically a more effective approach than the ICM
for balancing flexible rotors, in practice the ICM is
used in most applications, being less complicated and
more practical than the modal method. The strong pref-
erence for the ICM is particularly true for in-service
rebalancing of rotors in assembled machines, where a
correction is often limited to one plane.

6 INFLUENCE COEFFICIENT METHOD
The ICM does not require critical-speed mode shapes,
but approximate mode shapes can be helpful in the
design process to prescribe where balance planes and
unbalance vibration measurements are best located.
However, after a rotor is installed in its machine,
accessible planes for rebalancing are often limited
to locations near the axial ends of the rotor, for
example, at a coupling. Thus, all the potential benefits
of multiplane rotor balancing are only of academic
interest to the person in the power plant who must
implement a “balance shot” during a short outage of a
machine. A general summary of the ICM fashioned
after Ref. 2 is presented here. Free software (disk)
for general-purpose ICM balancing is available in
Ref. 3 and includes several balancing examples using
that software. Utilizing the basic dynamic linearity
assumption, the rotor vibration response can be given
as the superposition or sum of individual vibration
responses from an unbalance at each of the selected
balance planes, as expressed in the following equation:

Vj =
Np∑
k=1

AjkUk j = 1, 2, . . . , Nm

k = 1, 2, . . . , Np (1)

where Nm = number of independent vibration
observations = number of locations ×
number of speeds

Np = number of balance planes
Vj = vibration response from j th

measurement ≡ Vje
i(ωt−θj)(complex)

Uk = unbalance at kth balance correction
plane ≡ Uke

i(ωt+φk)(complex)
Ajk = influence coefficient

Nm × Np array ≡ Ajke
iαjk (complex)

Since the ICM is based only on the assumption of
linear dynamic characteristics, nonplanar modes are
automatically accommodated.

Vibration measurements need not be taken at the
same locations as the balance correction planes. Also,
any and all of the three commonly used vibration
sensor types may be used, that is, accelerometer,
velocity pickup, and proximity probe (displacement).
Furthermore, vibration measurements may be made on
adequately responsive nonrotating parts of the machine
(e.g., bearing caps). For in-service rebalancing of
machines with displacement probes installed (typically
mounted on the bearings targeting the shaft), the
rotor vibration relative to the bearing(s) may be used
provided the shaft target mechanical and electrical
runout are known and correctly subtracted from the
total probe signals.3

The influence coefficients are experimentally
obtained by measuring the incremental change in each
of the measured vibration responses to a trial mass
individually placed at each balance correction plane.
With the influence coefficients known, balance cor-
rections for each correction plane can be computed.
After the correction masses (Wj, j = 1, 2, . . . , Np) are
installed, the residual rotor vibration for all the spec-
ified observations (locations and speeds) are express-
ible as follows, where V

(0)
j are the measured vibration

responses before adding the balance correction masses:

Vj = V
(0)
j + AjkWk (2)

If the number of observations (Nm ≥ Np) is equal
to the number of balance correction planes (Nm =
Np), then the influence coefficient array Ajk yields
a square matrix that is presumably nonsingular by
virtue of making Nm linearly independent vibration
measurement observations. Using Eq. (2), unbalance
vibration at the observation locations and speeds can
then theoretically be made zero by using balance
corrections given by the following equation:

{W } = −[A]−1{V (0)} (3)

It is widely suggested that better balancing often
results if the number of observations exceeds the
number of correction planes, that is, Nm > Np . Since
it is then mathematically impossible to make all the
observed vibrations go to zero, the approach generally
taken is to base the balance correction masses on
minimizing the sum of the squares of the residual
observed vibrations.

What the ICM can theoretically achieve is best
understood by considering the following. If the system
were perfectly linear and the vibration observation
measurements were made with zero error, then for
the case of Nm = Np , the observed vibrations (at
location–speed combinations) are all made zero by
the correction masses. Similarly, for the case of
Nm > Np , the sum of the squares of the residual
observed vibrations can be minimized. However, there
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is no mathematical statement for unbalance vibration
amplitudes at any other location–speed combinations.
By choosing balance speeds near all important critical
speeds and at maximum operating speed, and balance
planes where actual unbalance is greatest, as well
as choosing vibration measurement points that are
not close to critical speed mode-shape nodal points,
smooth running over the full speed range is routinely
achievable.

7 IN-SERVICE SINGLE-PLANE BALANCE
‘‘SHOT’’

The most common day-to-day type of rotor balancing
is the in-service balance shot, especially in power
plants, process plants, and machine tool spindles. In
these rotor balancing efforts, the machine is in-service
and unbalance-caused vibration had increased (perhaps
gradually) above allowable maximum amplitude levels
(see Figs. 2 and 3). Typically, a balance correction
weight is placed at a single plane which is readily
accessible on a fully assembled machine. In power
plants and process plants it is essential that the
balancing shot can be accomplished as quickly as
possible so the machine can be returned to operation
(e.g., during a short weekend machine outage).

The objective of such single-plane in-service bal-
ance shots is to reduce the steady-state machine max-
imum vibration amplitudes. That is, it is not intended,
nor is it feasible, that such single-plane balance shot
provide the high degree of rotor balance quality that
is achievable when the removed bare rotor is factory
balanced in a precision balancing machine.

A caveat is appropriate to mention at this point.
Reference 3 shows that a balance shot placed at
a readily accessible rotor location may reduce the
measured vibration levels, but may not appreciably
reduce rotor vibration levels at machine internal
locations where vibration measurements cannot be
obtained and where balance weights cannot be placed.
Thus, the small internal radial clearances between
rotating and nonrotating components at mid-span
locations (e.g., at turbine and compressor blade tips
and pump sealing wear rings) may not benefit from
such a balance shot, as Fig. 8 clearly demonstrates.

Applying the ICM to a single-plane balance shot
can be illustrated on a polar phasor vector plot
of the steady-state once-per-revolution (synchronous)
vibration. Plant rotor balancing personnel often use
such a polar plot to graph the amount and angular
location of the balance correction weight. This is
illustrated in Fig. 9 and is appropriate for any system
of units and vibration measure (i.e., displacement,
velocity, or acceleration). All boldface letters denote
complex-valued phasor vectors. It is assumed that the
trial weight (UT , used to balance calibrate the system)
is first removed before attaching the correct weight
(Uc) that theoretically brings the measured vibration
to zero:

x = X cos(ωt + θ) measured synchronous

vibration signal

ω = rotor angular velocity (rad/s) CCW,

θ = phase angle

eiθ = cos θ + i sin θ, Re → real axis,

Im → imaginary axis, i = √−1

8 CONTINUOUS AUTOMATIC IN-SERVICE
ROTOR BALANCING

No comprehensive discussion on rotor balancing
would be complete without mentioning automated real-
time continuous rotor balancing systems. Figure 10
shows a cut-away view of an automatic balancing sys-
tem. The rotor-mounted portion houses two equally
unbalanced counterweight/stepping-motor rotors, sep-
arately indexed in 5◦ (or less) increments relative to
the rotor. Power and control are through magnetic cou-
plers.

Conventional rotor-mounted automatic balancing
devices are designed to minimize residual rotor mass
unbalance so that the rotor vibration level is main-
tained within a given application’s requirements. Pre-
cision machine tool spindles, especially for grinding,
are a major application for such devices since suc-
cessful high-volume high-precision grinding requires
continual automatic adjustment of balance correction
weights on the rotating assembly as grinding wheel
material is removed. The conventional devices avail-
able for such automated balancing are configured to
change the correction weight magnitude and angular
location based on many successive incremental moves
that reduce the monitored vibration (usually measured
with an accelerometer attached to the spindle housing).
However, such conventional systems do not “know”
the magnitude or angular location of the continuously
changed correction weight nor are they able to exe-
cute a “command” to perform a specified incremental
change to the correction weight.

Automatic balancing systems, such as shown in
Fig. 10, have significantly advanced the field of auto-
matic rotor balancing by tracking the magnitude and
angular location of the instantaneous balance cor-
rection. The author has recently designed and con-
structed a new flexible-rotor test rig (Fig. 11) that is
configured with two of such automatic rotor balanc-
ing devices. The software supplied with these two
matched devices executes real-time two-plane auto-
matic rotor balancing, with the controlling algorithm
based on the influence coefficient method. The soft-
ware also permits manual control of counterweight
placement and magnitude [through a host PC (per-
sonal computer) controller]. That feature plays promi-
nently in current ongoing model-based monitoring
and diagnostics research in the author’s laboratory.4
That is, by being able to impose a known incre-
mental change to the state of unbalance (i.e., active
probing of the dynamical system), a continuous
real-time comparison can be made between how
the actual machine incrementally responds and how
an observer model tracking the machine’s vibration
responds.
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Figure 9 Polar phasor vector plot of a single-plane balance correction.
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Figure 10 Automatic rotor mass balancer. (Courtesy of Lord Corporation.)

The author believes this new type of real-time auto-
matic balancing system can be a quite cost-effective
method forminimizing rotor vibration levels onflexible-
rotor machines that currently necessitate considerable
compromises between various important critical speeds
andoperating speeds that each are somewhat unique as to
optimum balance correction weight placements. Many

large steam turbo-generator configurations now in ser-
vice would benefit considerably from such a system,
reducing the time required for rebalancing after a major
scheduled outage by allowing the balance corrections to
bemade “on thefly” as the unit is slowly rolled up to syn-
chronous operating speed, and likewise when the unit is
taken off line as it coasts down to turning gear speed.
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Figure 11 Flexible-rotor test facility with automatic balancers. (Courtesy of Case Western Reserve University,
Cleveland, Ohio.)
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CHAPTER 63
ACTIVE NOISE CONTROL

Stephen J. Elliott
Institute of Sound and Vibration Research
University of Southampton
Southampton, United Kingdom

1 INTRODUCTION

Active noise control is a method of reducing sound by
destructive interference between the fields of the orig-
inal, primary, source and a number of controllable,
secondary, sources. The number of secondary sources
required depends on the complexity of the sound field.
For plane waves propagating in a duct, a single sec-
ondary source can be used to reflect the primary wave,
or two sources can be used to absorb it. In free space,
the number of secondary sources required to control a
compact primary source increases as the square of the
distance of the secondary source away from the pri-
mary source. In an enclosure the number of secondary
sources required for control of the sound field depends
upon the acoustical modal overlap and at higher fre-
quencies increases as the cube of the frequency. Cur-
rent industrial applications include the control of sound
in ventilation and exhaust ducts, the control of sound
in propeller aircraft, and active headsets.

2 CONTROL OF WAVE TRANSMISSION
In this section, we consider the active control of
sound that is transmitted as plane propagating waves
in a uniform duct.1,2 For sufficiently low frequency
excitation only plane waves of sound can propagate
in such a duct. In that case the waves have a uniform
pressure distribution across any section of the duct
and obey the one-dimensional wave equation. The
fundamental approaches to active wave control can
be illustrated using this simple example, but some of
the complications involved in controlling higher order
modes in ducts are also briefly discussed at the end of
the section.

2.1 Sound Cancellation
To begin with, it will be assumed that an incident
harmonic sound wave, traveling in the positive-x
direction along a duct, is controlled by a single acoustic
secondary source such as a loudspeaker mounted in the
wall of the duct, as illustrated in Fig. 1a. The duct is
assumed to be infinite in length, to have rigid walls,
and to have a uniform cross section. The complex
pressure of the incident primary wave is expressed as

pp+(x) = Ae−jkx for all x (1)

where the subscript p+ denotes the primary wave
traveling in a positive-x direction, or downstream.
An acoustic source, such as a loudspeaker driven
at the same frequency as that of the incident wave,
will produce acoustic waves traveling both in the

u

x = 0
x

pp+(x) ps−(x) ps+(x)

(a)

(b)

p (x)

1

2

−1 0 0.5 1−0.5
x λ

Figure 1 (a) Active control of plane sound waves in
an infinite duct using a single secondary source. (b)
Amplitude of the pressure distribution in an infinite
duct after a single secondary source, at x = 0, has
been adjusted to cancel an incident plane wave of unit
amplitude travelling in the positive x direction.

downstream direction and in the upstream or negative-
x direction, whose complex pressures can be written as

ps+(x) = Be−jkx for x > 0, (2a)

ps−(x) = Be+jkx for x < 0 (2b)

where the secondary source has been assumed to be
at the position corresponding to x = 0, and B is a
complex amplitude that is linearly dependent on the
electrical input to the secondary source u in Fig. 1a. If
this electrical input is adjusted in amplitude and phase
so that B = −A, the total downstream pressure will be

pp+(x) + ps+(x) = 0, for x > 0 (3)

indicating that the pressure will be perfectly canceled
at all points downstream of the secondary source. This
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suggests that a practical way in which the control input
could be adapted is by monitoring the tonal pressure
at any point downstream of the secondary source
and adjusting the amplitude and phase of the control
input until this pressure is zero. The practicalities of
such adaptive feedforward controllers are described
by Elliott.2 However, we are mainly interested here in
the physical consequences of such a control strategy,
and so we calculate the total pressure to the left, on
the upstream side of the secondary source, which in
general will be

pp+(x) + ps−(x) = Ae−jkx + Be+jkx x < 0 (4)

If the secondary source is adjusted to cancel the
pressure on the downstream side, then B = −A, and
the pressure on the upstream side becomes

pp+(x) + ps−(x) = −2jA sin kx x < 0 (5)

since ejkl − e−jkl = 2j sin kl. Thus a perfect acoustic
standing wave is generated by interference between the
positive-going primary wave and the negative-going
wave generated by the secondary source. Notice that
this standing wave has nodes of pressure at the position
of the secondary source, x = 0, and at x = −λ/2, x =
−λ, and so on, where λ is the acoustic wavelength,
and that when x = −λ/4, x = −3λ/4, and so on,
its amplitude is exactly twice the amplitude of the
incident primary wave. The distribution of the pressure
amplitude in the duct under these circumstances is
shown in Fig. 1b.

In canceling the pressure downstream of the
secondary source, the pressure at the secondary source
location has been driven to zero by the effect of
the active control system. The secondary source thus
acts to create a pressure-release boundary condition as
far as the incident wave is concerned and effectively
reflects this wave back up the duct with equal
amplitude and inverted phase, which gives rise to
the standing wave observed in Fig. 1b. The acoustic
power generated by a loudspeaker is equal to the
time-averaged product of its volume velocity and the
acoustic pressure on the cone surface. The fact that the
acoustic pressure at the secondary source location is
zero means that the secondary source can generate no
acoustic power when operating to cancel the incident
wave, and it acts as a purely reactive element. It is
also possible to use an active control system to absorb
the whole of the incident primary wave, instead of
reflecting it back upstream, but such a strategy requires
a pair of secondary sources.1,3

2.2 Control of Multiple Modes
As the excitation frequency is increased, and the
acoustic wavelength becomes comparable with the
dimensions of the duct cross section, it becomes
possible for more than just plane acoustic waves to
propagate in the duct. The other types of acoustic
field that can propagate in the duct have pressure
distributions that are not uniform across the cross
section of the duct and are referred to as higher order

modes. For a rectangular duct with a height Ly , which
is greater than its depth Lz, the first higher order mode
can propagate in the duct when it is excited above its
first cuton frequency (also known as cutoff frequency)
given by

f1 = c0

2Ly

(6)

If two identical secondary sources are used, one on
either side of the duct, that are driven at the same
amplitude, a plane wave will be produced when they
are driven in phase; when they are driven out of phase,
they will only excite the higher order mode. These
two secondary sources can thus be used to excite any
combination of amplitudes of these two modes and
so could be used to actively control both modes. In
general, it will require N secondary sources to control
N modes, provided the combination of secondary
sources is able to independently excite each of these
modes.

Although it is, in principle, possible to actively
control higher order modes using multiple secondary
sources, there are several additional problems that
are not encountered in the active control of plane
acoustic waves, as discussed in more detail by, for
example, Zander and Hansen.4 There is an increasing
interest in the active control of higher order acoustic
modes in short ducts because of the potential applica-
tion in controlling the fan tones radiated from the inlet
of aircraft engines, particularly as the aircraft is coming
in to land. It should be noted, however, that the num-
ber of higher order modes that are able to propagate in
a duct increases significantly with the excitation fre-
quency, as illustrated in Fig. 2 for both a rectangular
and a circular duct. The number of propagating modes
is proportional to the square of the excitation frequency
when it is well above the lowest cuton frequency. If
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Figure 2 Number of acoustic modes that can propagate
in a rectangular duct (solid line) or a circular duct (dashed
line) as a function of excitation frequency, which has been
normalized by the lowest cuton frequency of the duct, f1.
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a significant amount of energy is being transmitted in
each of these modes, then an active control system with
a very large number of channels would be required to
attenuate the overall pressure level at high frequencies.
However, if it is only required to reduce the sound radi-
ating at particular angles from the end of the duct, such
as that which causes significant sound on the ground
from an aeroengine inlet duct, this could be achieved
by controlling a much smaller number of modes. It is
possible to detect the amplitude of these modes using
an axial array of sensors placed inside the duct.5

3 CONTROL OF SOUND RADIATION IN THE
FREE FIELD

In the previous section, we saw that waves travel-
ing in one direction could be either reflected using
a single secondary source or absorbed using a pair
of secondary sources. In this section we consider the
active control of disturbances propagating as waves in
three dimensions. The physical interpretation is clear-
est if we initially restrict ourselves to the control of
waves propagating only away from the sources, that
is, in infinite systems with no reflections. The waves
propagating in such three-dimensional systems cannot
be perfectly canceled unless the secondary source is
physically collocated with the primary source. Signif-
icant reductions in wave amplitude can, however, still
be achieved if the separation between primary and
secondary sources is not too great compared with a
wavelength. The total acoustic power radiated by the
combination of sources provides a convenient way of
quantifying the space-average or global effect of vari-
ous control strategies. In this section we will introduce
the idea of minimizing such a global measure of per-
formance by adjusting the secondary source strengths,
rather than arranging for the secondary sources to can-
cel the primary field perfectly.

In a mechanical system, the power supplied by a
mechanical point force is equal to the time-averaged
product of the force multiplied by the resultant veloc-
ity, but we must be more careful with acoustic sources
since the force is a distributed quantity, determined by
the acoustic pressure, and an acoustic source can also
have a nonuniform distribution of velocity. However,
if we assume that the source is vibrating with equal
amplitude in all directions, such as a pulsating sphere,
and that this sphere is small compared with the acous-
tic wavelength, so that the pressure on its surface is
reasonably uniform, its power output can be simply
calculated by taking the time-average product of the
acoustic pressure at the surface and the volume veloc-
ity of the source.1 The volume velocity q is equal to the
radial surface velocity multiplied by the surface area.
Such an acoustic source is known as a monopole. A
practical example of such an acoustic source might be
the end of an engine’s exhaust pipe radiating sound at
low frequencies, which could be the primary source in
an active control system.

The relation between the complex acoustic pressure
at a distance r from an acoustic monopole source

operating at a single frequency may be expressed as

p(r) = Z(r)q (7)

where q is the complex volume velocity of the
monopole source and Z(r) is the complex acoustic
transfer impedance. In an infinite medium with no
acoustic reflections, that is, a free field, the acoustical
transfer impedance is given by

Z(r) = ω2ρ0

4πc0

(
je−jkr

kr

)
(8)

where ρ0 and c0 are the density and the speed of sound
in the medium, and k is the acoustic wavenumber that
is equal to ω/c0 or 2π/λ, where λ is the acoustic
wavelength.

The time-average acoustic power generated by a
monopole source is thus equal to

� = 1
2Re{p∗(0)q} (9)

Using Eq. (7), this can be written as

� = 1
2 |q|2Re{Z(0)} (10)

where Re{Z(0)} is the real part of the acoustical input
impedance, which in a free field is given from Eq. (8)
by

Re{Z(0} = ω2ρ0

4πc0
(11)

If an array of monopole sources is present, whose
complex volume velocities are represented by the
vector

q = [q1, q2 · · · qN ]T (12)

which generate complex pressures at each of these
sources, represented by the elements of the vector

p = [p1, p2 · · · pN ]T (13)

then the total power radiated by the array of monopoles
can be written as

� = 1
2Re{pHq} (14)

where the superscript H denotes the Hermitian or
complex-conjugate transpose.

The pressure at each of the source positions
depends on the volume velocity of each of the sources
in a way that can be represented in matrix form as

p = Zpq (15)

where Z is the matrix of input and transfer acoustic
impedances between the sources, which is symmetric
since the system is assumed to be reciprocal.
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The total radiated power can now be written as

� = 1
2Re[qHZHq] = 1

2qHRq (16)

where R = Re{Z}.
The vectors of source strengths and pressures can

now be partitioned into those due to primary sources,
qp and pp , and those due to secondary sources, qs and
ps ,2 so that

[
pp

ps

]
=

[
Zpp Zps

Zsp Zss

] [
qp

qs

]
(17)

If we similarly partition the matrix R as

R = Re

[
Zpp Zps

Zsp Zss

]
=

[
Rpp Rps

Rsp Rss

]
(18)

then the total radiated power can be written as

� = 1
2 (qH

s Rssqs + qH
z Rspqp + qH

pRT
spqs + qH

pRppqp)

(19)
where Rps = RT

sp , because of reciprocity.
Equation (19) is of Hermitian quadratic form, as

described by Nelson and Elliott,1 so that the power is
a quadratic function of the real and imaginary parts of
each element of the vector qs . This quadratic function
must always have a minimum rather than a maximum
associated with it, since otherwise for very large sec-
ondary sources, the total radiated power would become
negative, which would correspond to the impossible
situation of an array of sources absorbing power from
the otherwise passive medium. It is shown by Nelson
and Elliott1 that the minimum possible value of power
is given by a unique set of secondary sources pro-
vided the matrix Rss is positive definite, and that this
optimum set of secondary sources is given by

qs,opt = −R−1
ss Rspqp (20)

The positive definiteness of Rss is guaranteed on phys-
ical grounds in this case since the power supplied by
the secondary forces acting alone is equal to qH

s Rssqs ,
which must be positive for all qs , provided they are not
collocated. The minimum value of the total power that
results from this optimum set of secondary sources is
given by

�min = 1
2qp[Rpp − RT

sp R−1
ss Rsp]qp (21)

Each of the elements in the matrix Z in Eq. (17)
can be calculated by using Eq. (8), using the geomet-
ric arrangement of the primary and secondary forces
to compute the distance between each of them. The
maximum possible attenuation of the input power for
this geometric arrangement of primary and secondary
sources can thus be calculated by taking the ratio of
the power before control, given by Eq. (19) with qs

set to zero, and after control, Eq. (21).

The maximum attenuation in input power has
been calculated for the arrangements of primary and
secondary sources shown in Fig. 3a, in which a single
primary source is controlled by one, two, four, or
eight secondary sources each uniformly spaced at a
distance d from the primary source. The results of
such a calculation are shown in Fig. 3b, in which the
attenuation for an optimally adjusted set of secondary
sources is plotted against the separation distance
normalized by the acoustic wavelength. A practical
arrangement corresponding to this model problem
may be the use of an array of loudspeakers used as
secondary sources placed round the end of an engine’s
exhaust pipe in the open air.

When the separation distance is small compared
with the acoustic wavelength, the attenuation achieved
in radiated power for a single secondary source is
large. The decrease of attenuation as the normalized
separation distance increases is rapid, however. With a
larger number of secondary sources attenuation can be
achieved for greater separation distances. The general
trend is that the number of secondary sources required
to achieve a given attenuation increases as the square
of the normalized separation distance d/λ. The max-
imum separation distance allowable between each of
the multiple secondary sources to achieve 10-dB atten-
uation in total power output is about half a wavelength.

With a single layer of acoustic monopoles, all at
equal distances from the primary source, the power
output of the primary source can be reduced by
reflecting the outward-going wave back toward the
primary source. It can be shown that the power output
of all the secondary sources is identically zero when
controlling a single primary source,6 emphasizing
their entirely reactive role; this case is thus directly
analogous to the one-dimensional case whose pressure
distribution is shown in Fig. 1b. It is also possible to
use a double layer of acoustic monopoles, at unequal
distances from the primary source, to absorb the waves
radiated by the primary source. When operating in this
manner, the pairs of monopole sources can be shown
to be synthesizing a single point monopole/dipole
source,1 which is sometimes called a tripole.7

In practical applications, the sum of the squared
pressures measured at microphones around the source
array can be used as a measure of the radiated
sound power. Multichannel control systems can be
implemented to adjust the real and imaginary parts of
the secondary source strengths to minimize this cost
function, as described by Nelson and Elliott1 and in
more detail by Kuo and Morgan8 and Elliott.2

4 CONTROL OF ENERGY IN ENCLOSED
SOUND FIELDS
One measure of the overall or global response of a
finite system is the energy stored within it. In this
section we discuss the active minimization of the
acoustical energy in an enclosure. The energy stored
in a system and the power supplied to it are related by
the dissipation or damping in the system, since under
steady-state conditions the power supplied to a system
must increase its stored energy until the power lost
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Figure 3 (a) Arrangement of primary (solid sphere) and secondary acoustic monopole sources (open spheres) in free
space, used in the calculation of the attenuation of total power output. Each of the secondary sources is positioned
a distance of d from the primary source. (b) Attenuation in the total acoustic power radiated into free space by a
primary monopole source when optimally controlled by one (- - - ), two ( . . . . , four ( ), or eight (- - - ) secondary
monopole sources, as a function of the distance from the primary to the secondary sources, d, normalized by the acoustic
wavelength.

through dissipation is the same as the power supplied
by the sources. We would thus expect that if an active
control system were adjusted to minimize the total
power supplied to a system, the energy stored by the
system would also be minimized. This turns out to
be true in the majority of cases of practical interest,
and although the minimization of total input power
and total stored energy does give slightly different
analytical results,2 the differences are generally of
academic interest rather than practical importance.

4.1 Control of Acoustic Energy in an Enclosure

The total acoustic potential energy, Ep , provides a
convenient cost function for evaluating the effect
of global active control of sound in an enclosure.
Because of the assumed orthonormality of the acoustic
modes, Ep is proportional to the sum of the squared
mode amplitudes, and these mode amplitudes can
be expressed in terms of the linear superposition of
the contributions from the primary and secondary
sources. Thus the total acoustic potential energy is a
Hermitian quadratic function of the complex strengths
of the secondary acoustic sources, which can be

minimized in exactly the same way as described in
Section 3.

The result of simulation of minimizing the total
acoustic potential energy in an enclosure of dimensions
1.9 × 1.1 × 1.0 m, as shown in Fig. 4a, is illustrated in
Fig. 4b. The acoustic modes have an assumed damping
ratio of 10%, which is fairly typical for a reasonably
well damped acoustical enclosure such as a car interior
at low frequencies. The acoustic mode shapes in a
rigid-walled rectangular enclosure are proportional to
the product of three cosine functions in the three
coordinates. The lowest order mode, with all n’s set
to zero, has a uniform mode amplitude throughout the
enclosure and corresponds to a uniform compression or
expansion of the air at all points. The mode with the
next highest natural frequency corresponds to fitting
a half wavelength into the longest dimension of the
enclosure. This first axial mode has a natural frequency
of about 90 Hz for the enclosure shown in Fig. 4a,
which is similar in size to the interior of a small car.

Figure 4b shows the total acoustic potential energy
in the enclosure when driven only by the primary
source placed in one corner of the enclosure and when
the total acoustic potential energy is minimized by
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Figure 4 (a) Physical arrangement for the simulation
of the active control of tonal sound in a rectangular
enclosure, which is about the size of a car interior,
excited by a primary acoustic source in one corner and
a secondary acoustic source in the opposite corner. (b)
Total acoustic potential energy in the enclosure when
driven by the primary acoustic source alone at discrete
frequencies (solid line) and when the total potential energy
has been minimized using either the single secondary
source shown in (a), optimally adjusted at each excitation
frequency (dashed line), or seven secondary acoustic
sources placed in all the corners of the enclosure not
occupied by the primary source (dash-dot line).

a single secondary acoustic source in the opposite
corner (broken line) or by seven secondary acoustic
sources positioned at each of the corners of the
enclosure not occupied by the primary source (dash-dot
line). Considerable attenuations in the total acoustic
potential energy are achieved with a single secondary
source below about 20 Hz, where only the zeroth-
order acoustic mode is significantly excited and for
excitation frequencies close to the natural frequency
of the first longitudinal mode at about 90 Hz.

The response of the system does not, however,
show clear modal behavior for excitation frequencies
above about 150 Hz, and very little attenuation can be
achieved with a single secondary source above this
frequency. This is because the spacing of the natural
frequencies of the acousticmodes in a three-dimensional

enclosure becomes smaller with higher mode order.
Even introducing seven secondary sources into the
enclosure does not allow global control to be achieved
at frequencies above about 250 Hz in this case.

The amplitude of an individual mode of a physical
system could be completely controlled using a single
secondary source, provided it was not placed on a
nodal line. In controlling this mode, however, the
secondary source will tend to increase the excitation of
other modes of the system. The minimization of total
energy generally involves a balance between canceling
the dominant modes and not overly exciting the
other, residual, modes of the system. This balance is
automatically maintained when the total energy in the
system is minimized. The attenuation obtained in the
energy at any one excitation frequency will generally
depend on the number of modes that contribute
substantially to the response.

4.2 Effect of the Modal Overlap
The number of modes that are significantly excited
in a system at any one excitation frequency can be
quantified by a dimensionless parameter known as the
modal overlap, M(ω). This is defined to be the average
number of modes whose natural frequencies fall within
the half-power bandwidth of any one mode at a given
excitation frequency ω. M(ω) is equal to the product of
the modal density (average number of modal natural
frequencies per hertz) and the modal bandwidth (in
hertz), and both of these quantities can be calculated
for the structural modes in a panel and the acoustic
modes in the enclosure used in the simulations above.

For a three-dimensional rectangular enclosure, an
approximate expression for the acoustic modal overlap
can be calculated from that for the modal densities1 as

M(ω) = 2ζωL

πc0
+ ζω2S

πc2
0

+ ζω3V

π2c3
0

(22)

where L is the sum of the linear dimensions of
the enclosure, S is its total surface area, V is the
volume of the enclosure, ζ is the damping ratio, and
c0 is the speed of sound. At high frequencies the
acoustic modal overlap increases as the cube of the
excitation frequency. The modal overlap calculated for
the acoustic modes in the enclosure shown in Fig. 4a
is plotted in Fig. 5. In this case the modal overlap is
less than unity for excitation frequencies below about
150 Hz, which was the limit of global control with one
source in Fig. 4b, and is under seven for excitation
frequencies below about 250 Hz, which was the limit
of global control with seven sources in Fig. 4b.

The modal overlap can thus be seen to be a useful
method of characterizing the complexity of the modal
structure in a system at a given excitation frequency.
It can also be used as a very approximate guide to
the number of secondary sources required to achieve
a given level of global control, that is, a given reduction
in energy level in a system. The difference between the
variation of modal overlap with frequency of a panel,
shown dashed in Fig. 5, and of an acoustically excited
enclosure, helps to explain the significant difference in
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Figure 5 Modal overlap, M(ω), for the structural modes
on a plate and for the acoustic modes in the enclosure
used for the simulations shown in Fig. 4b (solid line).

the physical limitations of active control in these two
cases.

The total acoustic potential energy in an enclosure
is proportional to the volume integral of the mean-
square pressure. In a practical active control system,
the total potential energy can be estimated using the
sum of the squared outputs of a number of pressure
microphones. The number of microphones required to
obtain an accurate estimate of the total acoustic potential
energy is proportional to the number of substantially
excited acoustic modes within the enclosure and thus
increases sharply at higher excitation frequencies.

5 LOCAL CONTROL OF SOUND
Apart from minimizing a global cost function, such as
radiated power or total energy, an active control system
can also be designed to minimize the local response of
a system. The physical effect of such a local control
system will be illustrated in this section by considering
the cancellation of the pressure at a point in a room.

5.1 Cancellation of Pressure in a Large Room

Cross sections through the acoustical zones of quiet,
generated by canceling the pressure at a point in a
large three-dimensional space, are shown in Fig. 6.
The sound field in the room is assumed to be diffuse,
which occurs when the excitation frequency is such
that the modal overlap in Eq. (22) is well above unity.
In this case, when the distance from the secondary
source to the cancellation point is very small compared
with the acoustic wavelength, the zone of quiet forms
a shell around the secondary source, as indicated by
the shaded area in the two-dimensional cross section
shown in Fig. 6a. If the pressure is canceled in the near
field of an acoustic monopole source, the secondary
field will only be equal and opposite to the primary
field at distances from the secondary source that are
about the same as the distance to the cancellation
point, thus generating a shell of cancellation. At higher
frequencies, when the distance from the secondary
source to the cancellation point is not small compared
with the wavelength, then the zone of quiet does not
form a complete shell round the secondary source
but is now concentrated in a sphere centered on the
cancellation point, whose diameter is about λ/10,9 as
shown in Fig. 6b.
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Figure 6 Cross section of the spatial extent of the acoustical ‘‘zone of quiet’’ generated by canceling the pressure at
x = L in a three-dimensional free field using a point monopole acoustic secondary source at the origin of the coordinate
system for (a) L = 0.03λ and (b) L = 0.3λ, where λ is the acoustic wavelength. The shaded area line corresponds to a
10-dB attenuation in the diffuse primary field.
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The advantage of a local control system is that the
secondary source does not have to drive very hard to
achieve control because it is very well coupled to the
pressure at the cancellation point. Thus local zones of
quiet can often be generated without greatly affecting
the overall energy in the system. Local active con-
trol systems also have the advantage that, because
the secondary actuator and the error sensor are close
together, there is relatively little delay between them,
which can improve the performance of both feedfor-
ward and feedback control systems. One of the earliest
designs for a local active control system was proposed
by Olsen and May,10 who suggested that a loudspeaker
on the back of a seat could be used to generate a
zone of quiet round the head of a passenger in a
car or an aircraft. Olson and May10 had the idea of
using a feedback control system to practically imple-
ment such an arrangement, although in the 1950s most
of the design effort had to be spent in reducing the
phase lag in the audio amplifier to ensure stability of
the feedback loop. More recent investigations of such
systems11 have demonstrated the trade-off in such a
system between good acoustic performance and robust
stability of the feedback loop.

The upper frequency of control in such a system
will be fundamentally determined by the acoustical
considerations outlined above, and the extent of the
listener’s head movements. Zones of quiet of a useful
size can be achieved in practice up to several hundred
hertz. The obvious extension to such a local control
system would be to arrange for the loudspeakers to
move with the ears, as in an active headset. Under
these conditions the entrance of the ear canal is kept
very close to the position of the loudspeaker, and
the fundamental acoustical limitations discussed above
can generally be avoided up to a frequency of about
1 kHz. The main features of an active headset are
illustrated in Fig. 7, in which an analog feedback
controller is used to control the low-frequency pressure
at a microphone located close to the ear. A well-
designed headset will have good sound attenuation at
high frequencies, and the low-frequency enhancement
in the attenuation by the active system complements
this passive performance at higher frequencies.

6 CONCLUSIONS
The physical principles of active sound control are
most easily illustrated by the one-dimensional problem
of plane waves propagating in a duct. A single
secondary source can be used to reflect an incident
primary plane wave and a pair of secondary sources
can be used to absorb an incident plane wave. At
higher frequencies, multiple waves can propagate in
the duct and multiple actuators then need to be used
to control the transmission of acoustic energy.

An electrical controller is required to drive the
secondary acoustic source, and this can either take
the form of a feedback controller or an adaptive
feedforward controller if prior information about the
primary field is available.2 Although the principles of
active noise control have been known since the 1930s12

and significant advances were made in the 1950s,10,13

Earshell
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Secondary
Loudspeaker

Analog
Controller

Error
Microphone

Enclosed
Volume, V

Ear

−H

Figure 7 Active headset in which the sound inside the
headset is detected by the microphone and typically fed
back via an analog controller to the loudspeaker to reduce
the low-frequency sound pressure level.

it was not until the development of economical digital
signal processing (DSP) devices in the 1980s that
large-scale problems were practical. Apart from active
headsets, current applications include the active control
of sound in ducts, inside propeller aircraft,14 and inside
cars.15

The problem of spatial matching becomes more
severe when secondary acoustic sources are used to
attenuate the sound power output of a primary source
in a three-dimensional space. If the sources are in the
free field, a single monopole secondary source must
be spaced within about one tenth of an acoustic wave-
length of a monopole primary source if reductions of
10 dB are to be achieved in sound power output. If
multiple secondary sources are used, the number of
secondary sources necessary to obtain a given level of
performance increases with the square of their distance
from the primary source.

When the primary source drives an enclosed sound
field, a number of different active control strategies
may be used. These strategies can be illustrated most
easily by returning to the one-dimensional field in
a duct as discussed by Elliott,2 which is closed at
the two ends by the primary and secondary sources.
Canceling the pressure in front of the secondary source
effectively changes the end condition in the duct from
open to closed; resonances are still apparent but are
shifted in frequency. Driving the secondary source so
as to absorb the incident sound wave suppresses these
resonances. However, the most effective strategy for
reducing the stored energy in the enclosure is to drive
the secondary source so as to minimize the total power
input to the duct from both the primary and secondary
sources. This strategy maintains the sound field in an
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antiresonant condition at each frequency and is almost
equivalent to minimizing the total acoustic potential
energy in the enclosure, giving significant reductions
in the stored energy at each of the resonant frequencies.

The number of modes of a three-dimensional enclo-
sure that are significantly excited at a given driv-
ing frequency well above the first natural frequency
increases with the cube of that frequency, and a sin-
gle secondary source is not sufficient to control such
a sound field above the first resonance frequency.
Multiple secondary sources can be used to achieve
control in this case, provided there are at least as
many secondary sources as significantly excited acous-
tic modes. By using an array of microphones, a practi-
cal approximation to the total acoustic potential energy
can be measured in an enclosure, which can be used
to automatically adjust the amplitude and phase of
the multiple secondary sources to minimize this quan-
tity.

Such a control system with 16 loudspeakers and
32 microphones was used in the original demonstra-
tion of the control of propeller noise in a passenger
aircraft.16 Commercial systems are now available for
this purpose, although more recent systems use electro-
magnetic shakers attached to the fuselage as actuators
instead of loudspeakers, which can control the vibra-
tion in the passenger cabin as well as the noise.14,17

Finally, the possibility of operating an active
control system at higher frequencies is considered, by
controlling only the local sound field around a person’s
head instead of the global sound field throughout an
enclosure. It is shown that such a strategy can generate
a zone of quiet that forms a shell round the secondary
source at low frequencies. At high frequencies the quiet
zone reduces, on average, to a sphere centred on the
cancellation microphone, whose diameter is one tenth
of an acoustic wavelength. Unless this zone of quiet can
always be maintained close to the ear, as in the case of an
active headset, degradation due to the natural movement
of a listener’s head will restrict the frequency range of
a headrest system using such local active control to
frequencies below a few hundred hertz.

Active control techniques are thus seen to comple-
ment conventional passive control methods since they
are most effective at low frequencies. Current appli-
cations are mainly in the aerospace field, where the
reduced weight of an active system for low-frequency
noise control, compared with a passive one, is worth
the additional cost and complexity of an electronic
system.
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CHAPTER 64
ACTIVE VIBRATION CONTROL
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1 INTRODUCTION

Passive vibration control methods work well at high
frequencies or in a narrow frequency range but often
have the disadvantage of added weight and poor low-
frequency performance. Active vibration control has
demonstrated the potential to solve many of these
problems. Although the potential of active vibration
control has been well known for many years, recent
advances in fast digital signal processing computer
chips have made these systems realizable.

In active vibration control secondary vibration
inputs are applied to the structure to modify its
response in a desired manner. The major components
of an active vibration control system are the plant,
actuators, sensors, and a controller. The plant rep-
resents the physical system to be controlled. Error
sensors are needed to measure the system response
while control actuators provide the necessary inputs
to the plant to modify its response. The controller
implements the chosen control algorithm to ensure
that the controlled (or closed-loop) system behaves as
required. The closed-loop system consists of the open-
loop (uncontrolled) system dynamics combined with
the dynamics of the controller and thus behaves in a
modified form. Examples of practical active vibration
control systems include active engine supports in vehi-
cles and active vibration isolation systems for propeller
aircraft.

2 CONTROL ACTUATORS

The arrangement of an active control system is usually
based upon the physics of the system to be controlled
and thus, as illustrated below, is often application
dependent.1 There are many texts on active control of
vibration, mainly focused on the control theory. The
text by Meirovitch2 provides an excellent theoretical
basis while the text of Fuller et al.3 describes in
detail both feedforward and feedback control theory,
actuators and sensors, as well as many relevant
applications. Chapter 63 also discusses the related
area of active noise control. It should be noted that
active control is not a panacea for every vibration
problem, and its application should be chosen with care
depending upon a number of important characteristics
such as the temporal nature of the disturbance, the
spatial nature of the noise field, and the dynamic
characteristics of the disturbance.4

Actuators are used to introduce control forces
into the plant to modify its behavior, and their
design/selection (in conjunction with the sensors) is

often the most important step in an active noise con-
trol project. Actuators can take various forms that
are dependent upon system requirements such as the
required control authority (amount of control force,
moment, strain, or displacement), power frequency
response, and physical constraints such as size, mount-
ing requirements, and so on. Actuators are generally
classified into two main categories: fully active actu-
ators that apply a secondary vibrational response to
the structure (i.e., can add energy to the structure) and
semiactive actuators that are passive elements and can
be used to adaptively adjust the mechanical properties
of the system (i.e., do not add energy to the structure).

2.1 Electrodynamic Actuators
Electrodynamic actuators or shakers consist of a
moving wire coil mounted inside a permanent magnet.
As they are readily available and their behavior is
relatively well understood (see Ref. 5 and Chapters
5 and 37), electrodynamic shakers are presently the
most common control input as a fully active device.
They are usually installed by either attaching directly
to the structure by a stinger or placing in series
or parallel with passive mounts, as in the case of
active isolation (see Section 5). While electrodynamic
actuators have the advantage of relatively large control
displacement, they are usually bulky and require some
form of support structure. However, there are many
applications at low frequencies in which their use
is more than adequate. Electrodynamic actuators are
usually modeled in terms of control inputs as point
forces, and they are thus “spectrally white” in terms
of the spatial wavenumber response of the excited
structure.

Typical structural components encountered in prac-
tice can often be simply represented as beams or plates.
The transverse vibration displacement w of a simply
supported thin plate excited by a point force Feiωt is
described by6

w(x, y, t) =

−4F

M

∞∑
m=1

∞∑
n=1

sin(mπxf /Lx) sin(nπyf /Ly)

sin(mπx/Lx) sin(nπy/Ly)eiωt

ω2 − ω2
mn + i2ζmnωmnω

(1)

where the force is located at (xf , yf ), ωmn is
the natural frequency of the (m, n)th mode, and M
is the total mass of the plate. In Eq. (1), Lx and Ly

are the transverse dimensions of the plate, x and y
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are axial coordinates, ω is the frequency of excitation,
and ζn is the modal damping ratio. Response of other
more complex systems to point forces can be found in
well-known texts such as Ref. 6.

2.2 Piezoelectric Actuators

As discussed in Ref. 7, piezoelectric transducers
consist of material that expands or contracts when
an electric field is applied over it. By applying an
oscillating voltage to the piezoelectric element, its
strain can be made to oscillate the same frequency as
the input. Three major types of piezoelectric material
are readily available: (1) a ceramic form such as
PZT (lead zirconate titanate), which has relatively
high control strain but is brittle; (2) a polyvinyl form
such as a PVDF [polyvinylidene difluoride], which
is flexible but has less control strain for the same
configuration; and (3) a piezoelectric rubber, which
is useful for underwater applications. Piezoelectric
material is configured in the two main forms of stack
and wafer, as shown in Fig. 1. Piezoelectric stacks are
configured so that when a voltage is applied across the
electrodes, the stack usefully expands in its long or
3–3 axis.7 Stack arrangements such as Fig.1 are thus
suitable for actuators in vibration isolation in the two

configurations of parallel and series shown in Figs. 1a
and 1b.

For a given applied voltage V the net static
displacement δ of the piezoelectric ceramic actuator
shown in the parallel configuration of Fig. 1a can be
calculated from

δ = d33V + F/Ka

1 + K/Ka

(2)

where d33 is the strain constant of the piezoelectric
material in the 3–3 axis,7 K is the external spring
stiffness, Ka is the actuator stiffness (Ka = EaAa/La ,
where La,Aa , and Ea are the actuator length, cross-
sectional area, and Young’s modulus, respectively);
F is the external load force. Note Eq. (2) can be
used as the basis of an approximate dynamic analysis,
as discussed in Ref. 3. The significant advantage of
the piezoelectric stack is that it can provide high
force; however, its displacement is limited (relative
to electrodynamic actuators), which, as discussed
later, implies that its use is primarily in series-active
isolation implementations.

The other common form of piezoelectric actuator is
the wafer arrangement shown in Fig. 1c. In this form
the transducer usefully strains in its thin transverse axis

w w
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Figure 1 Piezoelectric actuator configurations: (a) stack in parallel, (b) stack in series, and (c) collocated wafer.
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(3–1 or 3–2) when a voltage is applied across the
electrodes. The wafer is usually bonded or embedded
directly into the structure and actuates the structure by
applying surface or interior strains. Figure 1c shows
piezoelectric elements arranged to create pure bend-
ing. In this configuration the elements are wired 180◦
out of phase so that as one element expands, the other
contracts. As discussed in Ref. 8, the surface-mounted
collocated actuator with a perfect bonding layer (which
is a good approximation if the glue layer is thin) effec-
tively applies a line moment to the structure at the
boundaries of the actuator.

For a two-dimensional patch system in spherical
bending of a plate, the effective moments mx,my of
the actuator are given by9

mx = my = −Ep(1 + νpe)

3(1 − νp)

2P ′h2εpe

(1 − νp − (1 + νpe)P ′)
(3)

where

P ′ = P
1 − ν2

p

1 − ν2
pe

(4)

In Eqs. (3) and (4) νpe and νp are the Poisson’s
ratio of the piezoelectric and the plate material,
respectively, while Eb and Epe are the Young’s
elastic modulus of the beam material and piezoelectric
element, respectively, while h is the half thickness of
the beam, t is thickness of the piezoelectric element,
V is the applied Voltage, and d31 is the piezoelectric
transverse strain constant. The constant P can be found
in Ref. 9. More information of piezoelectric elements
and their properties as well as definitions of important
terms can be found in Ref. 7. Excitation of plate and
beam structures with piezoelectric patches is discussed
in Refs. 9 and 10, respectively. Piezoelectric actuators
can be used either in a semiactive or a fully active
form.

2.3 Advanced Actuators
The desire for an optimum actuator has stimulated
development of new materials and configurations. The
requirements, depending upon application, are typi-
cally high force and/or displacement, large bandwidth
of operation, lower power consumption, and ease of
use.

Shape memory alloy (SMA) shows much potential
for high-force actuation at direct current (dc) to very
low frequencies. The mechanism by which SMA fibers
or films exhibit their characteristic shape memory
effect can be described very basically as follows: An
object in the low-temperature martensitic condition,
when plastically deformed and the external stresses
removed, will regain its original (memory) shape when
heated. The process is the result of a martensitic
phase transformation taking place during heating.
When SMA is heated through its transformation
temperature, the elastic modulus of the material
changes dramatically, and if the material is initially
stretched, it will shrink back to its original size. If the
SMA is constrained during this procedure, very high

restoring forces are generated. More information on
SMA can be found in Ref. 11.

The SMA systems are usually configured by
embedding the material in a structure in a similar man-
ner to layups of composite structures. It can be acti-
vated in a steady-state manner, applying steady-state
in-plane forces that can be used to tune the resonant
frequencies or change the mode shapes of the system
(i.e., as semiactive actuator).12 Over a very limited fre-
quency range it can be used as an oscillating control
input (i.e., a fully active actuator) by positioning the
SMA off the central axis of the structure and driv-
ing with an oscillating voltage.12 The advantage of the
SMA is the extremely high force and deflection that
it can provide at very low frequencies. Disadvantages
are high power consumption, a need for heat dissipa-
tion, and a limited frequency response, which depends
entirely upon the cooling rate. Use of SMA in the
control of transient vibration of a cantilevered beam as
well as sound radiation control is discussed in Ref. 12.

Magnetorestrictive materials also show much pos-
sibility as advanced fully active actuators in that they
fill the performance gap between low-force, high-
displacement electromagnetic actuators and high-force,
low-displacement piezoelectric devices. A typical actu-
ator using the material Terfenol-D and approximately
11 cm in length and 5 cm in diameter can produce
forces in excess of 450 N over a frequency range of 0
to 2.5 kHz.13 However, the power requirements tend
to be somewhat higher than electrodynamic and piezo-
electric devices.

Electrorheological (ER) fluids are suspensions of
highly polarized fine particles dispersed in insulating
oil.14 The viscosity and the elasticity of the ER fluid
can be changed several orders of magnitudes when an
electric field is applied to the medium. The ER fluid
can thus be embedded in structural systems and used as
a “semiactive” actuator to tune the system’s properties
such as damping and stiffness by varying the voltage
applied to the ER fluid.15

3 ERROR SENSORS

Error sensors are employed to measure the motion of
the system to be controlled. This information either is
used directly as the variable(s) to be minimized or is
used to calculate a related state for the system to be
controlled. Sensors come in three main forms: point
sensors, arrays of point sensors, and distributed sen-
sors. Choice of the particular configuration is depen-
dent upon the system variable to be controlled, as
discussed below.

3.1 Accelerometers, Force Transducers, and
Impedance Heads

Accelerometers are commonly used as error sensors
due to the ease of use and reliability of perfor-
mance. Their implementation and behavior is dis-
cussed in more detail in Chapter 37. When attached
to a vibrating structure, they can provide estimates
of the time-varying acceleration (as well as veloc-
ity and displacement with signal processing) at the
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point of attachment. Due to their small size, at low
frequencies accelerometers provide a point sampling of
the structural motion and thus are “spectrally white” in
wavenumber response. Thus an individual accelerom-
eter will equally sense all structural wavenumber or
modally weighted contributions. Use of an accelerom-
eter output as an error signal will result in direct control
of the structural motion at that point.

Force transducers can also be used as error sensors,
particularly in applications such as active isolation,
where they may be placed in series with passive
isolation. Minimization of the force transducer output
will result in zero dynamic force being applied to the
receiving structure. The point input impedance of a
structure, such as at a disturbance location, can be
estimated using an impedance head that consists of
a collocated accelerometer and force transducer. The
output of the impedance head can then be used as
a narrow-band error sensor variable to minimize the
real part of the structural input impedance and thus
disturbance input power flow into the structure.

Choice of one of the above transducers as an error
sensor is dependent upon the form of application. This
will be illustrated in the later example applications.

3.2 Arrays of Point Sensors
Usually it is more effective to use accelerometers
as error sensors in an array configuration whose
output signal is processed to provide some global or
distributed state associated with the system.

The kinetic energy of a thin vibrating system
can be minimized by using a distributed array of
accelerometers positioned over the required controlled
domain. An estimate proportional to out-of-plane
kinetic energy of the structure is given by

E =
N∑

i=1

|ẇi |2 (5)

where N is the total number of accelerometers and
ẇis the out-of-plane velocity obtained by integrating
the acceleration signal. The variable E can be min-
imized, or if an N-channel controller is available,
each accelerometer can be used as an individual con-
trol channel. The required number and spacing of
accelerometers are determined by the Nyquist sam-
pling criterion applied in the spatial domain: Two
accelerometers must be spaced within at least a
half-wavelength of the highest mode required to be
observed and controlled. Alternatively, the accelerom-
eters can be appropriately distributed throughout the
surface whose global motion is to be controlled. Use
of a lower number of accelerometers (relative to the
number of actuators) often leads to large minimization
at their locations but increased levels of vibration at
other locations. This effect is termed control spillover.
In general, to ensure controllability, a system state or
mode has to be individually observed.

Wavenumber components of structural motion can
be obtained using arrays of equispaced accelerometers

arranged along a coordinate axis. The spatial one-
dimensional Fourier transform can be approximated
using a discrete Fourier transform such as3

Ŵ (k) =
K∑

n=1

wm(xn)e
ikxn�x (6)

where wm(xn) is the measured out-of-plane complex
displacement at position xn. In Eq. (6) there are
N measurement points equally spaced at a distance
�x. Note Eq. (6) can also be expanded into a
time–space transform if necessary and extended to
two dimensions. The output of Eq. (6) can be used
to provide an error signal. Minimization of spectral
components W(k) then will provide control of selected
wavenumber values. For example, in a finite structure
vibrating at a single frequency, the wavenumber
components will be discrete and associated with
particular modes or waves traveling in the positive or
negative directions. In many situations it is appropriate
to control these components directly.

Modal decomposition of the structural motion is
also a useful processing technique. To achieve this,
an array of accelerometers is used to measure out-of-
plane motion at a number of points. Thus, knowing
the structural mode shapes and using a pseudoinverse
technique, the modal amplitudes can be estimated
from16

[A] = ([L]T[L]−1)[L]T[wme] (7)

where [A] is a vector of m unknown modal amplitudes
and [wme] is a vector of n measured displacements at
(xn, yn). In Eq. (7) [L] is an n × m matrix associated
with the mode shapes � of the system defined as

[L] =



�1(x1, y1) �2(x1, y1) · · · �m(x1, y1)

...
. . .

�1(xn, yn)




(8)

Equation (7) can also be readily modified to decom-
pose narrow-band traveling-wave fields into individual
wave components and can be implemented for broad-
band random disturbances, as outlined in the work of
Gibbs et al.17 Equation (10) can thus provide indirect
error information of a global nature associated with
each mode. Minimization of a modal estimate will
ensure that a particular mode is globally controlled
in a vibrating structure. This is of use when particu-
lar modes are more important than others in a control
strategy.

Kalman filtering techniques are used extensively
in linear quadratic (LQ) control problems,3 where
all the internal state variables of the system to be
controlled must be known. Arrays of accelerometers
can be used in conjunction with Kalman filtering to
determine the states of the systems. When all the
states are not measurable, they have to be estimated
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using a mathematical model of the dynamic system and
measurements of the output is the optimal estimator
that minimizes the variance of the estimation error.18

Power flow can be estimated from an array of
accelerometers mounted on the structure. For the sim-
plest case of traveling bending waves on a thin beam,
the net narrow-band bending power flow can be cal-
culated by using two measurement points and finite
difference theory as described in Ref. 19:

P(ω) = 2EIk2
f

�xω3
Im(S21) (9)

In Eq. (9) kf is the flexural wavenumber at frequency
ω,6 �x is the spacing of the two acceleration mea-
surement points, and S21 is the cross spectrum between
the output of the two accelerometers. Use of Eq. (9)
as an error signal will thus result in minimization of
net power flow in the structure in the vector direction
of the alignment of the accelerometers. Extension of
Eq. (9) to include near fields is also discussed in Ref.
19 (see also Chapter 16). As discussed above, it is
also possible to decompose the motion of the structure
into wave component amplitudes using a pseudoin-
verse technique. The power flow associated with each
direction of propagation or wave type can be then esti-
mated and used as an error signal. Using approaches
such as these, it is possible to actively control termi-
nation impedances of beams.20

3.3 Distributed Piezoelectric Sensors
Piezoelectric material, when strained from its free
state, also creates a charge.7 Thus, when configured
properly, piezoelectric material with attached elec-
trodes to collect the charge can be used as an error
sensor(s). The most common arrangement is to bond
the piezoelectric material to one side of the surface
of the structure whose motion is to be sensed. If
the piezoelectric material is very thin, then it can be
assumed that its presence has no effect on the motion
of the structure. For a two-dimensional structure cov-
ered with a finite layer of piezoelectric material the
charge output q(t) of the sensor (in rectangular coor-
dinates) can be calculated from the following21:

q(t) = (hp + hs)

∫ ∫

S

�(x, y)

×
[
ε31

∂2 w

∂x2
+ ε32

∂2 w

∂y2

+2ε33
∂2 w

∂x∂y

]
dx dy (10)

where w(x, y) is the plate out-of-plane response,
�(x, y) is the sensor shape function, hp and hs are the
thickness of the plate and sensor, and ε31, ε32, and ε33
are the piezoelectric stress–charge coefficients where
the subscripts 1, 2, 3, refer to the z, x, and y directions
of a three-dimensional coordinate system.7 In effect,
the piezoelectric material integrates the surface strain

of the structure over its area S (i.e., in the 1–2 plane)
and thus provides continuous distributed sensing. The
actual voltage output of the piezoelectric material is
dependent upon the electrical circuitry used to measure
the piezoelectric output. Shaped piezoelectric sensors
are surface-mounted sensors that are of specified
finite size and shape. Particular motions or modal
components of the vibrating structure can be observed
by cutting the piezoelectric material into a specialized
shape. The charge output of an example rectangular
piezoelectric strip mounted on a simply supported plate
so that it extends completely over the plate in the x
direction but is narrow in the y direction, is given by22

q(t) = K

∞∑
m=1

∞∑
n=1

LxLy

nmπ2
[cos(mπ) − 1]

×
[
cos

(
mπd

Lx

)
− cos

(
nπc

Ly

)]
(11)

where Lx, Ly is the dimension of the plate in the x, y
directions, K is a constant that modifies the charge
output due to the external electrical load impedance,
m and n are modal orders, and d and c are the vertical
locations of the sensor boundaries in the y direction.
Note Eq. (11) shows that for all even modes in the
x direction (m = 2, 4, 6, . . .) the sensor output is zero.
Thus the sensor acts as a spatial wavenumber or modal
filter only observing odd modes in the x direction.
Positioning and sizing of the piezoelectric strip can
be adjusted to observe required modal or wavenumber
components.

To observe individual particular modes of motion,
the piezoelectric strip can be cut into a shape
corresponding to a system characteristic function or
mode shape.21 Thus, shaped sensors can provide
a time-domain estimate of modal amplitudes of
structural response, with minimal signal processing,
in contrast to the previous method using arrays of
accelerometers. However, once the sensor is shaped,
its estimate is fixed, whereas the output of the
accelerometer array can be manipulated by signal
processing to observe various modes or waves.

The most commonly used piezoelectric sensing
material is PVDF. It can easily be cut or etched
into particular shapes. It is readily attached to the
surface with double-sided tape or other means. Care
must be taken to attach leads to the bottom of the
element, and when the shaped sensor has phase changes
throughout its segment each segment output should
be wired together with the correct relative polarity to
give the required sensor output. Note that matched
shape piezoelectric material can be located on each
side of a structure and the outputs either summed or
differenced to selectively observe in-plane or bending
motion, respectively.

4 CONTROL APPROACHES

The function of the controller is to process the error
information received from the error sensors to calculate
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Figure 2 Simple feedforward control arrangement.

control signals so as to cause the controlled or closed-
loop system to behave in a required manner. Control
approaches can be divided into two main categories:
feedforward and feedback approaches, as discussed by
Fuller et al.3

In general, feedforward control has found applica-
tion when the designer has direct access to information
about the disturbance signal to the system. On the other
hand, feedback control has primarily been applied
when the disturbance cannot be directly observed. In
this case the control signals are obtained from the sen-
sor(s) whose output is affected by both disturbance
source and the control actuator(s). Chapter 63 also has
relevant material on the active control paradigms dis-
cussed here.

4.1 Feedforward Control
Figure 2 presents a simple, illustrative arrangement of
single-channel feedforward control; in this particular
case the object is to minimize the vibration of a
mechanical system at the error sensor, e. The most
common form of electrical feedforward controller H is
an adaptive finite impulse response (FIR) filter whose
coefficients are updated by a control algorithm to drive
the error signal to a minimum.

A critically important aspect of the feedforward
approach is obtaining a reference or training signal
that provides a coherent estimate of the disturbance
signal and is “fed forward” through the adaptive filter
to provide the control signal. The most commonly
used update equation for dynamic systems is the
time-domain Filtered X version of the Widrow-Hoff
least-mean-squared (LMS) algorithm written in single-
channel form as23

wi(n + 1) = wi(n) − 2µe(n)f (n) (12)

where wi(n) is the ith coefficient of the adaptive filter
at time n,µ is a convergence parameter, and e(n) is
the error signal at time n. The filtered reference signal
f (n) is given by

f (n) =
P∑

j=1

cjx(n − j) (13)

where cj , i = 1, 2, . . . , P , are the weights of a fixed
FIR digital filter that models the plant dynamics from

the actuator signal to the error signal and x(n) is
the reference signal taken directly from the distur-
bance. Equation (13) essentially accounts for the delay
between the control system input and the error sen-
sor output. The adaption of Eq. (12) also assumes no
feedback of control signal to the reference signal. The
fixed FIR filter is usually constructed before switch-
ing on the controller or with a low-level probe signal,
as described in Refs. 3 and 4. In essence the Filtered
X LMS algorithm is a gradient descent technique that
finds the minimum of a quadratic cost function defined
as the squared modulus of the error signal.

The choice of the filter format is dependent upon
the noise disturbance. For a narrow-band signal it is
necessary to use only two filter coefficients. Control
of broadband signals require a larger filter in terms
of coefficients, and causality aspects associated with
relative delay through the control path become more
important.3 The Filtered X algorithm can be readily
extended to a multichannel configuration, as discussed
in more detail in Ref. 24.

Note that the use of a reference signal estimate from
the disturbance implies that the system will respond
only to information coherent with the reference sig-
nal. The system will thus appear open loop to all other
disturbances uncorrelated with the error signal. The
maximum achievable attenuation of the power of the
error signal for a single-input, single-output feedfor-
ward control arrangement can be calculated from3,4

�dB = −10 log(1 − γ2
de) (14)

where γ2
de is the coherence between the disturbance

and the error signals. If there is control signal feedback
on the reference signals, then the feedback can be
compensated for as described in Ref. 25.

Similar to the feedback control, it can be demon-
strated that closed-loop systems under feedforward
control have new eigenvalues and eigenfunctions26 and
that, for narrow-band disturbances, feedforward and
feedback approaches are essentially equivalent.3 Due
to convergence time requirements (the adaptive filter
has to search for the minimum of the error surface), the
feedforward algorithm does not presently work well
with transients applied to nonmodeled systems but is
suitable for pure tones or steady-state broadband sig-
nals. As the control filter is adaptive and “learns” the
system by minimizing a cost function, it is not neces-
sary to have an accurate model of the open-loop system
behavior from the control actuator to the error sensor.
For a single-channel time-domain controller applied
at a single frequency, it is only required to estimate
the fixed transfer function between the control input
and error sensor within an accuracy of ±90◦ to ensure
controller convergence.

The behavior of feedforward controlled systems
can also be analyzed using linear quadratic optimal
control theory. For the system of Fig. 2 a quadratic
cost function is constructed by squaring the modulus
of the error signal (or summing the squared modulus
of the error signals). The optimal control input is found
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by setting the gradient of the cost function to zero (i.e.,
at the minimum).

For a system with L error sensor the quadratic cost
function is formed by summing the squared modulus
of the error signals,

J =
L∑

l=1

|el |2 (15)

The optimal control inputs to minimize the cost
function are found by setting the gradient of the cost
function to zero, as described by Nelson and Elliott.27

For a multiple-input, multiple-output arrangement the
optimal vector qs0 of control inputs to minimize the
cost function is specified by

qs0 = A−1ZH wp (16)

where Z is a matrix of complex transfer impedances
relating the control force inputs to the response at
the error sensors, the matrix A = ZH Z and wp is
the noise or primary complex field at the error
sensors. More details on how to use Eq. (16) as
well as calculating the minimum of the cost function
can be found in Ref. 27. The above analysis is
for a single-frequency, steady-state excitation and
represents the maximum achievable performance. For
random signals, the actual control performance will
depend upon whether the control filers are physically
realizable and other related issues, as described in
Ref. 4.

4.2 Feedback Control
Figure 3 presents a typical arrangement of single-
channel feedback control of motion of a general
mechanical system. In this arrangement the control
signal is derived from a sensor on the structure and is
then “fed back” through a controller (or compensator)
to provide a control input. The optimal controller is
derived to perform a specified control task. Hence,
generally speaking, for feedback control the system
changes its dynamic characteristics for all disturbances
applied to it, in contrast to the feedforward approach
discussed previously.

Electrical
Feedback
Controller

fp
Primary Excitation

Sensor Detecting
Response of
Mechanical System

Secondary Excitation Via
Fully-Active Actuator

fs

Mechanical
System K

Figure 3 Simple feedback control arrangement.

The open-loop equation of motion of a single-
degree-of-freedom system excited by a disturbance
force fp(t) can be written in the form3

mẅ(t) + cẇ(t) + kw(t) = fp(t) (17)

where m, c, and k are the system mass, damping, and
stiffness, respectively. For the mechanical system in
Fig. 3 this may correspond to the response of one
mode.

Extensions to distributed systems are described in
Refs. 2 and 3. The open-loop transfer function (i.e., the
ratio of the response to the disturbance) of this system
can be evaluated using the Laplace transform3 and is
given by

G(s) = W(s)

Fp(s)
= 1

ms2 + cs + k
(18)

We now apply a secondary control force to the
structure by feeding back a signal taken from the
response of the system through a compensator with
a transfer function K to drive the force fs(t). The
closed-loop transfer function of the system with
stiffness control, for example, is now given by

W(s)

Fp(s)
= G(s)

1 + G(s)K(s)
= 1

ms2 + cs(K + k)s
(19)

where s is the Laplace variable and K is the
compensator gain or transfer function. Note that the
closed-loop system effectively has a new effective
stiffness (K + k) and thus new poles.

For transient control the objective is often to
increase the damping of the system. In this case the
closed-loop poles are moved further into the left splane
by varying the compensator gain K . However, an
important aspect of feedback control is stability, which
can be determined by inspection of the position of
the closed-loop poles as described in Ref. 28. Too
much compensator gain K , for example, can lead to an
unstable control system. Often, in practice, the stability
is assessed from input–output measurements made
on the system before control. The Nyquist stability
criterion is then applied to check if the system is
stable, as described in Ref. 27. The outcome is that
the closed-loop system is stable only if the polar plot
of the open-loop frequency response function does not
enclose the point (−1, 0) in the complex Laplace plane
s. Different forms of the compensator K to the simple
example discussed above, can be chosen, depending
upon the required control performance, and these are
discussed in Ref. 3.

If it is possible to achieve a stable feedback system,
then the error signal power is approximately reduced
by an amount proportional to the loop gain,4 and the
attenuation is given by

�dB − −10 log

∣∣∣∣
1

1 + GK

∣∣∣∣
2

(20)
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Figure 4 Control force required for (a) direct, (b) opposed, and (c) parallel active vibration isolation systems.29

In Eq. (20), G(s) is the transfer function through the
plant and K(s) is the transfer function through the
compensator.

In general, to calculate the optimal controller K , it
is required to have an accurate model of the system to
be controlled. This can be done through calculations
such as finite element methods or more usually through
estimates using system identification approaches as
described in Ref. 3. Although multiple-input, multiple-
output feedback control have a larger implementation
requirement than feedforward control, it ensures that
the system is controllable for all forms of linear
noise disturbances if a realizable controller can be
defined.

Extension of feedback control to multiple-input,
multiple-output arrangements can be achieved using
state space methods as outlined in Refs. 28 and 3.
Other important factors affecting the performance and
stability of feedback controllers are reviewed in Ref. 4.

5 EXAMPLE APPLICATIONS OF ACTIVE
VIBRATION CONTROL

The following examples illustrate some of the wide
diversity of present applications of active vibration
control. Other implementations of active vibration
control are discussed in Ref. 3.

5.1 Active Isolation of Vibration

A classic approach to reducing unwanted machinery
noise and vibration is to control these disturbances at
transmission bottle necks (e.g., the machinery mount).
Active vibration isolation has been studied by a
number of authors, as summarized in Ref. 3, and a
few representative examples will be presented here.

There are four possible configurations for active
isolation: The two most common are series, in which
the actuator opposes the load path, and parallel, where
the active force is applied in parallel with the load
path. As discussed by Scribner et al.,29 if the actuator

is placed in parallel, it must overcome the stiffness of
the passive mount, and the actuator deflection require-
ments are relatively larger. If the actuator is in series,
then while the deflection requirements are lower than
the parallel implementation, the actuator must carry the
load and, as will be seen below, the force requirements
are resonance are higher. Two other, less common
implementations are when the active force is directly
applied to the exciting system and when the active
or secondary force is applied directly to the receiving
structure at the mount location. This latter implementa-
tion is termed opposed. Both of these latter implemen-
tations have the disadvantage of requiring some form
of inertial exciter (e.g., an electrodynamic shaker that
is provided with a mass against which it can react).

Figure 4 presents the magnitude of the ratio
of the secondary control force fs0 to the pri-
mary disturbance force fp required for a “parallel”
and “opposed” implementation calculated by Nel-
son et al.30 for a lumped-parameter single-degree-of-
freedom mass–spring system. The nondimensional fre-
quency � = ω/ωn, where ωn is the natural frequency
of the mass–spring system on a rigid base. Also shown
is the relatively trivial case of when the control force is
directly applied to the exciting mass and thus exactly
equals the disturbance magnitude to drive the motion
to zero. The results of the opposed case are similar in
trend to the series implementation, which is discussed
in much more detain in Ref. 31. The results show that
at resonance the force requirements of the opposed
system are much larger while below resonance the con-
verse is time. Well above resonance the force require-
ments of both arrangements are similar. For control
systems designed to operate near the plant resonance,
the above characteristics usually imply that electrody-
namic actuators (i.e., relatively large deflection, lower
force) are used for the parallel implementation while
piezoelectric ceramic actuators (i.e., relatively larger
force, low deflection are used for the series arrange-
ment.
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Figure 5 Performance of a series active vibration isolation system.29

Scribner et al. have theoretically and experimen-
tally studied the use of piezoelectric ceramic actuators
in a “series” implementation of active isolation using
a classical feedback approach29 focused upon sinu-
soidal disturbances. Figure 5 presents typical values
of open-loop and closed-loop behavior of the ratio of
transmitted to applied force versus frequency. In this
example the compensator natural frequency was set to
877 Hz and a large enhancement in transmitted force
is observed near this design frequency. However, in
the frequency range of 825 ≤ f ≤ 850 Hz, high atten-
uation in the transmitted force is achieved. Scribner
et al.29 also demonstrated how the controller could be
implemented in a self-tuning implementation so as to
track a disturbance frequency, even through structural
resonance.

Nelson et al.3,30 have also analytically and exper-
imentally investigated narrow-band isolation of the
vibration of a rigid raft from a flexible receiving struc-
ture using multiple active isolators configured in the
parallel arrangement. In this case the active inputs
were provided by four electromagnetic coil actuators
used in conjunction with a multichannel adaptive LMS
feedforward control approach. The error signals were
taken from either four accelerometers located adjacent
to the mount points or eight accelerometers distributed
over the surface of the receiving structure. The results
demonstrate that the use of eight accelerometers was
more effective than four in attenuating the total energy
of the receiving structure over much of the frequency
range. This behavior illustrates the advantage in feed-
forward control of using more sensors than actuators; a

“square” feedforward control system with equal num-
ber of actuators and sensors will always try to drive
the response to zero at the error sensors, and for high
modal densities this can lead to “control spillover” or
an increase in the response away from the error sen-
sors. It is thus often beneficial to use more error sensors
than actuators when global reduction is required. The
results presented in Ref. 3 also show that the passive
isolation (i.e., no active control) produced an increase
in the receiving structure vibration at some of its res-
onance frequencies. This characteristic illustrates the
importance of the receiving structure dynamics on the
isolation performance.

Figure 6 shows a set of active isolation mounts
fitted between the engine and frame of a Volkswagen
Golf GTI. The system was developed and tested
by Lotus Engineering.32 A feedforward controller
was used to minimize the sum of the squared
vibration amplitudes measured at four accelerometers.
A reference signal was generated by the engine
tachometer. Figure 7 shows the measured reduction in
the “second-order” vibration levels due to the active
engine isolation mounts as a function of engine speed
without control (solid line) and with control (dashed
line). Significant reduction has been clearly achieved.

5.2 Distributed Active Vibration Control of
Plates

The control of vibration of distributed structural ele-
ments such as plates is also an important prob-
lem. Figure 8 is an experimental arrangement used
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Figure 9 Closed-loop response of the system of Fig. 10 for mode 1 with (a) narrow-band steady disturbance and (b)
transient disturbance at t = 0.65 s.33

by Rubenstein et al.33 to implement linear quadratic
Gaussian state space feedback control3 of the vibra-
tion of a simply supported plate. The response of the
system is sensed using an array of 12 accelerometers
of the plate. The output of the accelerometers is passed
through modal filters to obtain modal amplitudes and
then through a Kalman filter to obtain the states of the
system. The optimal controller K(Q̂)can be obtained
using a Riccati equation solution of the state space
feedback control arrangement.3 In this experiment the
steel panel was 0.6 by 0.5 m and 3 mm thick. The
disturbance and control were implemented by electro-
dynamic shakers. Figure 9a shows a typical closed-
loop response for mode 1 when the disturbance is
narrowband, continuous excitation, while Fig. 9b gives
closed-loop response to a transient disturbance applied
at near t = 0.65 s. In both cases high modal attenu-
ation of the disturbance is achieved. Thus state space
feedback methods show much potential for distributed
active vibration control a wide range of input distur-
bances. Note that state space feedback control implies
complete control of specified states of the system as
opposed to feedforward control, which usually con-
trols a direct output of the plant at the error sensors
(displacement, velocity, etc.). Thus global control of
the system is guaranteed if all the dominant states
are observed and controlled with no control spillover.
This is often difficult to achieve in practical systems.
As discussed previously, the state space approach also
guarantees control of the system to a wide range of
disturbances without requiring access to a reference
signal.

Although state space approaches can achieve high
performance, it is often achieved with a certain degree
of complexity. Elliott et al.34 have developed an
alternative approach that uses arrays of independent
feedback loops with collocated actuators and sensors.
Figure 10 shows such an approach applied to the
global reduction of vibration of a panel.

Since the actuator and sensors in the system of
Fig. 10 are collocated, the feedback control approach
is minimum phase, and thus each loop is theoretically
independently stable. However, since all the feedback
loops are coupled by the distributed dynamics of the
panel (i.e., the control input of one loop will be sensed
by the feedback sensors of the other loops), the control
system will likely be unstable with a general feedback
compensator design. To overcome this problem Elliott
et al.34 have restricted the compensator design to
paradigms that do not add energy to the structure
(each feedback gain is limited to positive sign). Under
this limitation it can be proved that the multiple
independent feedback loops are stable and in effect
represent semiactive approaches.

Figure 11 shows example predicted results where
16 independent feedback loops with feedback gains
of 10 (dashed line), 100 (dotted line), and 1000 (dot-
dashed line). The vertical axis is the calculated total
kinetic energy of the plate, and the feedback loops
employ point force actuators and velocity sensors. The
disturbance to the panel is an acoustic plane wave.
The uncontrolled vibration is shown as a solid line.
As the gain is increased, the resonances of the panel
response are increasingly damped as one would expect
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Figure 11 Performance of multiple independent feedback loops used to control the global vibration of a panel.34

with a velocity feedback paradigm. Note that if the
gains are increased too much, then control spillover
appears above 600 Hz due to additional modes with
short wavelengths due to the panel being pinned at
the feedback sensor locations. For moderate gains, the
results of Fig. 11 demonstrate that multiple uncoupled
collocated feedback loops can provide high global
attenuation of vibration. Since the system is uncoupled,
it is possible to implement the feedback loops in analog

form, and thus the physical control system hardware
requirements and complexity are small.

5.3 Active Structural Acoustical Control

Vibrating structures often radiate or transmit unwanted
sound. An effective technique to control the structural
sound radiation is to apply control inputs directly
to the structure while minimizing the radiated sound
or components of structural motion associated with
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the sound radiation.3,35 The technique called active
structural acoustical control (ASAC) thus falls in the
class of general active vibration control techniques.
Figure 12 shows an experimental arrangement in which
the sound radiation from a simply supported plate is to
be minimized.22 The noise disturbance is provided by a
point force shaker attached to the plate and driven by a
pure tone. The control inputs are multiple collocated
piezoelectric ceramic actuators bonded to the plate
surface and wired to produce pure bending. The error
sensors are either microphones in the radiated far field
or shaped PVDF sensors attached to one side of the

plate. The shaped PVDF sensors are rectangular strips
positioned on the plate as discussed in Section 3.3, so as
to observe only the odd–odd modes (the efficient modal
radiators at low frequencies). The control arrangement
is the multichannel feedforward implementation of the
FilteredXalgorithmdiscussedpreviously.The reference
signal is taken from the noise input signal generator and
is filtered as outlined in Eq. (17) before it is used in the
LMS update equation, as described in Section 4.1.

Figure 13 presents results at 349 Hz, which is near
the (3, 1) resonant frequency of the plate. The dotted
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Radiated Sound Pressure Level (dB)

90°
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−45°
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θ

Figure 13 Active structural acoustical control performance for the system of Fig. 12: , uncontrolled; - - - , controlled
with PVDF structural error sensors; and . . . controlled with far-field error microphones; f = 349 Hz.22
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line for a case where three piezoelectric ceramic actu-
ators are used in conjunction with three error micro-
phones in the radiated far field, and it is apparent
that global attenuations of approximately 25 dB are
achieved. The dashed line is a similar case except
that now two piezoceramic actuators are used in con-
junction with two PVDF strips arranged in the x and
y direction on the plate, as outlined in Section 3.3.
The results again demonstrate good global control of
approximately 20 dB in the radiated sound pressure
levels. These results and others discussed in Ref. 3
demonstrate the potential of using ASAC to reduce
radiated sound. For the ASAC technique there are two
main mechanisms of control.16 Modal suppression cor-
responds to a direct reduction of the dominantly radi-
ated modes or a fall in the plate wavenumber spectrum.
Modal restructuring corresponds to the residual plate
response having a lower overall radiation efficiency
while its total magnitude of response is reduced only
slightly or may even increase. This second case corre-
sponds to attenuation of only supersonic components
of the plate wavenumber spectrum while subsonic,
nonradiating components are left unaffected. Thus the
ASAC technique takes maximum advantage of the nat-
ural structural-acoustical coupling behavior to reduce
the dimensionality of the controller. The technique
has been successfully applied to the control of inte-
rior noise in aircraft and the reduction of transformer
radiated noise as discussed in Refs. 3 and 4.

Active structural acoustical control systems have
been successfully applied to propeller aircraft. Ultra
Electronics has developed and marketed a system
(called ATVA by Ultra) consisting of an array of elec-
trodynamic actuators attached to the aircraft fuselage.36

The actuators are used in conjunction with a feedfor-
ward controller to minimize the sum of the squares of
the amplitudes of the pressure signals from an array
of microphones located in the aircraft trim.36 Refer-
ence signals were generated from the propeller shaft
pipper signals. When installed in a De Havilland Dash
8 aircraft, the ASAC system gives global reductions
of the cabin sound field for the first four propeller
tones. Measured attenuations range from around 10 dB
at the propeller fundamental tone to 3 dB at the third
harmonic.

From a system point of view, when multiple
integrated actuators and sensors such as piezoelectric
devices are used in conjunction with a non-model-
based, adaptive controller, the application (such as
ASAC discussed above) can be seen to be closely
related to the field of smart, adaptive or intelligent
structures (see Ref. 37 for a review of this field).
Developments in the field of smart structures are
likely to be used in advanced active vibration control
and ASAC because of the inherent compactness, light
weight, and adaptability of this class of systems.
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CHAPTER 65
MICROELECTROMECHANICAL SYSTEMS
(MEMS) SENSORS FOR NOISE AND VIBRATION
APPLICATIONS

James J. Allen
MEMS Devices and Reliability Physics
Sandia National Laboratories
Albuquerque, New Mexico

1 INTRODUCTION

The use of microelectromechanical systems (MEMS)
enables the fabrication of very small devices of overall
size up to 1 to 2 mm and feature size as small a micron.
This capability enables sensors to be constructed with
multiple axes, types, or arrays of sensors in the same
package that enhance the ranges of applications for
the sensors. However, issues of scale (size) impact the
performance of a MEMS device that may necessitate
the on-chip integration of microelectronics with the
MEMS device, or special consideration to the method
of signal transduction. MEMS are becoming more
frequently used in noise and vibration problems and
as miniature physical sensors for such applications
as accelerometers, gyroscopes, pressure sensors, and
microphones.

2 MICROELECTROMECHANICAL SYSTEM
FABRICATION METHODS

2.1 Fabrication Processes

Microelectromechanical system fabrication has its
roots in the microelectronics infrastructure. These
fabrication techniques frequently involve a sequence of
deposition, patterning, and etching to form a piece of
material of a particular shape. This type of fabrication
sequence is typically repeated a number of times in
a microelectronic or MEMS fabrication technology.
Figure 1 is a schematic illustration of this sequence.

The workhorse technique for defining the pattern
for a material layer is lithography (either contact or
optical). The lithography process uses a mask that
contains an optically opaque pattern that is to be
transferred to the material, and a thin photosensitive
material (photoresist) that is applied on top of the
material to be patterned (Fig. 1b). Contact lithography
brings the mask into close proximity or contact with
the photoresist and illuminated with a source to which
the photoresist is sensitive. The illumination causes
a chemical change in the photoresist that allows the
photoresist to be developed and the pattern defined in
the photoresist layer (Fig. 1c). For contact lithography
the features on the mask are the same size as the
features to be patterned in the photoresist. Optical
lithography can pattern finer features through the use
of an optical system allowing the patterns on the mask
to be reduced in size and imaged on the photoresist.

Optical lithography is the method used in most high-
resolution applications.

The underlying material can be etched using the
patterned photoresist layer as a shield or mask to
define the pattern in the material (Fig. 1d). There
are a variety of etching processes that can etch
the material isotropically or anisotropically depending
on the material to be etched and etching process
(wet chemical etch, plasma etch) utilized. Figure 2
illustrates anisotropic and isotropic etching of silicon
materials. All of the instances shown in Figure 2
utilize a mask that is used to define an opening for
the etchant to be exposed to the underlying material.
An anisotropic etch can be performed on single-
crystal silicon material with a wet chemical etch of
potassium hydroxide (KOH). KOH etches 100 times
faster in the (100) crystal direction than the (111)
crystal direction. Patterned silicon dioxide, which
KOH minimally etches, can be used as an etch mask
for these type of etches. Very directional etches can be
achieved with techniques such as this. Alternatively, an
anisotropic etch of a material (Fig. 2c) can be achieved
with dry plasma etches, which etch straight through
the mask opening with near vertical sidewalls. An
example of an isotropic etch is shown in Fig. 2b, which
illustrates hydrofluoric (HF) acid isotropic etching of
silicon dioxide through a masked opening.

These few paragraphs provide a brief flavor of
the type of fabrication techniques involved in MEMS
fabrication. The chemistry involved in the etching as
well as the design and operation of the equipment
of various fabrication steps are quite complex. More
detailed information may be found in Refs. 1 and 2.

2.2 Microelectromechanical System
Fabrication Technologies
There are three dominant MEMS fabrication technolo-
gies (Fig. 3) that have been developed during the past
three decades. A fabrication technology is a combina-
tion of a set of underlying deposition, patterning, and
etching processes that are combined to form a technol-
ogy capable of fabricating MEMS devices.

• Bulk micromachining
• Sacrificial surface micromachining
• LIGA (lithography, Galvanoforming, abform-

ing)
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Figure 1 Pattern and Etch of a material deposited on a substrate. (a) Deposit a layer of material on a substrate and apply
a thin layer photoresist. (b) Expose photoresist with a mask to define the pattern. (c) Develop and remove the exposed
photoresist. (d) Etch material using the photoresist as a mask. (e) Strip photoresist.
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Figure 2 Anisotropic and isotropic etches of sili-
con-based materials. (a) Anistropic etch of single-crystal
silicon. (b) Isotropic HF wet etch of silicon dioxide layer.
(c) Anisotropic plasma etch of a silicon layer.

Each of these technologies is philosophically
different in approach, but they each employ lithog-
raphy to pattern the material with micron-size criti-
cal dimensions. Lithography is a technique that has
been highly refined by the microelectronics industry
to define micron and submicron features. Bulk micro-
machining and sacrificial surface micromachining are

most frequently silicon based and are generally very
synergistic to the microelectronics industry since they
tend to use the same materials and tool set.

Bulk micromachining utilizes wet3 or dry plasma
etch4 processes to produce an isotropic or anisotropic
etch profile in a material. Bulk micromachining can
create large MEMS structures (10s of microns to a
millimetre thick), which can be used for applications
such as inertial sensing or fluid flow channels.
Diaphragms useful in pressure sensors can be made by
selective doping of the material, which affects the etch
rate and selectivity. Commercial devices using bulk
micromachining have been available since the 1970s.
These applications include pressure sensors, inertial
sensors, and ink-jet nozzles.

The concept of sacrificial surface micromachining
(SSM) originated as far back as 1956,5 but the first
demonstration of an SSM fabrication technology6

suitable for MEMS devices was accomplished in
1983. The fabrication processes used in SSM is
a direct outgrowth of the microelectronic industry.
This synergy provides a path toward the integration
of electronics with MEMS structures that enable
control and sensing functions in MEMS devices. SSM
utilizes alternating layers of a structural material and
a sacrificial material. A widely used material set for
SSM is polycrystalline silicon and silicon dioxide
for the structural and sacrificial material, respectively.
SSM technologies can include as many as five layers
of structural and sacrificial material that can be
interconnected. SSM technology is generally limited
to individual film thicknesses of 2 to 6 µm with
an overall device thickness of <15 µm. Since the
multiple layers can be connected during fabrication,
the resulting devices are assembled as they are
fabricated, thus relieving a very difficult task that gives
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Figure 3 Dominant MEMS fabrication technologies. (Courtesy Sandia National Laboratories.)

SSM technology a large advantage for applications
involving large arrays of devices. SMM technology has
had several commercial successes in the last decade,
which include optical mirror arrays7 and inertial
sensors.8 Both of these applications include integrated
microelectronics for sensing and control functions.

The LIGA technology was demonstrated in the
1986.9 This technology can fabricate devices with
small critical dimension and high aspect ratio (i.e.,
thickness/width) with electroplated metallic materials.
The metallic LIGA parts can be used directly or as a
die for an injection molding process to produce plas-
tic parts. This gives this technology the advantage in
applications requiring a broader set of materials. LIGA
technology has been used to fabricate piece parts such
as springs, gears, and fluidic channels. Many applica-
tions require the LIGA piece parts to be assembled to
perform their function. However, assembly of devices
at the microscale is quite challenging, due to the large
surface forces that exist at that scale.

Sacrificial surface micromachining and bulk micro-
machining are the MEMS fabrication technologies
most relevant to production of noise and vibration sen-
sors. However, each of these fabrication technologies
has advantages and disadvantages relevant to the pro-
duction of noise and vibration sensors as shown in
Table 1.

2.3 Integration of MEMS and Electronics
(IMEMS)
Of the three MEMS fabrication technologies previ-
ously discussed, surface micromachining is the most
amenable to integration with electronics to form an

Table 1 Comparison of Bulk Micromachining and
Sacrificial Surface Micromachining

Bulk Micromachining
Sacrificial Surface
Micromachining

Advantages 



Volume production
Large seismic masses (high

aspect ratio etches)
Low cost in volume

production

Lower cost fabrication facilities

On-chip integration of
electronics




Complex electrode
structures and
interconnection

Disadvantages
Package level integration of

electronics
Thin layers (limited

seismic mass)
Device complexity limited High-cost fabrication

facilities

IMEMS process. There are several challenges to the
development of an IMEMS process:

• Large Vertical Topologies Microelectronic fab-
rication requires planar substrates due to the
use of precision photolithographic processes.
Surface micromachine topologies can exceed 10
µm due to the thickness of the various layers.

• High-Temperature Anneals Mitigation of the
residual stress of the surface micromachine
structural layers can require extended period
time at high temperature (such as several hours
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at 1100◦C for polysilicon). This would have
adverse effects due to the thermal budget of
microelectronics that is limited due to dopant
diffusion and metallization.

There are three strategies for the development of
an IMEMS process.10

• Microelectronics First This approach over-
comes the planarity restraint imposed by the
photolithographic processes by building the
microelectronics before the nonplanar microme-
chanical devices. The need for extended high-
temperature anneals is mitigated by the selec-
tion of low-temperature anneal MEMS materi-
als (e.g., aluminum, amorphous diamond) and/or
selection of the high-temperature microelec-
tronic metallization (e.g., tungsten instead of
aluminum), which make the MEMS and micro-
electronic processing compatible. An example of
this approach includes an all-tungsten comple-
mentary metal–oxide–semiconductors (CMOS)
process that was developed by researchers at
Berkeley Sensor and Actuator Center.11

• Interleave the Microelectronics and MEMS
Fabrication This approach may be the most
economical for large-scale manufacturing since
it optimizes and combines the manufactur-
ing processes for MEMS and microelectron-
ics. However, this requires extensive changes
to the overall manufacturing flow to accommo-
date the changes in the microelectronic device or
the MEMS device. Analog Devices has devel-
oped and marketed an accelerometer and gyro-
scope that illustrates the viability and com-
mercial potential of the interleaving integration
approach.12

• MEMS Fabrication First This approach fab-
ricates, anneals, and planarizes the microme-
chanical device area before the microelectronic
devices are fabricated, which eliminates the
topology and thermal processing constraints.
The MEMS devices are built in a trench that is
then refilled with oxide, planarized, and sealed
to form the starting wafer for the CMOS pro-
cessing. Figure 4 is an example of a three-axis
accelerometer fabricated in the MEMS fabrica-
tion first approach.

3 SCALING ISSUES
Microelectromechanical Systems technology has
allowed the design and engineering of systems that
can be 1000 times smaller than previously achieved.
At these large changes in scale, our macroworld intu-
ition of the relevant physics may be erroneous. Our
engineering intuition at the microscale may be change
due to:

• Physical phenomena scale at different rates that
changes their relative importance

Figure 4 Multiaxis accelerometer fabricated in the
MEMS first IMEMS process. (Courtesy Sandia National
Laboratories.)

• Entering different physics regimes at a particu-
lar scale

To evaluate the impact of scaling, we will consider
an isomorphic scaling of the system geometry (i.e., all
dimensions scaled equally). A dimension of length X0
can be scaled to a smaller dimension Xs by a scale
factor, S [Eq. (1)]. Since we are studying the effect of
scale reduction, 0 < S ≤ 1. The scaling of area and
volume may be considered in a similar manner:

Xs = SX0 (1)

Two fundamental parameters describing a mechan-
ical system are the mass and stiffness. Since the mass
is simply the product of volume and density, the mass
scales as S3 (i.e., the mass is decreasing with the cube
of the scale factor):

Ms = ρS3V0 = S3M0 (2)

The stiffness describes the ability of a mechanical
system to resist applied forces. Stiffness, K , is the
ratio of the force applied to the resulting deflection.
Equation (3) shows the proportionality relationship
between beam bending stiffness and Young’s modulus
of the material, beam width, and thickness. Isomorphic
geometric scaling shows that the bending stiffness,
Kbending, reduces proportionally with the size scale:

Kbending ∝ Ewt3

L3
∝ S (3)

Since the mass and stiffness of a system are
changing at significantly different rates, the system
dynamics will be affected. For example, the natural
frequency of a one-degree-of-freedom mechanical
system is defined as the square root of the stiffness
divided by the mass [Eq. (4)]. The scaling parameters
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for mass and stiffness that have been developed above
have been inserted to show that as a system reduces
in scale, S the natural frequency scales, by 1/S. This
means the natural frequency increases for system scale
reductions. The effect is due to the stiffness decreasing
more slowly than the mass for a reduction in size:

fn = 1

2π

√
K

M
∝

√
K

M
∝

√
S

S3
∝ 1

S
(4)

It has been noted that MEMS-scale devices are
more rugged in mechanical shock and vibration envi-
ronments than their macroworld counterparts. MEMS
inertial sensors have been shown to survive shock envi-
ronments of tens of thousands of g’s.13 However, the
scaling of natural frequency also reduces the mechani-
cal sensitivity of the device, which motivates the use of
IMEMS technology to increase the electrical sensitiv-
ity and reduce parasitics, which degrade performance.

Ratios such as the area-to-volume ratio are sig-
nificant in many engineering fields, especially fluid
dynamics and heat transfer. The area–volume ratio
scales as the inverse of S [Eq. (5)]. Therefore, as sys-
tems are reduced to the MEMS scale, the area–volume
ratio increases; this implies that physical phenomena
sensitive to the area–volume ratio will change from
our heuristic macroworld expectations. For example,
heat transfer at the microscale occurs very rapidly. This
scaling of the area–volume ratio makes surface forces
and surface tension significant at the microscale:

As/Vs = 1/S(Ao/V0) (5)

Brownian noise, also called thermal noise or
Johnson noise for electrical systems, is a low-
level noise present in both electrical and mechanical
systems. This noise source becomes significant for
MEMS devices due to small size.14 This thermal
noise is present everywhere in our environment and
is due to such things as the vibrations of atoms in
the materials from which a device is made and the
environment in which the device operates. Thermal
noise is a function of temperature of these materials.
The mechanisms that couple these thermal vibrations
to the mechanical or electrical device of interest are
the energy dissipation mechanisms (i.e., damping for
mechanical devices, resistance for electrical devices).
As a device is reduced in size, these thermal noises or
vibrations become significant for MEMS-scale sensors.
The total noise equivalent acceleration (TNEA) due to
thermal noise of an inertial sensor is given by Eq. (6).
TNEA is the minimum acceleration that can be sensed:

TNEA =
√

4KBT ωn

QM
(m/s2

√
Hz) (6)

where T = temperature (Kelvin)

KB = Boltzmann constant(1.38 × 10−23J/K)

ωn = natural frequency

Q = quality factor

M = mass

4 SIGNAL TRANSDUCTION METHODS

4.1 Piezoresistance

The piezoresitive effect was first discovered by Lord
Kelvin in 1856, which lead to the use of metal and foil
strain gauges that have been used for many years. The
piezoresistive effect is a change in electrical resistance
of a material due to applied mechanical strain. The
discovery of the piezoresitive effect in silicon15 in
1954 had significant impact in the development of
MEMS for the following reasons.

• Integration with MEMS devices and microelec-
tronics is possible due to material compatibility.

• Integration of the piezoresistive material and the
MEMS device allow good transmission of strain
without hysteresis or creep.

• The piezoresistive effect in silicon is over an
order of magnitude greater than metals.

• MEMS fabrication processes allow good match-
ing of resistors utilized in the Wheatstone
bridge sensing circuits.

As a result of these advantages, piezoresistive sensing
has been used as a transduction method for MEMS
pressure and inertial sensors for many years. Piezore-
sistance transduction does not require on-chip electron-
ics, which allows for lower cost, however, piezoresis-
tive sensing may be limited by the Johnson noise of
the resistors.

4.2 Capacitance Sensing

Electrostatic capacitance sensing is a frequently used
transduction method for MEMS devices since capaci-
tors with small electrode spacing may be readily made
and integrated into the device. Matched capacitors
can be readily made with MEMS fabrication technol-
ogy, which enables differential sensing. Differential
capacitors can be fabricated in such a manner that
the two capacitors have the near equal capacitance
in the unperturbed position, and change by equal and
opposite amounts as the structure is deflected. The dif-
ferential capacitor structure enables differential sensing
that can cancel many adverse or common-mode effects
to first order. Changing two capacitors by the same
amount is a common-mode effect to which a differen-
tial capacitor structure does not respond.

The size of the capacitors utilized in MEMS devices
are small, generally a fraction of a picofarad. The
variation of the nominal capacitance that is to be
sensed to provide the dynamic signal of interest is in
the femtofarad range or less. There are also undesirable
stray capacitances called parasitic capacitances that
can interfere with capacitance sensing electronics.
The parasitic capacitances will increase the overall
electrical time constant of the device and limit the
frequency at which it can be electrically charged
and discharged, which will have an adverse affect
on the sensor interface. Therefore, capacitive sensing
typically required an integrated MEMS and electronics
process where the electronics is on the same substrate



790 PRINCIPLES OF NOISE AND VIBRATION CONTROL AND QUIET MACHINERY DESIGN

adjacent to the MEMS device. This will minimize
the parasitic capacitances and increase the device
sensitivity. Capacitance transduction is frequently used
for high-resolution MEMS sensing.

5 MEMS PHYSICAL SENSORS
Since 1980 the MEMS field has made dramatic
progress. MEMS fabrication processes have matured,
enabling increased commercialization of MEMS appli-
cations that include optical mirror arrays for dis-
plays, inertial sensors, and DNA (deoxyribonucleic
acid) analysis systems. This section will discuss the
implementation of MEMS physical sensors such as
accelerometers, gyroscope, pressure, and noise sen-
sors. The use of MEMS noise and vibration sensors
can provide significant advantages that include:

• Low-cost large-volume production
• Multiple devices within the same package
• Improved time response of the system
• Sensor arrays that may be be used for direction-

ality or intensity measurements

5.1 Microelectromechanical Systems
Accelerometers
Microelectromechanical Systems accelerometers have
found applications ranging from measurement and con-
trol to inertial navigation. MEMS implementations of
accelerometers have found a large commercial market
in automotive airbag deployment systems.8 The basic
components of an accelerometer consist of the inertial
mass, suspension, and sensing element (Fig. 5). The
inertial mass suspension will deflect under accelera-
tion. The sensing element will measure the relative
deflection, Z, of the inertial mass and accelerometer
case. The transduction can be accomplished by a num-
ber of means, but the most common for MEMS devices
are piezoresistive and capacitance:

MZ̈ + CŻ + KZ = Mÿ (7)

The mechanical sensitivity of an accelerometer, SM ,
is the relationship between the relative deflection

Y

X

Z

M

K C

Housing

Figure 5 Schematic illustration of an accelerometer.

of the inertial mass and case, Z, and the input
acceleration, Ÿ . Since the operating range of the
accelerometer is at low frequency, where ω ≈ 0, an
acceleration input to the system may be approximated
by a constant acceleration balanced by the suspension
[Eq. (8)]. Hence the mechanical sensitivity, SM , of
an accelerometer is shown in Eq. (9). Figure 4 is
an example of a capacitance-sensed accelerometer
fabricated in the MEMS first IMEMS process:

KZ = MŸ (8)

SM = M

K
= 1

ω2
n

(9)

5.2 Microelectromechanical Systems
Gyroscopes
A gyroscope is an instrument for measuring angu-
lar rate (i.e., the rate an object turns). A vibratory
gyroscope has been the principal approach for imple-
mentation in MEMS technology. Vibratory gyroscopes
are based on Coriolis acceleration , which is acceler-
ation produced due to the changing direction in space
of the velocity of the body relative to the moving sys-
tem.

For example, consider a mass M moving along
a radial path on a platform rotating with angular
velocity �, shown in Fig. 6. The tangential velocity,
Vt , increases as the mass moves further from the center
of rotation [Eq. (10)]. For the mass to move outward
(i.e., r increases) on a radii relative to the platform the
tangential velocity will need to increase:

Vt = �r (10)

The rate of increase of the tangential speed
caused by the radial velocity, Vr , in a rotating
system is Coriolis acceleration, aCoriolis. An additional
component of Coriolis acceleration arises from the
changing direction of the radial velocity, which yields
the following expression for Coriolis acceleration:

Acoriolis = 2� × Vr (11)

Vr

r

M
aCoriolis = 2Ω × Vr 

Vt = Ωr 

aCoriolis

Ω

Figure 6 Illustration of Coriolis acceleration.
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Figure 7 Tuning Fork Gyro (TFG) Schematic.

A vibratory gyroscope is comprised of a resonator
that will oscillate a body along one axis and measure
the orthogonal movement or force on the body due
to Coriolis acceleration. The detection of Coriolis
acceleration is the basis of a vibratory gyroscope.

Figure 7 is a schematic of a type of vibratory
gyroscope known as a tuning fork gyroscope (TFG)
that is being driven along the x axis, the rotation
rate to be measured, �, is along the z axis, and the
Coriolis acceleration response is sensed along the y
axis. Equations (12) and (13) are the equations of
motion (force balance) for the body in the drive and
sense axes, respectively. These are a system of coupled
second-order equations that are coupled via the
Coriolis acceleration terms. The physical mechanism
for a vibratory gyroscope is the transfer of energy
from one resonator axis to another via the Coriolis
acceleration coupling. The suspension for this device
can have a unique natural frequency, ωx, ωy , and a
unique damping ratio for ζx, ζy each axis [Eq. (14)].
Frequently, ωy is designed to be slightly less than ωx ,
which will provide a modest mechanical gain without
significant bandwidth or phase shift reductions.

The gyroscope will require the mass to be driven
in the x axis a force, Fx , which is generated by
electrostatics. The drive amplitude is very accurately
controlled by an automatic gain control feedback loop
since any variation will directly contribute to sensor
error. Because the oscillatory drive portion of the
gyroscope [Eq. (12)] is fixed to a high degree of
accuracy by the gain control loop, Eq. (13) governs
the dynamics of the gyroscope response. Since the
Coriolis term input to Eq. (13) is a modulated signal,
the gyroscope output will need to be demodulated to
extract the rotation rate signal.

Erroneous signals (quadrature error), which con-
taminate the Coriolis signal, can be generated by
dynamic force imbalances (stiffness, mass, electro-
static) in the vibrating structure. Quadrature errors can
be minimized by error cancellation or synchronous
detection methods to extract the Coriolis signal:

ẍ + 2ζxωx ẋ + ω2
xx = 1

M
Fx − 2�ẏ (12)

ÿ + 2ζyωy ẏ + ω2
yy = 2�ẋ (13)

ωy =
√

Ky

M
ωx =

√
Kx

M
(14)

The first silicon integrated micromachined vibra-
tory gyroscope was described by O’Connor and Shupe
in 1981.16 In the ensuing years, development of a
MEMS gyroscope was spurred by the lure of a low-
cost, mass-producible instrument. The configuration
that has been employed both for macroscale and
MEMS vibratory gyroscopes is the tuning fork gyro
(TFG) (Fig. 7). The TFG consists of two plates that
are driven in an antiphase manner (i.e., both plates
move outward and inward relative to the center axis).
The rotational field will cause the plates to move
perpendicular to the substrate in opposite directions.
This configuration enables differential sensing that will
allow common-mode signals such as external acceler-
ations to be rejected. The use of two masses vibrating
in antiphase also causes momenta to cancel locally
and make the gyroscope less sensitive to mount-
ing. The two masses may have coupled or separate
suspensions. Two MEMS TFGs have been success-
fully developed for commercial applications by Draper
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Laboratories17,18 and Analog Device.19 Both of these
gyroscopes have achieved resolutions in the low tens
of degrees per hour range. The applications for a gyro-
scope such as this include tactical grade navigation,
platform stabilization, automobile skid control, and
stabilization.

The development of a MEMS spinning mass gyro-
scope was initially inhibited due to the lack of low fric-
tion bearings and the significant stiction and adhesion
forces at the microscale. However, promising research
on the development of an electrostatic levitated spin-
ning mass MEMS gyroscope is proceeding.20,21 This is
an ambitious approach due to the necessity of closed-
loop control to stabilize the levitation, in addition to
driving the spinning mass and sensing its deflections
due to precession. This approach is currently in the
research stages with no MEMS spinning mass gyro-
scope commercial products available.

5.3. Microelectromechanical Systems
Pressure and Noise Sensors

Most pressure sensors for greater than atmospheric
pressure utilize a deformable diaphragm between a
reference cavity containing a known pressure or
a vented cavity, for absolute or relative pressure
measurements, respectively. The deflection of the
diaphragm is the measure of pressure that can be
sensed by capacitative or piezoresistive means. The
pressure sensor may measure absolute pressure, which
has a vacuum or a reference pressure on one side
of the diaphragm. Alternatively, a gauge pressure or
differential pressure sensor would have one side of the
diaphragm vented to atmosphere or to another pressure
that would be a reference for the measurement.

Pressure sensors may be fabricated with bulk
micromachining methods to form the cavity and
diaphragm. The shape of bulk micromachined cavi-
ties are restricted by crystal orientation if anisotropic
etching is use. The shape of surface micromachined
pressure sensors are not restricted since they are pho-
tolithograhically defined. Figure 8 shows a surface
micromachined pressure sensor22 which has a 2-µm-
thick diaphragm, 200-µm diameter that is piezoresis-
tively transduced.

A microphone is a dynamic pressure sensor where
frequency response and mechanical sensitivity are
important. The acoustic resistance and squeeze film
damping between the diaphragm and stationary cav-
ity typically minimize the effectiveness of a MEMS
pressure sensor as a microphone. The design of
the pressure sensor is typically modified through
the use of perforated stationary plates23 and vent-
ing into a larger cavity to produce a microphone
with a flat frequency response over a broad frequency
range. Piezoresistive24 and piezoelectric25 MEMS
microphones have been reported as well as MEMS
hydrophones.26

6 CONCLUDING REMARKS

The MEMS industry is thriving and growing rapidly
largely due to the diversity of applications in which

Figure 8 Surface micromachined pressure sensor.22

(Courtesy Sandia National Laboratories.)

MEMS devices provide a solution. For example,
today’s automobiles have a number of MEMS sen-
sors, which include accelerometers, gyroscopes, pres-
sure sensors, wheel speed sensors, and oil condition
sensors.27 MEMS devices can produce unique capabil-
ities for noise and vibration applications due to their
small size, which will minimize the mass loading effect
during measurement and the use of multiple sensors or
arrays in one package that will enable unique measure-
ment and diagnostic features.
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CHAPTER 66
DESIGN OF LOW-NOISE MACHINERY

Michael Bockhoff
Ingénierie Bruit et Vibrations
Centre Technique des Industries Mécaniques (CETIM)
Senlis, France

1 INTRODUCTION
This chapter presents a systematic approach aimed at
integrating noise control aspects into the design pro-
cess of entirely new machines or of machines to be
redesigned partially. The main task of a designer of
machines is to find solutions and to set up means
that ensure the principal functions expected of the new
machine. Generally, the choices and technical possibil-
ities are limited by a group of additional requirements
relative to cost, user friendliness, pollution, noise, and
the like, which are difficult to reconcile; in particular,
the function of low noise emission is not always com-
patible with parameters such as low cost, lightweight,
and compactness.

Low-noise design is an important feature in many
types of machinery, such as industrial machinery
and equipment for the protection of operators, trans-
portation systems, machinery used outdoors to reduce
annoyance in residential neighborhoods, mechanical
and ventilation equipment in buildings, household
appliances, and car equipment to improve the comfort
of passengers.

To meet the requirements of low-noise design in
such a broad range of applications, the designer needs
a general approach to machinery noise problems.
Therefore, methodology for low-noise design needs to
cover acoustical analysis and evaluation of the whole
machine, its components, and underlying mechanical
principles. It also must include rules and recommen-
dations for noise reduction applicable at the different
stages of the design process. Designers of machinery
must be able to evaluate different possible design solu-
tions with respect to noise criteria and to select the
most appropriate one.

2 DESIGN PROCESS AND NOISE CONTROL
2.1 Background
During the last 50 years general design methodolo-
gies have been set up, especially in Germany, and
improved continuously.1–4 A review is presented in
Ref. 5. More recent works include also computer-
assisted approaches.6,7 Noise control of machinery
is presented in most textbooks dealing with techni-
cal acoustics and vibrations.8–11 The methodical link
between both noise control and design has been devel-
oped more recently, mainly in Europe.12–18 Some of
these authors (together with the author of this chapter)
have participated—in the frame of the International
Organization for Standardization (ISO)—in an elab-
oration of a technical report on this matter.19 Some

dedicated software has also become available: The
EQUIP+ system was initially developed as prototype
software within the scope of a European Brite-Euram
project EQUIP.20 The current version is the result of
further development by TNO TPD, Netherlands. It
consists of an information system and a noise path
modeler for visualizing and quantifying the noise situa-
tion of machinery. The PRONS system (Product Noise
Synthesiser) has similar features; issued from another
European research project,21 it is marketed by Head
Acoustics GmbH, Germany.

Most of the acoustical concepts and methods used
in this chapter are mentioned without any further
theoretical development because they are already pre-
sented in detail in other chapters: for example, mea-
surement techniques in Part V (especially Chapters 43
to 50), modeling techniques in Chapters 7, 8, and 17,
and methods for noise and vibration control in Parts
VI and VII.

2.2 Concept of Low-Noise Design

Modern design procedures, used today by mechanical
engineers, proceed in well-defined steps. Starting from
a level of low knowledge about the future object,
the following stages integrate successively the needed
information and become more and more specific.

The concept of low-noise design of machinery is
based on the same approach, but in addition it integrates
at each step of the process the appropriate noise control
aspects. Figure 1 shows a complete four-step scheme
(according to Ref. 19) where the left column represents
the general design process and the right column the
needed inputs of acoustical knowledge at each step.

Clarification of Task At this stage the functional,
economical, and safety requirements for the future
product have to be listed, including noise specifica-
tions. Depending on the specific design task, these
specifications will make reference to

• Legislation
• State of the art
• Requests from clients
• Products of competitors
• Sales arguments, and so forth

Conceptual Design Here potential solution prin-
ciples have to be compared and the most appropri-
ate ones selected. Knowledge on the final product
is still limited; nevertheless, first statements on noise
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Design Process 

Clarification of general requirements 
(functions, cost, safety aspects,…) 
State of the art 
List of specifications

Search for solution principles 
Comparison of different  principles 
Selection of appropriate principles 

Choice of  layout, components, 
materials, dimensions 
Comparison (modeling, 
computation) 
Selection of details 

Evaluation and improvement of 
general behavior :

Functional checks
Modifications
Comparison with reference 

Clarification of requirements concerning  
noise behavior:

Legal limits, standards 
Request from clients 
State of the art, sales argument...

Acoustical experience and knowledge for 
rough comparison of different solutions:

Experience and examples 
Literature, drawings
Acoustical rules 
Formulas…

Acoustical experience and knowledge for  
quantitative evaluation of different
solutions: 

Source strength of partial sources 
Acoustical modeling, ranking 
Dedicated software (FEM, SEA,…) 

Evaluation and improvement of 
noise behavior :

Noise measurements 
Modifications for noise reduction 
Final testing and comparison with
reference 

1   Clarification of Task 

2   Conceptual Design 

4 Prototyping

Clearance for Series 

Design Task 

3   Detailed Design 

Noise Control 

Figure 1 Stages of the design procedure.

behavior can be made by comparison to existing prod-
ucts, literature, former experience, and the like.

Detailed Design Next, the general layout of the
machine, basic materials, and individual components
are defined. At this point it becomes easier to make
reasonable estimates for the expected noise emission
and to compare different design options.

Prototyping Once the first prototype is built, noise
and vibration measurements allow checking the overall
behavior. In general, the results will not yet comply with
the specifications and design improvements are needed.
At this stage it becomes necessary to quantify major
noise sources and sound paths. A priority list of noise
control measures has to be set up that can potentially
be implemented to reduce the noise emission.
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3 CLARIFICATION OF TASK
To set up noise specifications for the future product,
it is necessary to define first the noise emission
quantities and corresponding measurement procedures
(standardized or not) to be used and noise emission
values serving as design targets.

Typical quantities are, for example:

• A-weighted sound power level LWA according
to ISO 3744 series

• A-weighted emission sound pressure level LpA
at the workstation according to ISO 11200
series

• Sound pressure spectra in one-third-octave
bands at selected measurement points

• Psychoacoustic parameters such as loudness,
roughness, sharpness, and the like

The targets can be defined, for example, with the help
of:

• Legal limits existing for specific products
• Limits required by clients
• State of the art
• Company-specific requirements, and the like

4 CONCEPTUAL DESIGN
In general the determination of absolute noise val-
ues (e.g., by using rough empirical formulas) is dif-
ficult and only a ranking of solution principles can be
achieved. Sometimes the differences between princi-
ples can be estimated from acoustical rules. Since in
any design solution each functional system is linked
to a physical operation principle, both have to be con-
sidered for the choice of a design concept.

Basic Rule The mode of operation with the lowest
speed and changes in speed (acceleration) will generally
provide the best acoustical solution. That applies to the
motion of solid parts as well as to liquid and airflow.

It can be concluded that in the following ranking of
dynamic principles an increasing improvement should
be expected with the later solutions:

• Shock or impact
• Oscillating motion (back and fourth)
• Continuous translation or rotation

5 DETAILED DESIGN
5.1 Acoustical Modeling
To prepare a quantitative estimate of the noise emission
of the future product, it is useful to set up an acoustical
model, which distinguishes between the different types
of noise and visualizes its global noise behavior. The
basic model, which illustrates the principle, is shown in
Fig. 2.

Here it is assumed that the noise generation mech-
anism (NGM) is a simple force F(ω). The machine is

F(ω) W(ω)

Generation–Transmission–Radiation

v0(ω)

v(ω)

A0(ω)
T(ω)

σ (ω)

S

Figure 2 Basic acoustical model of a machine. F(ω),
excitation force; v0(ω), input velocity; v(ω), sur-
face-averaged mean velocity; A0(ω) = v0(ω)/F(ω), input
mobility; T(ω) = v(ω)/v0(ω), transfer function; σ(ω), radia-
tion efficiency; S, machine surface; W(ω), radiated sound
power; ω = 2πf, angular frequency.

characterized by an input mobility A0(ω) and a trans-
fer function T (ω); its response is given by the input
velocity v0(ω) and by the resulting vibration veloc-
ity, averaged over the surface S, v(ω). The radiation
behavior is controlled by the radiation factor σ(ω),
which, together with the surface S, determines W(ω).
It is then possible to express the radiated sound power
W(ω) as a function of F(ω) by the following equation:

W(ω) = ρcσ(ω)ST 2(ω)A2
0(ω)F 2(ω) (1)

or
W(ω) = ρc(ω)SA2

T (ω)F 2(ω)

with

AT (ω) = T (ω)A0(ω) (transfer mobility)

In logarithmic form this becomes

LW (ω) = LF (ω) + LSA2
T
(ω) + Lσ(ω) (1a)

The mechanical excitation of a structure can be
considered to be force controlled when the load due
to the structure has no significant influence on the
force. This is the case when the input mobility of
the structure is negligible compared with the internal
mobility of the source component. (Examples: heavy,
massive steel structures such as combustion engines,
gear boxes, etc., excited by small components.)

The other limiting case is the vibration controlled
excitation, which is observed when the input mobil-
ity of the structure is much higher than the internal
mobility of the source. (Examples: lightweight struc-
tures such as platelike covers, panels of enclosures,
etc., excited by heavy machinery parts.) In that case the
radiated sound power can be calculated by a slightly
modified equation:

W(ω) = ρcσ(ω)ST 2(ω)v2
0(ω) (2)

The representation in Eq. (1a) of the sound power
level LW(ω) as a sum of three terms that reflect
different physical mechanisms can be very helpful
for understanding the acoustical chain and the pos-
sibilities of noise reduction. Figure 3 shows a graphic
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lg ω 

Structure :  Steel plate S = 0.70 × 0.45 m2

e = 8 mm
e = 16 mm

Excitation : repeated, rectangular shocks

LF(ω) Lσ(ω)LSA2T(ω)

logω logω logω

LW(ω)

Figure 3 Graphic illustration of Eq. (1a). The resulting sound power level is the sum of partial levels representing
contributions of generation, transmission, and radiation.

illustration of Eq. (1a): The “machine” structure is a
simply supported steel plate and the excitation is given
by repeated (rectangular) shocks. The plotted spectra
have been strongly simplified. LF (ω), for example,
which in reality is a line spectrum, has been replaced
by its envelope, approximated by two straight lines.
To show how this representation can reveal typical
(antagonistic) trends in noise reduction, the curves
are plotted for two values of plate thickness e but
unchanged excitation. It is seen that in some frequency
bands increased thickness reduces noise radiation, but
in others (due to a higher radiation coefficient) noise
radiation is even stronger.

In practice, calculations may be much more com-
plex than suggested by Eq. (1) or (2) because real
excitations are generally more complex (not simple,
pointlike forces or vibrations, oriented in a direc-
tion perpendicular to the surface but combinations of
forces and torque or situations where both, force and
vibration, have to be considered, etc.). Nevertheless,
Eqs. (1) and (2) show at least the general trend and
point out already the parameters on which noise con-
trol actions could be taken.

The first step for setting up an acoustical model is to
divide the machine in active and passive components:

• Active components are characterized by the
presence of one or more noise generation mech-
anisms (NGM) (such as impact, unbalance,
pressure fluctuations, turbulence).

• Passive components do not generate noise; they
only transmit noise to other machine parts or
radiate it to the outside.

In the next step NGMs and active components, divided
into structure-borne, liquid-borne, and airborne types,
should be detailed and located. Then the transmission
paths of all contributions have to be analyzed. Finally,
the potential radiating surfaces have to be identified.

To avoid confusions, two domains have to be
distinguished when describing the causal chain of noise
generation: When acoustical mechanisms are analyzed,
the causal chain is presented in terms of generation–
transmission–radiation. When the physically involved
machinery components are considered, the chain is
presented in terms of source–path–surface. This
representation is generally the more convenient for
the designer. The graphic representations of these two
domains are different. Figure 4 shows both for the
example of a lawnmower.

The building of a visual model of the machine
is an important step in the characterization of the
noise situation, even if designers often would prefer
to establish directly a more sophisticated calculation
model. Therefore, the central module of the EQUIP+
software, mentioned in Section 2.1, is a noise path
modeler. This software allows to set up rather quickly
a component-based model by selecting noise relevant
components, a receiver, and appropriate links. As
an illustration, Fig. 5 presents the noise path model
obtained for a diesel unit, which can be considered
as a zoom-in on one of the main components (the
“engine”) of the lawnmower model shown in Fig. 4.
(Except lawnmowers are usually powered by gasoline
engines and actual enclosures are generally very partial
ones.)

Sometimes an even more detailed description of
the machine may be needed. For example, if the radia-
tion from the enclosure is dominant, it is necessary to
distinguish between contributions from different walls
and from openings. Generally, these improvements
will be introduced only after a first ranking of con-
tributions.

5.2 Ranking
To identify the dominant contributions to the overall
noise, a ranking has to be made within each of the three
steps of the chain (generation–transmission–radiation)
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Figure 4 Acoustical models of a ride-on lawnmower. (a) NGM-based model and (b) component-based model.

and for each noise type (structure-borne, liquid-borne,
and airborne). If no particular information from similar
products or former design solutions is available,
the ranking will remain rough and qualitative, and
conclusions have to be confirmed later during the
prototype stage. Improvements of the prediction need

detailed input data and computation tools such as finite
element models (FEM), SEA, or analytical models.

5.3 Rules for Noise Control

Once the dominant sources with their transmission
paths and radiation areas are identified, improved
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Figure 5 Noise path model of a diesel unit, built with EQUIP+ software. (Courtesy TNO Delft, The Netherlands.) Square
icons, components; circular icons, noise generation mechanisms (NGMs). Full arrows, structure-borne noise paths; dotted
arrows, airborne noise paths.

design solutions can be elaborated. It is recommended
to consider, first, the active components and, second,
the passive components (transmission paths and radi-
ation). Among the sources, of course, the dominant
contributions have to be controlled first. Tables 1 to 3
present general design rules for the control of genera-
tion, transmission, and radiation of noise.

6 PROTOTYPING
6.1 General
The purpose of actions undertaken in this stage is
to obtain compliance with target values such as
legal or contractual limits, company targets (product
improvement), or the state of the art (comparison with
competitors). The procedure is generally an iterative
one with the following steps:

Measurements
• Overall check: When compliance with the

design tasks is achieved, the acoustical part of

prototyping is finished, otherwise the procedure
continues.

• Detailed measurements (research of predomi-
nant sources and transmission paths)

Evaluation
• Ranking of sources
• Planning of noise control measures (priority

list)
Modification
• According to priority list

6.2 Measurements
6.2.1 Overall Check Target values are very often
single numbers that can be measured rather easily
according to standardized test codes or other sim-
ple procedures defined in advance (A-weighted sound
power level LWA, A-weighted emission sound pres-
sure level LpA at the workstation or at specific posi-
tions, etc.).
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Table 1 Design Rules to Control Noise Generation

Generation

Noise Type NGM Design Rules

Airborne Turbulence Avoid obstacles in the flow and flow over cavities (generation of pure tones)
Smooth flow profile
Minimize flow velocity (increase diameter of ducts)
Reduce pressure drops along the flow
For jets, improve outlet geometry (minimize velocity changes across the jet)
For nozzles, replace single hole outlet by multiple holes of smaller diameter (shift of

dominant noise to nonaudible frequencies)
For fans, minimize tip speed and increase clearance between rotor and casing

Pulsation Avoid obstacles near rotating blades of fans, turbines, etc.
(generation of tonal noise)

Smooth pressure pulsation (i.e., lower amplitude of pulses, increase rise time of
pulses)

Shock Slow down pressure–time variation when releasing pressurized gas
In supersonic flows reduce flow velocity

Liquid borne Turbulence,
pulsation,
shock

Same rules as for airborne noise

Cavitation Avoid that static pressure along the flow drops below vapor pressure
Smooth flow profile of pumps and valves
Keep suction line short
Place pump outlet higher than inlet
Use a flow resistance in the outlet (creates a counterpressure)
Reduce flow speed

Structure borne Impact Reduce the mass of impacting body
Increase the fixed mass
Avoid loose parts and play

Tooth meshing Use helical gears
Increase the number of teeth
Improve tooth profile quality
Use plastics for low load

Rolling Increase flexibility in the contact area
Use precision roller bearings
Reduce tolerances in housing
Use proper lubrication
Keep rolling surfaces smooth

Inertia Optimize steadiness of motion (no accelerated masses)
Reduce inertia forces by proper balancing

Friction Reduce friction by appropriate choice of materials
Reduce friction by lubrication

Electromagnetic Optimize shape of poles in electric motors
fields Optimize number and position of slots in electric motors

For transformers reduce magnetostriction by selection of proper core material

In practice, problems may nevertheless occur in the
choice of the test site:

• When the machine cannot be mounted in an
acoustical test room—This generally is the case
with big machines or when auxiliary equipment
is needed (driving unit, fluids, etc.).

• When the nominal operating conditions cannot
be achieved easily (e.g., lack of material or
insufficient power).

If noise measurements are to be made at arbitrary
industrial locations, preliminary tests are necessary to
qualify the test environment (background noise, rever-
beration). Commonly used procedures are based on

outdoor measurements (no reverberation), measure-
ments during night (no background noise) or mea-
surements at the customer’s site (auxiliary equipment).
If no particular (standardized) test code is prescribed,
the choice of the measurement method and appropriate
instrumentation have to take into account the nature of
expected noise.

6.2.2 Detailed Measurements When the overall
check has revealed unacceptable high noise levels,
more detailed measurements are needed to understand
the noise generation mechanisms and to define noise
control measures. As shown in Fig. 6, the analysis
should be focused on the basic elements used in the
design stage, but in a different order of the steps.
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Table 2 Design Rules to Control Noise Transmission

Transmission

Noise Type Noise Reduction Technique Design Rules

Airborne Enclosure Use isolating panels lined inside with an absorbing material
Minimize leaks
Use silencers for functional openings (ventilation, rotating shafts,

pipes, transport of material and parts)
Avoid rigid connections between machine and enclosure

Screen Use isolating panels lined on the source side by an absorbing
material

Screens may be used when only a limited area has to be protected
(workplace)

Silencer For broadband noise (medium and high frequencies) use
absorption-type silencers

For narrow-band noise (low and medium frequencies) use
reactive-type silencers

For compressed air discharge use pneumatic expansion silencers
Liquid borne Use hoses instead of rigid pipes

For broadband noise use accumulators
For narrow-band noise use side-branch-type silencers

Structure
borne

Isolation For low frequencies use elements or layers that are more resilient
than source and receiver

For high frequencies add a heavy foundation between source and
receiver

Damping Add damping only when the initial damping is low
Apply damping near the source
Use damping layers on thin plates only
Damping of transmission can only be expected above the

frequency of first bending mode

Table 3 Design Rules to Control Noise Radiation

Radiation

Noise Type Design Rules

Airborne Optimize radiation directivity by placing
the radiating openings in remote areas

Fit the radiating openings with silencers
or screens

Structure borne Reduce the surface of radiating parts
[see Eqs. (1) and (2)]

Reduce radiation efficiency (decrease
the thickness of plates or use
perforated plates)

At this stage there is no more need for standardized
methods but for some intuition! It is recommended to
start with simple techniques and to increase complexity
only if necessary. In the simple case of one dominating
sound source and a small number of transmission paths
and radiating parts, qualitative information may be
sufficient to decide on the measures to be taken. In most
cases however, it will be necessary to obtain quantitative
information as well (i.e., the source strengths, transfer
functions of transmission paths, radiation factors, etc.).

Typical escalation in complexity may be:

• Listening to noise (subjective impression,
identification of tonal noise sources, etc.)

Design Stage                                Prototyping Stage

Basic Order     Recommended

Radiation

Transmission

Generation

Figure 6 Order of steps in the design and prototyping
stages.

• Measurement of sound pressure levels in one or
several points (noise mapping)
• Linear or A-weighted levels

• Spectra ( 1
1 - or 1

3 -octave bands, narrow
bands)

• Measurement of sound intensity levels for
sound power determination on components

• Measurement of vibration levels
• Time records
• Analysis of combined quantities (impedance or

mobility, coherence)

To limit the amount of work involved, it is useful to
clearly define the purpose of each measurement step,
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minimizing the amount of information where possible.
For example, the use of one-third-octave spectra is
often sufficient and practical.

Analysis of Noise Radiation As a first step it
is recommended to start from the initial procedure
(overall check) and to increase the resolution of
analysis only at the basic measurement points:

In the Frequency Domain The measurement
of some spectra already allows for detecting the
frequency range(s) that are governing the overall
noise level and on which noise reduction has to be
focused. If the underlying physical principles of the
machinery and of its components are known, the
analysis of one spectrum may be sufficient to identify
predominant internal sources. For example pure tones
at characteristic frequencies of bearings, gears, pumps,
fans, electric motors, and the like. Broadband noise
due to flow or discharge of gases in valves and
nozzles.

In the Time Domain When the noise emission is
not stationary, it may be helpful to record sound pres-
sure or other quantities as a time signal. This can be
done for the overall level, a particular frequency band
or for the whole spectrum (“waterfall”). Knowledge of
the time history can give further insight into the NGMs
and the involved components (impacts, sequences of
different operations, etc).

In the next step it is useful to increase spatial
resolution of analysis to get an idea of directivity
and first information on transmission paths from the
source to the boundaries of the machinery. A rough
mapping of the global sound pressure levels around the
machinery is carried out to determine areas of strongest
emission. More thorough measurements, preferably
made in the moderate near-field of the source (0.1
to 0.5 m), allow to identify radiating parts (openings,
vibrating panels, noisy components. . .).

A powerful approach is given by sound intensity
techniques, which allow precise information to be
obtained even in the very near field of the source (0.05
to 0.20 m). These techniques include:

• Mapping of sound intensity levels (normal
components)

• Determination of partial sound power radiated
by specific areas of machine envelope

• Vector plots in different planes

An alternative technique is given by vibrational
velocity measurements. This is recommended when:

• The acoustical environment is disturbed by
strong or fluctuating background noise.

• Sources of aerodynamic noise are present in
the machine. Then vibrational velocity measure-
ments combined with airborne sound measure-
ments allow to separate the different contribu-
tions from structure and air to the combined
radiation.

Identification of Sound Sources If the noise
radiation analysis has not yet allowed the identification
of the predominant noise sources, several other
techniques, summarized from Ref. 19 in Table 4,
can be applied; they will supply mainly qualitative
information. Quantification of vibroacoustic energy
produced by the components may also be achieved
by using structural intensity techniques according to
Chapter 16.

Analysis of Transmission Paths It is necessary
to distinguish between transmission of airborne, fluid-
borne, and structure-borne noise. Propagation of air-
borne noise is mainly observed:

• From inside to outside of casings, enclosures,
and the like

• Through ducts (lined or not)
• Directly from a component to the machine

environment.

All these paths are generally easy to detect and to
characterize since input and output parameters can be
measured by rather simple methods (sound pressure
and/or sound power levels). When it is difficult to
separate airborne and structure-borne contributions
from a component, it may be recommended to use an
artificial source, producing only airborne noise, instead
of the machine component.

Fluid-borne noise propagation through pipes may
be radiated directly by the piping but—since radiation
efficiency of pipes is rather poor—the main problem
is very often the structure-borne noise produced
in connected structures (especially in lightweight
structures such as thin plates). Measurements inside
the fluid need special transducers and the interpretation
of results is frequently complicated by strong standing
waves.

The transmission paths of structure-borne noise
are the most difficult to quantify since the input of
structure-borne noise energy from a component to the
machine structure is generally not known (it depends
on both the source and the reception structure). Various
isolation and/or damping techniques can be applied to
the presumed transmission paths. When the radiated
total sound pressure is measured before and after this
operation, the difference illustrates the importance of
the transmission path. These techniques are suitable
only for the evaluation of major sound paths. In the
case of unchanged results, it may be difficult to decide
whether blocking was insufficient or if the considered
sound path was not predominant.

6.3 Evaluation
The evaluation of the identified noise sources proceeds
in three steps:

• Listing of all partial sound sources and their
noise data (spectra of sound pressure, vibra-
tional velocity, sound power, time records, etc.)

• Listing of corresponding transmission paths;
rough estimation of partial energy transfers
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Table 4 Techniques for the Identification of Partial Noise Sources

No. Source Identification Technique Pros Cons

1 Switching off partial noise sources:
The sound pressure as a function of
frequency or time is measured on a normally
running machine. Then measurements are
made on the machine operated with one of
the components switched off.
The difference between both configurations
shows the contribution of the switched-off
partial noise source.

Simple instrumentation Sometimes it is not
possible to switch off
the most relevant
components.

Arbitrary surroundings
are allowed

Even if it is possible,
operating conditions
of the machine may
be altered.

2 Shielding of partial noise sources:
Same approach as 1, but instead of
switching off the particular component, only
its noise emission is reduced.
A partial airborne source, for example, may
be shielded by an improvised enclosure.
A partial structure-borne source may be
isolated from the machine structure by
improvised resilient elements.

Simple instrumentation Needs changes at the
machine.Arbitrary surroundings

are allowed

3 Variation of operational parameters:
Speed or load of the machine are varied and
the radiated sound pressure is measured as
a function of frequency or time.

Simple instrumentation Variation is not always
possible.Identification of partial

sources is generally
easier than in the
case of constant
operating condition

Arbitrary surroundings
are allowed

Needs additional
devices for the
control of variation.

4 Signature analysis:
On rotating machinery acceleration is
measured at a point on the machine surface
and synchronized with the signal of the
rotating shaft.
The analysis is carried out with special
software.

Very suitable method
to distinguish
internal sources from
the response of the
machine structure

Special transducers
and software are
needed.

5 Correlation and coherence methods:
The contribution of a partial source to the
radiated total sound pressure is determined
by analyzing the correlation between the
total noise and a reference signal taken from
the partial source.

No changes at the
machine

Instrumentation is quite
expensive.
Sometimes it is
difficult to get good
reference signals.

• Ranking of contributions to the overall noise
level

The planning of noise control measures should be
guided by two main recommendations:

• Start with the predominant source, but do not
forget that the sum of the remaining partial noise
sources will limit all expected noise reduction!
Therefore, it will generally be sufficient to reduce
the noise level of a dominant component to
approximately 5 dB below the residual level
of the remaining partial noise sources. Further
reduction of the dominant partial noise has only
minor effects on the total noise.

• When there are several partial noise sources of
approximately equal strength, the noise control
measures must be applied to all these sources.

A noise reduction limited to selected individual
noise sources will only have a marginal effect
on the overall noise level.

6.4 Modification
The aim of this stage is to reduce individual contribu-
tions to the overall noise in the order of priority estab-
lished in the evaluation stage. Since each contribution
has been analyzed in terms of internal source, trans-
mission path, and radiating part, in principle all these
elements can be modified by noise control measures.

For some individual contributions the existing data
may prove to be insufficient so that it is necessary
to study more in depth mechanisms of excitation,
transmission, and radiation (subbalance) before taking
action on all three links of the noise generation chain.

In general, noise control measures are most effec-
tive when implemented close to the internal source. In
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principle, the resulting order of priority should be that
of the design stage, that is:

1. Internal source
2. Transmission through the structure
3. Radiating machinery parts

Since in practice the chosen strategy will not only
depend on technical arguments but also on economical
considerations, this order of priority may, of course, be
modified.

Especially the size of the final product series will
determine, for example, whether noise control measures
are taken at the source (option to be considered in the
case of big series) or if techniques based on enclosures
are more suitable (small series or single machines).
After each product improvement the priority list of
major noise problems (see Section 6.3) must be updated
to reflect the noise control measures taken.
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Produkte, Wirtschaftsverlag NW, Bremerhaven,
1997.

17. P. Dietz and F. Gummersbach, Lärmarm Konstru-
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CHAPTER 67
PSYCHOACOUSTICS AND PRODUCT
SOUND QUALITY

Malcolm J. Crocker
Department of Mechanical Engineering
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Auburn, Alabama

1 INTRODUCTION

Throughout the twentieth century, engineers have used
increasingly sophisticated experimental and theoretical
approaches to reduce the noise of machines, vehicles,
aircraft, and the like. Since the mid-1980s it has
become apparent to manufacturers that it is insufficient
simply to reduce overall noise levels. In most cases
the noise of vehicles, appliances, and the like has
been sufficiently suppressed so that it no longer poses
a hearing loss hazard after extended exposure or
interferes with speech, sleep, and other activities of
occupants. Other properties of the noise, in addition
to its overall sound pressure level, such as loudness,
frequency content, tonal components, impulsiveness,
and level fluctuations may determine whether the
quality of the noise is acceptable or not in particular
circumstances. Product sound quality studies have
been made on household appliances, air-conditioning
systems, and high-speed trains, for example, although
most attention has been paid to interior vehicle noise.

2 BACKGROUND

In the late 1980s engineers began to realize that it
is insufficient to pursue the one-dimensional goal of
reducing the sound pressure level of the noise of a
manufactured product. Attention began to be paid to
the time structure and frequency content of noise in
addition to its level. The noise output of the product
and the auditory events it produces was recognized
as being a multidimensional phenomenon. The term
sound quality was coined.1

More recently the term sound quality has become
linked with the idea of product quality and specifi-
cally with a class of manufactured products, and the
concept of product sound quality has been conceived.
The discipline of product sound engineering has come
into existence. Product sound quality may be defined
as follows. Product sound quality is a descriptor of
the adequacy (or compatibility) of the sound associ-
ated with a particular product. Product sound quality
results from human judgments performed with refer-
ence to the desired features of the product, which are
apparent to the users in their cognitive, utilization, and
emotional situations.1

Since the mid-1930s, filters have been used as a
simple approach to obtain a quantitative measure that
approximates the loudness of sounds. The A-weighting
filter has been used extensively for such purposes.

Although it has proved extraordinarily useful, it is
an insufficient measure of loudness since it has been
derived from loudness judgments of moderately low-
level pure-tone sounds at different frequencies, and
it does not make allowance for the bandwidth and
duration of the different sounds. Noises with the
same A-weighted sound pressure level can, of course,
sound quite different. If the sound pressure level is
high, broadband, impulsive, and/or of a short duration,
then use of A-weighting can be inaccurate and even
sometimes quite inappropriate.

The majority of studies of sound quality have
concentrated on the interior noise of vehicles, and most
of the practical examples given in this chapter will be
assumed to apply to this problem. It should be realized,
however, that much of the discussion that follows
may also be applied to other commercial machinery
products and domestic appliances.

The goal of most modern sound quality studies is
to try to quantify the sound quality of a particular
product so that this can be used as a baseline for
improving the sound quality of the existing product
such as a particular vehicle model. The baseline
can also be used for comparisons with the sound
quality of other competing products. There are several
ways with which quantification of sound quality
can be undertaken: (1) exposing subjects to the
product’s noise under controlled conditions and having
subjects evaluate different noise properties and/or
rank and then quantify the rankings, (2) recording
the product’s noise using an artificial head and then
asking subjects to evaluate the noise in controlled
audiometric conditions with the use of earphones
and/or dual loudspeakers in a special room, (3)
recording the product noise binaurally with an artificial
head and then presenting the noise to listeners with
and without electronic modification of the noise to
evaluate possible product sound quality improvements,
and (4) recording the product noise binaurally with an
artificial head and then evaluating the principal sound
quality properties of the sound signature using purely
electronic means.

This chapter first reviews psychoacoustics aspects
of noise, which are important in sound quality eval-
uations. Then, procedures are outlined for evaluating
sound quality using human subjects together with the
design of different ways to rank or scale sound quality
evaluations. Then, binaural recording of the product
noise with an artificial head and playback to subjects
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with and without electronic modification and some
case histories of various sound quality investigations
are described. Finally, evaluating the principal sound
quality properties of the sound signature using purely
electronic means is reviewed.

3 PSYCHOACOUSTICS
For any study of the sound quality of a product
to be successful, it is important to have a good
understanding of psychoacoustics. Psychoacoustics
concerns the human auditory response to sound. To
make psychoacoustics of most use in engineering
studies, it is desirable to quantify human judgments of
various properties of the sound that are most related to
its quality. The sound must be presented to the listeners
in a carefully controlled manner. Sounds are usually
played to listeners either in the real-life situation
such as in a moving automobile, or after suitable
recording through two loudspeakers, or preferably via
two earphones when the listeners are situated in a quiet
audiometric room. Fastl has written useful reviews
concerning the psychoacoustics needed to have a good
understanding of sound quality.2,3 Several reference
books are helpful in obtaining a good understanding
of the fundamentals of psychological and physiological
acoustics.4–14

3.1 Hearing Envelope
Figure 1 presents the auditory field for an average,
normal young person who has not suffered any hearing
loss or damage. The lower curve represents the hearing
threshold, that is, the quietest audible sound at any
frequency. The upper curve represents the discomfort
threshold, that is, the sound pressure level at any
frequency at which there is a sensation of discomfort
and even pain in the ears. See also Fig. 1 in Chapter 21
and subsequent discussion there concerning discomfort
and pain thresholds.

Speech is mainly in the frequency range of about
250 to 6000 Hz and at sound pressure levels between
about 30 to 80 dB at 1 to 2 m (depending upon
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Figure 1 Human auditory field envelope.

frequency). Of course, the sound pressure level of
speech can approach 90 dB at about 0.2 to 0.3 m
from someone if they are shouting loudly. The sound
of vowels is mostly in the low-frequency range from
about 250 to 1000 Hz, while the sound of consonants
is mainly in the higher frequency range of about 1000
to 6000 Hz. Music is spread over a somewhat greater
frequency range and a greater dynamic range than
speech. See Chapters 1 and 32. (The dynamic range
represents the difference in levels between the lowest
and highest sound pressure levels experienced.) See
Chapter 35.

3.2 Loudness and Equal Loudness Contours
Sounds discerned to be louder than others are generally
judged to be more annoying and less acceptable and
thus of poorer sound quality. It must be noted that
the human hearing mechanism does not judge different
frequency sounds of the same sound pressure level to
be equally loud.

Figure 2 shows equal loudness contours. The
contours join the sound pressure levels of pure-tone
sounds at different frequencies that listeners judge to
be equally loud. Each curve is labeled with a number
in phons , which is the value of each curve’s sound
pressure level at 1000 Hz. This is because such curves
have been obtained by playing pure tones (normally
of 1-s duration) at different frequencies to the listeners
through earphones and asking them to adjust their
sound pressure levels until they appear equally as
loud as 1000-Hz pure tones played at the given sound
pressure levels.

Figure 17 in Chapter 1 shows the A-weighting
filter. This filter has approximately the same shape,
except at very low frequency, as a smoothed version
of the inverse of the 40-phon curve. Sound pressure
level measurements obtained by prefiltering with the
A-weighting filter have been used very often since
the 1930s to give a single number approximation
of human loudness. However, phon curves of higher
levels are much flatter than the 40-phon curve and
are not represented so well by the A-weighted
sound pressure level. Also the A-weighting filter,
although conveniently simple to use, has been derived
from comparisons of pure-tone sounds at different
frequencies. Thus it does not properly take into
account the loudness of broadband sounds at different
frequencies and the masking effect that these sounds
have on each other. Another problem with A-weighting
is that it does not allow for the fact that loudness
increases with the bandwidth of the noise and also
with the duration of the noise event for very short
impulsive-type sounds of duration less than about
200 ms.

The concept of the critical band is of fundamental
importance in psychoacoustics. It is of concern in stud-
ies of loudness, pitch, hearing thresholds, annoyance,
speech intelligibility, masking and fatigue caused by
noise, phase perception, and even the pleasantness of
music. Figure 3 shows the loudness level of bands of
filtered white noise centered at 1000 Hz as a function
of bandwidth for the different constant sound pressure
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Figure 3 Loudness level in phons of a band of filtered
white noise centered at 1000 Hz as a function of its
bandwidth. The overall sound pressure level of each
band of noise was held constant as its bandwidth was
increased, and this level is shown on each curve. The
dashed line indicates that the bandwidth at which the
loudness starts to increase is about the same at all of
the levels tested, except for the lowest level for which
no increase in loudness occurs. (From Ref. 15; used with
permission.)

levels shown on each curve. The curves were obtained
by a matching procedure in which listeners equated the
loudness of a 1000-Hz pure tone with bands of noise

of increasing bandwidth. The level at which the pure
tone was judged to be equal in loudness to the band
of noise is shown as the ordinate. Thus the curves do
not represent equal loudness contours, but rather they
show how the loudness of the band of noise centered
at 1000 Hz changes as a function of bandwidth. The
loudness of a sound does not change until its band-
width exceeds the so-called critical bandwidth. The
critical bandwidth at 1000 Hz is about 160 Hz. (Notice
that, except for sounds of very low level of about 20
phons, for which loudness is almost independent of
bandwidth, the critical bandwidth is almost indepen-
dent of level and that the slopes of the loudness curves
are very similar for sounds of different levels.) (See
Chapter 91 in the Handbook of Acoustics.15a) Criti-
cal bands are discussed further in Section 3.4 of this
chapter.

The solid line in Fig. 4 shows that sounds of very
short duration are judged to be very quiet and to
become louder as their duration is increased. However,
once the duration has reached about 100 to 200 ms,
then the loudness level reaches an asymptotic value.
Also shown by broken lines in Fig. 4 are A-weighted
sound pressure levels recorded by a sound level meter
using the “impulse,” “fast,” and “slow” settings. It
is observed that the A-weighted sound pressure level
measured by the fast setting on the sound level meter
is closest of the three settings to the loudness level of
the sounds.

3.3 Masking

The masking phenomenon is well known to most
people. A loud sound at one frequency can cause
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another quieter sound at the same frequency or a sound
close in frequency to become inaudible. This effect
is known as masking. Broadband sounds can have an
even more complicated masking effect and can mask
louder sounds over a much wider frequency range than
narrow-band sounds. These effects are important in
human assessment of product sound quality. Noise
that contains pure tones is generally annoying and
unpleasant. In the case of automobile interior noise,
engine and exhaust system noise consists mostly of
fundamental pure tones together with integer multiplies
and broadband engine combustion noise. Similarly
cooling fan noise consists of pure tones and broadband
aerodynamic fan noise. In the case of automobiles,
exhaust and cooling fan noise have some strong pure-
tone components. Wind noise and tire noise are mostly

broadband in nature and can mask some of the engine,
exhaust, and cooling fan noise, particularly at high
vehicle speed.

Figure 5 shows the masking effect of broadband
white noise. The solid lines represent the sound
pressure level of a pure test tone (given in the ordinate)
that can just be heard when the masking sound is white
noise at the level shown on each curve. For example,
it is seen that white noise at 40 dB masks pure tones at
about 55 dB at 100 Hz, 60 dB at 1000 Hz, and 65 dB
at 5000 Hz.

The masking of noise has been studied extensively
for more than 70 years. The curves in Fig. 52,4 are
very similar to those of much earlier research work
by Fletcher and Munson in 1950 but are shown here
since they have been extended to lower and higher
frequencies than these earlier published results.9 One
interesting fact is that the curves shown in Fig. 5
are all almost parallel and are separated by about
10-dB intervals, which is also the interval between
the masker levels. This suggests that the masking of
noise is almost independent of level at any given
frequency. This fact was also established by Fletcher
and Munson in 1950 as is shown in Fig. 6.16 Here the
amount of masking is defined to be the upward shift in
decibels in the baseline hearing threshold caused by the
masking noise.9 Figure 5 shows that once the masker
has reached a sufficient level to become effective, the
amount of masking attained is a linear function of the
masker level. This means, for instance, that a 10-dB
increase in the masker level causes a 10-dB increase
in the masked threshold of the signal being masked.
It was found that this effect is independent of the
frequency of the tone being masked and applies both
to the masking of pure tones and speech.9,16

Figure 7 shows the masking effect of a narrow-band
noise of bandwidth 160 Hz centered at 1000 Hz. The
curves in Fig. 7 join the sound pressure levels of test
tones that are just masked by the 1000-Hz narrow-band
noise at the sound pressure level shown on each curve.
It is observed that the curves are symmetric around
1000 Hz for low levels of the narrow-band noise, while
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Figure 5 Contours joining sound pressure levels of pure tones at different frequencies that are masked by white noise at
the spectral density level LWN shown on each contour.2,4
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Figure 6 Masking of tones by noise at different
frequencies and sound pressure levels.16 Reprinted with
permission from J. Acoust. Soc. Am., 1950, Vol. 22,
pp. 6–13, American Institute of Physics.

for high levels, the curves become asymmetric. It is
seen that high levels of the narrow band of noise mask
high-frequency tones much better than low-frequency
tones. Figures 5 and 7 show that using either white
noise or narrow-band noise it is more difficult to mask
low-frequency than high-frequency sounds. This fact
is of some importance in evaluating the sound quality
of a product since it is of no use to reduce or change
the noise in one frequency range if it is masked by the
noise at another frequency.

There are other masking effects that are not
normally as important for sound quality evaluations
as the frequency effects discussed so far but still need

to be described.1–14 When a masking noise stops, the
human hearing system is unable to hear the primary
sound signal immediately. This effect is known as
postmasking (and is sometimes also known as forward
masking.) The time it takes for the primary sound to be
heard (normally called the delay time, td ) depends both
upon the sound pressure level of the masking noise and
its duration. Figure 8 shows how the primary sound
is affected by different sound pressure levels of the
masking noise. Also shown in Fig. 8 are dashed lines
that correspond to an exponential decay in level with
a time constant τ of 10 ms. It is observed that the
human hearing mechanism decay is not exponential,
but rather that it is nonlinear and that the decay process
is complete after a decay time of about 200 ms. This
fact is of practical importance since some vehicle and
machinery noise is quite impulsive in character such
as caused by diesel engines, automobile door closings,
brake squeal, warning signals, or impacts that may
mask the sounds of speech or other wanted sounds.

Figure 9 shows how sounds are affected by differ-
ent durations of the masking noise. Figure 9 presents
the level of a just-audible 2-kHz test tone LT as a
function of delay time.

3.4 Critical Bands
Another important factor is the way that the ear ana-
lyzes the frequency of sounds. The critical band con-
cept already discussed in Section 3.2 is important here
as well. It appears that the human hearing mechanism
analyzes sound like a group of parallel frequency fil-
ters. Figure 10 shows the bandwidth of these filters
as a function of their center frequency. These filters
are often called critical bands and the bandwidth each
possesses is known as its critical bandwidth.

As a band of noise of a constant sound pressure
level increases in bandwidth, its loudness does not
increase until the critical bandwidth is exceeded, after
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which the loudness continually increases. Thus the
critical band may be considered to be that bandwidth
at which subjective responses abruptly change.11 It is
observed that up to 500 Hz the critical bandwidth is
about 100 Hz and is independent of frequency, while
above that frequency it is about 21% of the center
frequency and is thus almost the same as one-third
octave band filters, which have a bandwidth of 23%
of the center frequency shown by the solid line. (See
Chapter 1.) This fact is also of practical importance in
sound quality considerations since it explains some of
the masking phenomena observed.

The critical ratio shown in Fig. 10 originates from
the early work of Fletcher and Munson in 1937.11 They
conducted studies on the masking effects of wide-band
noise on pure tones at different frequencies. They con-
cluded that a pure tone is only masked by a narrow crit-
ical band of frequencies surrounding the tone, and that
the power (mean-square sound pressure) in this band is
equal to the power (mean-square sound pressure) in the
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Figure 9 Postmasking of 5-ms, 2-kHz tones preceded
by bursts of uniform masking noise are plotted as a
function of the delay between masker and signal offsets.
The parameter is masker duration Tm as indicated.
The symbols are data from Zwicker.17 Reprinted with
permission from J. Acoust. Soc. Am., 1984, Vol. 75,
pp. 219–223, American Institute of Physics.

tone.11 From these assumptions the critical band can
easily be calculated. From these assumptions, the criti-
cal bandwidth (in hertz) is defined to be the ratio of the
sound pressure level of the tone to sound pressure level
in a 1-Hz band (i.e., the spectral density) of the mask-
ing noise. This ratio is called the critical ratio to distin-
guish it from the directly measured critical band.11 A
good correspondence can be obtained between the crit-
ical band and the critical ratio by multiplying the crit-
ical ratio by a factor of 2.5. The critical ratio is given
in decibels in Fig. 10 and is shown by the broken line.
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3.5 Frequency (Bark)
It is well known from music that humans do not hear
the frequency of sound on a linear scale. A piano
keyboard is a good example. For each doubling of
frequency (known as an octave), the same distance is
moved along the keyboard in a logarithmic fashion.
If the critical bands are placed next to each other,
the bark scale is produced. The unit bark was
chosen to honor Barkhausen. Figure 11 illustrates the
relationship between the bark (Z) as the ordinate and
the frequency as the abscissa; on the left (Fig. 11a),
frequency is given using a linear scale, and on the right
(Fig. 11b) the frequency is given with a logarithmic
scale. Also shown in Fig. 11 are useful fits for
calculating bark from frequency. At low frequency a
linear fit is useful (Fig. 11a), while at high frequency
a logarithmic fit is more suitable. (Fig. 11b).

One advantage of the bark scale is that, when
the masking patterns of narrow-band noises are
plotted against the bark scale, their shapes are largely
independent of the center frequency, except at very low

frequency. (See Fig. 12.) Care should be taken to note
that the ear does not hear sounds at a fixed number
of fixed center frequencies as might be suspected from
Fig 12. Rather at any frequency fm considered, the
average ear has a given bandwidth.

3.6 Zwicker Loudness

The loudness of sounds was discussed in Section 3.2
where it was shown that A-weighted sound pres-
sure level measurements underestimate the loudness
of broadband noise. (See Fig. 3.) Methods to evaluate
the loudness of broadband noise based on multiband
frequency analysis have been devised by Stevens,20

Kryter,14 and Zwicker.21 The Stevens’ method was
originally based on octave band analysis, but Kry-
ter’s and Zwicker’s methods are based on one-third
octave band analysis. Kryter’s method has been stan-
dardized for aircraft certification noise measurements,
while Zwicker’s method has been standardized inter-
nationally and is most normally used to evaluate the
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Figure 12 Masking patterns2,4 of narrow-band noises centered at different frequencies fm.
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Figure 14 Illustration of temporal effects in loudness processing.2,4

loudness of many common sound sources including
speech, music, machinery, and vehicles.

The procedure to evaluate loudness using Zwicker’s
method is shown in Fig. 13. Figure 13a shows a nar-
row band centered at 1000 Hz, which corresponds
to 8.5 bark. Figure 13b shows the narrow band of
noise at 1000 Hz, including masking effects caused
by spectral broadening in the cochlea due to inner

ear mechanics. Figure 13c shows the specific loud-
ness/critical band rate pattern (sone/bark), known as
the Zwicker diagram. The transition from the masking
pattern in Fig. 13b to the loudness pattern in Fig. 13c

can be considered to be obtained by simply taking the
square root of the sound pressure or the fourth root
of the sound intensity. The shaded area in Fig. 13c is
directly proportional to the perceived loudness.
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While Fig. 13 illustrates the spectral process of
obtaining the perceived loudness of a sound by the
Zwicker method, Fig. 14 shows the process including
temporal effects. Figure 14a shows two impulses in the
time domain, one with a broken line of 10-ms duration
and the other with a solid line of 100-ms duration.
As discussed earlier in connection with Fig. 3, very
short duration pulses of noise are perceived to be
quieter than longer ones up to a duration of about
100 to 200 ms. Figure 14 is constructed by assuming
that the hearing mechanism behaves like a parallel
bank of 24 critical band filters. Figure 14b represents
the processing of the loudness in each of the 24
channels of an empirical loudness meter used to model
the hearing mechanism. Finally, Fig. 14c shows the
time dependence of the total loudness summed up
over all 24 channels of the empirical loudness meter.
Figure 14b shows that the short 10-ms tone burst
decays much more rapidly than the 100-ms tone burst.
The results shown in Figs. 13 and 14 are important
in evaluating the sound quality of machinery that has
impulsive noise components, such as diesel engines
and machines in which impacts occur.

3.7 Loudness Adaptation
The term loudness adaptation refers to the apparent
decrease in loudness that occurs when a subject is
presented with a sound signal for a long period of time.
The effect has been studied extensively by presenting
tones for an extended period of time to one ear and
then allowing the subject to adjust the level of a
second comparison tone of the same frequency to
the other ear. Such experiments have demonstrated

that loudness adaptation of as much as 30 dB can
be observed for very quiet sounds below 30 dB and
much less for louder sounds of the order of 70 dB.
However, other research has shown that loudness
adaptation is reduced or even absent when binaural
interactions are minimized. Recent research has shown
that loudness adaptation is quite complicated. It varies
from person to person. More adaptation occurs for
very quiet sounds of about 30 dB and for high-
frequency tones than for low-frequency tones or
noise.9 This phenomenon is obviously of interest to
those concerned with sounds such as interior vehicle
noise, that people experience over an extended period.

3.8 Empirical Loudness Meter
Figure 15 shows a block diagram of an empirical
Zwicker-type dynamic loudness meter (DLM) that
includes the spectral and temporal loudness processing
portrayed in Figs. 13 and 14.3 First, the spectral pro-
cessing (1 and 2) shown in Fig. 14 using the critical
band filter bank concept, upward spread of masking
(7), and spectral summation (8) are illustrated. Sec-
ond, the temporal processing discussed in relation to
Fig. 14 is observed as shown in the blocks marked
envelope extraction, postmasking, and temporal inte-
gration (see steps 3, 6, and 9.) Lastly and of most
importance is step 5 (labeled loudness transformation),
which represents the fact that the loudness is assumed
to be proportional to the square root of the sound pres-
sure (or the fourth root of the sound intensity. (See
Fig. 13c.)

One advantage of the DLM discussed and shown
in Fig. 15 is that, by suitable modification of the DLM
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Figure 15 Block diagram of the dynamic loudness model (DLM).72
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Figure 16 Sound quality evaluation by humans (right), standard instrumentation (left), and instrumentation for sound
quality evaluation (bottom).27

loudness transformation (step 5), the loudness percep-
tion of both normal hearing and hearing impaired sub-
jects can be simulated.3 This fact is important since
the aging population in industrialized countries has
suffered varying degrees of hearing impairment that
should be allowed for in sound quality simulations.
Some fraction of the younger population may have
suffered mild to moderate hearing loss because of
exposure to intense noise during recreational or leisure
time activities.3

4 SOUND QUALITY EVALUATION
Whenever we listen to the sound of a mechanical
product, we form an opinion about its sound quality.
(See the right side of Fig. 16.) Our reactions may be, to
some extent, unconscious and our opinions influenced
by visual impressions, other cues and expectations, and
by previous experience.

While a single measurement of the A-weighted
sound pressure level may be an adequate measure of
the product for regulatory purposes (see the left side
of Fig. 16), more elaborate approaches and measures
are required for sound quality evaluations. (See the
bottom of Fig 16.) Such sophisticated procedures for
sound quality assessments and use of dedicated instru-
mentation have the advantage that (1) experiments can
be carefully controlled and standardized so that they
can be repeated by others, (2) different attributes of the
product’s sound signature can be properly evaluated,
and (3) the product’s sound signature information and
measured results can be used to modify and/or redesign
its sound signature as necessary.

Subjective evaluation of the sound quality of a
product is normally found by exposing a panel of

listeners, or a jury, to the sound of the product and then
asking them to make individual subjective responses
on an appropriate scale, which are then averaged. Such
evaluations usually consist first of the measurement
and recording of the sound of the product. This is
followed by the subjective ratings of the jury of the
original recording and then of a suitably processed
recording of the sound (either monaural or binaural).
For example, by editing out a particular tone or part
of the spectrum, it is possible to determine whether
or not the edited version of the sound improves the
perceived sound quality of the product. If the sound
quality is improved by such changes, then engineering
modifications can be sought to accomplish the new
sound signature by quieting and/or appropriately
modifying the responsible noise source(s).

Various psychoacoustic metrics such as loudness,
noisiness, sharpness, and fluctuation strength have
been developed to assist in predicting sound quality.
Some researchers such as Lyon believe that these psy-
choacoustic metrics, although useful in scaling certain
features of the sound of a product, still need further
development to predict the acceptability of the sound
quality of a product. Consequently, Lyon suggests
that emphasis should currently be concentrated on the
determination of sound quality through the assessment
of subjective jury evaluations.22–25

Otto et al.26 and Fastl3 have discussed the use of
jury tests to evaluate the sound quality of products,
in particular automobiles. There are several different
types of jury tests that have been used for many years
to evaluate the sounds of different products, such as
loudspeakers, electric clocks, and other appliances. In
recent years these jury tests have been adapted for
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use in evaluating the sound quality of automobiles.
A jury test means that the test is conducted using a
group of individuals instead of just one. There are
a large number of jury tests in use in sound quality
evaluations. We will concentrate here on some of the
most common tests.3,26

4.1 Paired Comparison Tests

Paired comparison tests involve the presentation of
two sounds to each human subject. The subjects are
then asked to give relative judgments on the sounds
of each pair.26 Various relative sound evaluations can
be made. Three of these will be described here. First,
in a detection task the subject is asked to decide
which of the two sounds contains the signal to be
detected. This type of test is useful to determine
detection thresholds of a sound signature, for example,
if a discrete frequency (tone) is buried in broadband
noise. Second, an evaluation task involves the subject
evaluating which pair of sounds possesses more or
less of a certain attribute such as loudness, annoyance,
pleasantness, and the like. Lastly, a similarity task
requires the subject to decide which of the pairs of
sounds are most similar to each other. This type of task
can be used, together with multidimensional analysis
and clustering studies, to determine which properties
of a sound signature are important and/or unimportant
in forming reliable judgments of the sound quality of
a product.26

4.2 Random-Access Ranking Procedure

In the random-access ranking procedure, the subject is
asked to rank order N sounds from 1 to N , where
N is the number of sounds.26 This is one of the
simplest sound quality evaluation procedures. It largely
avoids the biasing that some of the other procedures
may produce. Although the sounds are presented in
an initial sequence, the subject is allowed to access
each sound as many times as desired by clicking an
icon, such as the loudspeaker icon in Fig. 17, and
eventually to form a final judgment. To avoid too much
complexity in the task, the number of sounds to be
compared and ranked is normally kept to be less than
five or six.3,26 The freedom of the subject to choose the
sounds in some random fashion and thus eliminate the
influence of the person conducting the test makes this
procedure preferred by many testing organizations. It
does have the disadvantage, however, that since there
is no scale obtained in the final result, that the sounds
cannot be correlated with any objective sound quality
attributes in the final analysis.26

4.3 Semantic Differential Procedure

While the paired comparison test only considers one
attribute, the semantic differential procedure considers
many different attributes of a sound. The subject is
asked to evaluate a sound signature using a number of
bipolar pairs of adjectives as shown in Fig. 18. The
two adjectives are normally antonyms and lie at the
two ends of a scale with several gradations. Usually,

Best--------------------------------------------------------------→  Worst
Sound Quality Sound Quality

1 2 3 4 5 6

A B C D E F

Figure 17 Example for ranking of the sound quality by
the method random access.

Adjective Scales

Loud
Deep
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Pleasant
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Hard
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Distinct
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Soft
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Not Frightening
Unpleasant

Safe
Soft

Exciting
Dark

Powerful
Tranquil

Inconspicuous
Fast

Vague
Strong

Relaxed
Unpleasing

Figure 18 Semantic differential scale.72

five, seven, or nine gradations are used between each
adjective pair.3,8

4.4 Category Scaling

Category scaling is often used when one attribute such
as loudness needs to be evaluated.26 Figure 19 shows
a 5-step scale on the left and also a 7-step scale in
the middle. In the middle of Fig. 19, the 7-step scale
is further subdivided into 10 or more subcategories on
the right, if a finer loudness evaluation is desired.3

4.5 Magnitude Estimation

In the magnitude estimation procedure, two sounds
are compared.3,26 One of the sounds, A, is fixed and
normally termed the anchor sound. The magnitude of
the second test sound, B, must be decided by the
subject. Usually loudness is chosen as the attribute to
be considered, but another attribute such as annoyance
can be chosen instead. The anchor sound, A, is usually
given a value such as 100, and the subject is asked
to evaluate the test sound and to give it a relative
ranking greater or smaller than the anchor sound. The
advantage of this procedure is that there is no ceiling
fixed for the test sound.
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Figure 19 Category scaling with five categories (left), seven categories (middle), and 10 subcategories (right).

5 RECORDING AND PLAYBACK

Recording of the product sound to be evaluated is
often undertaken for later evaluation and product sound
quality improvement. It is important to note that,
for proper reproduction of product sound signatures,
binaural recordings should be made. Most researchers
emphasize the fact that single-channel recordings
are normally inadequate, and binaural recordings are
preferred for sound quality evaluations. Great care
must be taken with such sound recordings so that
distortion is avoided and that the reproduction of
the sounds presented to the subjects is as faithful as
possible to the original. For this purpose, microphones
are sometimes located in both ear canals of a
human subject and/or at both the eardrum positions
of an artificial head. In playback, care must be
taken to maintain the proper magnitude and phase
difference between the two channels. Since the head,
pinna, ear canal, and torso geometries and properties
vary from person to person, dummy heads can
only be made to represent statistically averaged
geometries and properties of people. Several different
dummy heads are available commercially, and they
are made to meet standards such as International
Electrotechnical Commission (IEC) 959, in which
basic human characteristics are defined. Figure 20
illustrates the fact that during playback the subject
must be able to sense that the sound source is in the
same physical location as during the initial recording.27

For very low frequency product sound signatures,
multichannel recordings may become necessary. At
very low frequency, the sound is sensed by the human
body as vibration as well as sound sensed by the ears.
In cases where significant low-frequency components
are present in the sound signature, some attempts have
been made to give a realistic feeling for these com-
ponents by the use of additional bass loudspeakers
or woofers.27 Some commercially available software
tools allow for multichannel recordings not only of
the binaural sound recordings, but of engine revolu-
tion/minute (rpm), vehicle speed, air temperature, and
the like.

Recording

?
?

?
?

Playback

Figure 20 Principle of binaural recording (top) and
playback (bottom). In ideal conditions the different
auditory events in the recording situation (top, filled
circles) are perceived in the playback situation at
exactly the same locations (bottom, open circles). Under
nonideal circumstances different aspects might result in
localization errors.27

It is normal procedure to convert the sound signals
acquired from analog to digital form and then to
store them on digital tape or more commonly directly
onto a computer hard drive. These signals can then
be played back to subjects through loudspeakers or
earphones. Earphones are generally recognized as
providing a more realistic representation of the original
product sound. Recorded signals can also be analyzed,
processed, and modified and then played back to
subjects in modified form to try to determine the
properties and qualities of the product sound signature
that makes the sound more acceptable and pleasant
for subjects. Many attempts have also been made to
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Figure 21 Pool of psychoacoustic quantities.27

analyze the recorded sounds and then, without the
use of human subjects, to try to identify the most
important properties of the sounds that contribute to
sound quality.

Although A-, B-, and C-weightings give some ini-
tial impressions of the loudness and frequency content
of a sound, are simple to use and are well known,
they are generally recognized as being inadequate for
sound quality research.27 As already discussed, sound
pressure level, loudness, frequency content, level fluc-
tuation, pure-tone components, and impulsiveness are
known to be important attributes of the quality of
sound.

Auditory events can be broken down arbitrarily into
a set of main categories. Figure 21 illustrates some
of the psychoacoustical properties of sound that are
known to affect sound quality. Of these, loudness,
roughness, and sharpness are thought to be some of the
most important properties in the case of automobile
sound. Unfortunately, the quantitative calculation of
most of these sound quality properties has not been
internationally agreed upon, with the exception of
Zwicker loudness.2,3

In most sound quality work, a target sound is
chosen for the product. Efforts are then made to
design and modify the product to achieve the target
sound. See Fig. 22. Editing of the sound using filtering
and other techniques, use of subjective sound quality
evaluations, and suitable changes are made to the
physical characteristics of the source in an attempt to
achieve the target sound as shown in Fig 23.

Hardware and software have been developed to try
to evaluate and calculate some sound quality attributes
only by the use of signal processing of the sound
signature of the product. Some specific hardware sys-
tems for sound quality calculations exist. It is pos-
sible, however, simply to operate some other com-
mercially available software systems on most standard
personal computers.27 Both closed and open software
systems exist. Some stand-alone systems, which are
commercially available, include fixed procedures for
the calculation of the sound quality properties, such
as loudness, roughness, sharpness, and the like, and

Sound Quality at the PRODUCT DESIGN SPECIFICATION Stage

MARKET - USER NEED
• Price Segment?

• Up Market?
• Target Group?

• Specific Requirements?

Define Target Sound by...

Expert
Opinion

Management
Opinion

Customer
Opinion

Acoustical Product Design Specification (A-PDS)

Figure 22 Target setting for sound quality.28

that do not allow these calculation procedures to be
changed. Other systems are classified as semiopen and
allow some formulas to be imported for calculations of
some of these quantities. There are also systems, classi-
fied as completely open, that allow all of the calculation
procedures for these properties to be imported. So far
international organizations have only agreed upon the
loudness property calculation.

Instrumentation and software for sound quality
evaluation is still under continuous development.
Some companies and institutes involved in sound
quality research use their own software and methods
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Synthesized
Sound

Figure 23 Simulation of ‘‘preferred sound’’ by editing
the recorded operating noise.28

to calculate sound quality. Others use commercially
available software.

6 FURTHER PSYCHOACOUSTIC QUALITIES

6.1 Sharpness

If the sound of a product has the right amount of
sharpness, it can sound powerful; but if it has too much
sharpness, it can sound harsh and unpleasant. As the
word suggests, sharpness is a measure of the high-
frequency content of sound. If one sound signal has
more high-frequency content than another, it is said to
have more sharpness than the other.

Figure 24 gives an indication of the dependence
of sharpness on frequency content; the solid line
represents the sharpness of narrow bands of noise
with bandwidths of 1 bark.2,3 The perceived sharpness
is seen to increase as the band center frequency is
increased. The broken line in the upper part of the
figure shows the sharpness of high-pass filtered noise
as a function of cutoff frequency, while the dotted
curve presents the perceived sharpness of low-pass
filtered noise as the cutoff frequency is changed. As
shown by the upper broken curve, when the cutoff
frequency of the high-pass filtered sound is decreased,
the sound has reduced sharpness and sounds less harsh.
This has implications for the sound quality of products.
If some low-frequency sound is added to a harsh
sounding product, the resulting sound will normally
sound less harsh.7 Of course, the loudness level of the
resulting product sound will increase as well to some
extent, but that may be acceptable if the product’s
loudness level is not very high at the outset. As the
dotted curve shows, when the cutoff frequency of low-
pass filtered noise is increased, it sounds sharper and
it will, of course, also sound louder.

Figure 25 shows a model for sharpness. In Fig. 25a,
the spectral distribution of a narrow-band noise (solid
line), a broadband noise (broken line and dashed
area), and a high-pass filtered noise (dotted line and
cross-hatched area) are shown. The sharpness model
corresponds to Fig. 13. In Fig 25b, the arrows indicate
the center of gravity of the loudness patterns.2,3

The higher frequencies are perceived to have more
sharpness and are boosted by a weighing function, g.

6.2 Fluctuation Strength

Another important psychoacoustic attribute is fluctua-
tion strength. Sound that has a strong time-dependent
fluctuation in sound pressure level, LT , is more annoy-
ing than sound that has a steady sound pressure
level. Experiments show that the fluctuation strength,
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Figure 24 Sharpness of narrow-band noise (solid), high pass noise (dashed), and low-pass noise (dotted).2
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Figure 25 Model of sharpness for narrow-band noise (solid), broadband noise (dashed), and high-pass noise (cross
hatched).2,3

F , possesses a bandpass character and has a maxi-
mum value for sounds with a modulation frequency
of about 4 Hz. This fact is true for both amplitude
and frequency-modulated sounds.2,3 The fluctuation
strength depends upon the modulation depth, �L, and
sound pressure level LT . If the modulation depth is less
than 3 dB, the fluctuation strength is zero. The fluc-
tuation strength increases approximately linearly for
greater values of LT . For a level increase of about
40 dB, the fluctuation strength increases by a factor of
3. More details of fluctuation strength estimation are
given by Zwicker and Fastl in Ref. 2 and 4.

One formula used to calculate the fluctuation
strength, F , is given in Fig. 26. The hatched areas
within the thin solid lines represent the time-dependent
variation of the sound pressure level of the sound.
The thick solid line represents the time-dependent
masking pattern. Because of postmasking effects, the
ear is unable to hear the sound properly in the very
“quiet” valleys. So far no universal agreement has
been obtained on this or any other formula for the
calculation of fluctuation strength.

6.3 Roughness
If the modulation time period 1/fmod becomes very
small, and the modulation frequency is more than
about 20 Hz, the fluctuating strength is termed rough-
ness as is shown in Fig. 27. The roughness of a sound

is found to be a maximum when the modulation fre-
quency is about 70 Hz. This is true for both narrow-
band and broadband sounds. Roughness depends upon
the modulation depth, �L, and sound pressure level
LT. An approximate relationship for roughness, R,
is also given in this figure. For a level increase of
40 dB, the roughness increases by a factor of about 3.
The roughness also increases with the sound pressure
level LT . More details about roughness calculations
are given by Zwicker and Fastl in Refs. 2 and 4.

7 EXPERIMENTAL AND SYNTHESIS RESULTS

Further work continues on sound quality research using
jury evaluations and electronic modification, synthesis,
and evaluation of sound product signals.26,29–74 A con-
siderable amount of research on this subject has been
conducted in Germany.1–3,27–37 Most of this research
work has concentrated on interior vehicle sound qual-
ity. Researchers in many other countries have also
conducted research on vehicle sound quality38–62 or
on the sound quality of vehicle components, such as
exhaust systems,41 transmissions,42,43, doors,44 and on
specific attributes of vehicle sound quality. Some oth-
ers have conducted sound quality studies on off-road
vehicles62 and electric vehicles,63 appliances, or indus-
trial and other equipment,64–67 telephones,68 and vac-
uum cleaners.69 Other researchers have concentrated

∆L

∆L
LT

t

F =

fmod

1

(a) (b)

fmod

4 Hz
4 Hz
fmod +

Figure 26 Model for fluctuation strength.2–4 (a) Envelope of amplitude-modulated sound (hatched) with corresponding
temporal masking pattern (solid) and (b) basic formula for fluctuation strength F.
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Figure 27 Model of roughness.2–4 (a) Envelope of amplitude-modulated sound (hatched) with corresponding temporal
masking pattern (solid) and (b) basic relationship for roughness R.

on external vehicle sound quality.46–48 Some other
researchers have studied specific attributes of sound
quality, including rumbling and booming.52–61

7.1 Results of Jury Tests
Figure 28 shows results of sound quality evaluations
on a diesel engine.3 The engine studied can be run
in a “hard” setting as in Fig 28a or “normal” setting
as in Fig 28b. In the hard setting the engine is more
fuel efficient but makes more noise and this noise
sounds “harder” and more unpleasant. Figure 28a
shows sound quality rank assessments made with the
engine running first in its hard setting. The subjects

were asked to evaluate the engine noise as the high-
frequency part of the sound spectrum (1 to 5 kHz)
was reduced in 3-dB steps up to an attenuation of
15 dB. The circles represent the sound quality ranks
assigned to the sounds by the human subjects. The
crosses represent predictions of the maximum loudness
Nmax made using a software calculation. The ranking
1 represents the best sound quality and quietest sound
and 12 represents the worst sound quality and loudest
sound. The motor with the unfiltered hard setting
received the poorest sound quality (SQ) rankings
of 12. Figure 28b shows the improvement in the
sound quality and loudness rankings for the same

Hard 3 6 9 12dB 15
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Figure 28 Improvement of the sound quality of a diesel motor with ‘‘hard’’ motor adjustment and simulated absorptive
measures that cause different amounts of attenuation. Circles denote subjective human subject sound quality estimates.
Crosses mark loudness predicted from acoustical measurements.3
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diesel motor running in its normal setting as different
amounts of attenuation were used over the whole
frequency range. The electronic attenuations of the
sounds were made to simulate the motor sound, which
would be heard with different amounts of attenuation
achieved by engine enclosure and/or use of sound
absorption treatment.

It is observed that in Fig. 28a after the sound
was attenuated by 15 dB from 1 to 5 kHz, a sound
quality ranking of only 7 was achieved, although the
loudness Nmax was 4. The sound quality is poorer than
the unattenuated normal “series” motor in Fig. 28b,
in which the sound quality is 4 and the loudness
is 7. It is seen that there is a general agreement in
the trends of sound quality SQ and loudness Nmax
rankings with increasing attenuation in Figs. 28a and
28b. Exceptions to the good agreement, however, exist
for cases of (1) the sound quality and Nmax for the 15-
dB attenuated sound in Fig. 28a and (2) the normal
series motor in Fig. 28b. This demonstrates the fact
that although loudness is a very important component,
it is not always an adequate or completely reliable
indicator of sound quality.2,3

Figure 29 shows the results of semantic differential
jury evaluations made at the Sound and Vibration
Research Laboratories at Auburn University on the
interior sound of four automobiles. The four vehicles
studied included a 2003 Jaguar S-type luxury car, a
2005 Acura sports sedan, a 1988 Porsche 911 Carrera
sports car, and a 2005 sports utility vehicle (SUV).
The vehicles were driven in steady cruise conditions
at 63 km/h, and the interior noise in each vehicle
was recorded binaurally directly onto the hard drive
of a laptop computer using a dummy head, which
was located in the passenger seat position. The A-
weighted sound pressure levels were measured in
each vehicle with a precision sound level meter. The
recorded vehicle sound signatures were played back
over two loudspeakers at the same A-weighted sound
pressure level as recorded in the vehicles as illustrated
in Fig. 23. Figure 29a shows the mean of the 27
subject evaluations of the Porsche sports car and
the Jaguar luxury car. Figure 29b shows the mean
evaluations of the SUV and Acura sports sedan car.
The subjects listened to the vehicle recordings in a
randomized order and were not informed which four
vehicle recordings were being presented to them during
the test. It can be seen that the sports car is rated
much more noisy, rough, ugly, dull, and powerful
than the luxury car. The SUV and sports sedan car
received surprisingly similar mean evaluations from
the subjects. Both of these cars were only about one
year old.

7.2 Meaning of Sound
The majority of sound quality metrics can be divided
into those that quantify some physical aspect of the
sound (e.g., pressure level, frequency content) and
those that try to quantify some physical effect tak-
ing place in the ear (e.g., impression of loudness, tone,
etc.). In the first case, we assume that a particular phys-
ical measure of the sound is always going to produce
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Figure 29 Semantic differential evaluations for interior
car sounds cruising at 63 km/h of a sports car, luxury
sedan, SUV, and an economy sports sedan: (a) Porsche
sports car, � �, and Jaguar, • - - - •, and (b) Acura,
� �, and SUV, • - - - •.

a particular physical effect, and in the second case we
assume that a particular physical effect is always going
to produce a particular cognitive response. This model
allows us to replace a human subject with a calculation
system for some metrics once knowledge of the cog-
nitive reactions is established. This approach has the
obvious weakness that the assumptions are invariant
as the following case demonstrates.

Figure 30 shows the results of the response of
German and Japanese subjects to the sound of a bell.72

The sound signal was perceived as being safe and
pleasant by the German group and dangerous by the
Japanese group. This was thought to be because most
Japanese subjects associated the sound as a warning
of the approach of a fire engine, while the subjects in
the German group mostly associated the sound with
church bells.

Recent research conducted to examine how the per-
ceived meaning of a sound affects the judgment of
sound quality has been carried out using an algo-
rithm designed by Fastl and co-workers to remove
the subjects’ ability to identify a sound. The research
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Figure 30 Evaluations of the sound of a bell by Japanese, • and German - - �- - - subjects.73

work assumes that discrepancies will exist between
subjective judgments of identifiable and nonidenti-
fiable sounds that have the same objective metric
values. It also suggests that these differences will
be due to the perceived meaning of the sound.70–72

Fastl and others have now tried to remove the iden-
tifiability of the sounds by reversing them in the
time domain and by other means.70–72 Such sig-
nal time reversal can preserve the frequency con-
tent of the sound but largely remove its identification
cues.

7.3 Other Differences Biasing Evaluations

Kuwani et al. have also reported semantic differential
evaluations of the noise in passenger cars made
by different groups of subjects.73 Fourteen pairs of
adjectives were used in the evaluations. The adjective
pairs were presented in random order to the subjects.
The subjects came from 21 countries. The interior
cabin sounds of 5 kinds of accelerating noise were
used as stimuli. The sounds were presented to people
using earphones in a “soundproof” room. There were
21 female and 36 male subjects between the ages of
13 and 69. Comparisons were made between male and
female subjects, between younger and older subjects
(below and above the age of 39), and between U.S.
and European subjects in the evaluations of the sound.
In general, the younger subjects and the male subjects
tended to evaluate the sounds close to the average
of the whole group of 39 subjects, while the older
and female subjects exhibited evaluations that were
somewhat different. Figure 31 shows the different
results for the American and European subjects. In
this particular test there were 17 Americans and
18 Europeans. Both groups found stimulus 2 as
unpleasant and stimulus 4 as being more acceptable.

However, the Americans found stimulus 2 more ugly,
harsh, loud, unpleasant, strident, and rough than the
Europeans.

7.4 Results of Sound Synthesis Tests

Some researchers have conducted a considerable
amount of research on two additional sound quality
indicators, commonly called booming and rumbling.
No international agreement has been reached on
rumbling and booming indices. However, a proposal
has been published for a booming index.53

Lee has described the results of some psychoa-
coustic experiments on the rumbling sound index for
cars.54 The index he used is based on several pre-
vious studies involving subjective evaluations of the
sounds of vehicles. The conclusions of these studies
showed that the rumbling sound quality can be related
mostly to three qualities: the principal rumble compo-
nent, loudness, and roughness. Based on this previous
experimental work, a large number of synthetic inte-
rior sounds with different rumbling components were
constructed electronically. Figure 32 shows a synthetic
sound wave with a rumbling character. Figure 32a
displays the time history of the amplitude-modulated
wave formed by three half-order components used
for the production of the rumbling sound. Figure 32b
shows the spectrum of this amplitude-modulated wave.
Finally Fig. 32c shows the principal component of the
amplitude-modulated wave.

Figure 33 shows waterfall analysis of the interior
sound of a passenger car as a function of engine rpm.
Figure 33a shows the interior basic sound without
the rumbling sound added, and Fig. 33b shows the
modified sound with the rumbling sound added.

Altogether 240 different rumbling sounds were
produced by varying the rumbling amplitude and the
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Figure 31 (a) U.S. (squares) and European (circles) of stimulus vehicle 2 and (b) U.S. (squares) and European (circles)
evaluations of stimulus vehicle 4.
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Figure 32 Synthetic sound waves with rumbling sound
quality: (a) amplitude-modulated wave formed by three
half-order components used for the production of a rum-
bling sound, (b) spectrum of the amplitude-modulated
wave, and (c) principal component of the ampli-
tude-modulated wave.54

rumbling frequency as in Fig. 32. These rumbling
sounds were then added to the basic vehicle sound
to create 240 synthetic interior sounds for evaluation
by the human subjects.

Before the 240 synthetic sounds were evaluated,
84 non-rumbling-like sounds were removed, and the
interior sounds of 14 mass-produced passenger cars
were added to the group, making a total of 170 interior
sounds for evaluation by the subjects. The sounds were
evaluated also using four sound quality units: loudness,
sharpness, fluctuation strength, and roughness. The
units of sharpness S (acum), fluctuation strength F
(vacil), and roughness R (asper) are discussed by Fastl
in Ref. 3 and further details and their definitions are
given by Zwicker and Fastl in Ref. 4.

Figure 34 presents sound metrics for the 170
passenger car interior rumbling sounds. Figure 34a
shows the loudness for the sound signals, evaluated
using Zwicker’s method, plotted against the subjective
ranking of the sounds. The loudest sound has a
value of about 17 sones and an average subjective
ranking of about 5.5. The results of Fig. 34a indicate
that the subjective ranking is equal approximately to
the inverse of the loudness. Figure 34b displays the
roughness of the 170 interior sounds calculated using
Bismarck’s model, plotted against their subjective
rankings. The roughness is related to the amplitude
modulation and frequency modulation as explained
in Section 6.3 and Fig. 27. The maximum roughness
is about 0.4 asper at a subjective ranking of 5.5.
The relationship between the subjective ranking and
roughness is not very clear. Figure 34c shows the
sharpness for the 170 interior sounds, calculated using
Aures’ model. The maximum sharpness is seen to be
about 0.5 acum at a subjective ranking of about 5.5.
However, for most of the sounds, the sharpness is
about 0.45 acum, and there is no clear relationship
between the subjective ranking and the sharpness.
Finally Fig. 34d shows the fluctuation strength for the
170 interior sounds calculated using Fastl’s model.
The fluctuation strength is described in Section 6.2
and Fig. 26, where the fluctuation strength is shown to
be related to the amplitude modulation and frequency
modulation in the region of 4 Hz. In Fig. 34d the
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Figure 33 Waterfall analysis for interior sound of a passenger car: (a) base sound and (b) modified sound with rumbling
sound quality.54
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Figure 34 Sound metrics for the 170 interior sounds: (a) loudness for the signal filtered by 150 to 500 Hz frequency
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(c) roughness for the 170 interior sounds of passenger cars using Aures’ model, and (d) fluctuation strength for the 170
interior sounds of passenger cars using Fastl’s model.54
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Figure 35 (a) Correlation between the output of ANN and the averaged subjective rates for the 156 synthetic interior
sounds and (b) correlation between the output of ANN and the averaged subjective rates for the 14 interior sounds of
passenger cars.54 R is the correlation coefficient.
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fluctuation strength has a mean value of about 0.1
vacil, and there is no clear relationship seen between
the human perception of rumbling sounds and the
fluctuation strength.

Lee used the loudness and the principal rumble
component of the 156 synthetic sounds to train a
multiple layer artificial neural network (ANN).54 The
estimated subjective rates from the ANN are compared
with subjective rankings in Fig. 35a. Figure 35a shows
the correlation between the output of the ANN and
the averaged subjective rates for the 156 synthetic
interior sounds. Their correlation is 91.8%. Figure 35b
shows the correlation between the output of ANN
for the estimated rates and the averaged subjective
rates for the 14 interior sounds of passenger cars. The
correlation was found to be 89.2%.

The result of this research suggests that a rumbling
sound index, such as the one suggested by Lee, can
be devised to evaluate the subjective ranking of the
rumbling sound quality of automobiles without the use
of human subjects.54

The sound quality of different commercial products
obviously cannot be evaluated with the same sound
quality index. The rumbling index devised by Lee
should not be used, for example, with a dentist drill
or hair dryer. For such cases the annoyance estimator
(PA) proposed by Fastl based on loudness, sharpness,
and fluctuating strength would be more appropriate.54
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1 INTRODUCTION

Many different machine components are used in
appliances, vehicles, aircraft, and industry. Some
machine components including bearings, gears, fans,
burners, cutters, and valves are used in machines built
from several of these components such as pumps,
compressors, electric motors, and internal combustion
(IC) engines. It is impossible to discuss every type
of machine and machine component here; so the
discussion is mainly concentrated on common machine
components and machines. These machine components
and machines do work, transfer energy, or convert one
form of energy into another. In these processes some
undesirable vibration and acoustical energy or noise is
produced as an unwanted by-product. It is the purpose
of this chapter to review briefly the functioning of
these machine components and machines, noise and
vibration generation mechanisms, and methods of
control. In addition, this chapter also serves as an
introduction to the chapters in Part VII of this book
in which the noise and vibration of these machine
components and machines are discussed in much
more detail. Several other books, book chapters, and
articles also discuss machinery noise mechanisms and
noise and vibration sources in more detail than is
possible here.1–15

2 GEARS

Chapter 69 provides a detailed discussion of the
sources of noise and vibration in the main types

of gears in common use. Chapter 88 also contains
some information on the noise of gearboxes and
transmissions used in vehicles. Most modem gear teeth
have an involute profile, although some have circular-
arc profiles.1,2 Figure 1a shows some of the terms used
with involute gears and Fig. 1b shows two parallel-axis
spur-type gears meshing together.

There are several different types of gears in
common use, as shown in Fig. 2. They are of two main
classes, either having (1) parallel axes (spur, helical)
or (2) nonparallel axes (straight bevel, spiral bevel,
hypoid). Spur gears and straight bevel gears are usually
the noisiest, while helical spiral bevel gears are usually
the quietest in their respective classes. This is because
the load between gear wheel teeth is transferred more
gradually with helical and spiral-bevel gears and rather
more abruptly with spur and straight-bevel gears. Gear
noise can arise from a variety of causes. As the gear
teeth mesh, a pulsating force occurs at the gear tooth
meshing frequency fm and its harmonics. Harmonics
are present because the pulsating force on the gear
teeth is not purely sinusoidal. The strength of the
harmonics depends on the force pulse shape and also
on other impulsive forces caused by tooth deformation,
production machinery errors, bearing misalignment,
pinion wheel deformation, and so on. At high speeds,
air or lubricating fluids can be expelled from between
the meshing teeth at supersonic speeds and can even
become the dominant source of noise. At low speed
and load the sound pressure level produced by a gear
increases by about 3 dB for a doubling of load, while

(a) (b)
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Figure 1 Terms used with gears: (a) involute gear, (b) meshing of two parallel-axis spur gears. (Based in part on figures
in Refs. 1, 2, and 3.)
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Straight Spur HerringboneHelical Rack and Pinion Planetary

Straight Bevel Spiral Bevel Hypoid Worm

(a)

(b)

Figure 2 The main types of gear in use: (a) parallel axis (straight spur, helical, herringbone, rack and pinion, and planetary);
(b) nonparallel axis (straight bevel, spiral bevel, hypoid, and worm.)

at higher speeds and loads the sound pressure level
increases by about 6 dB for a doubling of speed or
load.16

The noise of a gear set is quite dependent on the
quality of manufacture and the tolerances achieved.
Theoretical and experimental studies have been made
that attempt to relate gear surface deformation and
profiles to noise.17–19 Precision gear sets can now be
manufactured,20 which make very low noise levels,
although the cost is higher. In some cases, where low
noise levels are required, it is more cost effective to
choose a gear set of moderate cost and to vibration
isolate the pinion and gear bearings, apply damping
to the gear housing, and, if necessary, completely
enclose it. With gears used to transmit only small
loads (e.g., those in electric clocks), very low noise
levels can be achieved by the use of soft plastic gears
(which reduce the gear tooth force impulses) and by
other means.21 Manufacturing deficiencies can result in
variations in pitch and profile from tooth to tooth and
eccentricity of the gear wheel, which causes increased
noise and vibration.1–4,16 There would, however, be
some noise generated even if the gears were without
any imperfections. The frequency of this noise (and
vibration) would only occur at the gear meshing
frequency fm and its harmonics:

fm = Npnp

60
Hz (1)

where Np is the number of pinion teeth and np is
the pinion speed in revolutions/minute (rpm). Noise
and vibration measurements have also been used to
produce a gear noise and vibration rating index in an

attempt to avoid the necessity for using a jury test for
this purpose.22

3 BEARINGS

There are two main types of bearings: (1) rolling con-
tact and (2) sliding contact.6,7 Rolling contact bearings
are more commonly used, but sliding contact bear-
ings are usually quieter than rolling contact bearings,
if properly manufactured, installed, and maintained.
Proper lubrication is essential for both rolling and slid-
ing contact bearings. Chapter 70 presents a detailed
review of the noise of bearings.

Rolling contact bearings consist of the rolling ele-
ments contained between the inner and outer race-
ways. The rolling elements are normally kept from
touching each other by a cage. The rolling ele-
ments may be spherical, cylindrical, tapered, or barrel-
shaped.6 Figure 3 shows a bearing with spherical
rolling elements. The noise made by a rolling con-
tact bearing is normally caused by vibration from
two main sources: (1) rotation of bearing elements
and (2) resonances in the elements, raceways, or cage.
Table 1 in Chapter 70 provides formulas for the cal-
culation of the main harmonic frequencies signifying
rolling bearing defects. Reference 3 has likewise iden-
tified discrete frequencies (and their harmonics) that
are related to bearing geometry and rotational speed.
The fundamental frequency is the shaft rotational fre-
quency fs :

fs = N/60 Hz (2)

where N is shaft rotational speed in rpm.
The other frequencies are related to the shaft

frequency fs by factors that depend on the roller
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Figure 3 Bearing with spherical rolling elements.

diameter, the pitch diameter of the bearing, the contact
angle between the roller element and the raceway,
and the number of rolling elements. Manufacturing
imperfections and misalignment cause bearing noise.
This noise can be increased further by wear.

Even a perfect bearing will make noise when
loaded.2 If a rolling bearing is manufactured to a higher
grade of precision (smaller tolerance), then it normally
becomes quieter (and more expensive). (Classes of tol-
erance are specified in ISO Standard 492–1986. Meth-
ods to test bearings for noise and vibration are given
in ANSI/AFBMA Standard 13–1970. The (American)
Military Specification MIL-B-17913D defines permis-
sible vibration limits for bearings.)

Sliding contact bearings can be divided into three
main types: (1) journal, (2) thrust, and (3) guide.
Journal bearings are cylindrical in shape and allow
rotation (see Fig. 4). Thrust bearings are used to
prevent motion along a shaft axis, while guide bearings
are normally used for motion of a part in one direction
without rotation (e.g., a piston sliding in a cylinder of
an internal combustion engine).

When shaft rotation occurs with a journal bearing,
the shaft rides on a film of lubricant. Under some
conditions, however, this film can break down, causing
metal-to-metal contact and consequently wear, noise,

Load Oil Film

Shaft

Figure 4 Sliding contact bearing.

and vibration. A well-known instability condition
called oil whirl can occur causing noise at a frequency
of about half of the shaft rotational speed. This is
because the average speed of the lubricant film is
about half of the shaft speed. Oil-whirl noise can be
magnified if a shaft resonance frequency occurs near
to half the shaft rotational speed. To minimize sliding
bearing noise, proper attention should be paid to
lubricant viscosity, pressure, alignment, and structural
stiffness. Proper installation of bearings is important to
achieve low vibration and noise.23 Increased bearing
noise and vibration are an indication of wear and/or
misalignment, and, if correctly analyzed, these can
be indicative of potential bearing failure.24,25 Active
control of special magnetic bearings for a fan has
been undertaken in an attempt to set the fan blades
into vibration so that they become a secondary out-of-
phase sound source to cancel the primary fan noise.
Noise reductions of up to 4 dB have been reported.26

Chapter 70 contains more detailed discussion on
bearing noise. Further discussion can also be found
in Refs. 2, 3, 6, and 7.

4 FANS AND BLOWERS
Fans and blowers are used in appliances, in buildings,
in air distribution systems for heating and cooling,
and in industry for a variety of purposes. Fan noise,
its generation, and control are discussed in detail in
Chapter 71. There are two main types of fan designs:
axial and centrifugal (see Fig. 5). The first three
centrifugal fan types—airfoil, backward-curved, and
radial—are mostly used in industrial applications. The
airfoil fan is the most efficient but it is only suitable for
clean-air industrial applications because dust and other
particles can adhere to the fan blades and cause mal-
functioning. The forward-curved fan is usually made
of lightweight low-cost materials and is generally the
least efficient. The radial fan is the noisiest and least
efficient, but is useful for dirty or corrosive gas flows.
Axial fans have the disadvantage that the discharged
air rotates, unless downstream or upstream guide vanes
(stators) are installed; these fans are mainly used
in low- or medium-pressure air-conditioning systems.
The vaneaxial fan is the most efficient axial type and
can generate high pressures. The propeller type is the
least expensive of the axial type. It has the lowest
efficiency and is normally limited to low-pressure,
high-volumetric flow applications.

The primary purpose of a fan is to move a required
volumetric flow rate of air against a given back
pressure with maximum efficiency and low cost and
noise. There may be additional requirements such as
high resistance to abrasion, ability to transport dusty
air, ease of manufacture, maintenance and repair, and
noise restrictions.

Fan noise has pure-tone and broadband frequency
components. See Table 1 in Chapter 71. Although the
mathematical theory of fan noise is well developed,
it is beyond the scope of this chapter, and physical
explanations are presented instead. Each time a blade
passes a point in space or a solid-body obstruction,
an impulsive force fluctuation is experienced by the
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Tubular
Centrifugal

Propeller
Type

Tubeaxial

Axial–Type Fans

Vaneaxial

Forward
Curved

Industrial
(radial)

Backward inclined
backward curved 

Airfoil

Centrifugal Type Fans

Fan Type Description Design Details

The fan wheel is usually similar in design to that of the 
airfoil or backward-curved type used in centrifugal fans
since the air is discharged radially and must turn 90° in
the guide vane section, its efficiency is lower than similar
centrifugal fans; normally used in low-pressure HVAC return
air systems.

Uses 4 to 8 blades; usually more efficient than propeller
type below and can operate at a higher pressure; does not
use guide vanes as does vaneaxial type; used in low-, and
medium-pressure systems in HVAC and other applications.

Uses 2 to 8 blades usually in a circular ring or orifice plate; 
efficiency low, this type usually limited to low-pressure,
high volume flow applications such as exhaust or artic fans.

Uses 24 to 64 blades; construction is usually low-cost
and lightweight; efficiency is lower than airfoil or
backward curved fans; usually operates at lowest speed
and is smallest of centrifugal types; used in low-pressure
heating, ventilating, and air-conditioning (HVAC) systems.

Uses 3 to 16 blades; high efficiency airfoil blades may be
fixed or adjustable; used in low-, medium-, and high-pressure
systems in HVAC and other industrial applications.

Uses 10 to 16 blades; used for similar applications as
airfoil fan; gas flow should be clean but need not be as
clean as gas flow with airfoil fans.

Uses 6 to 10 blades of either radial (R) or modified radial
(M) type; has lowest efficiency of centrifugal types; used
mainly in industrial applications where gas is hot and dirty.

Uses 10 to 16 airfoil shape blades; has highest efficiency of
all centrifugal types; used where horsepower savings will
be important; can be used on low-, medium-, and
high-pressure systems.

M

R

Figure 5 Main types of fans with descriptions of their use and design.
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fluid or solid body at the point. If a fan has n blades
and the rotational speed is N rpm, then the number of
impulses experienced per second fB is

fB = nN

60
Hz (3)

The frequency fB is known as the blade-passing
frequency or often the blade frequency for short.
Since the time history of the impulsive force on the
fluid or solid body obstruction at the point will not
be completely sinusoidal, harmonics will appear. The
strength of the harmonics is affected by upstream or
downstream solid-body flow obstructions.

The noise generated by a fan depends primarily
on its design features, geometrical dimensions, and
operating speed and load. Both broadband and pure-
tone fan noise normally increase with increasing
fan speed N . The frequency of the pure-tone noise
generated by a fan increases with fan speed N as
shown by Eq. (3). Structural resonances can also
be excited. These resonance frequencies are largely
independent of fan speed. If the fan is operated at off-
design conditions, its noise can also be higher than
normal. If the fan is operated at reduced volumetric
flow rates, the A-weighted sound pressure level can be
as much as 15 dB higher than normal because of fan
surge and rotating fan stall. Fan sound power level data
are normally provided by manufacturers in eight octave
bands from 63 to 8000 Hz. Table 2 and the associated
text in Chapter 71 provide an empirical method for
predicting the noise of axial and centrifugal fans.

It is difficult to reduce fan noise by changing fan
design parameters since such changes may adversely
affect fan performance as well. Most fan noise
reduction is achieved by proper use of well-known
passive control methods. If noise is of major concern
and the fan has been properly installed, it will
probably be necessary to install intake and discharge
sound attenuators (with flexible vibration breaks at
attachment points to duct systems, if present). It is
also possible to provide further noise attenuation by
the use of ducting, elbows, and plenum chambers lined
with sound-absorbing material. Care must be taken
that significant noise is not generated in this ductwork.
Chapter 110 describes the prediction and control of the
noise and vibration in ducted heating, ventilation, and
air-conditioning systems, and Chapter 111 discusses
the aerodynamic sound generated in low-speed flow
ducts.

Considerable efforts continue to be made to reduce
fan noise since fans are used in most computers,
electric motors, household appliances, vehicles, trucks,
and many other items of machinery. Numerous
studies have been conducted on the noise control
of fans.26–41 Both passive26–35 and active36–40 noise
control methods continue to be studied. Experimental
and theoretical studies have been made to aid in
machinery noise reduction and noise predictions.
Sound quality studies have also been conducted on
the acceptability of fan noise.41

5 ELECTRIC MOTORS AND ELECTRICAL
EQUIPMENT
Examples of electrical equipment that cause noise
and vibration include motors, generators, and alterna-
tors,5,13 transformers, relays, solenoids, and circuit
breakers. Electric motors are used widely in appli-
ances, vehicles, and industry in a variety of types
and sizes. They may be commutated, synchronous,
or induction types. Electrical energy is converted into
mechanical energy, and in the process some heat is
produced. Fans are often provided to remove the heat
and are the main sources of noise in electric motors.
Because of the requirement for most motors that they
should operate in either direction of rotation, they
are usually provided with axial or tubular centrifugal
fans, which can be quite noisy. The sources of noise
and vibration in electrical equipment are mostly aero-
dynamic, mechanical, and electromagnetic in nature.
They are summarized in Table 1. Electric motors and
the noise they generate are discussed in detail in
Chapter 72.

Electric motor noise is normally controlled by pas-
sive means (use of enclosures, sound-absorbing mate-
rials, vibration isolation, etc.) The pure-tone vibration
and noise produced at twice line frequency and mul-
tiples can also be reduced by active control meth-
ods, although active control of electrical equipment
so far has received limited attention. One exception is
the active control of the vibration and noise of large
electrical transformers, which has been successfully
reduced by active vibration control approaches.

6 PUMP AND PUMPING SYSTEM NOISE
Chapter 73 presents a detailed review of the noise
of pumps and pumping systems. Pumps are used to
transport liquids and suspensions of solid particles
in hydraulic systems. The noise generated in such
systems is produced not only by the pump but also
by the driving motor (usually an electric motor with
its cooling fan). The noise and vibration created is

Table 1 Main Sources of Noise in Electric Motors

Mechanical Excessive bearing clearance

Nonround bearings
Rotor unbalance
Rotor eccentricity
Crooked shaft
Brush and brush holder vibration
Misalignment
Loose laminations

Electromagnetic Magnetostriction
Torque pulsations
Air gap eccentricity
Air gap permeance variation
Dissymmetry
Sparking or arcing

Aerodynamic Fan blade-passing frequency
Turbulence
Noise due to airflow path restrictions
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carried throughout the hydraulic system as fluid-borne
noise and mechanically by the pipe system itself as
structure-borne noise.42,43

There are three main types of pumps: (1) positive
displacement, (2) kinetic (i.e., dynamic), and (3)
special effect. Some of the main pump designs are
illustrated in Fig. 1 of Chapter 73 and are similar in
many ways to compressors used to pump or transport
gases as described in the next section of this chapter
and in Chapter 74. Positive-displacement pumps work
by periodically adding energy to the fluid by one or
more elements moving within a cylinder or pump case.
In a similar way to positive displacement compressors,
positive displacement pumps can be further subdivided
into reciprocating and rotary types. The operation of a
pump causes mechanical forces resulting in vibration,
and even more important, pressure pulsations in the
fluid, both of which cause noise. Rotary pumps can be
divided into two main types: those possessing single
rotors and those with multiple rotor elements. There
are many different types of single- and multiple-type
pumps including vane, gear, lobe, and screw types as
shown in Fig. 1 of Chapter 73.

The main sources of noise in reciprocating pumps
include: (1) flow and pressure pulsations sometimes
called “ripple,” turbulent and separated flows, and
vortex formation in the fluid, and (2) unbalanced
mechanical forces, inlet and discharge valve impacts,
and piston slap. The main sources of noise in rotary
pumps depend upon the pump design and include
(1) fluid pressure pulsations, turbulence, and vortices
and (2) mechanical forces resulting from impacts
between the teeth of gear pumps, the sliding of the
vanes of vane pumps, and friction forces created in
screw types of pumps. Gear pumps are noisy since
they trap and compress the working fluid between the
gear teeth and expel it perpendicular to the axes of
revolution. They can operate at pressures of 150 bars

or more. Screw pumps are generally much quieter and
move the fluid in a direction parallel to the screw axis
but are limited to lower pressures, usually less than
about 40 bars.

Various designs of pump have been produced to
reduce ripple.43 One novel design has gear/screw
elements that makes it a cross between a gear and
screw pump. (See Fig. 6.) The two contrarotating
elements tend to balance internal forces and torques
thus reducing vibration and noise. It is claimed that this
type of pump, termed a Continuum pump, virtually
eliminates the trapping of fluid between gear teeth
by using special helical gears, which results in much
less pressure ripple and pump noise. The pump can
operate at speeds up to 5000 rpm and pressures as high
as 240 bars. Figure 7 shows the pressure pulsations
(ripples) for two different designs of gear pump and
the Continuum pump when they were all operated at

Figure 6 Continuum continuous-contact pumps fea-
ture helical gears that do not trap fluid as they rotate,
as is the case with conventional gear pumps. This mini-
mizes pressure ripple and gives high efficiency and quiet
operation at speeds to 5000 rpm.43
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Figure 7 Laboratory tests that show reduced pulsation pressure (ripple) for the continuous-contact Continuum pump
compared with similar gear pumps. The pulsation tests were conducted at 100 bars, 1500 rpm, and with pressure sampling
at 100 kHz. 43
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Figure 8 Laboratory measurements of the noise of two

external gear pumps and the Continuum pump. The
measurements were made when all of the pumps were
running at 1500 rpm. The pressure produced by all the
pumps in the noise test was 150 bars.43

1500 rpm and a pressure of 100 bars. It is seen that
these continuous-contact pumps exhibit a much smaller
magnitude of ripple. Figure 8 presents the A-weighted
sound pressure levels measured using the ISO 4412
method for two gear pumps and the continuous-contact
pump when they were tested under similar operating
conditions. The overall A-weighted sound pressure
level of the continuous-contact pump does appear to
be of the order of 5 to 8 dB lower than the noise levels
of the two other pumps and supports the idea that the
pressure ripple is a major source of noise in most pump
types.

The flow and pressure ripple effects can also
be reduced by the use of dampers or accumulators
and/or by very careful and precise manufacturing and
grinding of the parts of the pump. Dampers can
be similar to muffler expansion chambers in design
or have special design features including flexible
membrane parts to absorb the pressure pulsations.
Efforts continue to be made to reduce pump ripple44

and cavitation,45,46 which can cause serious damage
to pumps and hydraulic systems. Different methods
are used to improve pump design47–49 and also for
diagnostics and health maintenance of pumps and
hydraulic systems.50,51 Precision grinding of parts does
add cost and this must be considered in choosing a
pump system.

7 COMPRESSOR NOISE
Compressors can be considered to be pumps for gases.
Although there are some differences in construction
details between compressors and pumps, their princi-
ples of operation, however, are essentially the same.
(See Chapter 74.) Since gases normally have much
lower densities than liquids, it is possible to operate
compressors at much higher speeds than pumps. How-
ever, gases have lower viscosities than most liquids

and so leakage with compressors is more of a problem
than with pumps. Thus, this requires tighter manufac-
turing tolerances in the moving parts of compressors.
Due to the low viscosity of gases and their compres-
sion, the temperature of the working medium and of
the machine itself increases during compression. As
a consequence, when the pressure ratio from after to
before compression is more than about five, additional
cooling is needed for the compressor and lubrication
system. This makes compressors more complicated, as
regards maintence and servicing than pumps used for
liquids. In general compressors are more expensive to
operate than pumps.

Compressors are used for many different applica-
tions, and there are a large number of quite different
designs. Rather like pumps, there are two basic types
of compressor: (1) positive-displacement compressors
including reciprocating piston, and rotary types and
(2) dynamic compressors including axial and centrifu-
gal types. Like pumps, there are a few special-effect
compressor types as well. Positive-displacement com-
pressors operate by increasing the pressure of the gas
by reducing its volume in a compression chamber
through work applied to the compressor mechanism.
Dynamic compressors, on the other hand, work on the
principle of using bladed impellors on continuously
flowing gas to increase its kinetic energy, which is
eventually converted into potential energy and gas of
higher pressure.

Very large numbers of small positive-displacement
compressors have been mass produced around the
world for use in household refrigerators and domes-
tic and automobile air-conditioning systems. Con-
siderable efforts, which are driven in part by mar-
ket forces, have been expended to produce quieter
small positive-displacement compressors. Positive-
displacement compressors can be characterized by the
location of the motor: (1) External-drive (open-type)
compressors have a shaft or other moving part extend-
ing through the casing and are driven by an external
power source, thus requiring a shaft seal or equiva-
lent rubbing contact between fixed and moving parts;
(2) hermetic compressors have the compressor and
motor enclosed in the same housing shell without
an external shaft or shaft seal and the motor oper-
ates in the compressed gas; and (3) semi-hermetic
refrigerant compressors have the compressor directly
coupled to an electric motor and contained within
a gas-tight bolted casing. Positive-displacement com-
pressor mechanisms can be further subdivided into
(a) reciprocating types: piston, diaphragm, or mem-
brane, and (b) rotary types: rolling piston, rotary
vane, single-screw, twin-screw, scroll and, throchoidal
(lobe).

The noise generated by the piston type of com-
pressor depends upon several factors, the most impor-
tant being the reciprocating frequency and integer
multiples, number of pistons, valve dynamics, and
acoustical and structural resonances. The noise pro-
duced by the rotary types depends upon rotational
frequency and multiples, numbers of rotating ele-
ments, flow capacity, and other flow factors. The
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noise generated by centrifugal and axial compres-
sors also depends upon rotational frequency, that
is, the number of rotating compressor blade ele-
ments. Flow speed and volume flow rate, how-
ever, are also important factors. Such dynamic com-
pressors are used in aircraft jet engines and large
commercial electricity generating plants. Chapter 74
describes some design, operational noise, and vibra-
tion features of several categories of dynamic com-
pressors in use and also gives some examples of how
noise and vibration problems have been overcome in
practice.

8 CONTROL VALVES

Control valves are used in industrial plants to con-
trol the rate of fluid flow by creating a pressure drop
across the valve. The flow is first accelerated by this
process and then the kinetic energy is converted into
thermal energy or heat through turbulence and/or shock
waves. In the process a small fraction of the energy
is converted into acoustical energy and thus noise.
The aerodynamic noise generated by control valves,
regulators, and orifices is a major noise source in
piping systems. In some cases exterior noise levels
as high as 130 dB can be produced. In addition, in
liquid flow systems, hydrodynamic noise (which is
mostly due to cavitation) is of some importance. How-
ever, in most industrial situations, with high-speed
gas flows, the aerodynamic noise is dominant.52 The
main noise-generating mechanisms include turbulent
mixing, turbulence interaction with boundaries, cavi-
tation in liquids, shock waves, interaction of turbulence
with shocks, cavity resonances, flow separation, vortex
shedding, “whistling,” and resonant mechanical vibra-
tion of valve components.53,54 Figure 9 presents a sim-
plified view of a control valve and some of the noise
sources.54 See Chapter 75 for an extensive discus-
sion on this subject. Comprehensive reviews of control
valve noise have also been given by Reethof.53,54 See-
bold has reviewed control valve noise sources and
approaches for noise control. 55

The major noise-generating processes can be
divided into two regimes: subsonic, consisting mostly

of turbulence–boundary interaction noise, and super-
sonic, consisting mainly of broadband shock noise.
Although the flow is confined by the piping, the
turbulent mixing noise is similar to the noise of a
free jet discussed in Chapters 9 and 89 and is essen-
tially quadrupole in nature. The shocks are caused by
abruptly expanded flow after the valve, when it is oper-
ating above the critical pressure ratio. The shock noise
has two main parts: screech and broadband noise. The
screech is discrete in nature and is caused by a feed-
back mechanism and is not often encountered with
valves and regulators. The broadband shock noise is
common, however, and has been shown to be mostly
independent of flow velocity and to be a function of
the pressure ratio across the valve. Valve noise can
be reduced by several approaches including design of
valves with multiple streams, arranging for the pres-
sure drop to occur through several stages, and using
absorptive silencers, thicker pipe walls, and pipe lag-
ging. Multiple stream valve designs and absorptive
silencers are effective at reducing noise. Absorptive
silencers can produce noise reductions of as much
as 15 to 30 dB. However, such silencers can become
plugged by solid particles and moisture can be a prob-
lem in the silencer material so that effectiveness is lost.
Chapter 75 deals in detail with noise-generating mech-
anisms and the prediction and control of control valve
noise. Several other authors have also given helpful
reviews of valve and piping system noise, and the
reader is referred to these as well for more detailed
discussions.15,52–55

9 HYDRAULIC SYSTEM NOISE

Chapter 76 deals with high-pressure hydraulic fluid
power systems using positive-displacement pumps.
The diameter of pipes used in such systems is usually
quite small (of the order of 10 to 50 mm). The flow is
normally single phase with negligible gas bubble and
solid particle content. The usual operating pressures
are of the order of 100 to 300 bars. There are systems,
however, which operate as pressures of up to 500
or even 650 bars. Hydraulic systems often produce
very high noise levels that can limit the range of

Turbulent Pressure
Field

(Shocks)

Acoutic Pressure
Field

(Plane & Higher Order
Waves)

Figure 9 Schematic representation of control valve noise generation and propagation.54
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applications of fluid power systems. Potential high-
level noise problems can result in the choice of an
alternative means of power transmission in cases where
low-noise systems are required.

As discussed in Chapter 76, hydraulic system noise
sources may be categorized as follows: (1) Airborne
noise originates from the vibration of components,
piping, and housings and is transmitted directly
through the air. (2) Structure-borne noise is caused by
the mechanical operation of pumps and motors and is
transmitted from pumps directly through mounts, drive
shafts, and pipes. Structure-borne noise can also arise
from the pressure “ripple” in the hydraulic system.
(3) Fluid-borne noise is caused primarily by unsteady
flow from the pumps and motors but can also be caused
by valve instability, cavitation, and/or turbulence.
Fluid-borne noise can be transmitted considerable
distances through pipework with little attenuation.
Figure 10 gives an illustration of (a) structure-borne
noise and (b) fluid-borne noise (commonly called
ripples) created by a multipiston axial-flow pump.

The main sources of noise in a hydraulic system are
usually the pumps and motors. Valves are also impor-
tant noise generators. See Chapter 75 for further dis-
cussion on valve noise. Positive-displacement pumps
are mainly used in fluid power applications. The most
common types are piston pumps, gear pumps, and vane
pumps. See Chapter 73 for more detailed discussion
on pump noise. Positive-displacement pumps produce
a steady fluid flow rate on which is superimposed

a flow fluctuation or ripple, which is caused by the
cyclic nature of the pump operation. The flow ripple is
also manifested as a pressure fluctuation or ripple. The
magnitude of the flow ripple depends on the pump type
and its operating conditions. See Chapter 76. Flow
ripple normally occurs in both the suction and the
discharge lines. Usually the discharge flow ripple is
the most important noise source. Fluid-borne noise in
the suction line may cause noise problems especially
when it causes vibration and noise radiation from a
large-surface reservoir.

There are several ways of reducing the noise of
hydraulic systems as described in Chapter 76 and Ref.
9. These include (1) reduction of the pump or motor
flow ripples,43 (2) tuning of the circuit in order to
avoid resonant conditions, (3) use of silencers or pulsa-
tion dampers, (4) using flexible hoses,42 (5) vibration
isolation,42 and (6) use of enclosures or pipe cladding.

10 COMBUSTION NOISE
As described in Chapter 77, the phenomenon of ther-
moacoustically induced oscillations and combustion
noise, or “roar,” in combustion systems is compli-
cated and usually only qualitative explanations can be
given. Various empirical methods have been developed
to predict combustion noise. In practice, engineering
solutions are mainly used to control combustion oscil-
lations and noise.

Combustion systems consist of two main fuel
and air delivery system components: (1) burner and
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(2) combustor. The fuel injection component is usually
called the burner. The element within which the heat
release takes place is normally referred to as the com-
bustor or furnace. The purpose of combustion systems
is to add heat to an airstream. The main mechanisms
that produce combustion noise are common to all com-
bustion systems.

As described in Chapter 77, the purpose of the fuel
burner is to mix and direct the flow of fuel and air to
ensure rapid ignition and complete combustion within
the furnace or combustor. The combustion of gaseous
fuels takes place mainly in two ways: (1) when the gas
and air are mixed before ignition, known as premix
flames, and (2) when the gas and air are mixed after
the fuel has been heated, known as diffusion flames.

The noise generated by the combustion can
be considered to be either (1) combustion roar or
(2) combustion-driven oscillations or thermoacoustic
instabilities. The latter type of noise is observed
when pressure oscillations are induced by heat release
oscillations. Although thermoacoustic instabilities are
closely related to flame instabilities, their instability
criteria are different. The main focus of Chapter 77
is on thermoacoustic instabilities since they can pro-
duce higher sound pressure levels than combustion
roar and since they also have a greater potential
for structural damage. It should be noted that some
researchers further subdivide combustion noise into
four categories.56,57 Figure 11 shows two types of
flame. Type 1 flames tend to be relatively quiet and
type 2 flames rend to be relatively noisy. It has been
found by several researchers that if sufficient swirl is
introduced into the flow that flames change from type
1 to type 2.56–59

There are two main passive noise control mea-
sures available: (1) reducing the combustion-induced
sources and (2) use of traditional noise control
approaches including use of absorptive mufflers,

acoustical resonators, enclosures for the burner, fur-
nace, or boiler or other units to which they are
attached. Active approaches to control thermoacous-
tic oscillations have also been attempted as described
in Chapter 77.

11 METAL CUTTING

Many industrial processes involve cutting metals.
Metal-cutting processes can either be continuous or
impulsive in character. Examples of continuous pro-
cesses include sawing, drilling, milling, and grinding.
Additional continuous cutting processes use of water
jets, for cutting steel plates up to 300-mm thickness
and plasma and laser cutting techniques. Examples
of impulsive processes include punching, piercing,
and shearing. Chapter 78 discusses noise sources due
to continuous metal-cutting processes and to impul-
sive impact/shearing processes. The chapter also cov-
ers basic theory for the noise emission caused in
the cutting of metals. In addition various noise con-
trol approaches (such as use of enclosures, damp-
ing materials, sound absorption materials, barriers,
and vibration isolation) to reduce metal-cutting noise
are presented. Chapter 78 reviews numerical meth-
ods to predict metal-cutting noise and vibration as
well.

As described in Chapter 78 the following noise
sources can be observed in continuous metal-cutting
processes: (1) aerodynamic noise usually caused by
vortex shedding from a spinning tool such as from the
teeth of a high-speed rotating saw, (2) noise caused
by vibrations of the cutting tool, (3) noise due to
structural vibration and radiation from the cutting tool
and the workpiece such as regenerative chatter, and
(4) noise due to material fracture in which energy
is built up until it is released at fracture as acoustic
emission.

The noise level radiated by continuous cutting
processes depends on the feed rate of the workpiece,

Figure 11 Flame types in burners incorporating swirl.57
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the depth of cut, the resonance frequencies of the
cutting tool and the workpiece, the geometry of the
cutting tool and the workpiece, and the radiation
efficiencies of the resonant modes of vibration. In
impulsive cutting processes such as stamping, forging,
punching, piercing, and shearing, impulsive forces are
involved. The noise generated by these operations
includes acceleration noise, ringing noise, noise due to
fracture of the feedstock material (cutting noise), and
other machinery noise sources. Acceleration noise is
generated by the impact between the cutting blade and
the feedstock, causing the air around to be compressed
due to the rapid surface deformations. This noise
is usually low frequency in nature and is normally
much less than the ringing noise caused by flexural
vibrations.

Ringing noise is generated from vibrations of the
feedstock and machine structure including the machine
foundations; it usually makes a significant contribution
to the overall noise generated during the metal-cutting
process. The magnitude of the ringing noise depends
on the radiation efficiency, and spatial averaged mean-
square normal vibration velocity of the surface and
its area, the air density, and speed of sound in air.
In some cases, the ringing noise can be effectively
reduced by the judicious use of damping materials.
Richards et al. have published extensive discussions on
acceleration noise and ringing noise.60,61 Chapter 78
also provides more details. Ringing noise can be
reduced by mechanical clamping of the workpiece
as shown, for example in Fig. 12. The blade-radiated
noise is also reduced because the saw blade is “buried”
beneath the work table for much of the time, and
the operator is shielded from its noise. Acoustical
shielding such as this is particularly effective for the
high-frequency saw blade noise.

Large numbers of circular saws are used all over
the world to cut metal, stone, and wood. They are
an effective but very noisy form of cutting tool. Many
different passive methods have been used to reduce the
noise of circular saws. These range from source, path,
to receiver approaches. The most effective approach
is to control the saw noise at the source. One
approach reported by Bobeczko involves minimizing
the kerf (tooth width), slotting the blade body and
adding collars to stiffen and damp the blade vibration,
see Figs. 13 and 14.62 Figure 14 shows that an A-
weighted noise reduction of 19 dB was achieved in
this particular case. This particular type of blade was
used extensively over seven years without mechanical
problems.62 To avoid problems, however, it should be
made by a skilled machinist.62

It is believed that the blade shown in Fig. 13 is
substantially quieter than similar blades, because (1)
the natural modes of vibration have been changed,
(2) the slots allow some cancellation of sound radiated
from the front and back of the blade, and (3) the
added collars and plugged stress release holes add
some stiffness and damping, thus reducing the blade
vibration and consequent sound radiation. Research
continues on reducing metal cutting noise.63–70

Figure 12 Saw blade noise control.62

12 WOODWORKING NOISE

Woodworking machinery includes a wide variety of
equipment, ranging from off-road forest equipment to
simple circular saws, band saws, and jig saws used in
industrial and residential workshops. Extremely high
noise levels produced by these woodworking machines
during both operating and machine idle conditions pose
a severe threat to the hearing of the operators of such
machinery. See Chapter 79.

Many industrial woodworking machinery noise
sources result from the use of cutters and saw blades.
Cutters are widely used in the woodworking industry
on machines such as planers, molders, cutters, routers,
and the like to smooth and shape wood. Most cutters
have several rows of knives that protrude above the
cutter body, which is normally cylindrical. In many
cases the machining process involves a peripheral
milling in which each knife removes a “chip,” leaving
a relatively smooth surface. The smoothness of the
cut depends on the machine feeds and speeds used.
Most cutters have straight knives (aligned parallel to
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Figure 13 Slotted saw blade.62
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Figure 15 (a) Use of complete panel enclosure for molder noise and (b) use of mass-loaded vinyl ‘‘curtains’’ to control
rip saw noise.71
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the cutter rotational axis). This design of cutter is
used because it is easy to manufacture and sharpen
as needed. Although this design of cutter is effective
in working the wood, it is inherently noisy.

The compression of the air, which is caused when
cutters rotate near to a stationary surface, results in a
siren-type noise mechanism. This mechanism is very
efficient in generating sound. This noise is pure tone in
nature and occurs at the knife blade passage frequency.
As discussed in Chapter 79, the rotating cutter A-
weighted noise level increases with cutter rpm and also
increases with decreasing distance (clearance) between
the knives and the stationary surfaces. The A-weighted
noise level produced by rotating cutters during idle also
increases with increasing length of the cutter.

Complete durable panel enclosures such as those
illustrated in Fig. 15a can have an A-weighted inser-
tion loss of as much as 20 dB, provided considerable
care is taken to seal the enclosure wherever it is pos-
sible and feasible. The enclosure shown in Fig. 15a
was built to house a wood molder and is provided
with a viewing window and an entry door to provide
access to the tool inside. An additional barrier/guard
at the wood output location is provided to accommo-
date varying sizes of wood parts being molded.71 The
insertion loss is limited in practice by the need for
the penetration provided for the workpiece. Figure 20
in Chapter 54 shows another similar example of a
woodworking machine enclosure for a band saw. The
A-weighted insertion loss of mass-loaded vinyl bar-
rier quilted blankets (commonly called “curtains”), as
shown in Fig. 15b, is typically only about 5 to 7 dB.
However, the assembly of the curtain system is rela-
tively simple and the cost of the mass-loaded curtain
system shown in Fig. 15b, is less than that of the com-
plete enclosure shown in Fig. 15a. Curtains, however,
are not as durable as panel enclosures and normally
must be replaced periodically.

13 NOISE CONTROL OF INDUSTRIAL
PRODUCTION MACHINERY
Chapter 80 discusses noise in production areas of man-
ufacturing plants. Production machinery and equip-
ment that generate intense noise include machines that
operate with impacts such as forging hammers,72,73

cold headers, stamping presses, riveters, jolting tables,
some machine tools, and impact-generating assem-
bly stations. With the exception of forging plants, in
which forging hammers are the dominating source of
noise, noise sources in manufacturing plants can be
typically classified in order of intensity/annoyance as:
(1) compressed air (leakages, air exhaust, air blow-
ing nozzles), (2) in-plant material handling systems,
and (3) production and auxiliary machinery and equip-
ment. The two basic noise reduction techniques are
(1) use of acoustical enclosures, which are expen-
sive to build and maintain, may reduce efficiency of
the enclosed equipment, and are not always feasible,
and (2) noise reduction at the source, which is effec-
tive but often requires a research and development
effort. Chapter 55 describes different methods of iden-
tifying sources of noise and vibration in machinery.

Chapters 54 and 56 to 62 describe the main methods
of passive noise and vibration control. Chapters 63
and 64 describe methods of active noise and vibra-
tion control and Chapter 66 discusses ideas of how
machines can be designed to be quiet, right from the
inception. Reference 74 contains a large number of
case histories of successful noise reduction projects
carried out in industry.

14 MACHINE TOOL NOISE, VIBRATION,
AND CHATTER
Chapter 81 discusses the problem in the manufacturing
industry of the chatter-induced vibration in machine
tools during machining. Such problems occur, for
example, in turning, milling, boring, and grinding.
Chatter is very undesirable. Not only does it create
noise but the vibration that it produces also results in an
uneven cut and undesirable cut quality. The vibration
of machine tools may be divided into three different
classes: (1) free or transient vibrations of machine
tools excited by other machines or engagement of the
cutting tool and the like, (2) forced vibrations usually
associated with periodic forces within the machine
tool, for example, unbalanced rotating masses, and
(3) self-excited chatter that may be explained by a
number of mechanisms. These mechanisms include,
among others, the regenerative effect, the mode
coupling effect, the random excitation of the natural
frequencies of the machine tool caused by the plastic
deformation of the workpiece material, and/or friction
between the tool and the cut material. Vibration
in machine tools affects the quality of machining,
particularly the surface finish. Furthermore, machine
tool life can be correlated with the vibration and
noise levels produced. Machine tool chatter may be
reduced by selective passive or active modification of
the dynamic stiffness of the tooling structure and/or
by the control of cutting data and its use to maintain
stable cutting. Forced unbalance vibration in rotating
tooling structures may be reduced by passive balancing
or active online balancing.

The vibration of machine tools may be divided
into three different classes: free or transient vibration,
forced vibration, and self-excited chatter or vibration.
Free or transient vibrations of machine tools may
be excited by other machines in its environment via
the machine tool base or/and by rapid movements of
machine tables, engagement of the cutting tool, and the
like. The forced vibrations are usually associated with
periodic forces within the machine tool, for example,
unbalanced rotating masses, or the intermittent tooth
pass frequency excitation in milling. This type of
vibration may also be excited by other machines in
the environment of the machine tool via its base.

Machine tool vibrations during machining opera-
tions are usually denoted self-excited chatter or tool
vibration. Depending on the driving force of tool vibra-
tion, the vibration is generally divided into one of two
categories: regenerative chatter (secondary chatter) and
nonregenerative chatter (primary chatter). See Refs. 75
to 77 for examples. Extensive research has been car-
ried out on the mechanisms that control the induction
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of vibrations in the cutting process. The majority of
this research has involved the dynamic modeling of
cutting dynamics focusing on analytical or numerical
models. Usually, the purpose of this work is to pro-
duce dynamic models for the prediction of cutting data
that ensure stable cutting and maximize the material
removal rate. Active control has also been investigated
for turning and boring operations.78,79

15 SOUND POWER LEVEL PREDICTONS
FOR INDUSTRIAL MACHINERY

Chapter 82 discusses procedures for calculating the
sound power level of industrial machinery. In the
European Community (EEC) it is required to determine
the sound power level of some items of machinery
and to provide a label on the machine giving this
information. The measured or calculated sound power
levels (given in Chapter 82) can be used for predicting
the sound pressure levels in a space or developing
purchase specifications for new equipment.

With any project, acoustical data measured and
calculated in accordance with recognized standards
should be obtained. Many manufacturers provide
sound power levels or measured sound pressure
levels at 1 m from their equipment, and some offer
special low-noise options. If manufacturer’s data are
unavailable, efforts should be made to measure a
similar unit in operation. If this is not practical, then
the material in Chapter 82 can be used.

Most of the equations presented in this chapter are
based on measured data and tend to be conservative,
usually predicting somewhat higher sound pressure
levels than are measured in the field. Due to recent
efforts at reducing equipment noise, sound pressure
levels for some equipment may be significantly
(10 dB) quieter than the levels calculated in this
chapter.

Some equipment consists of several different
sound-producing components such as motors, pumps,
blowers, and the like. The sound power levels for each
component should be determined and then combined
(using correct decibel addition) to get the total sound
power levels.

16 INTERNAL COMBUSTION ENGINES

The internal combustion engine is a major source
of noise in transportation and industrial use. The
intake and exhaust noise can be effectively silenced.
However, the noise radiated by engine surfaces is more
difficult to control. In gasoline engines, a fuel–air
mixture is compressed to about one-eighth to one-
tenth of its original volume and ignited by a spark
plug. In diesel engines air is compressed to about one-
sixteenth to one-twentieth of its original volume and
liquid fuel is injected in the form of a spray; then
spontaneous ignition and combustion occurs. Because
the rate of pressure rise is initially more abrupt with
a diesel engine than with a gasoline engine, diesel
engines tend to be noisier than gasoline engines. The
noise of diesel engines has consequently received more
attention from both manufacturers and researchers. The

noise of internal combustion engines is discussed in
detail in Chapter 84.

The noise of engines can be divided into two
main parts: combustion noise and mechanical noise.
The combustion noise is caused mostly by the rapid
pressure rise caused by ignition, and the mechanical
noise is caused by a number of mechanisms. with
perhaps piston slap being one of the most important,
particularly in diesel engines. The noise radiated from
the engine structure has been found to be almost
independent of load, although dependent on cylinder
volume and even more dependent on engine speed.80

Priede has given a good review of internal combustion
engine noise with an emphasis on diesel engine
noise.81 Reference 14 also includes detailed discussion
on various aspects of engine noise.
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CHAPTER 69
GEAR NOISE AND VIBRATION PREDICTION
AND CONTROL METHODS

Donald R. Houser
Gear Dynamics and Gear Noise Research Laboratory
The Ohio State University
Columbus, Ohio

1 INTRODUCTION

Gears are used in numerous applications where
mechanical power is transmitted. If even an infinites-
imal fraction of the transmitted power is converted to
noise, gears can emit annoying and sometimes harmful
sounds. The noise of gears in automobiles and other
consumer products such as appliances, printers, and
toys may be objectionable to the listener. The gear
noise may actually exceed legal requirements and/or
cause hearing damage in higher power products such
as aircraft, ships, and industrial machines.

Two types of gear noise exist: whine and rattle.
Gear whine is a periodic sound characterized by
tones at the gear mesh frequency and its harmonics
(integer multiples of mesh frequency). Gear rattle is
an impulsive sound that occurs in lightly loaded gears
that are externally excited by an oscillating torque. In
practice, gear whine is usually more important than
gear rattle, but gear rattle is sometimes of concern. The
analysis of gear noise and its predominant frequencies
are of considerable importance in the understanding of
the gear vibration and noise generation process.

2 VIBRATION AND NOISE ENERGY FLOW

Figure 1 shows a typical gear arrangement of a
modestly complex gearbox in which both displacement
and force excitations occur at each gear mesh. The
forces created at the mesh then excite the gear blanks
and support shafting, both in the torsional and lateral
directions. The resulting shaft dynamics then cause
forces to be transmitted through the bearings to the
housing, with the housing’s vibrating panels radiating
noise to the surroundings. Dynamic forces might also
be transmitted either through the housing mounts or
along the connecting shafts to other noise radiating
surfaces. Figure 2 shows the energy flow in schematic
form. This figure may be used by analysts to identify
the steps in developing models to predict noise and
vibration and by experimentalists to identify transducer
locations along the gear noise and vibration paths.

3 GEAR NOISE AND VIBRATION
IDENTIFICATION—THE FREQUENCY
SPECTRUM

Gear whine is characterized by a periodic sound that
has major components at the gear mesh frequency and

Motions at the gear
mesh generate dynamic
gear tooth forces that
excite the shaft.

The shaft vibratory
response generates
dynamic bearing
forces. The dynamic bearing

forces excite the
housing, which
generates noise.

Figure 1 Multimesh gear train schematic.
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Figure 2 Gear noise energy flow diagram.

its harmonics. The mesh frequency may be calculated
using the equation:

fm = Nfs

where N is the number of gear teeth and fs is
shaft frequency in hertz. A 25-tooth gear rotating
at 1200 rpm has a mesh frequency of fm = 25 ×
1200/60 = 500 Hz. The mesh frequency computation
for planetary gears is a bit more complex and depends
upon the gear configuration.

The excitation of gear whine noise is periodic
but is seldom sinusoidal. Therefore, gear whine noise
will also occur at harmonics of mesh frequency.
Modulations due to tooth spacing errors, eccentricities,
and torsional vibrations may create sidebands that are
spaced at shaft frequency intervals on either side of
mesh frequency and its harmonics. These frequencies
are identified on the frequency spectrum of Fig. 3.

Gear rattle, on the other hand, is difficult to identify
from a frequency spectrum. The repeated impacts that
occur from the loss of gear contact only increase
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Figure 3 Frequency spectrum for a gear pair having a
25-tooth pinion rotating at 1200 rpm.

broadband noise that shows up as a rising of the noise
floor of the spectrum.

4 GEAR WHINE EXCITATION
A survey of the literature has identified the following
quantities that have been identified as excitations of
gear whine noise1:

1. Transmission Error (TE) Defined as the devi-
ation from perfect motion transfer of gears.
Transmission error may be attributed either to
profile deviations from perfect involutes (con-
jugate shapes) or to gear deflections that result
from the transmitted load. The equation for
angular transmission error, when referenced to
the pinion, is

TE = θp − mgθg

where θp and θg are the angular rotations of the
pinion and gear, respectively, and mg is the gear ratio.
Transmission error may be expressed in linear units
by multiplying the angular value by the pinion base
radius.2–4

2. Mesh Stiffness Variation The change in tooth
stiffness that occurs when the lengths of lines
of contact change as the number of tooth pairs
in contact change. These stiffness variations
result in a time-varying parametric excitation
of the torsional dynamic system. The deflection
portion of transmission error results from mesh
stiffness changes.5

3. Axial Shuttling Force A time-varying force at
the bearings due to the centroid of the mesh
force axially shifting back and forth along the
tooth face width.6

4. Friction Force Results from the relative slid-
ing that occurs in gear tooth meshing. As
with axial shuttling, statics may be applied
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to obtain time-varying bearing forces resulting
from friction.6,7

5. Lubricant and/or Air Entrapment In high-
speed gearing, the air and lubricant in the root
clearance and backlash regions must find an
exit path. This may result in high velocities of
pulsating fluid motion that can result in mesh
frequency whistles.

Transmission error and mesh stiffness variation
are closely related to one another and have his-
torically been considered the primary gear noise
excitations.5,8–11 At light loads, transmission error is
definitely the major cause of gear whine. However,
at higher loads, low transmission error gears often
still have significant gear noise, thus giving credence
to load-dependent sources such as friction and shut-
tling. Since gear noise is generated from forces passing
through the bearings and then exciting the housing, a
more general gear excitation would be to calculate the
net time-varying force that excites the bearings.12

4.1 Gear Geometry Used in Predicting Gear
Noise Excitations
Parallel axis, involute spur gearing will be discussed
in this section, but the concepts presented may be
extended to all types of gearing. The involute tooth
shape is by far the most common tooth form in use
today. The involute form is generated by unwrapping
a string from the base circle (radii rb and Rb,

respectively) of each gear. In involute gears, the tooth
contact force acts on a line tangent to the respective
base circles of each gear as shown in Figure 4. Fig. 5
shows an expanded view of the line of contact in
relation to a tooth of one of the mating pair. Here, Z is
the length of the line of contact, which, for the driving
gear tooth, begins at the start of the active profile
(SAP) and extends to the tip of the tooth. As the gears
rotate, the meshing begins with two pairs of teeth in
contact and transitions to a single-tooth pair in contact
in the central region of the tooth. Both the lowest point
of single-tooth contact (LPSTC) and the highest point
of single tooth contact (HPSTC) are designated on the
figure. Contact ratio, the average number of tooth pairs
in contact, is the ratio of the total length of contact, Z,
to the base pitch, pb (spacing of teeth along the base
circle). The length of the contact may be calculated by

Z =
√

r2
o − (rp cos�)2 +

√
R2

a − (Rp cos �)2 − C sin�

where ro and Ro are the outside radii and rp and Rp

are the operating pitch radii of the respective gears, C
is the center distance, and � is the pressure angle.13 A
contact ratio of 1.4 means that two pairs of teeth are
in contact 40% of the time and that one pair of teeth
are in contact 60% of the time. When two tooth pairs
are in contact, the mesh stiffness is about twice that of
when one pair of teeth is in contact.

Figure 6 shows, for a perfect involute gear pair, the
effect of stiffness change on the transmission error, first

rb
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Z
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Torque

Pitch Point

Center Line

Driver
Torque

ωg

ωp

φ

Figure 4 Gear contact line and the geometry associated
with computing the contact ratio of a gear pair.
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Figure 5 Line of contact nomenclature (numbers along
the line indicate number of tooth pairs in contact).
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Figure 6 Transmission error and stiffness change for a
perfect involute spur gear pair.

when the gears are under no load and then when they
are fully loaded. Note that the gears run ideally with
zero transmission error at no load. When the gears
are loaded, the mesh deflection, which is a measure
of transmission error, changes in a stepwise fashion
as the number of tooth pairs in contact changes from
one to two. A 3-module, fully loaded gear pair would
have a deflection value in the order of 25 µm, so a
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typical transmission error in this situation would have
a peak-to-peak value of 12.5 µm. Also shown in this
figure is the force carried by a single tooth as it rotates
through the mesh. The step changes in tooth force are
undesirable from a dynamics perspective.

4.2 Minimizing Transmission Error—Effect
of Profile Modifications
Transmission error in spur gears is minimized by
removing material from the tip and root regions
of the mating teeth such that the material removed
compensates for the motion errors due to the change
in stiffness. Assuming the tooth stiffness is linear with
load, removing material linearly from each end of the
tooth will achieve this cancellation (material removal
is called tip relief or root relief, depending upon the
region of the material removal). Figure 7 shows the
tip relief starting at the highest point of single-tooth
contact and progressing to the tip of the tooth. Root
relief also varies linearly, and extends from the LPSTC
to the SAP. The amplitude of the relief is equal to the
single-tooth pair mesh deflection. The upper portion
of Fig. 6 shows a straight-line profile chart for the
perfect involute gear. The profile chart of Fig. 7 shows
the linear shape of the profile modification along the
tooth height. Figure 7 also shows that the transitions
in tooth force are much more gradual, thus reducing
the dynamic loads on the gear teeth. It should be
noted that tip and root relief work well at minimizing
the transmission error (TE) at the “design” load, but
there will still be significant transmission error at other
loads.

4.3 Effects of Load and Contact Ratio
on Transmission Error
A popular approach to achieving gear designs that
have lower transmission error is to increase the contact
ratio of the gear pair, thus reducing the mesh stiffness

variation. This is done by either increasing the tooth
height or by using helical gears. The total contact ratio
of helical gearing is expressed as the sum of the profile
contact ratio and the axial or face contact ratio:

mt = mp + mf = Z/pb + F/px

where Z and pb were defined previously, F is the face
width, and px is the axial pitch.13

A set of geometries (Table 1) used in an experimen-
tal noise study by Drago et al.14 will be used to show
the effect of contact ratio on transmission error. Opti-
mal profile and lead modifications have been applied to
these gear pairs, and they have then been simulated15,16

to determine the effect of load on transmission error.
The results for each case are shown in Fig. 8. Here,
for the perfect involute spur gear pair, the transmission
error increases linearly with load (the line is distorted
due to the log scale on the y axis). The spur gear pair
with profile modifications has increased TE at light
loads and a minimum TE at the design load. If low
transmission error is desired at no load, the gears must
have a perfect involute over at least one base pitch of
rotation. One means of achieving this is to use gears
with a contact ratio greater than 2.0 and apply the relief
at the highest and lowest points of double-tooth con-
tact, respectively. A typical TE plot for a high profile
contact ratio set is shown as case C in Fig. 8.

Figure 8 shows that the helical gears, which
have circular profile and lead modifications, have
lower transmission error than the spur gears, and,
as helix angle and, hence, contact ratio is increased,
the transmission error continues to be reduced. The
following guidelines, based on increasing contact ratio,
for reducing gear noise and vibration are:

• Increase tooth height (longer cutting tool, lower
pressure angle) so that Z increases.
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Figure 7 Transmission error and stiffness change for a modified spur gear pair.
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Table 1 Design Data for the Gears Whose Data Is Plotted in Fig. 8

Pinion Gear Pinion Gear Pinion Gear Pinion Gear Pinion Gear

A, B C D E F

Spur LCR Spur HCR Helical LCR Helical MCR Helical HCR

Module (mm) 3.18 3.18 2.95 2.78 2.59
Pressure angle (degrees) 25 20 23.5 22.2 16.5
Helix angle (degrees) 0 0 21.5 28.9 35.3
Profile contact ratio 1.43 2.10 1.37 1.37 2.12
Axial (face) contact ratio 0.00 0.00 1.25 1.76 2.25
Total contact ratio 1.43 2.10 2.63 3.13 4.37

A: B:
Tip modification (mm) 0.016 0.013 0.010 0.013

NoMod 0.019
Total lead crown (mm) — — 0.005 0.010 0.008

Peak-to-Peak Transmission Error

Torque (N-m)

0 114 227 341 454 568 681
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Figure 8 Effect of contact ratio on the transmission error of different modified gear tooth pairs.

• Increase helix angle to decrease px .
• Increase face width (least practical in most

cases).

However, the gear designer faces practical limits
in each of these. For instance, tip thickness and root
clearance constraints limit the tooth height, increased
helix angle causes larger axial forces that cause bearing
design difficulties (35◦ is a rough upper limit), and
wide face widths result in larger deflections and load
sharing difficulties. Another rule often quoted is that
one should design to either an integer profile contact
ratio or an integer face contact ratio, since either of
these will provide reasonably constant mesh stiffness
as the gears rotate. This concept works well when
one is using perfect involutes, but if one is using tip

relief or lead crown on the teeth, it can be shown that
the benefits of designing for integer contact ratios are
reduced.

4.4 Other Gearing Types
The tooth profiles of most other gear types, such
as spiral bevel, hypoid, and worm gears, are tied
much more closely to their manufacturing process than
are the profiles of involute spur and helical gears.
Nonetheless, the excitations of these gears are similar
to those of parallel axis gearing, with transmission
error and mesh stiffness still being the major quantities
to be concerned with.17 Again, tip relief and lead
crown are used to compensate for stiffness variation,
but now these terms are often described in terms of
nonconjugate tooth curvature mismatch.
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4.5 Other Excitations
As mentioned earlier, the time-varying forces due to
friction and the change in location and direction of the
net force on the gear may also provide a substantial
force excitation, particularly when one has already
minimized forces due to transmission error and mesh
stiffness variation. These force variations are quite
easily computed for parallel axis gearing and may also
be evaluated for the other gear types. An example
of a general force metric that includes each of these
excitations in presented by Houser and Harianto.12

5 NOISE PATH ANALYSIS/DYNAMICS
The remainder of the solution of gear noise and
vibration problems involves reducing the effects of the
noise/vibration path to the receiver. Classical vibration
modeling and modal analysis approaches that are
discussed in other chapters of this handbook are often
appropriate. However, one should be aware that the
gear mesh frequency might be in the 2- to 10-kHz
region where the modal densities of housing panels
may be extremely high. In these cases, statistical
energy analysis has been used for gear path analysis.18

5.1 Torsional/Lateral Dynamic Modeling
The first stage in the dynamic analysis of mating
gears is to evaluate the torsional/lateral dynamics
of the gear shaft system. The simplest acceptable
model for evaluating gear dynamics is depicted in

Tooth Force

Cm

Rb

Kb

K m

K b

rb

TE

ω1

ω2

Figure 9 Simple spring–mass model for gear dynamics
prediction.

Fig. 9.19 Here, the gears are represented by both
mass and rotary inertia, and the spring connecting
the inertias at their respective base radii is called
the gear mesh stiffness. This stiffness results from
the sum of the tooth mesh deflections that result
from Hertzian contact deflections, bending and shear
deflections of the gear teeth, and the rotation and
translation of the gear tooth base relative to the gear
body. Each of these deflection components is of the
same order of magnitude. A good estimate of the
stiffness of a single tooth pair is 14 × 109 N/m per
metre of face width. Since the stiffness of a rolling-
element bearing is of the same order of magnitude
as the mesh stiffness, one finds that there may be
significant coupling between the gear translation and
gear rotation. The two primary excitations of this
model are time-varying mesh stiffness variation and
the displacement input resulting from transmission
error (depicted by a cam in the figure). More degrees
of freedom must be added to the model if the forces
due to friction (at a right angle to the line of action)
or shuttling are to be included. When operating gears
such that the mesh frequency resonance is excited,
there is the likelihood of loss of tooth contact, and
in these situations it is necessary to include a backlash
nonlinearity in the model.20

5.2 Housing Dynamics
After obtaining the forces at the bearings due to
the gear excitations, the response of the housing to
these forces is required. A simple asymptotic modeling
procedure for performing such an analysis is shown in
Fig. 10. Depending on the assumptions that are made,
this model can range from being extremely simple to
extremely complex.

An idler gearbox that has three gears and a total
of six bearings has been used as an example for
applying a simple version of this model.21 The average
bearing force is used to excite a single panel of the
housing, and the predicted mesh frequency noise level
is shown in Fig.11, as is the measured noise level.
The asymptotic shapes of the measured and predicted
responses are quite similar with the noise level of each
plot having a low-frequency asymptote that increases
with frequency at about 40 to 45 dB/decade. Data from
other gearing applications have shown this slope to
typically range from 30 dB per decade to 45 dB per
decade.22 The noise level flattens or starts dropping
above a frequency that normally corresponds to the
major mesh torsional resonance.

If a speed sweep of the gearbox reveals gearbox
resonances, then classical approaches must be used
to identify the mode shapes of the subject resonances
and then one must either attempt to shift the subject
resonance out of the operating speed range or apply
damping to reduce the resonant amplitude. The shaft
bending and torsional resonances, which are often dif-
ficult to measure, will always be evident. For reference,
the main torsional natural frequency of a steel gear pair
is in the 2- to 8 -kHz frequency region, and shaft lat-
eral vibration natural frequencies are typically lower
than the main torsional natural frequency.
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Figure 10 Noise prediction modeling procedure.
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Figure 11 Mesh frequency order trace for an idler gear train.

6 GEAR RATTLE

Gear rattle is a lightly loaded phenomenon that is
usually excited by time-varying torques in the drive
system. Rattle is common in drive trains driven
by an internal combustion engine where the prime
excitation is at the engine firing frequency. Rattle
results from the gear teeth losing contact so that
they float in the backlash region and then come back
into contact with repeated impacts. Although these
repeated impacts have periodicity at the excitation
frequency, one only hears the ringing impact response
typical of the gears and their structural supports.
The frequency spectrum of gear rattle usually shows
an increase in broadband noise in the 1- to 5-kHz
frequency region. The reduction of rattle may be
achieved by minimizing backlash, but this is dangerous
since manufacturing errors may result in tight mesh
operation that could cause a significant increase in
gear whine. Other approaches to minimizing rattle
use system dynamics solutions such as providing a

backlash zone in the clutch or altering the system’s
mass–spring dynamics.20

7 TROUBLESHOOTING
Most gear noise problems show up after a product is
in production, and the gear noise solution becomes a
troubleshooting issue. Listed below are some of the
steps that should be taken to achieve a viable solution
for such problems:

• Identify whether the noise is a whine problem,
a rattle problem, or some other type of sound.
This is normally done by simply listening to
the gears but may require observation of the
frequency spectrum of the noise. If a gear
whine problem is identified, the next steps are
recommended.

• Identify the fundamental frequencies of the
whine noise from the noise frequency spectrum.
If the noise is at mesh frequency or any of
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its harmonics, proceed to the next steps. If
the noise is at a ghost frequency, a noninteger
multiple of mesh frequency that still increases
with speed, one must look for slight undulations
of the tooth surface that are the result of the
manufacturing process.24,25 Solutions to ghost
noise problems are usually achieved by altering
some aspect of the gear machining process.
Severe sidebanding is an indication of high
torsional vibrations and/or a large eccentricity
in one of the gears.

• Perform speed sweep measurements to deter-
mine if a resonance is causing the prob-
lem. Typically a waterfall plot or a color
speed–frequency map is used for this purpose;
however, this author finds that plotting the
amplitude of individual harmonics of mesh fre-
quency versus speed or frequency (called order
plots) is particularly useful. Resonant problems
have a wide range of solutions, but simply
reducing the mesh excitation is an approach that
should not be overlooked.

Table 2 Effects of Different Gear Design and Manufacturing Parameters on Gear Noise

Direction to
Reduce Noise

Noise
Reduction (dB) Comments

Number of teeth Decrease 0–6 Lowers mesh frequency.
Contact ratio Increase 0–20 Requires accurate lead and profile modifications.
Helix angle Increase 0–20 Machining errors have less effect with helical gears.

Little improvement above about 35◦.
Surface finish Reduce 0–7 Depends on initial finish—reduces friction excitation.
Profile modification 4–8 Good for all types of gears.
Lapping 0–10 Very effective for hypoid gears.
Pressure angle Reduce 0–3 Reduces tooth stiffness, reduces eccentricity effect,

and increases contact ratio.
Face width Increase Increases contact ratio for helical gears; reduces

deflections.

Table 3 Effects of Other Factors on Gear Noise

Load Noise typically increases with load.
Power Noise typically goes up with power.
Speed Noise increases at 30 to 45 dB/dec beneath torsional natural frequency. Resonances will

affect response.
Module Debatable, since decreasing causes increase in contact ratio, but increases the number of

teeth.
Tooth height Increases profile contact ratio, thus reduces noise but tip thickness provides a limit.
Contact line length Was once felt to be important to keep constant but not that important for modified gears.
Recess action Is favored due to lubrication considerations and the reduction in entering contact sliding.
Roll angle Avoid contact at low roll angles, 8◦ –10◦ preferred.
Backlash Little effect on gear whine, important for rattle.
Misalignment If contact ratio reduces, noise increases. Use lead crown to minimize its effect.
Spacing errors Little effect on mesh frequency noise, but for quiet gears, will affect the noise floor at all

other frequencies.
Profile errors S-shaped and concave shapes are bad.
Pressure angle error Can considerably increase noise.
Lead crown Compensates for misalignment; reduces noise of helical gears; can be effective with high

contact ratio spur gears; should not be overdone.
Lubricant viscosity Increasing tends to reduce friction and hence reduces noise.
Split path drives Tend to be quieter, can phase gears; compactness tends to yield quieter drives.
Planetary gears Special case of split path drive. Proper phasing is helpful, but shafts need concentricity

and float.
Materials Usually, gear load capacity determines material; effects are not as great as claimed.
Damping Effective for reducing amplitudes at resonances; has been applied to reduce the effect of

gear blank resonances; may improve rattle properties.
Bearing type Plain bearings reduce noise relative to rolling-element bearings; preload can affect noise

levels.
Housing mounts Can reduce flanking noise path.
Tuned absorbers Have been effective where resonances exist.
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• If comparing results with predictions of exci-
tations, it may be particularly useful to experi-
mentally determine the effect of load on noise.

• At each torque, obtain the contact pattern using
bluing or other type of dye that will wear off
as the gears roll through mesh. If the pattern is
near the edge of the teeth, this is an indication
of severe shaft or gear tooth misalignment. Such
misalignment reduces the effective contact ratio
of the gear pair. The pattern that is observed
always has an area that is greater than that
of an individual tooth pair in mesh due to the
thickness of the dye and the fact that the pattern
is the sum of the patterns of all of the teeth that
have meshed with the measured tooth.

• Obtain gear profile and lead measurements for
use in ascertaining manufacturing difficulties.

• Using measured profiles and leads, perform
simulations to predict TE and other excitations.

• Look into modifying the profile and lead mod-
ifications to minimize the noise, being sure to
provide adequate lead crown to compensate for
misalignment. However, one should be aware
that manufacturing variations might provide a
large amount of statistical variation in the noise
levels, so robust designs that have a low sensi-
tivity to manufacturing errors are desirable.26

• When all else fails, the gears may need to be
redesigned with higher contact ratios or the
sound path from the gearbox to the listener must
be altered. The latter approach would include
adding isolators to the mounts of the gearbox
or going to the extreme solution of adding a
cover over the gearbox.

8 GEAR DESIGN SUMMARY FOR MINIMUM
NOISE AND VIBRATION

Anytime general statements are made about how much
a given design change will reduce noise, an appreci-
ation for the noise level prior to making changes is
required. It is easier to reduce the noise of a poorly
designed and manufactured gear set than one in which
noise was considered from the beginning. Nonetheless,
Table 2 provides a summary of some observations that
have been made by many investigators that indicates
some of the gains that might be achieved by altering
transmission designs.27,28 Beware!! The many reduc-
tions that are possible in the table are not additive in
nature. Also, changing one design quantity inevitably
changes other quantities, so it is difficult to determine
the effects of individual changes. Table 3 briefly dis-
cusses the effects of other schemes that may be applied
to reduce gear noise.
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TYPES OF BEARINGS AND MEANS OF NOISE
AND VIBRATION PREDICTION AND CONTROL
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1 INTRODUCTION

Bearings are needed whenever one part of machine
slides against another and can be classified as pro-
viding sliding or rolling contact. A sliding bearing
typically uses a lubricant to reduce friction between
sliding surfaces. A shaft and bushing bearing is known
as a journal bearing. Bearings that provide sliding con-
tact fall into three general classes: radial bearings that
support shafts, thrust bearings that support axial loads
on rotating shafts, and linear bearings that support parts
in a straight line. Radial bearings are also called sleeve
bearings. Rolling-contact bearings are often referred to
as antifriction bearings.

Most vibration prediction and control techniques
for bearings are based on signature and spectrum
analysis. The root-mean-square (rms), shock pulse,
kurtosis, high-frequency resonance technique, and
eddy current direct displacement measurements are the
main methods of bearing diagnostics.

1.1 Use of Rolling Bearings and Construction
of Bearing Assemblies

Thrust bearings take radial (axial) forces acting on the
rotor and fix its radial (axial) position with respect
to the machine body. The bearing assembly usually
consists of two bearings:

• Fixed and floating
• Two bearings fixed only in one axial direction

(two-sided fixing)

Fixed Bearing The fixed bearing takes up the
radial load and the axial load simultaneously in two
directions. The cylindrical roller bearings with one
flange-less ring may be used in a fixed support together
with another (thrust) bearing that takes up the axial
loads; in this case the thrust bearing is installed in the
housing with a radial clearance.

Floating Bearing The floating bearing takes up
only a radial load and makes it possible for the shaft
and housing to make relative displacement with respect
to each other. The axial displacement is performed
either in the bearing proper (cylindrical roller bearings)
or when the bearing ring is clearance fitted with the
mating part.

Two-Sided Fixing For two-sided fixing, use is
made of radial ball bearings and roller bearings that
take up axial loads at least in one direction.

Internal Clearance in Bearings The clearance in a
bearing is a value of displacement of one bearing ring
with respect to the other in a radial direction (radial
clearance) or axial direction (axial clearance).

The following types of clearances are distinguished
in a rolling bearing:

• Prior to assembly—initial clearance
• After assembly
• Clearance in operation conditions—working

clear

Lifetime of Rolling Bearings The life of a rolling
bearing is understood as the number of revolutions (or
hours of operation at constant rotational frequency)
that the bearing may perform before fatigue failure
indications appear on its parts.

In practice, the life span of the same type bearings
exhibits wide variations even in the totally coinciding
operating conditions. When selecting rolling bearings,
two specific parameters are used in addition to other
parameters: dynamic load capacity and rated life or
basic dynamic load rating (L10).

The service life of a bearing is understood as a
time period within which the given bearing preserves
serviceability under specified production conditions.
The limit fatigue load (Pu) is understood as such a
load on the bearing that in ideal operating conditions
does not ever cause fatigue failure.

1.2 Causes of Bearing Failure

The first group of causes is incomplete scope of
testing of restored bearings and rejected batches of
mala fide manufacturers (manufacturing defects): The
serious incoming inspection of bearings performed by
a number of enterprises has shown that depending
on the batch the bearings may contain up to 90% of
defective pieces, though looking perfect at first glance.

The other group of reasons of bearing failure lies
in defects of assembly and operation:

• Violation of lubrication conditions (quantity and
quality), violation of maintenance conditions
(40%)
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• Wrong assembly, installation, and adjustment
(30%)

• Wrong usage (off-design operating modes),
high loads (pressure in radial and/or axial
directions) and vibration (20%)

• Operation wear (abrasive or fatigue) and con-
tamination (10%)

This distribution depends on the field of application
of a rolling bearing. In transport vehicles the main rea-
son of failure is fatigue. In the petrochemical industry
the main cause is wrong assembly, installation, and
lubrication. In the pulp and paper industry it is poor
lubrication and contamination. The character of dam-
age of rolling bearings depends on the cause of dam-
age: By investigating a damaged bearing it is possible
to determine the cause of defects and take measures
to prevent systematic repetition of such defects in the
future.

Fatigue The cause of fatigue lies in alternating
transverse stresses developed in subsurface layers of
raceways that cause cracks propagating toward the
surface. When rolling over the cracks of rolling
elements, spalling of material particles takes place.
Spalling (rubbing) is developed under edge stresses
and wear products brought together with lubricant.

The incubation period (until fatigue damage fea-
tures appear) depends on the rotational frequency of
the bearing, load, lubrication effectiveness, and clean-
liness of the lubricant material. Fatigue spalling of
rolling bearing elements (in normal operating condi-
tions) develops rather slowly and is accompanied with
the increase of noise and vibration of bearings, which
permits detection of the damage and replacement of
the bearing prior to its full destruction.

1.3 Inspection of Bearings

The purpose of bearing inspection is to detect the
following (see Fig. 1):

• Disagreement of the temperature, oil level, and
other parameters to be tested to the norms and
standards

• Unusual noise, sounds, or vibration
• Spills or leaks of technical liquids (oils, lubri-

cants) around the bearings
• Discontinuities or cracks of bearing body

Temperature Monitoring Increased (as compared
with the normative value) temperature is evidence of
abnormal operation of the bearing assembly and causes
degradation of lubricant. It is necessary to register
and analyze possible reasons. Prolonged operation at
temperatures over 125◦C causes essential reduction of
the service life of a rolling bearing.

Noise Monitoring (Organoleptic) When in good
condition, the bearing generates uniform, soft, hum-
ming (the so-called rustling) noise. Rattling, whistling,
squeaking, or metallic (and other unusual sounds)
noise is evidence of an abnormal state of the rolling
bearing. The defects causing noise in bearings are irre-
versible and demand replacement of the bearing.

Visual Observation Seals protect the bearing
assembly from dirt and keep lubricant inside the bear-
ing assembly. Insufficient lubricant, change of color
or darkening when contaminated, change of consis-
tency, and the like are all factors that may cause fast
deterioration of the bearing.

Visual Inspection of Bearings after Disassembly
For visual inspection a small mirror and a probe with
a rounded end is used. The purpose of inspection is
to detect local defects: burrs, dents, scratches, pits,
cracks, mirror-polished spots, or change of metal
colors (temper colors).

Vibration Monitoring Practically all defects emerg-
ing during manufacture, assembly, and operation of
the rolling bearing (as a part of a machine) exert
an influence on the vibration parameters. As defects
are developing, macro and microgeometry of bearings

Condition of
Lubrication (Oil
Level )

Temperature

Vibration

Cracks

Visual Inspection
of Bearing

Elements during
Disassembly

Leaks

Noise

Figure 1 Parameters and defects found during inspection of bearings.
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undergoes changes, friction force properties, and load-
ing conditions change. Nonlinearity and anisotropy of
the vibration signal appears; the ratio between the ran-
dom component and the periodic component of the
vibration signal changes; shock pulses emerge to excite
a broadband vibration of the bearing assembly; a low-
frequency vibration appears. Various strategies and
approaches are used for monitoring the parameters of
vibration of rolling bearings.

1.4 Main Methods of Diagnostics of Rolling
Bearings
To ensure high reliability of diagnostics of the
technical condition of bearings and to prevent their
premature failure, it is necessary to perform complex
research based on incoming inspection of the quality
of bearings to be mounted, works on vibration
adjustment, outgoing inspection (postrepair check) of
the quality of restored machines, periodic monitoring
of the temperature, vibration, and noise character, and
visual observation of the state of the machine during
operation. These measures make it possible to ensure a
feedback that greatly enhances the nonfailure operating
time and reliability of the machine.

The essential part of these works is vibration moni-
toring. Two groups of methods are widely adopted for
the determination of the technical condition of rolling
bearings and detection of defects.

The first group is based on separation and analysis
of discrete components on certain frequencies of
excited oscillations in the bearing. The diagnostic
features are frequency components of the spectrum and
characteristics of signal pulse shape associated with the
characteristic frequencies of the bearings (see Tables 1
and 2): the pulse peak value (harmonic amplitude),
the ratio of the pulse (harmonic) energy to the noise
level, and the amplitudes of spectrum components at
the pulse repetition frequency (harmonic). For analysis
of these parameters use is made of vibration signal
spectra in the range of 5 to 10fi , spectra of amplitude-
modulated envelopes of narrow-band high-frequency
components of the vibration signal in the range of 5
to 20 kHz, vibration forms.

The second group of methods is based on diag-
nostics of the technical condition of the bearing as a
whole: In case of loss of serviceability it is necessary
first of all to determine the necessity for the bearing
replacement (i.e., to determine its technical state). The
cause of failure may be determined later, if required,
in the course of visual inspection of the bearing. The
condition of the bearing is evaluated by the degree
of development of degradation processes. The follow-
ing may serve as diagnostic parameters: characteristics
of amplitude distribution, moment characteristics (dis-
persion, excess), correlation and regression variances,
amplitude discriminants, various parameters with the
use of peak factor, and comparison of various vibra-
tion parameters in various frequency bands. During
analysis of the latter, use is made of the rms values of
vibration accelerations in the range of 15 to 40 kHz,
the peak value and the rms values of vibration accel-
erations in the range of 1 to 10 kHz, and some others.

The best results are obtained in case of simulta-
neous use of all these methods. Several approaches
(strategies) to the diagnostics of rolling bearings are
used depending on the hours worked and design pecu-
liarities of the machine.

1. Diagnostics in the process of operation of a
rotor machine with coaxial shafts with initially
installed defect-free bearings (practically all
pumps, fans, etc.). It is possible to diagnose
the condition of such machines with the
use of minimum diagnostic methods: methods
of the first and second groups are used,
mainly frequency analysis of the vibration
high-frequency envelope, parameters with the
use of the peak factor, and comparison of
various parameters of vibration in various
frequency bands. In this case it is possible to
perform the measurement “only one time.”

2. Diagnostics in the process of operation of a
rotor machine with mechanical transmission
and initially installed defect-free bearings in the
absence of defects during the machine assem-
bly. Since the number of various contacting
friction surfaces may be quite great (transmis-
sion elements, bearing elements) and the kine-
matics of transmission (bearing operating con-
ditions) vary essentially as compared with the
kinematics of a multishaft system with coax-
ial shafts, usually monitoring is used, or use of
additional methods of analysis and parameters
(e.g., cepstrum for transmission).

3. Diagnostics in the process of operation of
a multishaft rotor machine with mechani-
cal transmission for a wide range of defects
with the possibility of obtaining a short-term
prognosis of the technical condition of the
machine. Presence of various contacting fric-
tion surfaces (bearing elements, transmission
elements), integral kinematics of the multi-
shaft rotor system with coaxial shafts and
transmissions, influence of skew, violation of
rigidity (deformations) and slackening, and
shaft defects—all these require performance
of a full-scale monitoring with the use of
a detailed frequency analysis (spectra, spec-
trum envelopes, orbits, cepstrum, phase anal-
ysis, etc.).

When installing a new bearing, the probability of
using a defective part should be minimized. It may
be achieved by using items of known manufacturers
and/or by incoming inspection of bearings. Compli-
ance of levels of rms values of vibration velocity and
vibration acceleration for definite frequency bands is
checked during the incoming inspection at test benches
to the requirements of specifications for rolling bear-
ings with the aim to determine the class of the bearing
as per the noise produced. Frequency analysis helps
clarify the diagnosis.

To ensure long-term operation, outgoing inspection
of machine assemblies containing rolling-element
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bearings is performed after manufacture or repair.
Tests (and primary running in of friction pairs in
case of necessity) are performed on driven units with
various values of rotational frequency and/or load.
These procedures may be combined with operations
on vibration adjustment: balancing in own bearings,
adjustments, and the like. When performing the tests,
the whole range of vibration analysis methods is used.

As the defect develops, passing various phases
in the chain: cause—incipient defect—developed
defect—developed defect with secondary damage fea-
tures, the properties of the combination of forces
that excite vibration undergo certain changes. To
detect defects of assembly of bearings (in absence
of outgoing inspection), a frequency analysis of high-
frequency vibration is used. This high-frequency vibra-
tion appears as a result of modulation of friction forces.
The contour characteristics are taken. Simultaneously,
the difficulty of rotation of the shaft in the bearing
is evaluated; the temperature of the bearing (support)
is measured; the organoleptic analysis of the bearing
acoustic noise is carried out.

For monitoring the defects of wear of the rolling
and retainer surfaces in the course of development
of the defect, a frequency analysis of high-frequency
vibration of fixed elements and the bearing assembly
housing is used. This vibration appears as a result
of modulation of friction forces until the developed
defect phase is reached. At the developed defect phase
(particularly with secondary damage features), if a
machine is going to be operated further, the main
type of inspection becomes the vibration frequency
analysis in the range with the upper boundary, 5 to
10fi (or 50fr , or in the range of 10 to 2500 Hz) and
simultaneous visual analysis of the signal shape.

1.5 Vibration Test Points

During machine vibration (condition) checking, the
general rule to be followed is the following: Measure-
ments should be performed on rigid elements of the
structure in the point as close to the critical assem-
bly as possible; the number of mating surfaces along
the path of propagation of the signal should be min-
imal. By measuring the radial vibration, the sensor
(if possible) should be located so that its measuring
axis crosses the rotation axis in three main orthogo-
nal directions with respect to the axis. It is necessary
to take into account a number of peculiarities of the
rolling bearings that can introduce essential corrections
into the general approach. When testing the condition
(vibration) of the rolling bearing proper, the optimum
measuring point may be on the part that directly con-
tacts the bearing (usually on the housing) in the area
of the loaded zone of the bearing, from the side of
rolling elements entry into the load zone; see Fig. 2.

The sensor fastening method should ensure obtain-
ing the upper boundary of the frequency band when
getting the spectrum and vibration shapes to 5 to 10fi

(usually up to 2500 Hz for the rotor rotational fre-
quency of 50 Hz) while obtaining the spectrum enve-
lope up to 25 kHz with the ultrasonic analysis up to
40 kHz.

ω

Point of
Measurement

Loaded Zone

Load

Figure 2 Optimum point of measurement of high-
frequency vibration (ultrasonic oscillations) during
monitoring.

With the periodic monitoring, maximum use is
made of the fastening methods with the use of magnets,
probes, and special connections. More rarely used is
fastening with the stud with the help of glue, mastic
(wax), or adhesive plate. With continuous monitoring
only threaded connections are used.

When performing measurements with the help of a
magnet or probe, the surface in the measuring point
zone is cleaned of old paint and dirt. The surface in
the place of contact (for the magnet) should be smooth;
the area should be not less than 0.5 cm2. To improve
the acoustic contact and reduce the cavity-resonator
quality, it is recommended to apply some plastic grease
or low-viscosity oil on the surface to be measured.

When carrying out measurements with the help
of a probe (indicator point), the latter should be
reliably pressed to the surface to be measured; the
measurement axis should be perpendicular to the
surface of the machine; deviations for more than 10◦
are inadmissible. The recommended pressing force is
10 to 15 N.

For reliable use of the frequency analysis the
following requirements should be met:

• The upper boundary of the vibration spectrum
analysis frequency band should be selected not
less than 50fi or 5 to 10fi .

• Higher harmonics of the rotor rotation fre-
quency should be absent in the filter pass band
for separation of high-frequency vibration enve-
lope (or other toothed harmonics); there should
be no high resonator quality fields (coupled with
the method of fastening or properties of the
machine), and the mean vibration level in the
band should be comparable with the level of
noise in the low and medium frequencies and
should exceed the level of intrinsic noise of the
device by not less than 15 to 20 dB.

In the process of monitoring, it is very important
to perform the series of measurements strictly in the
same measuring point.



TYPES OF BEARINGS AND MEANS OF NOISE AND VIBRATION PREDICTION AND CONTROL 861

Taking into consideration the above-mentioned
facts, two main approaches are used in selecting the
place of measurement:

1. An approach oriented on identification of
the technical condition of the rolling bearing
proper and measurement (sometimes “one-
time”) of the parameters of the high-frequency
vibration (frequency analysis of the envelope).

2. An approach oriented on identification of
the technical condition of the rolling bearing
proper and the machine as a whole and (peri-
odic) measurement of the parameters of vibra-
tion in the whole frequency range (frequency
analysis of vibration in the band up to 5 to 10fi

and the high-frequency vibration envelope fre-
quency analysis).

For each of the approaches there are own peculiar-
ities (rules) for the selection of measuring points.

1. When the high-frequency vibroacoustic signal
propagates in metal, it attenuates. Nevertheless,
the attenuation is small over linear sections with
the length of less than 0.4 m. Thus, with the
overall size of the bearing housing less than
0.8 m, sufficient rigidity of the housing, bearing
rotational frequency of less than 5 Hz, and quite
sufficient spacing between the adjacent bearings,
the measurements may be performed practically
in any of the points.

2. With small size of gear case in which the
bearings are located (e.g., most cradle-mounted
pumps, small gear cases), the influence of

vibration of adjacent bearings in measuring
points 7 and 8, and sometimes in the measuring
points in the direction of bearing radius may be
quite great, and it is not recommended to perform
measurements in these points.

1.6 Types of Defects of Rolling Bearings and
Their Generalized Diagnostic Features

Emergence of defects in rolling bearings causes
the appearance of frequency components in the
vibroacoustic signal, as presented in Table 1.

The expressions presented in Table 1 determine
only the frequencies of the main harmonics (pulses)
emerging in the vibroacoustic signal with various
defects in the rolling-element bearings. Additionally,
vibration on higher harmonics of these frequencies
emerges, as well as vibration on a great number of
combinational frequencies components (cumulative,
differential) of the main frequency components. The
levels of vibration of frequency components are
determined by the type and degree of maturity of
the defect, the properties of the loads, the condition
of lubrication, the transmission characteristics of the
bearing assemblies, and other reasons. The number of
combinations of combinational frequencies may be so
great that manual analysis becomes next to impossible
to perform.

If the inner ring of the rolling bearing is fixed and
the outer ring is rotational (e.g., wheel pairs), then
the cage rotational frequency (fcg) in the formulas
of Table 1 should be changed by the frequency (fr −
fcg). If the inner ring of the rolling bearing rotates
and the outer ring is fixed (e.g., midshaft bearing in
aviation engines), then the rotor rotational frequency
(fr ) in the formulas of Table 1 should be changed by

Table 1 Formula for Calculation of Frequencies of Main Operational Failures of Bearing Parts

Formula

No. Designation For Fine Calculation

For Approximate
Calculation (95%)

with α = 0◦

1. fcg Cage rotational frequency fcg = 1
2

fr

(
1 − drol

dcg
cos α

)
fcg � 0.4fr

2. fo Frequency of tumbling of rolling
elements over the outer race

fo = 1
2

fr zrol

(
1 − drol

dcg
cos α

)
fo � 0.4zrolfr

3. fi Frequency of tumbling of rolling
elements over the inner race

fi = 1
2

fr Zrol

(
1 + drol

dcg
cos α

)
fi � 0.6zrolfr

4. frol Rotational frequency of rolling
elements

frol = dcg

2drol
fr

[
1 −

(
drol

dcg

)2

(cos α)2

]

5. fr Rotor rotational frequency (inner ring)
α Angle of contact between rolling elements and raceways

zrol Number of rolling elements in the bearing
dcg Diameter of rolling bearing cage (pitch circle, circumference passing through the centers of rolling

elements)
drol Diameter of rolling elements in the bearing
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the differential frequency (fr1 − fr2 ) (frequencies of
rotation of rotors fr1 and fr2 ), while the cage rotational
frequency should be changed by the sum frequency
(fr2 + fcg). It should be added that the analysis of
integral or peak levels of vibration is mainly used for
such machines in specially selected frequency bands.

1.7 Peculiarities of Diagnostics of Rolling
Bearings by the Shape of Vibration Signal:
Recommendations on Clarification of the
Results of Diagnostics
The shape of the signal changes drastically as the
defects of the rolling bearing develop: The ratio
between the periodic harmonic and random compo-
nents of the vibration signal changes, shock pulses
appear (in a number of cases they appear periodically),
the signal may become asymmetric, and vividly pro-
nounced modulation appears. The visual analysis of the
shape of the signal may be an essential complement
to the results of the frequency analysis. The diagnos-
tic features may be difficult for formalization, but the
reproducibility is quite high. The shape of the signal
usually becomes asymmetric in case of emergence of
cracks or damage of bearing elements. When a vividly
expressed local defect appears on one of the rings,
shock pulses may appear in the shape of the signal with
the periodicity of the rolling elements tumbling over
the local defect. In case of severe wear of the bearing,
the vibration signal modulation is vividly observed.

One of the most important peculiarities that help
diagnose rolling bearings is emergence of vibrations
on frequencies not multiple to the rotor rotational
frequency. Nevertheless, in case of the appearance of a
number of defects associated with the wear of the inner
ring, nonhomogeneous radial fit, slippage, violations of
rigidity, deformations of the support system, skewing,
backlash, coupling defects, and vibrations appear on
the rotor rotational frequency and its harmonics.

For localization and identification of these defects
it is necessary to have comprehensive information
on the condition of all assemblies of the machine.
It is necessary to perform a joint analysis of the
results of monitoring in all measuring points with due
account of the machine operating modes, to study
spatial distribution of vibration, to carry out the phase
analysis, and the like.

If changes of the vibration state of several bearing
assemblies arranged on one shaft axis are detected,
very often these are not defects of several bearings,
but severe defects of only one bearing. Such defects
may appear as a result of the emergence of additional
dynamic loads on the bearings adjacent to connection
couplings, for instance, in case of skewing and
problems with the coupling.

Very often vibration measurements testify of a
change in the technical condition of the assembly,
but the results of inspection do not allow reliable
identification of the defect. The reason for the change
of vibration may be the change in the operating mode
of the machine, the change in the operating conditions,
and influence of adjacent machines installed in the
same premise with the machine undergoing diagnosis.

During analysis of machine vibration, it is required
to observe several parameters simultaneously. For
instance, the changes may take place only in the signal
spectrum or in the envelope spectrum, or the pulses
may be observed only on time realizations with the
duration of 4 to 8 s, and so forth. This indicates the
starting stage in the development of the bearing defect,
lubrication defects, or appearance of hydraulic shocks.
It is necessary to perform repeated measurements; if
the results of measurements coincide, it is required to
monitor the development of the defect within several
days until the monitoring data (change of the machine
vibration state) allows one to identify the defect.

In addition to the recommendations given in this
chapter, the user may take into account the general
recommendations presented in other chapters.

2 DIAGNOSTICS OF ASSEMBLIES WITH
SLIDING BEARINGS AND SEALS
A sliding bearing could be represented as a part of
the shaft called the journal, center shaft, and the like,
which rotates inside a space limited by the bearing
shell. The liquid lubricant (sometimes gas, magnetic
field) prevents boundary friction of metal surfaces of
bearing parts during its normal operation. The same
lubricant, by interacting with the rotating shaft due
to friction forces, forms the so-called oil wedge that
forces it to float along the dynamic balance curve—the
higher the curve, the greater is its rotational frequency.

Some works (see, e.g., Refs. 1 to 14) are dedicated
to the methods of vibroacoustic diagnostics of sliding
bearings as compared with rolling-element bearings,
though they are also weak points in many machines
and mechanisms, for instance, in ship diesel engines,
in turbo generators, in various types of pumps,
compressors, turbines, and the like. This may be
explained by a number of reasons. One of them,
evidently, is that the sliding bearing possesses weaker
vibration activity as compared with other assemblies
of the machine; therefore, one has to deal with minute
vibroacoustic signals of the bearing proper, which
are lost against the background of “noise”—signals
produced by other elements of the machine when
the measurements are performed by built-in sensors.
Another reason is the difficulty of diagnosing the
avalanche-like process of degradation of easily melted
coatings of sliding bearing shells.

Certainly, not every defect of the sliding bearing
is shown in the vibroacoustic signal that accompanies
the work of the bearing. Nevertheless, such important
defects from the point of view of reliability and
safety of operation of machines equipped with sliding
bearings as nonuniformity of clearances, play, rubbing-
in/jamming, chipping, or melting of shells are well
pronounced and vividly seen in the vibration signal;
these can be used as diagnostic features. Consider the
main defects and their possible features.

2.1 Irregularities of Clearances in Sliding
Bearing (Seal)
In ideally designed and manufactured machines of the
rotor type, the same distribution of clearances in each
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bearing along the shaft axis is realized during operation
in the nominal mode. Practically, the difference of
clearances is checked with the removed upper cap of
the bearing by direct measurements of side clearances
between the shaft and the lower half of the bearing
shell along its length, then the vertical clearances
between the shaft and the upper half of the bearing
shell are checked for equal values; also the vertical
clearance change is evaluated during floating of the
shaft journal in the working mode. Naturally, during
assembly the out-of-roundness of the shaft journal
is checked, as well as the condition of its working
surface.

What are the reasons of appearance of such a
defect? The main reason of appearance of irregular
clearances is nondesign transverse load on the shaft,
most probably coupled with the skew of the bearing
axis relative to the shaft axis or misalignment of the
axes of the shafts.

What is the influence of this additional cross load
on the vibration signal? One of the characteristic
diagnostic features is the deviation of the shaft center
from the designed position on the dynamic balance
curve in the given rotation-load mode.

In the frequency range it means enrichment of
the spectral representation with reverse frequency
harmonics. It should be noted that if this spectrum were
obtained for the electric machine, then the increased
level of the second harmonic of the reverse frequency
with respect to the first harmonic would testify of
a possible defect of the electromagnetic system (see
Chapter 78).

Usually it is considered4 that in the presence of
a pure disbalance, that is, in the absence of other
defects, including axis misalignments of various types,
the shaft rotational frequency component predominates
in the vibration spectrum. The experience shows
that even when the rotational frequency harmonics
have great amplitudes in the rotor machine vibration
spectrum, it may happen that they are initiated exactly
by the great disbalance and not by other reasons
associated with the condition of the bearings or shafts.
Therefore, as usual, it is helpful to attract additional
information for clarification of the diagnosis.

When facing a situation like the above during
vibration analysis, it would be good to study other
possible causes of the emergence of components
multiple to the rotational frequency. Thus, for instance,
it may be out-of-roundness of the shaft journal (faced-
like journal) that may generate the second, third,
or even higher harmonic of the rotational frequency
depending on the number of these “faces,” as well as
play of the shaft journal.

If the first defect is, more likely than not, intrinsic
(apparently, only in exceptional cases it may be
expected to appear and develop in the process of
operation of the machine) and should be excluded with
correct assembly of the equipment, the second defect
may be a consequence of the development of the shaft
crack (such cracks often appear near the thrust surfaces
in places of concentration of loads). The vibration
spectrum in this case shows an essential level of the

second harmonic of the rotational frequency. This is
one of the indicative features. Much more informative
is the feature obtained with slow rotation of the shaft,
called “slow roll data.” The high level of the second
harmonic in this case is determined only by the play of
the journal (naturally with the absence of ovality in it),
since the response to the dynamic action is negligible
due to the very low magnitude of this action at such
low shaft speeds.

2.2 Abnormal Clearance Values (Looseness
and Gripping): Brushing

Increased or reduced clearances in the bearings and
seals emerging as a result of poor assembly or
degradation of the technical condition of the machine
during operation are not so bad by themselves as by the
consequences of their impact on the machine behavior.
The most important of such secondary defects in terms
of service life and reliability of machine operation
is brushing of rotating parts against fixed parts.
Brushing of the journal against the sliding bearing
shell, brushing of the shaft against the elements of
labyrinth packing of the lubrication system, brushing
of the impeller against the elements of the stator,
and the like manifest themselves by appearance of
shock pulses both in the radial and in the tangential
directions (friction pulses), as well as by temporary
change of rigidity, which is reflected quite naturally
in the characteristics of the vibration process. The
development of degradation phenomena causes local
heating, disruption of continuity of oil (gas) film and
boundary friction, rubbing, burrs and deformation of
contacting surface, and the like.

The main types of movement of the shaft journal in
the presence of increased clearance in the bearing, as
considered in detail experimentally and theoretically
in Ref. 2, may be normal when the balanced shaft
rotates inside the bearing without boundary contact and
defective, as listed below:

1. Constant contact of the shaft with the bear-
ing (with insufficient lubrication—retrograde
precession with continuous slippage in the
direction of rotation, i.e., “breaking-in”; with
flooded lubrication—direct precession with the
rotational velocity, i.e., “slipping”).

2. Periodic striking of the shaft against the shell
(in this case precession may be direct or
retrograde).

3. In case of horizontal position of a heavy shaft
pressed by gravity to the lower part of the
bearing, swinging of the shaft end appears as in
a pendulum with the length equal to the value
of the clearance measured along the lower arc
of the bearing clearance.

Since the task of this publication does not include
detailed description of all possible dynamic phenom-
ena characteristic to such a state of the machine, we
shall consider here only the events of shaft rotation
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causing brushing, while some other defective states
will be discussed in the following section.

The presence of play (clearance fit) of the bearing
shell with quite considerable influence from the side
of the shaft (e.g., due to its imbalance) may also
cause strikes and hence brushing. The presence of
tight fit (tight clearance) all over the circumference
of the shell or seal may be easily determined during
assembly either by hard turning of the shaft or by fast
overheating of the bearing after the start. Therefore,
we shall not discuss here the vibrodiagnostic features
of this defect (more so, this defect is not likely to
develop in the process of operation). What concerns
partially tight clearance, its manifestations are similar
to what has been described above, though there are
some specific differences.

The most important feature of manifestation of
these two bearing parameter deviations is brushing, as
mentioned above. A transparent model of influence of
this defect on the dynamics of the shaft is described
in Ref. 5.

Thus, if part of the shaft rotation period is character-
ized by contact (or weakening of interaction) between
the rotating and fixed parts of the machine, then the
effective rigidity of the assembly changes for this
time period. In the first case the “norm—touching”
increases for some time, in the second case the
“norm—play” decreases for some time. Correspond-
ingly, the mean rigidity value for this period slightly
changes, which causes change of the own frequency of
the assembly, as is known, proportionally to the square
root of the rigidity value.

Such change of system parameters within the
course of one cycle (or sometimes over a longer
period) associated with greater (in amplitude) radial
and tangential pulses brings about the appearance of
nonlinear oscillations causing the following. In addi-
tion to the proper frequency of the assembly, if the
rotational frequency exceeds 2, 3, or 4 times the mod-
ified proper frequency, then self-excited oscillations
appear on the corresponding subharmonic. In this case,
apparently, self-adjustment of rigidity and damping
parameters of the assembly is performed within a
certain range and, correspondingly, adjustment of the
proper frequency so that the range of “harmful” rota-
tion speeds exciting strong subharmonic oscillations
becomes wider than the band of the resonance curve
unmodified by the defect. If the shaft rotation speed
is increased, then the value of the self-excitation fre-
quency at a certain moment jumps over to the next
least ratio ( 1

3 , e.g., after 1
2 ), and so on.

What concerns oscillations on the rotational fre-
quency, due to nonlinear conversion of the torsional
oscillations into radial, the amplitude of the first har-
monic (1X) may grow with not so intensive brushing;
but due to considerable damping with a severe defect,
it falls down (though in this case the vibration of the
housing may grow considerably). The maximum rise
on the Bode diagram will be higher (in revolutions)
for the tight clearance (i.e., for the norm—touching
version) and lower for the looseness case (i.e., for the
norm—play version) due to modification of the proper

frequency value. As always, for nonlinear oscillations
the Bode diagrams differ greatly for rising and for low-
ering down of the revolutions.

The vibration spectrum may contain not only the
rotational frequency and its subharmonic, but also their
multiples; this is explained by the pulse influence of
the defect.

When measuring relative vibrodisplacements of
assemblies with such defects, it is useful to evaluate
the position of the shaft center in the clearance (since
its anomalous displacement is one of the main reasons
of brushing) and the shape and swing of the orbit,5
unambiguously shows the moments when the clearance
between the shaft and the shell is taken up in the
different modes.

With this defect, the position of the shaft center may
sharply change both in the stationary modes and in the
speeding-up and running-down modes. The spectral
composition, orbit shape, and direction of precession
of each frequency component may be evaluated by full
vibration spectra.

In Refs. 8 and 13 it is shown that if rub occupies
the whole perimeter of the shell or seal the orbit is
a circumference, and the precession is retrograde, on
the modified proper frequency. Thus, in the presence
of brushing some of the following features may be
manifest in relative vibration5,13:

• Change of vibration on the rotational frequency
1X

• Abnormal shape of the orbit
• Subharmonic vibration
• Components with retrograde precession
• Harmonics in the spectrum
• Changes in the mean position of the shaft, and

some others

Since the phenomena taking place in the presence
of such defects in the machine are essentially nonlin-
ear, then the minutest changes in the assembly operat-
ing conditions cause considerable changes of oscilla-
tion characteristics. Therefore, when making a decision
it is recommended to consider all the above-mentioned
characteristics together, as a set.

When measuring vibration on the housing with the
help of accelerometers, the above-mentioned charac-
teristic features are not obtainable, but other features
are manifested. Amplitude spikes corresponding to the
moment of defect flicker in the contact zone appear
in the region of one of the proper frequencies of the
machine and the resonance frequency of the sensor.
Since they create the modulation of these frequency
components of great depth, the spectral characteristics
of the amplitude envelope are a sensitive feature of the
defect. An additional characteristic feature in this case
is the appearance of frequency modulation of excita-
tion frequencies (but not resonance frequencies!), since
the pulse tangential forces emerging during boundary
friction create a modulation of the torque that disrupts
smooth rotation of the shaft. The spectral components
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of the amplitude and frequency modulation are used
as diagnostic features of brushing and burring.

The amplitude modulation manifests itself in a
wide range of frequencies; its depth is the greatest
in the vicinity of the resonance frequencies of the
assembly or the measuring device. As a rule, the
frequency modulation, by the rotational frequency and
its harmonics, also manifests itself in the vicinity of the
main excitation frequencies (blade, impeller, toothed,
etc.). (It should be noted that this parameter is most
sensitive in the case when the torsional oscillations of
the shaft are measured directly.)

There is one more informative parameter of the
vibration process that is sensitive to the process of
touching and burring at the initial stage. It is kurtosis of
the frequency curve of instantaneous vibration values
in a wide or narrow informative frequency band. As
a typical example it is possible to state experimental
data8 obtained during diagnostic testing of a water
centrifugal turbopump. Burring of sliding bearing shell
(using water lubrication) was simulated in the process
of testing. Shaft touching the bearing shell, which
caused burring of shaft surfaces, was stimulated by
interrupting the supply of lubricant. Starting from this
moment the process was developing increasingly. The
swing of kurtosis change �u of the vibroacoustic
signal was particularly great in the vicinity of proper
frequency of the assembly at the initial moment of
defect development. Its mean value also grows fast
at the early stage of assembly degradation. Then upon
reaching the maximum value, it even starts decreasing.
Such behavior of the given features is generally
characteristic of the defects whose development is
associated with appearance and increase of the number
of pulses in the vibration signal. They are very
effective for early diagnostics.

Since the development of this defect is difficult to
predict, the features may vary widely in the process
of operation of the machine; this makes it necessary
to compare large quantities of information in order to
obtain a reliable and thorough diagnosis.

2.3 Defects of Shell Surfaces
In practice, it sometimes becomes necessary to deal
with shell surface defects appearing as a result of errors
during assembly or wrong operation (chipping, melt-
ing out of babbit, etc.). The features of this defect are
similar to the features of irregularities of clearances in
the bearing. Some difference is due to a greater num-
ber of harmonics of the rotor rotational frequency as
a result of considerable change of the signal shape.
There is a characteristic feature stable to the mode
change. It is based on a greater diagnostic value that
the information on the phase relationships between the
rotational frequency harmonic characteristics for this
defect acquires, particularly the information on differ-
ent vibration signals. For example, when conducting
research of the features of bearing shell chipping, the
Lissajous figures (very sensitive exactly to phase infor-
mation) for the signals of relative vibration built up for
the first harmonic of vertical vibration and third har-
monic of horizontal vibration have changed shape and

acquired a characteristic form only in the presence of
a defect independent of the load, rotational mode, and
construction characteristics of the bearing.

2.4 Self-Exciting Oscillations on an Oil Wedge

Mechanism of Excitation of Oscillations In cer-
tain conditions very intensive low-frequency vibrations
appear in the rotor-type aggregates, these vibrations
being nonmultiple to the rotor rotational frequency. In
most cases it is associated with the loss of dynamic
stability of the rotor rotation emerging when the cir-
culation forces of the oil film and/or aerodynamic
circulation forces exceed the damping forces. This
phenomenon is characteristic of the bearings having
cylindrical or elliptical reboring of the shell and is
frequent for high-speed aggregates with light rotors,
aggregates with vertical rotor rotational axis, machines
with low load on the bearings or with relatively long
(with great contact area) thrust portion of the bearing.
Loss of dynamic stability is induced by the reduction of
load (i.e., unloading) of the bearing, increase of lubri-
cant viscosity, problems with the bypass or overflow
grooves, increase of clearances in the bearing, skewing
of the shell axis with respect to the rotor (journal) axis,
unbalanced relief steam force, and the like. It should be
noted that though the discussion here is for the sliding
bearings, these phenomena in principle are attributable
to all assemblies consisting of two cylinders, one in the
other, separated with lubricant and rotating relative to
each other.

The main reason for the dynamic instability of
rotors in sliding bearings is the behavior of the
lubricant rotating in a narrow clearance between the
shell and the rotor, an important characteristic of
which is the relative mean rotational velocity. If
the shaft is not sufficiently loaded for some reason,
the shaft center is located near the bearing cross-
sectional center. While picking up rotation speed and
approaching the stability threshold, the shaft comes
closer to the bearing walls as a result of orbit
precessing (the dynamic eccentricity grows, while the
static one remains close to zero). It means that the
rigidity of the bearing changes, hence the stability
threshold also changes. When the latter becomes equal
to the rotation speed, oscillations of the limit cycle
on this new proper frequency appear; they correspond
to the given rigidity. In Ref. 9 it is shown that
a feedback appears between the rotor oscillations,
its revolutions, and threshold. Thus, at any constant
speed above the threshold, the increase of the orbit
swing increases the rigidity and displaces the threshold
up, this causing the decrease of oscillations that, in
their turn, immediately influence the rigidity. The
threshold is reduced, the oscillations start rising again,
and the whole process is repeated, maintaining a
definite oscillation swing. With the rotation speed
increase, the proper frequency and the threshold
grow, gradually remaining subsynchronous, and the
oscillations being governed by the same mechanism
are gradually increasing in amplitude, while their
frequency (changing proper frequency) follows the
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changes of the rotor rotational frequency also in a
subsynchronous manner.

Though the oscillations in the bearing may not
exceed the clearance value, the shaft experiences
considerable flexing impact, and this causes secondary
defects of the type of rotor touching stator; this makes
the modes of self-excited oscillations on the oil wedge
very destructive and dangerous.

Oil Whirl and Oil Whip The experience of oper-
ating aggregates equipped with flexible rotors shows
that reduction of stability and appearance of highly
intensive resonance oscillations on the oil film are
more characteristic of rotors with the working rota-
tional frequency exceeding the first critical rotational
frequency of the rotor, but less than the double first
critical rotational frequency. In most cases the oil whirl
is associated with an essential unloading of the bearing.

The oil whirl causes intensive vibration at the
frequency, 0.3 to 0.48fr . This vibration is determined
by the direct precession of the shaft in the bearing
under the action of the lubricant, which can be
determined both by the filtered orbits and by the full
spectra.

The influence of the oil whirl on the shape of the
trajectory of the shaft journal movement in the bearing
is that, depending on the ratio between the synchronous
component and the subsynchronous component, it is

close to circle, or it has also an inner loop rotating in
opposition to the rotor rotation.

As distinct from the oil whirl, appearance of such
self-excited oscillations as of the type of oil whip
happens in rotors with working rotational frequencies
two and more times exceeding their first critical
frequency and requires the supply of external energy
to feed the whirl. It is associated, for instance, with
the influence of vibration or load. The oil whip also
causes intensive vibration of the sliding bearing on
the frequency close to the first critical frequency
of rotation of the rotor, only as distinct from the
first case it does not readjust itself following the
changing rotational frequency, but remains practically
independent of the revolutions.

Since considerable oscillation amplitudes with
unstable shaft oscillations may cause touching, it is
possible to avoid the manifestations of such destructive
defects by using a number of constructive methods:

• With two longitudinal grooves
• With three longitudinal grooves
• With lemon-shaped boring
• Geometric center of pad
• With displaced shells
• With mobile shell pads
• With oil pockets

Table 2 Manifestation of Defects of Sliding Bearings in Full Spectra and Orbits

Direction of precession

Type of Defect
Relative

Frequency Direct Retrograde Notes

Partial rub 1× + + Components I× and 2× behave as in the case of
unidirectional radial load: the amplitude of the
reverse component grows, and that of the
forward component goes down with the
development of touching.

2× + +
1
2 ×, 1

3 ×, . . . + +
Full annual rub

by rotation
angle

1× + − Depending on dry friction between the rotor and
the seal, its yield characteristic, attenuation, and
imbalance values, the system may display either
a forced response with predominance of the
direct component 1X or a resonance response
with predominance of the retrograde
component.

Proper
frequency of
pair: rotor seal

− +

Oil whirl λX + − Dominating direct orbit with the inner loop
(combination of the whirl component and
component 1X). In the full spectrum it is
revealed as subharmonic direct component.

λ = 0.3, . . ., 0.49

Oil whip Fundamental
rotor
frequency

+ + Dominating direct orbit with the inner loop
(combination of the whip component and
component 1X). In the full spectrum it is
revealed as subharmonic direct component.
Usually small retrograde components of 1X and
subharmonics are present due to anisotropy of
support rigidity.

Whirl breakaway λX + − The whirl breakaway may be distinguished from
self-excitation on the oil wedge by its
disappearance while the flow through the
compressor increases. The full spectrum
resembles greatly the spectrum of the oil whirl.

λ = 0.1, . . ., 0.8
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The most effective version is the version with
hydrostatic bearings, since constant maintenance of
high pressure of oil allows starting the machine without
the usual shortcomings and does not require large
clearances due to more stable position of the shaft in
the machine clearances; besides, it helps prevent the
possibility of self-excited oscillations.

In conclusion, let us present some of the described
relationships and their manifestations in Table 2, which
is adapted from Refs. 8 to 14.
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CHAPTER 71
CENTRIFUGAL AND AXIAL FAN NOISE
PREDICTION AND CONTROL
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1 INTRODUCTION

Axial-flow fans are air-moving devices that draw air
into a rotating blade row—called a rotor —in a
direction that is parallel to the axis of blade rotation.
The expelled air is also directed axially, but there
may be some rotational velocity components in the
discharge. This is called swirl. Centrifugal fans, also
called centrifugal blowers, draw air into the rotor, or
impeller, axially, and then by design, turn the flow 90◦
and expel it radially.

Fan noise control does not usually involve modi-
fying the fan itself because such noise control mod-
ifications almost always result in a degradation of
the aerodynamic performance of the fan. Engineers
are foremost concerned with the volumetric flow rate
and pressure rise required for an application. Noise
is a secondary factor, the control of which is usually
performed on the propagation path and surrounding
structures.

2 AIR-MOVING DEVICES

This chapter is concerned with the predicting and
controlling of sound radiation from axial-flow fans
and centrifugal blowers that operate at subsonic
Mach numbers, based on the rotor tip speed. This
sound radiation is considered as noise, noise that is
due predominantly to aerodynamic sources. Fan and
blower noise is a class of flow-induced noise. Detailed
descriptions of the fundamentals of flow-induced noise
are given in Chapter 9. Attenuation of fan noise in
ducting systems is covered in Chapter 111, while
Chapters 89, 90, and 91 deal with the aeroacoustics of
high-speed jet and rotor noise.

Here we introduce various methods that may be
used to estimate fan and blower noise emissions. For
completeness, we will define relevant fluid flow con-
cepts as required for the sound generation processes.
From the outset it must be made clear that flow-
induced noise generation for even the simplest of flows
is a very complicated process that involves unsteady
flow, stochastic turbulent flow, fluid–structure inter-
actions, and acoustic wave propagation. Exact formu-
lations are not generally possible, so we rely upon
empirical models and simplified theory to describe the
radiated sound pressure or sound power from fans and
blowers of various complexities.

The most common types of small, subsonic air-
moving devices are centrifugal blowers, axial-flow

fans, plenum fans, cross-flow fans, and laminar-flow
fans. The laminar-flow fan moves air by the action of
viscous drag on rotating disks rather than by lift created
on rotating blade rows. The noise is obviously very low
from these devices because there is no unsteady flow or
turbulence, but their efficiency is not particularly high
either. The reader is referred to Schlutt and Dowling1

for a description and aerodynamic performance of such
devices.

On a similar note, the acoustics of cross-flow
fans—or tangential fans—is not very well docu-
mented. Cross-flow fans are widely used for air con-
ditioners, air curtains, car ventilators, and household
heaters. They have a drumlike impeller that is usu-
ally very long in comparison to the diameter. Figure 1
shows a schematic2 of the flow field in such devices.
The field is characterized by the double passage of air
through the impeller blades and by the formation of a
vortex within the impeller. Design goals for the cross-
flow fan are centered about the position and strength
of this vortex, which greatly affects performance and
efficiency. Because the impeller length can be var-
ied almost at will to produce the desired volume flow
rate, the impeller speed is kept low. This low speed
makes cross flow-fans inherently quiet. This type of
air-moving device has thus not received much atten-
tion from the noise control engineering community,
although Koo3 describes an experimental study of the
effect of casing design on noise. We will not consider
further the cross-flow fan in this chapter.

Typical axial-flow fans used for ventilating and
cooling purposes are shown in Fig. 2. Axial-flow
fans can be configured with or without guide vanes,
and they can be operated either in or out of ducts.
The fans of Fig. 2 are seen to be encased in short
cylindrical ducts. Regardless of the duct length, this
feature identifies such a fan as a tubeaxial fan.

A vaneaxial fan is similar to the tubeaxial except
that the duct is long enough to support inlet and/or
outlet guide vanes, as illustrated in Fig. 3. The guide
vanes are aerodynamically designed to improve the
flow in the vicinity of the rotating blades, to take the
swirl out of the downstream flow, and to generally
improve the performance and efficiency of the fan.
The energy that would be in the swirl is effectively
converted to static pressure rise by downstream guide
vanes. When no aerodynamically shaped guide vanes

868 Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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Figure 1 Schematic of the flow field in a cross-flow fan.
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Figure 2 (a) Schematic and (b, c) photographs of typical axial-flow fans.
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Figure 3 Schematic of a vaneaxial fan.

are used and the fan is operated in the open air, it is
called a propeller fan, as illustrated in Fig. 4.

Centrifugal fans are composed of an impeller
that operates within a volute housing, or scroll.
The impeller blades may be canted in the forward,
backward, or radial directions. Figure 5 illustrates the
forward-curved impeller configuration. Air enters the
impeller axially where the lift created by the rotating
blades turns the flow 90◦, directing it along the walls
of the volute and eventually discharging it through
the exit duct. Forward-curved blades direct the air
into the scroll with a velocity greater than the tip
speed of the impeller. These types of fans operate
at relatively low speeds for a given pressure rise
and airflow requirement. The low speed does not

usually imply low noise, however, because the blades
support highly separated flow that leads to broadband
turbulence noise.

Backward-curved impeller blades discharge air that
has a relative velocity less than the tip speed. For a
given airflow and pressure rise requirement, this type
of fan operates at a higher wheel speed than does the
forward-curved device, but because the aerodynamics
are better, it is usually a quieter blower.

Radial blowers are rarely used for ventilation or
cooling. They are used to move dust and particles. The
speed of the air leaving the radial blades is essentially
equal to the tip speed of the impeller. The pressure
rise remains quite constant over varying volumetric
flow rates. Because of intense pressure pulses that are
created as radial blades pass by the tongue of the
discharge, such fans are prone to producing annoying
tones.

Air may enter on one or both sides of the impeller
of a centrifugal blower leading to the distinction
of single-inlet or double-inlet configurations, respec-
tively. The single-inlet blower has one impeller wheel,
while the double inlet typically has two impellers
tied to the shaft of a common motor located between
them.

Mixed-flow blowers usually have radial discharge
blades along with a set of inlet blades that are
aerodynamically shaped to improve the turning of the
flow from an axial direction to the circumferential
direction.

Plenum fans are backward-curved impellers that
are mounted in rectangular plenums. They are used
in many air-moving applications including room cir-
culation, duct flow, roof and wall exhaust, and cooling
of electronic components in cabinets. Figure 6 shows a
typical motorized plenum fan. An axisymmetric inlet
guide ring helps direct the inlet air axially into the

(a) (b)

Figure 4 Photographs of propeller fans.
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(a) (b)

Figure 5 Schematic and photograph of a forward-curved centrifugal blower.
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(b)

Figure 6 Photograph and schematic of a typical backward-curved plenum fan.

core of the fan. The air is turned by the suction of the
rotating blades and discharges tangentially in all direc-
tions; there is no scroll casing surrounding the rotor. In
the absence of a scroll and cutoff, these fans produce
little discrete-frequency noise. Acoustic emissions are
broadband, apparently due to inlet turbulence, blade

passage turbulence, and trailing-edge noise-generating
mechanisms.4

3 AIR-MOVING DEVICE PERFORMANCE

By way of nomenclature, the following definitions are
used in this chapter:
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B number of rotor blades
N rotor speed (rev/s, rps)
� rotor speed (rad/s)
D (2R) diameter of rotor (m)
Dh hub diameter (m)
Q volumetric flow rate (m3/s)
�P static pressure rise (Pa)
utip tip speed of rotor (m/s)
φ flow coefficient
� static pressure coefficient
BPF blade pass frequency (Hz)
U∞ flow velocity through fan (m/s)
ρ0 air density (kg/m3)
ηs static efficiency
� input shaft power in kilowatts (kW)
SHP input shaft power in horsepower

Interrelationships include:

utip = πND (1)

φ = U∞
utip

(2a)

φ = (πD2/4)U∞
(πD2/4)utip

= 4Q

π2D3N
(2b)

� = �P
1
2ρ0u

2
tip

= 2�P

ρ0π2D2N2
(3)

ηs = Q�P

�
(4)

BPF = NB (5)

Air-moving device performance can be determined
using the Air Movement and Control Association
(AMCA) Standard 210.5 Such performance is indi-
cated by a fan performance (head-flow) curve as shown
in Fig. 7 The performance curve depends on fan speed.
The system resistance curve is based on the losses in
the system where the fan is to do work. The energy
equation is used to get this curve; that is why it is
quadratic in Q. Where the two curves cross is called
the operating point. It is noted that plots of pressure
coefficient versus flow coefficient results in a sin-
gle curve for the same fan operating over different
conditions. The fan performance curve will change
significantly when the device is operated at altitude
(e.g., fans in aircraft). Figure 8 shows the effect.

4 GENERAL FEATURES OF NOISE
RADIATION FROM AIR-MOVING DEVICES
Various mechanisms cause noise from fans as sum-
marized in Fig. 9. One of the more important causes

System Resistance Curve

∆P = KQ2

Fan Performance Curves
(at different fan speeds)

Q

∆P

Figure 7 Sketch of fan performance curves and a system resistance curve. The intersection of these curves defines the
operating point.

At Attitude

At Sea level

Q

Same Q

Loss in ∆P

∆P

Figure 8 Fan performance and system resistance curves change when the fan is operated at different altitudes.
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BROADBAND NOISE DISCRETE-FREQUENCY NOISE

Turbulent Boundary Layers (TBL)

Shedding of TBL Past Trailing Edges

Laminar/Turbulent Separation

Turbulence Ingestion

Tip Vortex-Blade Interaction

Blade-Annulus TBL Interaction

ROTATIONAL NOISE

Gutin Noise

Time-Invariant Flow Distortions

Large Eddy Ingestion

Rotor-Stator Interaction

Thickness Noise

Manufacturing Tolerances

RESONANCE NOISE

Vortex Development in Wake

Structural (Singing)

Figure 9 Mechanisms of fan noise generation.

of discrete-frequency noise is the passage of rotating
blades past fixed obstructions. The obstructions cause
time-invariant flow distortions that each blade responds
to as it goes by it. The response is in the form of
periodic changes in blade lift and drag due to local
changes in blade relative velocity and angle of attack.
For equally spaced blades the noise is radiated at har-
monics of the blade pass frequency (BPF).

Basic flow noise theory shows that dynami-
cally changing forces—blade lift and drag in this
case—result in dipole sound radiation. Modeling of
this type of noise is therefore confined to modeling the
periodic force fluctuations. In the case of the acoustic
wavelength being larger than say the fan diameter, the
dipole radiation is compact and is easily computed
from the force fluctuation, for example,

P(r, ω) = iω cos β

4πrc0
F(ω) = ik0 cos β

4πr
F (ω) (6)

where P(r, ω) is the Fourier transform of the radiated
sound pressure at radian frequency ω due to force F , c0
is sound speed, k0 = ω/c0, and β is the angle measured
from the direction of the force to the field point r . The
power spectrum of the sound pressure is computed
from Eq. (6) according to

�rad(ω) = 〈P ∗(r, ω′)P (r, ω)〉
δ(ω − ω′)

= k2
0 cos2 β

16π2r2
�f (ω) (7)

where �f (ω) is the power spectrum of the force
fluctuations. Chapter 42 provides details on spectrum
analysis.

The delta function appearing in Eq. (7) is a
reminder that individual frequency components of a
power spectrum are statistically independent of each
other. Note also that the delta function has units of
ω−1 (s) and the units of P(r, ω) are µPa s. The
spectrum therefore has units of µPa2 s or µPa2/Hz
when cyclic frequency (f = ω/2π) in hertz is used.
It is not our intent to oversimplify this analysis! It
can be simple as indicated, but at higher frequencies,
where the wavelength of sound becomes smaller than
the characteristic fan dimension, the radiation is much
more complicated. This is the condition of noncompact
radiation and must be treated as special cases for each
given mechanisms.

The loading on a fan has a considerable influence
on the radiated noise spectrum. Figure 10 shows a
sequence of measured spectra on a small computer
cooling fan, each for a different operating condition.
Spectrum (a) is for the free delivery condition, and the
spectrum is rich in harmonic tones with a fundamental
at the blade pass frequency. Overtones are labeled
1, 2, . . .. As the loading on the fan is increased
(indicated by lower flow rates), the rotor blades begin
to stall and a great deal of turbulence and vorticity
is created. These are broadband noise mechanisms
and the broadband noise masks the discrete-frequency
radiation.

Interaction tones occur when fixed obstructions are
placed in the fan inlet or outlet. Figure 11 illustrates
this situation. The wake from the obstruction contains
a velocity defect. As each blade in the rotor passes
through this wake velocity defect, a dynamic change
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Figure 10 Sound pressure spectra measured by Fitzgerald and Lauchle6 on a Rotron Tarzan fan. The volumetric flow
rate through the fan is decreasing from (a) through (d).

in the blade force occurs, and dipole radiation is set
up at the frequency of the blade pass. In the example
shown, a cylinder spans the fan inlet; thus, each blade
passes through the cylinder wake twice per revolution.
A strong second harmonic of the BPF is thus created.
As seen on the graph, the level of the second harmonic
(first overtone) is larger than the fundamental. These
levels diminish rapidly as the obstruction is moved
away from the fan. The results indicate that fan
installation must be carefully performed to avoid
obstructions that lead to time-invariant flow distortions
that then lead to tonal noise production.

Figure 12 shows the variation of spectral character
of the radiated sound power from a forward-curved
centrifugal blower operating at constant speed but

under different static pressure conditions. For this
blower, the best static efficiency point is at 1.22 in.
of H2O (304 Pa). It is interesting to note that the
noise is predominantly broadband for this condition,
low in level, and free of blade pass frequency tones.
Blade pass frequency tones appear for off-design
operating conditions, which is typical of forward-
curved centrifugal blowers.

5 EMPIRICAL NOISE PREDICTION FOR AXIAL
AND CENTRIFUGAL FANS
Fan noise prediction can be performed using sim-
ple empirical formulations, or if time, expertise,
and resources exist, from detailed analysis, computa-
tional fluid mechanics, and computational aeroacoustic
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Figure 11 Experiments by Washburn and Lauchle7 show that the sound radiation at the harmonics of the BPF are
strongly affected by the location of a fixed obstruction placed in the fan inlet.

codes. In this chapter, we provide relatively simple
methods of predicting the tonal and broadband noise
components of axial and centrifugal fans. The empir-
ical approach is basically adopted, although for some
of the fan noise mechanisms, supplemental analytical
formulations are included. In most empirical methods
the overall noise level is estimated, while in others the
spectrum can be determined. In regard to the former,
an acoustic quantity called the specific sound power
level was defined by Madison8 to be

H(φ) = W

�P 2Q
(8)

where W is the overall sound power in watts. Consider
the variation of W with physical parameters under the

condition of constant H , φ, and �:

W = H(φ)�P 2Q

= H(φ)
π4�2ρ2

0D
4N4

4

φπ2D3N

4

= π6�2ρ2
0φH(φ)

16
(D7N5) ∼ D7N5

∼ D2u5
tip (9)

because utip = πND. The overall sound power at a
constant point of operation increases as the square
of the fan diameter and the fifth power of the rotor
tip speed. For a well-designed quiet fan, the static
efficiency of the fan will peak in the same range of Q
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Figure 12 Noise spectra measured on a forward-curved centrifugal blower, where the static pressure rise is the variable.

where the specific sound power level is at its lowest.
Equation (8) is perhaps one of the simplest empirical
fan noise formulas to be found. It predicts the trends in
overall sound power with fan speed and fan diameter.
It does not distinguish fan type, but it does have its
usefulness in noise control engineering.

Example Consider a fan of diameter 0.3 m operat-
ing at 3400 rpm. Equation (9) can be used to find either
a new diameter or new operating speed that affects
a 10-dB noise reduction while maintaining the same
flow and pressure coefficient. The equation states that
W = D7N5. At constant rpm, we have

W1

W
= D7

1N
5
1

D7N5
1

⇒ 10 log10

(
D1

D

)7

= −10 ⇒ D1 = 0.72D

At constant diameter, we have

W1

W
= D7

1N
5
1

D7
1N

5
⇒ 10 log10

(
N1

N

)5

= −10 ⇒ N1 = 0.63N

Thus, we could change the diameter to 0.22 m
or change the fan speed to 2142 rpm to obtain a
10-dB overall noise reduction while maintaining the
same value of φ and �, which are nondimensional.
The performance of the fan will suffer because of
the noise reduction changes imposed. Equations (2b)
and (3) indicate that at constant speed, the flow
rate is proportional to D3 and the pressure rise

to D2. The new flow would be Q1 = 0.37Q and
the new pressure rise would be �P1 = 0.52�P . At
constant diameter, these new values are Q1 = 0.63Q
and �P1 = 0.40�P . One needs to decide from the
application whether these decreases in performance
can be justified. If flow rate is more important than
pressure rise, then one might choose to lower the fan
speed to obtain the 10-dB noise reduction, rather than
the diameter.

5.1 Sound Power Spectrum of the Noise

Based on the research of Graham and Hoover9 and oth-
ers, Table 1 gives specific sound power levels in sev-
eral octave bands for a variety of fans. These levels are
given in decibels with the reference quantities: Wref =
10−12W,Qref = 1 m3/s, and �Pref = 1 kPa. We use
the first of Eq. (9) to predict the octave-band sound
power spectrum (LW vs. octave band center frequency)
of a given fan operating at nonreference values of Q
and �P . Simply add 10 log10 Q + 20 log10 �P to the
tabulated levels. In the octave band where the BPF
[Eq. (5)] lies, add to that level the increment given in
the last column of the table. The sound powers com-
puted by this approach include both fan inlet and fan
outlet noise. Subtract 3 dB from the octave band levels
if either inlet or outlet noise alone is desired.

6 OTHER EMPIRICAL METHODS FOR
BROADBAND FAN NOISE PREDICTION
Although the specific sound power level method is
widely used to make engineering estimates of the
sound power radiated by typical commercial fans, there
are other methods found in the fan noise literature that
include additional details of the fan performance or
geometry. We begin with one of the earliest.
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Table 1 Specific Sound Power Levels in Eight Lowest Octave Bands for a Variety of Axial and Centrifugal Fans

Octave Band Center Frequency (Hz)

Fan Type

Rotor
Diameter

(m) 63 125 250 500 1000 2000 4000 8000
Add for

BPF

Backward-curved >0.75 85 85 84 79 75 68 64 62 3
centrifugal <0.75 90 90 88 84 79 73 69 64 3

Forward-curved All 98 98 88 81 81 76 71 66 2
centrifugal

Low-pressure radial >1.0 101 92 88 84 82 77 74 71 7
996 ≤ �P ≤2490 <1.0 112 104 98 88 87 84 79 76 7

Midpressure radial >1.0 103 99 90 87 83 78 74 71 8
2490 ≤ �P ≤ 4982 <1.0 113 108 96 93 91 86 82 79 8

High-pressure radial >1.0 106 103 98 93 91 89 86 83 8
4982 ≤ �P ≤ 14,945 <1.0 116 112 104 99 99 97 94 91 8

Vaneaxial
0.3 ≤ Dh/D ≤ 0.4 All 94 88 88 93 92 90 83 79 6
0.4 ≤ Dh/D ≤ 0.6 All 94 88 91 88 86 81 75 73 6
0.6 ≤ Dh/D ≤ 0.8 All 98 97 96 96 94 92 88 85 6

Tubeaxial >1.0 96 91 92 94 92 91 84 82 7
<1.0 93 92 94 98 97 96 88 85 7

Propeller All 93 96 103 101 100 97 91 87 5

6.1 Centrifugal Blower Sound Power–Shaft
Power Correlation

Realizing that acoustic efficiency (η) is sound power
divided by the mechanical power that drives the
source, Beranek et al.10 developed empirical noise
formulations based on shaft horsepower of the fan. The
sound power radiation from a wide class of blowers
(where η = 10−6) operating in the ducts of building
ventilation systems formed the foundation of this
investigation. The authors measured the sound power
spectrum from 14 different blowers operating in
several different systems. The overall sound power
measured in these experiments correlated to

LW = 90 + 10 log10 SHP re 10−12 W (10)

where SHP is the shaft power of the blower in
horsepower. The measured data for the group of fans
used in this study yield a spread of about ± 4 dB
about the line computed from Eq. (10). The octave
band sound power spectrum was found to slope off
with increasing frequency at a rate of 5 dB per octave.
The level of the first band, centered at 20 Hz, is 1 dB
below the overall level predicted by Eq. (10).

6.2 Power Spectrum of Forward-Curved
Centrifugal Blower Noise

Maling11 expanded the empirical relation of Beranek
et al.10 to include the effects of diameter, blower
width, blower speed, pressure rise, volumetric flow
rate, flow coefficient, and Mach number. He arrived
at empirical formulas for the narrow-band radiated
sound power spectra based on measurements from a set
of three groupings of geometrically similar forward-
curved centrifugal blowers. All of the blowers had 28
blades. The widths and diameters varied from group to

group, but the width-to-diameter ratio remained fixed
at 0.5. Maling defines the following nondimensional
parameters:

θ = E/ρ0c
3
0D

2 (E = sound power/Hz)

M = πDN/c0 (rotor tip speed Mach number)

φ = 4Q/π2D3N (flow coefficient)

s = f/N(frequency parameter)

Re = πND2/ν (Reynolds number based on utip)

where ρ0 = density of air (kg/m3), and ν = kinematic
viscosity of air (m2/s). He also suggests that θ =
F(M,φ, s), so that the overall sound power is

W =
∞∫

0

E(f ) df = ρ0c
3
0D

2F(M, φ) (11)

The experiments were performed in a special duct
facility designed for the purpose. Maling’s measure-
ments of the blower sound power at different Mach
numbers helped to define a new θ function given by
θ = M3g(s, φ). The sound power spectral relation-
ships become

E = ρ0c
2
0D

3M3g(s, φ)

= ρ0c
2
0D

3M3g0(s)h(φ)
(12)

It was shown that the dependence on φ is quite weak,
and h(φ) 
 1. Collectively, the measured data appear
to correlate to within ±4 dB of

g0(s) = (f/N)−2.67 (13)
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The final empirical result for the sound power
spectrum (per hertz) radiated by small forward-curved
centrifugal blowers is

E = ρ0c
2
0D

3M3(f/N)−2.67 (14)

From this relationship, the overall mean-square sound
pressure scales like p2 ∼ D0.4u5.67

tip .

6.3 Axial Fan Broadband Noise Prediction

While the Beranek et al.10 and Maling11 methods
help to predict broadband noise from centrifugal fans,
Wright12 addressed the broadband noise of axial fans.
He measured the sound power from a variety of
fans and correlated the data to the important flow
and geometrical parameters. Considered are rotor-only
propeller fans (R), fans with a rotor and outlet guide
vanes (R-O), and fans with both inlet and outlet guide
vanes straddling the rotor (I-R-O). Wright found that
the measured power levels correlate well with a newly
introduced peak velocity parameter. This velocity is
the maximum surface velocity that exists on the rotor
blades. It depends strongly on fan loading as indicated
by the following expression:

Vp = Kutip

(√
1 + φ2 + �b

4Cηs

)
(15)

where C is the blade chord at the tip, and b the blade
spacing. The factor K is related to the flow through
the fan according to

K = 1 + 1.64|Q̂|3/2 Q̂ < 0

= 1 + 0.5|Q̂|3/2 Q̂ > 0
(16)

where Q̂ = (Q − Qd)/|Qs − Qd |. Here, subscript d
stands for design value and subscript s indicates the
stall value. Empirical formulas that predict overall
sound power, within ±3 dB of measured data, for each
of the three types of fans are

LW = 53.4 log10 Vp − 25.7 I-R-O

= 50.9 log10 Vp − 28.1 R-O (17)

= 38.2 log10 Vp − 6.1 R

6.4 Turbulence Ingestion Noise

Turbulence ingestion noise results when turbulence is
ingested into either axial-flow or centrifugal fans; it is
a low-frequency, broadband noise. This noise is due to
the turbulence interacting with the rotor blade leading
edges causing unsteady lift, which results in direct
dipole sound radiation according to Eq. (6). Figure 13
shows a schematic of the situation. Two time scales
exist, one associated with the turbulence and the other
associated with the rotor. When tturbulence � trotor, or

U

U

U2 + Ω2R2

tturbulence trotor
b

b

Wrel

Wrel

Λx

Λx

ΩR

= =

= √

Figure 13 Interaction of free-stream turbulence of axial
length scale �x interacting with a rotor blade row moving
at circumferential velocity �R.

when �x � b (because Wrel 
 U ), the unsteady rotor
force spectrum is broadband with a continuous roll-
off as the frequency increases. When these time scales
become comparable, meaning that the turbulence scale
becomes equal to or greater than the blade spacing,
blade-to-blade correlation exists in the rotor force
distribution. In other words, more than one blade
interacts with a given turbulent eddy at a given instant.
Then, broad humps, centered about the harmonics
of the BPF appear in the unsteady rotor force and
radiated noise spectrum. The large eddies behave like
quasi-time-invariant inflow distortions. Such flows are
common in fans operating near boundaries and behind
grids, such as automotive engine cooling fans; for
example, see Mani,13 Mellin,14 and Mugridge.15 The
theory for predicting fan rotor unsteady force spectra
and noise due to turbulence ingestion is complicated
and beyond the scope of this chapter. Please see
Blake16 and Howe17 for the theoretical approaches.

7 DISCRETE-FREQUENCY FAN NOISE
PREDICTION

7.1 Tonal Noise from Blowers

Blade pass frequency tones occur in centrifugal
blowers, particularly when they are operated off-
design. The major source of these tones is the
interaction of the impeller blade trailing edges with
the cutoff. Neise18 used a spectral decomposition
technique to separate a fan-radiated noise spectrum
into independent functions that are multiplied together.
One function depends on Helmholtz number D/λ and
describes the acoustics of the system in which the
fan is operated. The second is the fan aerodynamic
source function that depends on Strouhal number
and describes the aerodynamically induced sound
generated by the fan. The Strouhal number defined by
Neise is

St = f D

utip

π

B
.
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Table 2 Aerodynamic Source Function of Eq. (18)
Measured and Compiled by Neise18 for Three
Different Centrifugal Blowers Radiating Sound at the
Indicated Harmonics of the BPFa

Strouhal Number Aerodynamic Source Function

St = πfD
Butip

20 log10 F(St) (dB)

1 143.0
2 136.5
3 133.5
4 132.5
5 131.0
6 129.0

a The uncertainty in these data is ±2 dB

It is seen to equal 1, 2, 3, . . . at each of the
respective harmonics of the blade pass frequency. The
aerodynamic source function, tabulated in Table 2, is
given by

F(St) = p(St)/p0

MαReβ
(18)

with constants α ≈ 2.1, β ≈ 0.2, and p0 = 20 µPa.
The parameters of this equation are the same as
those preceding Eq. (11). The mean-square sound
pressure radiated at the harmonics of the blade pass
frequency follow p2(St) = u6.2

tip D0.4, which shows a
lesser dependence on diameter than the Madison law8

but agrees well with the Maling11 results.

7.2 Theory of Interaction Noise in Axial Fans
Detailed derivations of the discrete-frequency compo-
nents observed in the unsteady force and radiated noise
spectrum of axial-flow devices may be found in many
different research studies; Blake16 provides a complete
summary of these. Interaction noise theory assumes
that a rotor is exposed to a time-invariant, spatially
nonuniform inflow velocity field. The essence of the
theory is the development of a Green’s function that
describes the field at x due to a simple rotating source
(or force) at y:

G(x; y,ω′) =
∞∑

n=−∞

eik0r

4πr
Jn(k0R sin β)

× ein(θ−θb−π/2)δ(ω′ − ω + n�) (19)

Figure 14 provides a definition of the symbols used
in this function, and Jn is the Bessel function of the
first kind and order n. If the rotating source at radius
R is a time-periodic source of frequency ω0, then the
radiated sound pressure spectrum is given by

�rad(ω) = 1

16π2r2

∞∑
n=0

�d(ω0 ± n�)

×
∣∣∣∣Jn

(
ω0 ± n�

c0

)
R sin β

∣∣∣∣
2

× δ(ω − ω0 ± n�) (20)

x2

x1

x3

rS(t)Fi

r
R

θ0

Ω

β

θ

Figure 14 Definition of variables used for analyzing the
radiation from a rotating force Fi or acoustic source at
radius R.

where �d(ω) is the discrete pressure spectrum of
the source. This, for example, may be due to the
impulsive loading at each radial position of a blade that
periodically intersects the wake of a fixed obstruction
like an upstream guide vane. Even though the source
is periodic at ω0, the field contains an infinite number
of sideband frequencies at integer multiples of the
source rotation rate �. These are a result of Doppler
effects. The term in Eq. (20) that contains the Bessel
function is called the Bessel envelope. It is a curve
that envelopes the magnitudes of all of the tones
in the radiation spectrum. These discrete tones are
ωn = ω0 ± n�. Note that the Bessel envelope changes
shape with the value of the observation angle β.

Now if the rotating source (or force) has a
nondiscrete continuous spectrum �c(ω), then the
radiated noise spectrum is simply

�rad(ω) = �c(ω)

16π2r2
(21)

A broadband rotating source is unaffected by Doppler
effects and its sound spectrum is proportional to the
source spectrum. This is the situation for radiation
from rotor trailing edges, blade surface turbulent
boundary layers, and localized blade flow separation
zones.

Rotor–stator interactions cause many tones to
appear in the spectrum of fans with inlet and/or
outlet guide vanes. Figure 15 describes the problem.
The radiated sound pressure Fourier component is
composed of the contributions from many modal
pressure patterns:

P(x,ω) =
∞∑

m=−∞

∞∑
w=−∞

Pw,m(x,ω) (22)

where

Pw,m(x,ω) = − iB

4πr

(
f1,wk0 cos β + mB − w

0.7Rt

fθ,w

)

× JmB−w(0.7k0Rt sin β)

× ei[k0r+(mB−w)(θ−π/2)]δ(ω − mB�)(23)
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Figure 15 Rotor–stator interaction noise occurs when
the wakes of a fixed-blade row interact with the rotating
blade row.

Equation (7) can be used to express the radiation
spectrum based on these Fourier components.

The modal sums of Eq. (22) are over the harmonics
of the BPF and over the harmonics of the circum-
ferential wavenumber distribution of the stator wake
perturbation. For a given blade section of chord length
C, canted at the angle γ from the axial direction, the
axial and circumferential lift per wake harmonic are
given, respectively, by

f1,w =
Rt∫

Rh

L′
w

(
C

R
,
wC

R

)
cos γeiwϑw dR (24)

fθ,w =
Rt∫

Rh

L′
w

(
C

R
,
wC

R

)
sin γeiwϑw dR (25)

The forces to be integrated represent unsteady lift
and unsteady drag per unit span. They depend on the
radial (1/R) and circumferential (w/R) wavenumbers
as used in the two-dimensional Sears function19:

L′
w

(
C

R
,
wC

R

)
= πρC|V (R,w)|u(R)S2D

(
C

R
,
wC

R

)

(26)
where |V (R,w)| is the magnitude of the circumferen-
tial wavenumber spectrum of the spatially nonuniform
and time-invariant rotor inflow velocity profile. The
two-dimensional Sears function is

S2D(x, y) = Se(x)
1 + 3.2

√
x

1 + 2.4y2 + 3.2
√

x
(27)

where

Se(x) = 2

πx[H(1)
0 (x) + iH

(1)
1 (x)]

(27a)

is the one-dimensional Sears function, and H (1)
n (x) =

Jn(x) + iYn(x) is the Hankel function of the first kind.
The wavenumber spectrum is determined from the

measured or predicted rotor inflow field. Computa-
tional tools exist to predict the wake profile from
upstream stator blade rows. Or, measurements can
be performed with standard techniques such as laser-
Doppler velocimetry, particle imaging, or scanned five-
hole pressure probes. See Chiu et al.20 for an example
of the experimental approach. Essentially, the radially
dependent circumferential variation of mean velocity
in the wake of the stator is broken into Fourier com-
ponents:

V (R,w) = 1

2π

2π∫

0

v(R,ϑ)e−iwϑ dϑ

v(R, ϑ) =
∞∑

w=−∞
V (R,ϑ)eiwϑ

(28)

Examination of the modal pressure given by
Eq. (23) reveals the following:

1. δ(ω − mB�) ⇒ sound is produced only at
ω = mB�, the frequencies of radiation are
multiples of the blade pass frequency.

2. J0 > Jn ⇒ n = mB − w = 0 results in the
highest magnitude modal pressure. The strong-
est axial forces and sound are produced when
w = mB.

Example Consider a rotor–stator interaction where
there are B rotor blades and V stator vanes. This
relation means that when nV = mB (where n and
m are integers) there will be large axial forces. For
example, if B = 3, and V = 4, we find 4B = 3V = 12
is the lowest combination of integers that makes the
equality. Since m = 4, the fourth harmonic of the BPF
will radiate substantial sound. It can also be shown that
for minimum radiation at the fundamental BPF, choose
rotor–stator combinations such that

Vmin + Vmin

B
= Vmax − Vmax

B
(28a)

If B = 4, Eq. (28a) suggests that the best number of
stator vanes would be 3 or 5.

3. When mB − w = 0, the tangential forces con-
tribute nothing to the modal pressure.

4. However, when w = mB ± 1, the tangential
(side) forces will be large. For rotor–stator
interactions, large side forces exist when nV =
mB ± 1. For the case of B = 3 and V = 4, the
side force (and vibration) will be large at the
BPF.

5. When w = 0, the inflow is steady and uniform.
The resulting noise, called Gutin noise, is from
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the steady-state thrust of the rotor.21 Gutin
noise is discrete at harmonics of the shaft rate,
and it is important only when Mtip = utip/c0 →
1.

6. In the time domain, the delta function returns
to e−imB�t . Couple this with ei(mB−w)θ to get
e−i(mB�t−mBθ+wθ). On a constant phase tra-
jectory (wavefront) nθ ≡ mBθ − wθ = mB�t
from which dθ/dt = mB�/n. This angular
velocity of the phase trajectory implies that
the mode n is “spinning.” There will be
some higher-order spinning modes that have
modal tip speeds greater than the sonic veloc-
ity, θ̇Rt ≥ c0. These pressure components will
propagate to great distances.

7.3 Other Sources of Tonal Noise in Fans

Thickness noise, like Gutin noise, is a high Mach num-
ber source of sound that is not normally encountered
in low-speed fans. It is a monopole (volume) source
caused by the dynamical displacement of fluid as a
blade of nontrivial thickness cuts through it. Thickness
noise is one source of helicopter rotor noise.

In the complex fields of fluid–structure and
fluid–acoustic interactions, a situation called locking-
in is defined when one unsteady characteristic of a
process reinforces a similar characteristic in another
process (and vice versa) such that a feedback loop
forms causing the common characteristic of both pro-
cesses to be amplified. Several examples of lock-in are
covered in Howe17 and in Lucas et al.22 and some of
them occur in fans.

Mechanical resonances of fan rotor blades, vanes,
and other components can be excited by fluid flow.
These events may produce additional fan noise tones.
One common lock-in phenomenon for fan blades
is singing. This happens when the frequency of a
resonant flexural mode of blade vibration matches the
frequency of vortex shedding from that blade. The
acoustic tone generated is not situated at any particular
harmonic of the shaft rate frequency, but it is at
the mechanical resonance frequency of the vibratory
mode.

A more complex form of lock-in that can
occur in low-speed fans is called laminar bound-
ary layer–wake interaction. Qualitatively speaking,
periodic shear layer velocity perturbations, due to
Tollmein–Schlichting waves and hairpin vortices,
occur during transition from laminar-to-turbulent
boundary layer flow on rotor blades when the Reynolds
number based on chord length is in the approximate
range 105 < UC/ν < 106, where U is the veloc-
ity at the leading edge of the blade. If the frequency
of these periodic shear layer instabilities matches the
frequency of vortex shedding, then a hydrodynamic
lock-in phenomenon takes place. This causes the peri-
odicity in the wake of the blade to be amplified. If
these vortex frequencies happen to be near a harmonic
of the BPF, then significant increases in the sound at
this frequency will occur. Turbomachinery designers
try to design rotor and stator blades that operate at

chord Reynolds numbers in excess of a million. That
assures that the boundary layers are turbulent and free
of organized vortex structures that can lead to lock-in
problems. It further assures that the performance of the
fan does not become unstable under certain flow con-
ditions within the operating envelope. This instability
problem has been encountered with small, subsonic
cooling fans in the range of Q corresponding to the
peak in static efficiency.23

8 NOISE CONTROL FOR FANS
AND BLOWERS
The specific sound power levels given in Table 1
are based on fans operating at or very near their
peak (static) efficiency point. As previously mentioned,
minimum noise from a well-designed fan occurs when
it is operated in this range. The notable exception is
for small cooling fans that may be unstable in this
range. Therefore, one must be cautious in attempting
to lower noise by adjusting fan speed or size based
on Eqs. (8) and (9). This was demonstrated by the
example following those equations.

Caution must also be exercised when modifying an
already well-designed fan for noise control purposes.
Some noise reduction may be achieved, but more
than likely, the fan performance will be degraded
along the way. Nevertheless, over the many decades
of fan design and fan noise research, there have
been some successes at lowering fan noise through
component redesign or modification without serious
degradation of performance. A few of those methods
are highlighted.

Embleton24 studied various methods to reduce
centrifugal blower noise, particularly noise radiating
at the BPF:

1. Increasing the impeller-to-cutoff distance low-
ered BPF noise. Figure 16 shows that there is an opti-
mum distance of approximately 0.018D that should
exist between the impeller trailing edge and the volute
cutoff for minimum noise.

2. Increasing the radius of the cutoff tends to reduce
the impulsive pressure created by the rotating blades;
thus, the practice is a proven noise reducer.

3. Skewing or spiraling the impeller blades relative
to the cutoff is a relatively expensive manufacturing
option that can significantly reduce BPF noise. The
technique is also used in laying out knife patterns
on the cutterheads of planers and joiners used in the
woodworking industry.

4. Staggering the blade rows in double-row
impellers can also help to reduce BPF noise.

5. Mismatching the acoustic impedance of a fan
inlet (and outlet) from that of the connecting ductwork
is a passive means of attenuating fan noise (see also
Chapter 57). For an axial fan, this can easily be
accomplished by placing relatively short sections of
lined pipe up and downstream of the fan. The sound-
absorbing material that makes up the liner attaches
to the inside of the pipe. Choose a liner that has a
protective covering so that particulates of the absorbing
material are not swept away by the airflow. Because
the fan is a dipole source, be sure that the length of
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Figure 16 Effect of cutoff distance on overall sound
pressure level, OASPL, and on volumetric flow rate, Q,
of centrifugal blower. (From Embleton.24) ft3/min (cfm)
= 0.472 × 10−3 m3/s.

the lined sections of pipe are not an integer multiple
of a half wavelength of sound at the BPF, or at other
frequencies of concern.25 In the case of blowers, a
dissipative muffler can be added at both inlet and
outlet. Such mufflers that do not affect the airflow are
commercially available.

6. Use tuned resonators for controlling tones. A
tuned resonator for a blower might consist of a cavity
mounted behind the cutoff. Screen or perforated plate
separates the cavity from the moving air in the cutoff
region. For axial fans, the cavity can be integrated into
the hub. The cavity is designed to have rigid walls and
to be a one-quarter wavelength (λ/4) long at the BPF.
This wavelength is λ = c0/BPF. The application of
this method to a centrifugal blower was demonstrated
by Neise and Koopmann.26 Figure 17 shows a sketch
of a cutoff-mounted resonator. Figure 18 shows acous-
tic data measured by the author on the same blower
of Fig. 12 with a one-quarter wavelength resonator
installed in the cutoff.

7. Unequal rotor and/or stator blade spacing is a
technique that shifts the high-level sound energy that
is in the few harmonics of the BPF to the many more
harmonics of the shaft rate frequency. It generally
does not change the overall sound power because
the original sound energy is simply redistributed into
different (and many more) frequency bands. The sound
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Figure 17 Sketch of a quarter wavelength resonator for
blower BPF noise control.
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Figure 18 Sound pressure level spectra measured for
a forward-curved centrifugal blower at different speeds.
A cavity resonator is mounted in the cutoff of the
volute. When the length of the cavity corresponds to
the one-quarter wavelength at the frequency of the BPF,
tonal noise reduction is observed. The frequencies in
parentheses are the BPF’s for the noted rotor speed.

pressure spectrum has fewer high-level tones and many
more lower-level tones. The spectrum is essentially
“whitened.” Arranging the rotor and stator blades in
a circumferential unequal pattern is a sound quality
control technique rather than a noise control technique.

Mellin and Sovran27 provide tables of blade spacing
for optimum suppression of the strongest blade rate
harmonic, based on the number of blades and whether
or not the configuration is dynamically balanced.
For a given circumferential pattern of rotor and
stator blades, strong interaction occurs because of the
cumulative effect of one discontinuity passing by all
of the others set up by the stationary blade row.
Frederick and Lauchle28 show that this is a cross-
correlation function RAW (�θ) that is formed between
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the rotor circumferential blade pattern and the stator
circumferential vane pattern. Fourier transforming the
cross-correlation function yields a cross spectrum
SAW (m) for the orders of shaft rate that will dominate
the noise spectrum. In particular,

RAW(�θ) = 1

2π

2π∫

0

W(θ)A(θ + �θ) dθ (29)

SAW (m) =
2π∫

0

RAW(�θ)e−im�θ d�θ (30)

Figure 19 shows an example wake and rotor spacing
pattern along with the resulting interaction spectrum.
The method yields the frequencies and relative mag-
nitudes of the radiation tones that will be generated
from unequal blade spacing. Practical examples of the
method may be found in Frederick and Lauchle28 and
in Brungart and Lauchle.29 The technique can also be
used to design acoustically pleasing tire tread patterns.

8. Trailing-edge modifications can reduce broad-
band noise. The acoustic pressure spectrum of trailing-
edge noise is proportional to the product of the spec-
trum of the local wall pressure fluctuations that occur
near the trailing edge and to the spanwise correlation
length of these pressure fluctuations. The correlation
length is the average (statistically speaking) distance
over which a pressure-producing eddy remains corre-
lated with itself. Typically, this length is some frac-
tion of the turbulent boundary layer thickness at the

Figure 19 In analyzing the tones that are created in an
unequally spaced rotor–stator combination, the positions
of the rotor blades and interacting stator wakes are plotted
circumferentially as unit step functions. The interaction
order spectrum is the cross spectrum between these two
circumferential patterns. It shows those multiples of the
shaft rate frequency where tones will occur in the fan
noise spectrum.

trailing edge. The largest correlation lengths—and
noise—occur when the flow leaves the surface at right
angles to the span, as it does, say in plenum impellers
(Fig. 6). Roughening the trailing edge with applied
sandpaper decorrelates the pressure fluctuations but
raises the level of the local wall pressures; thus, such
a measure is not usually effective in reducing over-
all noise. Serration of the trailing edge, on the other
hand, does little to the local wall pressure fluctuations,
but it can reduce the correlation lengths. Howe17 ana-
lyzes the noise reduction due to serrations of sinusoidal
shape and of sawtooth shape. The sawtooth pattern
yields larger noise reductions than the sinusoidal edge
pattern. When a sawtooth serration of peak-to-peak
amplitude 2 h and period λedge is added to a blade
trailing edge, Howe shows that the attenuation in deci-
bels is 10 log10[1 + (4 h/λedge)

2]. The angle that the
sawtooth makes with the free-stream velocity vector
should be less than 45◦ and h = δ for effective noise
reduction, where δ is the boundary layer thickness
at the trailing edge. Choosing h/λedge = 1 results in
12.3 dB trailing-edge noise reduction.

9. Active control is a technique that has shown
some success in reducing tonal noise from fans.
Two approaches are possible: create antisound from
a speaker, or an array of speakers, placed near the
fan,30–32 or create antiforce with a mechanical shaker
that is presumed to cancel the unsteady aerodynamic
forces created by the fan.33 Both approaches utilize
the feedforward, filtered-x, least-mean-square adaptive
noise control algorithm34 that requires a fan blade
rotational sensor, like a tachometer. Both approaches
are effective in reducing the lower-order blade pass
frequency tonal noise. Sound pressure level reduction
of the BPF noise has been shown to be as high
as 22 dB, while global sound power reductions of
up to 14 dB have been demonstrated. Reduction of
broadband fan noise by active means is still in a
developmental stage.
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CHAPTER 72
TYPES OF ELECTRIC MOTORS AND NOISE AND
VIBRATION PREDICTION AND CONTROL
METHODS
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Depew, New York

1 INTRODUCTION

Electric motors, or machines, are used to convert
electrical energy into mechanical energy and may
be subdivided into asynchronous, synchronous, and
direct current (dc) machines. The sources of noise
and vibration in electric machines are the following:
electromagnetic forces, bearings, aerodynamic forces,
imbalance, and rubbing. Electromagnetic forces are
active in the air gap between the stator and the
rotor and are characterized by rotating or pulsating
power waves. In most types of electric machines,
the magnetic vibration is in the range of 100 to
4000 Hz. The intensity of the vibration and noise in
bearings is determined by the quality of manufacture,
the accuracy of machining of the bearing seats, and
the vibroacoustic properties of the end brackets.

Noise based on aerodynamic forces depends on
the construction of the fan and ventilation channels
of the machine. Mechanical imbalance of rotors may
excite an appreciable amount of vibration, particularly
in high-speed machines. The rubbing of brushes against
the commutator or contact rings is predominantly a
high-frequency source of noise. Vibration and noise
prediction and control methods of electromagnetic
origin are based on the diagnostics of electrical motor
defects using spectrum analysis of the vibration signals.

2 OSCILLATORY FORCES OF ELECTROMAG-
NETIC ORIGIN

The vibration of electromagnetic origin in electric
machines may have several different components.
They are mainly concerned with electrodynamics, elec-
tromagnetic, and magnetostrictive oscillatory forces.

The electromagnetic forces acting in the defect-free
electric machine have radial direction and angular sym-
metry. Therefore, in the defect-free machine the sum
of electromagnetic forces acting on the rotor is equal
to zero. The stator is affected by the electromagnetic
forces that tend to deform it, the spatial shape of these
forces being a circular wave characterized by a num-
ber of waves r appearing on the circumference of the
stator. The value r is called the order of stator oscil-
lations. The mechanical rigidity of the stator grows
fast with the growth of the oscillations order; there-
fore, during analysis of vibrations only deformations
on low orders are taken into consideration.1

The greatest oscillations of the stator of a defect-
free alternating current (ac) machine excited by
electromagnetic forces from the main magnetic field
wave happen in electric machines with alternating
current with one pair of poles p = 1. In such machines
the stator deformation is of second order r = 2,
and the body oscillation amplitude on the doubled
feed voltage frequency is about 10 mm/s. In case
of asymmetric clearance, first-order oscillatory forces
appear, and the vibration of the machine may grow
sharply.

The electrodynamic forces in the electric machine
are arbitrarily called electrodynamic since the windings
are in the slots and the magnetic field does not cross
the conductors with current. Actually, the windings of
the stator and rotor create their own electromagnetic
fields in the machine clearance rotating with one
speed and shifted in the circle with respect to one
another for a certain displacement angle θ. These
fields tend to compensate one another to create a
working moment of the machine. Naturally, in a
defect-free machine, the mechanical forces act not
on the conductors but on the teeth of the rotor
(stator).

However, for the magnetic saturation of the tooth
zone the oscillatory forces start acting directly on
the windings, which sharply decreases their reliabil-
ity and service life. In real electric machines both
the current in the rotor (armature) or stator windings
and the electromagnetic field created by them contain
not one but many harmonic components of various
frequencies and amplitudes. Many of these compo-
nents appear or essentially change in the presence of
defects in the electromagnetic system of the electric
machine.

In a defect-free electric machine supplied with
ideal-shaped voltage, the additional variable compo-
nents of the magnetic field and current appear due to:

• Discrete distribution of windings in several slots
causing a nonsmooth shape of the magnetomo-
tive force created by the windings

• Irregularities of the air gap due to the presence
of teeth or apparent poles in the active armature
bringing about the appearance of magnetic
conductance components � (as per the circular
coordinate v)
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With the appearance of defects in the electromag-
netic system of the electric machine the number of
components of the oscillatory forces of electromag-
netic nature may grow due to:

• Asymmetry of the air gap, partially the static
eccentricity of the gap caused by the displace-
ment of the stator axis with respect to the rotor
rotation axis, or the dynamic eccentricity of the
gap caused by displacement of the rotor geo-
metric axis with respect to its rotation axis

• Magnetic saturation of separate tooth zones of
the rotor (armature) or stator

• Defects either in the windings of the rotor
or stator, or their active armatures causing
asymmetry of magnetic fields

• Appearance of armature current pulsations
in the dc machine due to defects in the
brush–commutator assembly or armature wind-
ings, as well as pulsations of the field current
in dc machines or synchronous ac machines

The causes of changing of parameters of the
electromagnetic field in the air gap and other parts of
electric machines (in addition to the above-mentioned
defects) may be looseness of active armature packets,
defects of end windings, asymmetry, or nonlinear
distortions of the electric machine supply voltage.2

The analysis of oscillatory forces and vibrations of
electromagnetic origin emerging in the electromagnetic
system of an electric machine, as a rule, make it possi-
ble to detect possible defects in the machine or distor-
tions in the electric line supply voltage. Vibration diag-
nostics pays more attention to the pulsating moments
that change greatly with appearance of defects that to
the radial electromagnetic forces calculated in the pro-
cess of machine designing and controlled within the
framework of its postmanufacture outgoing inspection.
This approach to electric machine vibration diagnos-
tics offers certain advantages compared with machine
diagnostics performed by spectral components of the
consumed current.2,3

3 VIBRATION DIAGNOSTICS OF
ASYNCHRONOUS ELECTRIC MOTORS
In asynchronous electric motors the number of various-
frequency vibration components of electromagnetic
nature is much more than in synchronous electric
machines or dc machines. This is explained by a small
value of the air gap δ and slippage of the rotor with
respect to the rotating magnetic field of the stator.
The magnetic field of the asynchronous electric motor
is characterized by two main frequencies, namely the
supply voltage angular frequency ω1 and the magnetic
field main spatial wave rotational frequency �1
determined by the circular velocity of motion of this
wave �1 = ω1/p, where p is the number of pole pairs.

Rotor rotation is characterized by a somewhat lower
frequency ωrt = �1(1 − S) = ω1/p(1 − S), where S
is the rotor slippage, which is usually within the
range of 0.01 < S < 0.05. With the growth of load

in the asynchronous electric motor, the rotor slippage
frequency and the current induced in it change, while
the amplitude of the main magnetic field remains
practically the same. The value of the clearance in an
asynchronous electric motor depends on its size and the
number of pole pairs, diminishing from the value of
2 mm in two-pole machines with power over 500 kW
to 0.2 mm in multipolar machines of low power.4

The “toothedness” of the stator leads to the fact
that the magnetomotive force of the stator in addition
to the main harmonic with a frequency of the supply
mains voltage contains a number of higher harmonics,
and the magnetomotive force induced in the rotor, in
addition to the main harmonic has a number of higher
harmonics determined by the toothedness of the rotor.
The harmonics of the magnetomotive force of the rotor
and stator create corresponding magnetic field com-
ponents in the clearance; these components, in their
turn, are sources of electromagnetic radial oscillatory
forces. The same components of the magnetic field,
by interacting with the currents existing in the stator
and rotor windings, create tangential electrodynamic
constant and oscillatory forces (moments of forces).
The peculiarity of the action of the oscillatory forces
is their wave character. In defect-free asynchronous
electric motors, by integrating over the surface of the
rotor, the oscillatory forces (radial and tangential) are
reduced, while the overall oscillatory forces acting on
the rotor are equal to zero. The same holds true for the
tangential electrodynamic forces acting on the stator.
The low-order electromagnetic radial oscillatory forces
tend to flex the stator, which can be represented in the
form of a thick-walled cylindrical casing, by creating
a wave of radial oscillations of doubled frequency and
doubled spatial order.

The number of components of asynchronous elec-
tric motor vibration excited by radial electromagnetic
forces is large even in the absence of defects in the
machine and on the condition that it is fed from the
mains with an ideal voltage. At the same time, the main
contribution to vibration of defect-free asynchronous
electric motors is made by several electromagnetic
components with frequencies equal to the double sup-
ply voltage frequency and toothed frequencies. These
vibration components are usually controlled at the
design development stage and during outgoing inspec-
tion (after manufacture or major overhaul) of vibration
characteristics of the machine.1 These vibration com-
ponents are noticed in machines having defects in the
electromagnetic system and, first of all, in machines
with asymmetry of the air gap; namely its fixed (static
eccentricity) and rotating (dynamic eccentricity) asym-
metry. Only in the last few years has it become pos-
sible to take account of possible changes of vibration
of asynchronous electric motors due to pulsating oscil-
latory forces and moments appearing when the asyn-
chronous electric motor is supplied with an asymmetric
or nonsinusoidal voltage.2 It is associated first of all
with the use of static frequency converters of the sup-
ply voltage used in drives with variable speed control.
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Many such converters do not ensure high-quality volt-
age signal at the output, thus increasing vibration of
the asynchronous electric motor.

The vibration spectrum of the electromagnetic
system of an asynchronous electric motor is in fact
richer with the presence of various defects in it and is
saturated with a great number of weak components
excited first of all by tangential electrodynamic
forces. The spectrum analysis of the components
of asynchronous electric motor vibration makes it
possible to detect and identify a large group of defects
of the electromagnetic system. Radial components of
vibration of an asynchronous electric motor stator
may change greatly with the appearance of defects,
particularly in case of eccentricities of the air gap.
These changes happen first of all due to the reduction
of the spatial order of oscillations on frequency
2ω1 and toothed frequencies, as well as due to the
appearance of electromagnetic forces with a frequency
equal to the rotor rotation. These forces act between
the rotor and stator and prevent essential reduction
of asynchronous electric motor vibration achieved by
balancing the rotor in proper supports.1,2

In asynchronous electric motors operating often
in the start mode, the strongest tooth component of
vibration is usually the component with a frequency
of ωz2 = ωz + 2ω1, and for stable operation in one
selected mode dominating tooth vibration frequency is
ωz − 2ω1.

Taking into consideration that the mechanical resis-
tance of the stator and the body of the asynchronous
electric motor represented by a thick-walled cylindrical
casing on high frequencies is much less, the toothed
components of vibration may be very essential and
determine to a large extent the vibration, particularly
the air noise of the asynchronous electric motor.

To reduce the toothed components of the asyn-
chronous electric motor vibration the slots are beveled.
Usually beveling of slots is done on the rotor for one
slot section, which helps reduce magnetic components
of vibration of the motor three to five times.1 The
description of the electromagnetic vibration compo-
nents in an asynchronous electric motor is coupled with
the evaluation of the influence of defects, first of all,
the asymmetry of the air gap, on the radial vibration
of the machine.

In technical specifications for certain types of
asynchronous electric motors, the limit values of
admissible eccentricities of both types of the first
spatial order are usually of the order of 10%, though in
practice any type of eccentricity may reach magnitudes
of the order of 50% and even higher, mainly due
to the wear of bearings or the deformation of the
stator as a result of errors when rigidly fastening the
asynchronous electric motor to the foundation.

Due to static eccentricity in the clearance, addi-
tional components of the magnetic field appear with
frequency ω1, including those having a lower spatial
order. Due to dynamic eccentricity, there appear mag-
netic field components with frequencies ω1 ± kωrt.

With static eccentricity, the maximum contribution
to radial vibration is introduced by electromagnetic

forces of the first order with frequency 2ω1, the
amplitude of which in the first approximation is equal
to the following:

F1st ≈ ε1st

2pµ0
B2

0�rtRrt (1)

where ε1st = relative eccentricity of the gap
B0 = amplitude of flux density in a defect-

free asynchronous electric motor
�rt = length of the active portion of the rotor
Rrt = radius of the rotor
p = number of poles

The amplitude of the excited frequency 2ω1 of
vibration of the test points on the end brackets
or the body of the asynchronous electric motor is
determined by the rigidity of the rotor and bearings
(first critical frequency of the rotor), as well as by the
rigidity of the end bracket and fastening assemblies
used to secure the machine to the foundation. With
great eccentricities of the gap (ε > 0.1) this vibration
component may determine the low-frequency vibration
of the asynchronous electric motor.

With dynamic eccentricity of the gap, the frequency
of one of the components of radial electromagnetic
forces determined by the interaction between the main
and auxiliary waves of the magnetic field coincides
with the rotor rotational frequency. The vibration
excited by these forces may be less than the vibration
of an asynchronous electric motor of frequency 2ω1,
since the mechanical resistance of the oscillatory
system rotor–stator of frequency 2ω1 may be much
less than frequency ωrt. Nevertheless, it is exactly this
component of electromagnetic force that determines
the limit of reduction of asynchronous electric motor
vibration at the rotational frequency in the process of
balancing of the rotor on proper supports.

In addition to radial oscillatory forces of frequency
ωrt, the dynamic eccentricity of the gap is a cause of
radial components at oscillatory forces and vibration
on frequencies of 2ω1 ± ωrt and essentially weaker
components with frequencies of 2ω1 ± kωrt, k > 1.

The static eccentricity of the clearance may cause
growth of toothed components of radial vibration of an
asynchronous electric motor differing from the main
toothed component by a frequency of ±2ωi , while
the dynamic eccentricity may cause growth of toothed
components of vibration differing by a frequency of
±jrtωrt. It should be noted that greater changes of
vibration of toothed frequencies with the eccentricity
of the clearance may be caused by pulsating moments
created by electrodynamic forces.

The next task of description of vibration is the
determination of tangential oscillatory forces and pul-
sating moments in defect-free asynchronous electric
motors operating from supply voltage mains with
asymmetry and nonlinear distortions of the supply
voltage.

The pulsating moment with frequency 2ω1 depends
not only on the amplitude of the field components and
the current of forward and reverse succession, but also
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on the difference of the corresponding initial phases of
the field and current.

With electric asymmetry of the rotor winding
(squirrel’s cage), current additionally appears with
a frequency sω1 of having a direction of rotation
opposite to that of the rotor.

It is quite difficult to calculate the pulsating moment
of frequency 2sω1, and in case of the rupture of the
rods in the squirrel’s cage it may be evaluated only
approximately.

As a rule, the frequency 2sω1 is quite low, that
is, it may cause angular modulation of the rotational
frequency of the asynchronous electric motor with a
deviation of the rotational frequency quite sufficient
for practical diagnostics. In the vibration spectrum
of the asynchronous electric motor all harmonic
components have side harmonics differing from the
central frequency ωi by values 2sω1.

The dynamic eccentricity of the air gap causes of
a variable component of clearance conductivity with
frequency ωrt and considerably lower (in amplitude)
conductivity components with frequencies kωrt, where
k = 1, 2.

Interaction of additional components of the flux
density of the stator with the main wave of the rotor
line current load and additional components of the
rotor current with the main induction wave in the
clearance causes tangential forces. However, integrated
over the surface of the rotor they do not contribute
greatly to the pulsating moment of an asynchronous
electric motor of frequency ωrt.1

All rotor current components take part in creating
the magnetic field of the rotor, in which there
are field components determined by the variable
conductivity of the air gap with dynamic eccentricity.
New components have frequencies ω1 ± ωrt ± ωrt,
though their amplitude is essentially lower. They
induce current in the stator winding, which interacts
with the main line current load of the rotor creating
tangential electrodynamic forces at frequencies ω1
and 2ωrt. The pulsating moments acting on frequency
2ωrt in an asynchronous electric motor with dynamic
eccentricity of the clearance are not usually enough to
significantly change the low-frequency vibration of the
motor; nevertheless, they exert considerable influence
on the selection of diagnostic parameters.

In two-pole asynchronous electric motors the mod-
ulation frequency of the magnetic field waves during
dynamic eccentricity coincides with the frequency of
the pulsating moment appearing as a result of elec-
tric asymmetry of the rotor; nevertheless, in multi-
pole asynchronous electric motors (p > 1) these fre-
quencies vary, which makes it possible to distinguish
between two types of defects causing angular modula-
tion of rotor rotational frequency by different frequen-
cies 2sω1 and 2ksω1/p.

The static eccentricity of the clearance in an
asynchronous electric motor results in current changes
or one of the sections of the stator winding nearest
to the point with minimal clearance: it is equivalent
to presenting an “additional” single-phase winding in
stator. An analogous effect has caused short-circuited

turns in the winding or in the active stator armature,
as well as incorrect connection of winding sections.

Since the symmetry axis (in radial direction) of the
static eccentricity of the clearance may not coincide
with the axis of one of the stator windings, the
“additional” stator winding partially performs the
function of an additional pole in the asynchronous
electric motor, which may result in new vibration
components characteristic of an asynchronous electric
motor with the number of pole pairs equal to p ±
1. The parameters of these vibration components
may also be used as indicators of static eccentricity
of the clearance; though these parameters have no
unambiguous connection to the defect value.

With static eccentricity of the clearance, saturation
of the toothed zone of the stator and/or rotor is
also possible. This zone is fixed with respect to the
stator and has a reverse circular speed of rotation
ωrt relative to the rotor. Nonlinear limitations of
the main wave of the magnetic field result in the
“additional” stator harmonics, in addition to the field
with frequency ω1, creating component fields with
the frequencies (2k + 1)ω1, k = 1, 2, 3, . . ., rotating in
different directions. As in the case of static eccentricity
without saturation of the toothed zone, a feedback
current appears in the rotor and with frequencies
(2k + 1)ω1; this current interacts with the stator main
field, creating pulsating moments with frequencies
2(k + 1)ω1. The diagnostic aspects of greatest interest
are vibration components of electromagnetic origin
with frequencies 4ω1 and 8ω1, which are practically
absent in defect-free asynchronous electric motors.

The diagnostic features of defects may be divided
into two main groups. Referred to the first group
are features associated with the change of low-
frequency vibration of the asynchronous electric motor
starting with the frequency of ωrt/2 and finishing with
frequencies of 12ω1. The distinguishing peculiarity of
this group of features is their independence of the
number of teeth in rotor and stator. The second group
of features is coupled with the changes in the teeth
components of vibration of an asynchronous electric
motor; it is more sensitive to the emergence and growth
of defects; nevertheless, it requires the presence of
information about the number of teeth in the rotor (Zrt)
and the stator (Zst).

Some types of defects, the diagnostic features of
which are coupled with the appearance of amplitude
or frequency modulation of vibration components of
electromagnetic origin in an asynchronous electric
motor, may be detected and identified by a one-
time measurement of vibration. It should be taken
into account that many vibration components with
frequencies that are in multiple to the rotor rotational
frequency may be of mechanical and electromagnetic
origin, and their modulation may refer only to one of
the components.

All diagnostic features of main defects of an asyn-
chronous electric motor and violations of the normal
supply conditions are presented in Table 1. The table
presents the values of frequencies of low-frequency
vibration components, the amplitude of which changes



TYPES OF ELECTRIC MOTORS AND NOISE AND VIBRATION PREDICTION AND CONTROL METHODS 889

Table 1 Frequencies of Vibration Components Corresponding Defects of Asynchronous Electric Motors and
Their Supply Voltagea

Ref. No.
Designation of

Defect

Growth of
Low-Frequency

Vibration

Growth of
High-Frequency

Vibration Notes

1 Defects of stator windings 2f1 (R, T) kfZrt ± 2f1
2 Defects of rotor windings (squirrel’s

cage)
kfrt ± 2k1Sf1 (R, T) kfZrt ± 2k1Sf1Zrt

3 Static eccentricity of clearance 2f1 (R, T) kfZrt ± 2f1
4 Static eccentricity 2f1 (R, T) kfZrt

± 2k1f1,
2(k + 1)f1 (R, T) k1 ≥ 2

5 Dynamic eccentricity of clearance frt (R) kfZrt ± k1frt,
2frt ( T ) kfZst

2f1 ± frt (R)

6 Dynamic eccentricity with saturation of
teeth

kfrt ± 2k1f1S/p (R,T) kfZrt ± k1frt,

2f1 ± k1frt (R) kfZst ± k1frt,
2kf1 ± k1frt (T) k1 ≥ 3

7 Asymmetry of supply voltage 2f1 (T) — With all asynchronous
motors

8 Nonlinear distortions of voltage 6kf1 (R, T) kfZrt ± 4k1f1 With all asynchronous
motors

a Where f1 = frequency of supply voltage, Hz
frt = frequency of rotor rotation, Hz

fZrt = frtzrt or fZrt = frtzrt ± 2f1 = toothed frequencies of the rotor, Hz
fZst = frtzst = toothed frequency of the stator, Hz

Zrt = number of rotor teeth
Zst = number of stator teeth

S = rotor slippage
k; k1 = integers
R, T = radial and tangential directions of vibration excitation

(grows) with appearance (growth) of defects. Also
shown in the table are the frequencies of vibration of
toothed components, the structure of which changes
both with the appearance of the above-mentioned
defects and with deviation of the rotor/stator surface
shape from the correct shape (ovality, “facedness,”
etc.). For the purpose of uniformity of presentation of
tables with diagnostic defect features for various types
of machines and equipments, the frequencies are given
in linear units of f (hertz).

In making diagnostic measurements of low-
frequency vibrations of asynchronous electric motors,
particular attention should be paid to the selection of
the place and direction of vibration measurement, since
one portion of vibration components is excited by radial
forces and the other portion by pulsating moments.
The optimum may be for the measurements to be per-
formed in two planes, in which the rotational supports
of the asynchronous electric motor are located and in
two directions (radial and tangential). The measurement
points are selected, as a rule, on the body of the asyn-
chronous electric motor at a distance from the point of
its fastening to the foundation. For practical diagnos-
tics it is sometimes sufficient to perform one vibration
measurement in one direction for asynchronous electric
motors of small size and twomeasurements formotors of

great size. To align the diagnostic and monitoring mea-
surements, it is preferred to perform them on the body
(end brackets) of the asynchronous electric motor in the
horizontal direction with displacement with respect to
the rotor rotational axis.

To effectively detect defects it is necessary to
measure vibration spectra of the asynchronous electric
motor with high-frequency resolution. Thus, in the
frequency range up to triple the rotor rotational
frequency, the spectrum bandwidth should be not
more than f1/400p, where f1 is the supply voltage
frequency in hertz. In the frequency band from 2f1
to 13f1, the spectrum bandwidth should not exceed
f1/100 Hz, and in the vibration toothed zone, not more
than f1/5p.

4 VIBRATION DIAGNOSTICS OF SYNCHRO-
NOUS MACHINES

Synchronous machines may be used as generators of
ac voltage or as motors, particularly in high-power
drives. The possibilities of diagnostics of the technical
condition of synchronous machines by the vibration
signal are somewhat narrower than the vibration
diagnostics of asynchronous electric motors, but they
are wider than the possibilities of diagnostics by the
current or electromagnetic field.
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The synchronous machine stator field, just like in an
asynchronous electric motor, is created by the power
winding distributed along the slots of the stator active
armature. The peculiarity of the stator and the rotor of
large-size synchronous machines is the use of direct
gas or water cooling systems. The design solutions
used for this purpose exert an essential influence on
the operation and vibration of these machines.

The rotor of a synchronous machine may be defined,
inparticular in slow-speedmachinesor hydrogenerators,
or have a distributed excitation winding (in slots). In the
first case, the sinusoidal shape of the excitation field is
provided by the shape of the poles (irregular air gap
between the pole and the stator), and in the second case
it is ensured by the distribution of the excitation winding
in the slots of the rotor. Active armatures of the rotor
and stator are made of laminated steel, but in the rotor
armature the steel sheets have no insulation coating, just
like in the stator core. In the rotors of explicit-pole
machines with power over 100 kW, a short-circuited
winding is installed, which is the analog of a squirrel’s
cage in the asynchronous electric motor.

The rods of a squirrel’s cage are placed in the
slots on the poles of a synchronous machine and are
interconnected over the end surfaces with current con-
ducting plates. If a synchronous machine works in the
motor mode, the squirrel’s cage is used as a starting
winding. If a synchronous machine works in the gen-
erator mode, the squirrel’s cage performs the function
of a damper that reduces the high-frequency compo-
nents of the field and output voltage. In implicit-pole
machines, this winding may be absent, and its function
may be performed by the active rotor armature, which
is most often made of a single forging of special steel.

The starting (damping) winding of the synchronous
machine influences essentially the process of formation
of oscillatory forces of electromagnetic origin. All har-
monics of the magnetic field in the clearance having
a circular rotational frequency �i , differing from the
rotor rotational frequency ωrt = ω1/p, excite current
in the damper winding and/or rotor armature. This cur-
rent compensates the corresponding harmonics of the
magnetic field in the clearance and reduces the radial
oscillatory forces excited by these harmonics. At the
same time the current in the damper winding (arma-
ture), by interacting with the main wave of the stator
magnetic field, excites essential tangential oscillatory
forces that may result in great (by amplitude) pulsating
moments acting on the stator and rotor of the syn-
chronous machine.

Defects of electromagnetic origin exerting an influ-
ence on the vibration of motors and generators include
defects of rotor windings (excitation and damper),
static eccentricity of the air gap, stator winding defects,
and excitation current source defects. In addition to
the above-mentioned defects, vibration of synchronous
machines is influenced by the asymmetry and nonlinear
distortions of the supply voltage. The radial oscilla-
tory forces of electromagnetic origin and the vibration
excited by them in defect-free synchronous machines
are determined in the same way as in asynchronous
electric motors.

When determining the frequencies of high-frequency
components of vibration and evaluating their ampli-
tudes in explicit-pole and implicit-pole machines, it is
necessary to take into account a number of peculiar-
ities of these machines. In explicit-pole synchronous
machines, in addition to the toothed vibration compo-
nents, there are also high-frequency components pre-
sented that are determined by the higher harmonics of
the stator magnetomotive force appearing due to the
discreteness of its windings and the higher harmon-
ics of the clearance conductivity due to its irregularity
determined by the shape of the poles.

The amplitudes of higher harmonics of the stator
magnetomotive force are a kstpq times lower than
the amplitudes of the main magnetomotive force
harmonic, where p is number of poles, q is the number
of stator slots per pole and phase, and kst is the number
of the harmonic. The number of these magnetomotive
force harmonics is equal to ω1 while the spatial order
is r = (6q ′ + 1)p, where q ′ = ±1;±2;±3; . . ..1

The amplitudes of higher harmonics of the clear-
ance conductivity determined by the shape of the poles
is 3jrt times less than the mean value of the clearance
conductivity; their frequencies are equal to 2jrtω1 and
the spatial orders are r = 2jrtp. Thus, the magnetic
field in the clearance of an explicit-pole synchronous
machine has a harmonic row of flux density compo-
nents with frequencies (2jrt ± 1)ω1 and spatial orders
2pjrt ± (6q ′ + 1)p. The interaction of these compo-
nents with the main wave of flux density brings about
radial oscillatory forces between the stator and the
rotor.

The components differing from the toothed vibra-
tion frequency of ±k2ω1 may contribute greatly into
the vibration of electromagnetic origin of explicit-pole
synchronous machines1 due to the low spatial order of
the oscillatory forces.

The peculiarities of the toothed components of
vibration of defect-free synchronous machines excited
by radial sources due to the “toothedness” of the poles
are determined by the distance between the teeth and
the inner surface of the stator, as well as the angular
distances between the teeth of one, and adjacent poles
are not being strictly equal. Therefore, the vibration
components determined by the ‘toothedness’ of the
rotor of a synchronous machine have amplitude and
angular modulation, that is, they have a great number
of side components with frequencies kωrtZrt ± k1ωrt,
where k1 = 1, 2, 3, . . . , k2 = 1, 2, 3, . . ..2 When deter-
mining the frequency of toothed vibration governed by
the toothedness of the poles, there is a great probabil-
ity of an error since the rated number of teeth may
differ from 2pZn, where Zn is the number of teeth at
the pole of the synchronous machine.

As a rule, the full number of slots (teeth) at the
poles of a synchronous machine is close to the number
of stator slots; therefore, certain vibration components
due to the toothedness of the rotor and stator may
coincide. It should be noted that the harmonics of
clearance conductivity due to the toothedness of the
rotor are smaller than the analogous harmonics due to
the irregularities of the clearance between the poles and
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the stator; therefore, the vibration components of the
synchronous machine determined by the toothedness
of the rotor are essentially less. As a consequence,
when calculating the vibration of the synchronous
machine, these components are usually not taken into
account. At the same time, they may carry an essential
diagnostic information value.

In implicit-pole defect-free synchronous machines
the number of high-frequency components of vibra-
tion of electromagnetic origin is less than in explicit-
pole synchronous machines and asynchronous elec-
tric motors. Most often the strongest high-frequency
components of vibration in implicit-pole synchronous
machines are determined by the interaction of the
higher harmonics of the stator magnetomotive force
with the toothed harmonics of the rotor conduc-
tivity. The reason is that the higher harmonics of
the stator magnetomotive force have a spatial order
r = (6q ′ + 1)p where q ′ = ±1,±2,±3, . . ., while the
number of rotor slots is usually presented by the value
Zrt = 6q ′′p where q ′′ = 2, 3, 4 . . .; here the excitation
winding occupies two thirds of possible rotor slots,
which makes it possible to reduce to zero the higher
spatial harmonics of the exciting field with the order
multiple to three. The other harmonics of the exciting
field, except the fifth, make up less than 1% of the main
harmonic. Very often in the rotors of implicit-pole syn-
chronous machines the slots free of windings are not
machined, that is, the rotor has 2p “great” teeth, while
the radial oscillatory forces of the order of toothed-
ness of the rotor acquire amplitude modulation due to
these teeth. For such rotors, during calculation of the
frequency of toothed vibration it is necessary to take
into account the specified value Zrt = 3Z′

rt/2 where
Z′

rt is the real number of rotor slots as specified in the
technical documentation.

The next task of describing the vibration of defect-
free synchronous machines is the determination of
the pulsating moments and tangential vibration of the
machine when it is fed from the supply mains with
asymmetric voltage and distorted voltage shape.

With asymmetry of supply voltage in explicit-pole
machines and implicit-pole synchronous machines, the
current in the stator and the magnetic field in the
clearance, same as in asynchronous electric motors,
represents a sum of direct and reverse sequences
having frequency ω1.

The current component of the reverse sequence in
the stator interacts with the main wave of the exci-
tation field creating tangential electrodynamic forces.
The stator reverse sequence magnetic field component
interacts analogously with the rotor excitation current.
Since the spatial orders of the waves of the field and
current are the same, the tangential forces (integrat-
ing over the surface of the rotor and stator of the
synchronous machine) create a pulsating moment of
forces with frequency 2ω1. This moment excites tan-
gential vibration of rotor and stator armature in the
synchronous machine. In large synchronous machines
the stator armature is usually resiliently (in tangential
direction) suspended to the machine housing; there-
fore, in such machines the vibration of the housing on

frequency 2ω1 may vary within a small range in case
of asymmetry of supply voltage.

With nonlinear distortions of the supply voltage,
just as in case of asynchronous electric motors,
currents are induced in the rotor armature and in the
damper windings of the synchronous machines. These
currents are determined by the frequency and direction
of rotation of the higher harmonics of the stator
magnetomotive force. Correspondingly, the induced
currents, by interacting with the variable component
of the magnetic field, excite tangential electrodynamic
forces and pulsating moments with frequencies 6q ′ω1.

In implicit-pole synchronous machines the pulsat-
ing moments appearing due to nonlinear distortions of
the voltage may be calculated in the same way as for
asynchronous electric motors. It should be noted that
the values of currents I6q ′−1 and I6q ′+1 with equal dis-
tortions in the synchronous machine may be less, and
for evaluation of the pulsating moments, they should
be better determined experimentally.

In explicit-pole synchronous machines with equal
initial phases of the supply voltage higher harmonics,
there are pulsating moments with frequencies 6q ′ω1.2
In large synchronous machines with resilient suspen-
sion of the stator armature in the housing of the
machine, the vibration of the housing at frequencies
6q ′ω1 with maximum admissible nonlinear distortions
of the supply voltage may be considerably lower than
the vibration excited by the electromagnetic forces at
other frequencies.

The vibration of the synchronous machine depends
essentially on the quality of the excitation voltage in
accordance with an addition to the constant component
may be present in harmonic components of various
frequencies. The variety of means of forming the exci-
tation voltages does not allow thorough determination
of the spectrum composition of the excitation current;
therefore, in practice it should be determined experi-
mentally by measuring its spectrum. For this purpose,
it is best to use a hook-on meter and those facilities for
analysis of electric signals used for analysis of vibra-
tion signals.

Very often rectifiers are used for feeding the
excitation windings of synchronous machines. In the
absence of defects in the rectifier, the output of the
rectifier in addition to the constant component may have
additional harmonic components with frequencies 6kω1
where k = 1, 2, 3 . . ., where ω1 is the frequency of the
supply voltage. Depending on the electric circuit of the
rectifier, tolerances for its characteristics and possible
defects, the output voltage may contain harmonic
components with frequencies 2kω1, 3kω1 and other
frequencies.6 Variable voltage components may also
appear at the output of the rectifier in the presence
of asymmetry or nonlinear distortions of the supply
voltage in the electric mains used to supply voltage to
the rectifier.

The variable components of the synchronous
machine excitation current give rise to components of
the excitation magnetic field of the same frequency. In
turn, these excitation field components induce currents
with the same frequencies in the damper winding and



892 INDUSTRIAL AND MACHINE ELEMENT NOISE AND VIBRATION SOURCES

the active steel of the rotor. The variable components
of the excitation field interact with the main wave of
the stator current; the variable components of the cur-
rent in the damper windings (steel) of the rotor interact
with the main wave of the magnetic field and thus
create tangential electrodynamic forces of zero spatial
order and, as a result, pulsating moments acting on the
rotor and stator in opposite directions. The frequencies
of the pulsating moments coincide with the frequen-
cies of the corresponding variable components of the
excitation current.

The amplitude of the pulsating moment effective
in the synchronous machine having a frequency equal
to the corresponding excitation current component is
proportional in first approximation, to the load moment
of the synchronous machine. The ratio of the variable
component is proportional to the constant component
of the excitation current. As a rule, the variable compo-
nents of the excitation current do not exceed a value of
1 to 2% of the constant component and do not exert a
great influence on the electromagnetic vibration of the
synchronous machine. At the same time, in diagnos-
tic tasks it is necessary to take into account even the
synchronous machine vibration components associated
with nonlinear distortions of the excitation voltage.

When determining the technical condition of the
synchronous machine, it is necessary to evaluate the
state of the brush–commutator assembly. Its defects,
as a rule, cause pulsations of resistance of the elec-
tric excitation circuit and, as a result, pulsations of the
excitation current. But, as distinct from the pulsations
caused by the defects of the rectifier, these pulsations
represent a sum of harmonic components with frequen-
cies kωrt. This permits separation of the indications of
defects of the brush–commutator assembly from those
of the rectifier as a result of analyzing the synchronous
machine excitation current spectrum. It is more diffi-
cult to detect defects of the brush–commutator assem-
bly using the vibration spectra of the synchronous
machine, since it is difficult to separate their indica-
tions from the indication of mechanical defects of the
rotor or connecting couplings.

For the synchronous machine electromagnetic sys-
tem most defects are associated with the excitation
windings and static eccentricity of the clearance. The
defects associated with the excitation windings are
manifested in the change of the excitation field shape.
These changes are greatest in the multipole syn-
chronous machines in which, in the presence of wind-
ing defects (or change of the shape of poles in explicit-
pole synchronous machines), the excitation field
becomes asymmetric in the radial plane with respect to
the axis. As a result, an additional radial electromag-
netic force rotating with the frequency ωrt appears, as
well as the pulsating moment with the frequency 2ωrt.

The next (in amplitude) radial oscillatory forces,
as in the case of asynchronous electric motors with
dynamic eccentricity of the clearance, have frequencies
2ω1 ± kωrt. They are a consequence of the amplitude
modulation of the radial forces excited by the main
wave of the magnetic field, in the vibration test point
on the body of the machine.

In addition to the above-mentioned peculiarities of
influence of the asymmetric excitation field on the
vibration of the synchronous machine, it is possible to
additionally note the growth of the pulsating moments
acting in the machine having frequencies kω1 and an
amplitude modulation of toothed components deter-
mined by the toothedness of the stator, characterized
by frequencies kωrt.

At an early stage of defect development, various
indication features may be used for detecting defects
in the form of a static eccentricity of the clearance
and defects of stator windings for various types of
synchronous machines. Thus, in large synchronous
machines with resiliently suspended stator armatures,
it is better to detect these defects by the tangential
growth of stator vibration at a frequency of 2ω1. The
same defects in implicit-pole synchronous machines
may be detected by the growth of toothed components
of vibration and side components with frequencies
k1ωZrt ± k2ω1.

Most difficult is the detection of clearance eccen-
tricity in explicit-pole synchronous machines in which
even in the absence of defects there are notice-
able vibration components with frequencies k1ωZst ±
k2ω1. The toothed components determined by the
toothedness of the rotor are also difficult to iden-
tify and separate from the toothed components deter-
mined by the toothedness of the stator. Therefore,
it is possible to indirectly identify defects by the
growth of the side component of vibration with
frequencies k1ωZst ± k2ω1 with k2 > 2, and if it is pos-
sible to separate groups of toothed components deter-
mined by the toothedness of the rotor with frequen-
cies k1ωZrt ± 2k2ω1 ± k3ωrt, in which k1 and k3 =
1, 2, 3, . . . , and k2 = 0 or 1, then by the growth of
the side components with k2 = 1.

The diagnostic features of the main defects in
explicit-pole synchronous machines are summarized
in Table 2, and those of implicit-pole synchronous
machines in Table 3. The tables present frequencies (in
linear units) of those vibration components in the syn-
chronous machine for which the amplitude grows with
the appearance and growth of the specified defects.

In making diagnostic measurements of low-
frequency vibration of synchronous machines par-
ticular attention should be paid to the selection of
the location and direction of measurement of vibra-
tion since with appearance of many defects the tan-
gential vibration grows predominantly, this vibration
being excited by the pulsating moments. The optimum
test points for measurements in large synchronous
machines with resilient suspension of the stator are
points on the stator core with the direction of mea-
surement tangential to the core. In other synchronous
machines it is recommended to perform the measure-
ments on the housing of the machine, just like in
asynchronous electric motors.

5 VIBRODIAGNOSTICS OF DIRECT CURRENT
(dc) MACHINES
Direct current machines may be used both as gener-
ators and as motors particularly with variable-speed
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Table 2 Frequencies of Vibration Components Corresponding Defects in Explicit-Pole Synchronous Machines
and Supply Voltagesa

Ref. No.
Designation of

Defect

Growth of
Low-Frequency

Vibration

Growth of
High-Frequency

Vibration Notes

1 Defects of stator windings 2f1 (R, T) —
2 Defects of rotor windings frt; 2kf1 ± frt (R) k1fZst ± k2frt k �= 3, 6, 9, . . . ,

3 Static eccentricity of clearance 2f1; 2kf1 (R, T) k1fZst ± 2k2f1 k �= 3, 6, 9, . . . ,

4 Static eccentricity with saturation of
teeth

Predominantly k1fZst ± 2k2f1, k2 ≥ 3

4f1 (R, T) k1fZrt ± 2k2f1
5 Defects of excitation voltage source 3kf1 (T) — Measure excitation

current spectrum
6 Asymmetry of supply voltage 2f1 (T) — With all synchronous

machines
7 Nonlinear distortions of voltage 6kf1 (R,T) — With all synchronous

machines
8 Defects of starting shorted winding kfrt ± 2Sf1 (R,T) — In asynchronous

electric motor mode

a See footnote to Table 1 for definitions.

Table 3 Frequencies of Vibration Components Corresponding Defects in Implicit-Pole Synchronous Machines
and Supply Voltagesa

Ref. No.
Designation of

Defect

Growth of
Low-Frequency

Vibration

Growth of
High-Frequency

Vibration Notes

1 Defects of stator windings 2f1 (R, T) —
2 Defects of rotor windings frt; 2kf1 ± frt (R) k1fZrt ± k2frt k �= 3, 6, 9, . . . ,

3 Static eccentricity of clearance 2f1 (R, T) k1fZrt ± 2k2f1 k2 = 1; 2
4 Static eccentricity with saturation of

teeth
Predominantly k1fZrt ± 2k2f1 k2 > 2

4f1 (R, T)

5 Defects of excitation voltage source 3kf1 (T) — Measure excitation
current spectrum

6 Asymmetry of supply voltage 2f1 (T) — With all synchronous
machines

7 Nonlinear distortions of supply voltage 6kf1 (R,T) — With all synchronous
machines

8 Defects of starting shorted winding kfrt ± 2Sf1 (R,T) — In asynchronous
electric motor mode

a See footnote to Table 1 for definitions.

drives. A large starting moment of dc machines is the
main reason of using them in transport vehicles as trac-
tion motors.

The main design peculiarity determining the vibra-
tion of electromagnetic origin in dc machines is a
large value of the air gap between the armature and
the pole piece, which sometimes reaches a value of
10 to 15 mm in high-power dc machines. The life-
time and overhaul period of operation of dc machines
is less than that of asynchronous electric motors or
synchronous machines first of all due to large cur-
rents in the armature and accelerated wear of the
brush–commutator assembly. Hence, the task of mon-
itoring the technical condition and performing diag-
nostics of dc machines is the greatest out of all types
of electric machines.

In recent years regulated static rectifiers are more
widely used for feeding and adjusting the rotational
frequency of dc machines, which makes it more
difficult to solve the task of monitoring the technical
condition of the machine both by the parameters of
armature and excitation current, and by vibration, due
to pulsations of the supply voltage.

The possibilities of vibration diagnostics on dc
machines are not good due to lack of spectral
composition of electromagnetic vibration. Therefore,
it is recommended to complement the vibration
diagnostics of the dc machines with diagnostics
using armature current spectrum, and for the case of
independent excitation, by using excitation current.
The effectiveness of vibration diagnostics of dc
machines increases in cases where there is a possibility



894 INDUSTRIAL AND MACHINE ELEMENT NOISE AND VIBRATION SOURCES

of comparing vibration of the machine with two
different loads (resistance) in operating modes.

The low-frequency vibration of electromagnetic
origin in the dc machines is determined, as in
ac machines, by three main causes, namely, the
peculiarities of the design, the defects, and the presence
of pulsations of the dc supply voltage mains.1 Since
the electromagnetic field of dc machines does not
rotate, there are no intensive vibration components
with frequency 2pωrt determined by rotation of the
excitation field. As a result, the main contribution
to vibration of electromagnetic origin in defect-free
dc machines is made by the toothed components
determined by the toothedness of the armature.

Out of the forces of electromagnetic origin acting
on the housing of the defect-free dc machine are
predominantly radial oscillatory forces of the toothed
frequency and its upper harmonics, which may be
presented by the components applied to the edges
of the pole pieces. The reaction forces act on the
armature; and the sum of all components of the
reaction forces applied to the armature in a defect-free
dc machine is equal to zero.

The value of each of these components at the
frequency ωZ equals as follows1:

Fr,ωZ
= B2

0 (kc − 1)�b/2πµ0α (2)

where B0 = mean flux density value in the clearance
kc = Carter (air gap) coefficient

�, b = length and width, respectively, of the
pole arc

α = number of slots over the length of a
pole arc

µ0 = magnetic permeability of air

With half-integer value α = q ′ + 1
2 , where q ′ is the

number of the forces acting on the opposite ends of
the pole, pieces are in-phase and are summed up, and
with an integer value α = q ′ a bending moment acts on
the pole. The order of oscillations of the frame under
the action of these forces and moments is determined
by the phase states between the forces acting on the
adjacent poles.

Generally, the accuracy of the manufacture and the
assembly of a dc machine is such that, depending on
the value of the loading moment, the symmetry axes of
the magnetic field under the poles are displaced, while
the widths of the polar arc over the magnetic field
change within a short range, but sufficiently to change
the spatial order of the oscillatory forces and vibration.
To reduce the value of these forces and to smooth
down the boundaries of transition from some forms
of oscillations to others, beveling of the slots of the
armature for one slot division and/or beveling of the
pole edges is performed. The vibration of a defect-free
dc machine with beveled slots at the toothed frequen-
cies may be evaluated by assuming the action of two
opposing radial forces with a value Fr,ωZ

/kp where
k = 1, 2, 3, . . ., on the frame in the opposite points
that excite ring oscillations of the second order p = 2.

When the dc machine works under load, the
magnetic field in the clearance changes its shape,
increasing in the direction of one edge of the pole
piece.6 Correspondingly, the oscillatory force acts
predominantly on one edge of the pole piece and
grows in value by up to two times with full load
of the dc machine. While doing so, the spatial shape
of the oscillatory forces has a zero order, and the
vibration excited by these forces in a defect-free
dc machine changes only within a limited range.
Nevertheless, even with small static eccentricity of the
clearance, the toothed vibration of the machine may
grow substantially since oscillatory forces of the first
spatial order appear; for these forces the mechanical
compliance of the frame with the poles is many times
more than for the forces of the zero and higher orders.

In addition to the radial forces of the toothed fre-
quency the poles and the armature of the dc machine
are acted upon by tangential forces. Thus, the edge of
each pole (and armature) is acted upon by the tangen-
tial force determined by the following expression:

Ft,ωZ
= 2B2

0 (kc − 1)�δ/πµ0 (3)

where δ is the value of the clearance.
At idle revolutions, the tangential forces acting on

the two edges of one pole are antiphase, and the total
pulsating moment in the dc machine at the toothed
frequency is close to zero. Nevertheless, under load
the force acting on one edge of the pole grows while
the force acting on the other edge reduces, and this
may bring about the growth of a pulsating moment
and vibration in the dc machine.

The vibration of defect-free dc machines changes
greatly when fed from a static rectifier with pulsa-
tions of the output voltage. The spectral composition
of these pulsations depends essentially on the charac-
teristics of the static rectifier. Many up-to-date static
rectifiers contain low-frequency filters used to smooth
the rectified voltage of the ac mains, and regulation
of the output voltage in them is performed by pulse
width regulators with high (usually several kilohertz)
switching frequency and subsequent filtration of the
output voltage. But since many machines continue to
use simple thyristor regulators with considerable pul-
sations of the output voltage, it is necessary first of
all to control the spectrum composition of the arma-
ture current (excitation) and secondly to evaluate its
influence on the vibration of a dc machine.

In most regulated rectifiers, the frequency of
pulsations of the output voltage is a multiple of
frequency of the ac voltage ω1 in the supply mains,
and the main harmonics of the armature current belong
to the harmonic series kω1 where k = 1, 2, 3, . . .;
here the harmonics maximal in amplitude may have
frequencies 2kω1, 3kω1, 6kω1, and others. In this
connection, the vibration diagnostics of a dc machine
should be performed at such rotational frequencies
with which the harmonic series of the vibration
components with frequencies k1ωrt and k2ω1 are well
separated in the frequency band. The optimal rotational
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frequencies may be considered such that frequencies
kωrt and ω1 where k is the whole number of ω1/ωrt,
differ by 5 to 10%.

The vibration of the dc machine is affected by
defects of the brush–commutator assemblies, armature
windings (additional poles), the static eccentricity of the
clearance (skewing of the poles), loose pole fastenings,
and defects of excitation windings. Defects of the
brush–commutator assembly occur most often. They
are manifested in the form of nonuniform wear of
the brushes and the commutator and the protrusion of
separate insulation gaskets between the bars or rupture
of bars (commutator lugs). Nonuniform wear of the
brushes and/or commutator rupture most often cause
problems in the process of commutation of the current
of the armature, predominantly with one of the brushes
in one of the commutator zones limited by the number of
bars. Absence of contact between the brush and one of
the commutator bars or rupture of a bar or a section of the
winding leads to redistribution of current in the armature
winding; the current is connected through balancing
connections on the brush pairs remaining intact. With
partial load of a dc machine there may be no impairment
of the process of commutation, but a pulsating moment
with frequency 2pωrt starts acting in the machine. This
moment tends to cause growth of tangential vibration of
the machine at frequencies of 2kpωrt.

In the case of skewing of auxiliary poles, as well
as in the case of appearance of short-circuited turns in
the windings of the auxiliary poles or in the excitation
of windings, the current commutation conditions may
be impaired in the brush zone of the defective pair
of poles. The variable components of the armature
current with commutator frequencies kωv = kZvωrt
where Zv is the number of commutator bars that
start to grow, and hence there appears vibration of
the dc machine at the commutator frequencies. In
most dc machines, as the supply voltage increases, the
number of commutator bars is several times greater
than the number of teeth in the armature; this makes
it possible to separate the higher harmonics of the
armature current and dc machine vibration into toothed
and commutator components.

The growth of commutator components of the dc
machine vibration, particularly under load, is one of
the main diagnostic features of defects in the brush-
commutator assembly and the auxiliary poles, but
identification of the defects by these features is difficult.
For preliminary identification of a defect it is possible
to use the properties of the side components of vibration
on commutator frequencies. Thus, if there are no side
frequencies, the most probable reason of commutation
violation is a defect in the poles or their windings.
If the side components of vibration are present and
differ from the commutator frequency by frequencies
kωrt, then mechanical defects, for instance, rupture of
the commutator or wear of the brushes (commutator)
are most possible, and if side components are present
differing by frequencies 2kpωrt, then defects of the
commutator bars or armaturewindingaremost probable.

The possibilities of identification of dc machine
defects and in a number of cases of increasing

the sensitivity of the diagnostic features to incipient
defects may be expanded by conducting parallel
measurements and analysis of the armature current
spectra. In the most general case, the armature
current may contain harmonic component series with
frequencies kfrt, 2kpfrt, kfZx

, and kfZv
and, depending

on presence of various defects in the electromagnetic
system of the dc machine, with side components
differing by frequencies ±kfrt,±2kpfrt, and ± kfZx

.
In real conditions, there may be many more

harmonic components of various frequencies in the
spectrum of the armature current due to variable
loads in the dc electric drive and from the other
machines coupled to the dc motor. This makes it
possible to obtain additional diagnostic information on
the operation and state of the coupled machines.

In certain cases it is possible to measure and
compare current spectra in the slip rings of different
pole pairs of the dc machine. This makes it possible
to determine in which machine/pole pair there are
defects detectable by vibration or armature current, and
sometimes to specify the value of the defect.

The features of the main defects in dc machines
during their diagnostics by vibration spectra and/or
armature current are summarized in Table 4. The table
presents frequencies of those vibration components and
armature current components that grow as a result of
emergence and growth of the said defects.

For monitoring vibration during dc machine diag-
nostics, it is better to select the test points on its hous-
ing in the plane of fastening of the end brackets. As in
diagnostics of asynchronous electric motors, it is rec-
ommended to perform vibration diagnostics of large-
size machines by measuring the vibration at two points
near both end brackets. In low-power machines (less
than 50 to 100 kW) it is possible to measure vibration
in one point, predominantly from the side of the com-
mutator where high-frequency commutator vibration
may appear, this vibration being not only electromag-
netic in nature but also of mechanical origin.

The direction of measurement of vibration should
not be radial to the axis of rotation of the armature
since in this case the results of measurements may
change little with the appearance of pulsating moments
at low and medium frequencies in the machine. It
is best of all to prepare the place for fastening the
measuring transducer so that it has equal sensitivity
to the radial and tangential vibration and much lower
(two to three times) sensitivity to the axial vibration
of the machine housing.

When selecting the diagnostic model, preference
should be given to group models, which use measure-
ments of vibration spectra of the housing and arma-
ture current of dc machines in two operating modes,
if possible, with a strongly varying load. For diagnos-
tics of machines operating continuously in one mode
of operation it is possible to use “historical” diagnostic
models by accumulating the data of periodic changes
(statistics) within the first year of operation with inter-
vals not exceeding one month and introducing correc-
tions into the model after each maintenance service of
the machine.
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Table 4 Frequencies of Vibration Components and Armature Current Corresponding to Defects in dc Machines
and Pulsations of Supply Voltagea

Ref. No.
Designation of

Defect

Growth of
Vibration

Harmonics

Growth of
Current

Harmonics Notes

1 Static eccentricity of clearance, skewing
of poles

fZarm ; fZv (R, T) fZarm ; fZv Growth of vibration
when changing load
modes

2 Defects of armature windings, rupture of
commutator bars

2pfZarm (T) 2pfrt
kfZv ± 2pfrt kfZarm ± 2pfrt

kfZarm ± 2pfrt (R, T)

kfZv ± 2pfrt (R, T)

3 Defects of excitation windings kfZv (R, T) kfZv

4 Defects of commutation kfZv (R, T) kfZv Growth when changing
load modes

5 Wear of commutator brushes, rupture of
commutator

k1fZv ± k2frt (R, T) k1fZv ± k2frt

6 Pulsations of supply voltage kf1 (R, T) kf1

a Where f1 = frequency of the supply mains of the rectifier, Hz
frt = armature rotational frequency, Hz

fZarm = frtZarm is the toothed frequency, Hz
Zarm = number of armature slots

fZv = frtZv commutator frequency, Hz
Zv = number of commutator bars
k = 1, 2, 3, . . .; k2 = 1, 2, 3, . . . are integers
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1 INTRODUCTION

Hydraulic pumps are used for transporting chilled,
hot, and condenser water or any other liquid in
hydraulic systems. They are also used for transporting
suspensions of liquid and solid particles from one
location to another through pipes or closed/opened
channels and passages. Common applications include
use in processing plants, hydraulic fluid power, clean
water supply, ships, and the like. Operation of a
pump creates pressure pulsations, vibration, and noise,
which can be spread by pipes (structure-borne noise)
and by liquid (fluid-borne noise) far away from the
pump itself, emitting noise (from pipes) around the
whole pumping system. Noise generated by the pump
depends on its type and size, on its power, and on
the operating conditions (speed and load). Noise of
the pumping system depends on its geometry and type
and number of the built-in fittings and armatures. Noise
and vibration of a hydraulic system can be controlled
by proper selection or redesigning of the pump and/or
pumping system and by optimizing of the operating
conditions [for operating near the best efficiency point
(BEP) and without cavitation]. Tuning of the operating
frequency with regard to the resonance frequencies of
the pumping system, and by proper balancing of all
rotating masses, and the like is important.

2 TYPES OF PUMPS

Pumps are classified according to the principle of adding
energy to the fluid into three main groups: kinetic,
positive-displacement, andspecial-effectpumps(Fig.1):

Kinetic pumps, in which energy is continuously
added to the pumped liquid within the pump first
by increasing the fluid velocity and then toward the
end of the pump by increasing the delivery pressure,
are subdivided into centrifugal or radial-flow, diagonal
or mixed-flow, and axial-flow or propeller pumps
(Fig. 1a). Centrifugal pumps are further divided into
single and multistage pumps, with a volute collector
or a multiple vane diffuser, with a straight vane or
a Francis vane impeller, and with a fully open, a
semiopen, and a fully closed impeller. Kinetic pumps
are non-self-priming pumps but are the most widely
used due to their high efficiency and reliable operation.

Special-effect kinetic pumps are in the form of
peripheral (called also regenerative, turbulence, tur-
bine, and vortex) pumps, partial-emission (called also

straight-radial-vane high-speed single-stage, vertical,
paddle wheel according to Barske1) pumps, and Tesla
(called also disk and viscous shear) pumps (Fig. 1a).
The peripheral pumps have many radial vanes mounted
on the periphery of the disk that rotate within an annu-
lar chamber. Liquid within the casing is separated by
rotating vanes into many particular elements (vortices)
with a high level of recirculation. The partial emission
pumps consist of an open or semiopen radial (90◦) vane
centrifugal impeller, which rotates with very high speed
(15,000 to 30,000 rpm, and up to 120,000 rpm) in cir-
cular casing with a single emission point to a conical
diffusion section. Partial emission pumps are used to
relatively higher heads and lower capacities. The Tesla
pumps have two or more rotating parallel disks in which
a viscous drag is created. Theymust rotate very fast, usu-
ally above 10,000 rpm, in order for the viscous drag to
generate the forces to move the liquid.

Positive-displacement pumps, in which energy is
periodically added by application of force to one or
more movable working elements (piston, gear, vane,
screw etc.) in a cylinder or appropriate casing, are
divided, according to the nature of movement of the
pressure-producing members, into reciprocating and
rotary pumps.

Reciprocating pumps are further divided into piston,
plunger, and diaphragm pumps (Fig. 1b) with one or
more cylinders. They are self-priming pumps and are
used for high pressure and low capacity. The piston(s)
or plunger(s) or diaphragm are driven through slider-
crank mechanisms and a crankshaft from an external
source; therefore, they have a pulsating discharge. The
flow rate is varied by changing either the rotating speed
or the stroke length. Reciprocating pumps need one-
way suction aswell as discharge check valves separating
the discharge from the suction side of the pump. These
valves may be in the form of a plate, wing or flapper,
ball, plug, and slurry.2

Rotary pumps are divided into pumps with a
single-rotor and multiple rotors. The single-rotor rotary
pumps are further divided into vane (blade, bucket,
roller or slipper, or flexible impeller vane), flexible
tube or peristaltic, screw (single screw and single
screw with eccentric or progressive cavity) pumps. The
pumps with multiple rotors are circumferential piston
(axial and radial), gear (external and internal), lobe
or Root’s, and screw (two to five screw) (Fig. 1c).
Rotary pumps are also self-priming, but they do not
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Figure 1 Types of pumps: (a) kinetic pumps, (b) reciprocating pumps, and (c) rotary pumps.
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need valves or a crankshaft, therefore, they are rel-
atively small and due to relative high efficiency are
appropriate for pumping of liquids with high viscosi-
ties at medium pressures and capacities. Depending on
the type, rotary pumps produce relatively small flows
and pressure pulsations, so that the generated noise
is much lower than with reciprocating pumps. This
is also due to appropriate radial and axial clearances
between the rotating elements and the casing that pre-
vent mechanical contact and also due to utilization of
a fluid film between the teeth at the gear or screw
pumps, and between vanes and casing at vane rotary
pumps, which reduces the impact and sliding effects.
In spite of this, generated noise can be considerable,
especially at the higher discharge pressures.

Special-effect pumps, in which energy is added
by application of special physical principles, such as
exchanging of the impulse or momentum in jet pumps
(ejector or injector with water or vapor jet), by lifting
power in air lift pumps, by pressure pulsation in
hydraulic rams, or by applying Biot–Savart’s law in
electromagnetic pumps, are rarely used and therefore
beyond the scope of this section.

3 HYDRAULIC AND MECHANICAL SOURCES
OF NOISE

Noise generated by a hydraulic pumping system consists
of the noise generated by the pump itself, by the driving
motor, usually a fan-cooled electric motor, which is
beyond the scope of this section, and that generated
by the pumping system, and is mainly hydrodynamic
and partially mechanical in origin. Both types of noise
origins are transmitted throughout the system over the
fluid and/or structure as structure-borne sound before
exciting the surrounding air and reaching us as noise.
A pump as the prime mover is only part of a pumping
system; therefore, we have to distinguish between the
noise generated by the pump and the pumping system.

Noise generated by a pump depends on the pump
type, on its geometry (size and form), and on the
operating conditions (speed and load). The main sources

of noise in kinetic pumps are interaction between the
impeller blade and the volute tongue or diffuser vanes in
centrifugal pumps, and between the impeller blade and
guide vanes in axial-flowpumps, so called blade passage
frequency (BPF), followed by pressure fluctuations
caused by turbulence, flow friction, flow separation, and
vortices in the radial and axial clearances, especially
between the open or semiopen rotor and the adjacent
stationary part of the casing.

Major sources of internal noise in reciprocating
pumps are piston-induced pulsation, piston mechani-
cal reactions, and impacts in inlet and discharge valves,
whichareexertedbytheupanddownmotionofapistonor
plunger. Intermittent liquidflowandfluctuatingdynamic
forces andmachinery imbalance of the reciprocating and
rotating internal parts (pistons, crankshaft, etc.) are then
sources of intensive noise.Additional sources of noise in
reciprocating pumps are turbulence,flow friction, vortex
formation from separated flow around obstructions, pis-
ton slap in a formof impact excitation,which is a result of
theclearancebetweenthepistonandcylinderwallandthe
high pressure that pushes on the top of the piston during
compression strokes.

Major sources of noise in rotary pumps are impact
between teeth in gear pumps, friction between screws
at the screw pumps, and sliding of the vanes on the
casing in vane rotary pumps. When the cavities between
the gear teeth are not filled completely by the incoming
liquid, the resulting vortices in voids generate a distinct
noise, similar in nature to flow separation in centrifugal
pumps during recirculation. Additional sources of noise
are turbulence and flow friction in compression spaces.

The magnitude and frequency of the noise vary
from pump to pump and are dependent on the
magnitude of the pump head being generated and the
amount by which pump flow at off-design operation
deviates from ideal flow at the design or best efficiency
point (BEP). The last is especially important with the
kinetic pumps producing minimum noise at BEP. At
off-design operation, the emitted noise generated by
kinetic pumps steadily increases toward a zero flow
rate and toward free delivery (Fig. 2). At higher flow
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Figure 3 Cavitation in centrifugal pumps: (a) pressure within pump, (b) NPSH determination according to Ref. 3, and (c)
NPSH determination according to Ref. 4.

rate (Q > QBEP) this is due to laminar and turbulent
boundary layer vortex shedding caused by higher flow
velocity and turbulence, and at lower flow rate (Q <
QBEP) it is due to flow separation at the impeller blades
and diffuser or guide vanes, and internal recirculation
in the impeller eye and impeller discharge (Fig. 4).

Another factor that increases noise of a pump is
pump instability, which may be caused by cavitation
and, in kinetic pumps, by the appearance of stall and
surge. Cavitation in kinetic pumps can occur within the
entire operating regime, whereas stall and surge can
only occur at partial flow rate. Cavitation can occur
without stall and surge, and vice versa. Cavitation in
kinetic pumps occurs more easily at higher flow rates
(Q > QBEP) due to the increased flow velocity and
pressure drop.

Cavitation in pumps occurs when the absolute static
pressure at some point within a pump or pumping
system falls below the saturated vapor pressure of
the fluid at the prevailing temperature conditions;
the fluid starts to flash and vaporization occurs.
Vaporization of the flowing fluid is connected with
the onset of bubbles. The bubbles are caught up
by the flowing liquid and collapse within the pump
(valve or piping system) when they reach a region of
higher pressure, where they condense. This process is
accompanied by a violent collapse or implosion of
the bubbles and a tremendous increase in pressure,
which has the character of water hammer blows.
The process of cavitation and bombardment of the
pump surface by the bursting bubbles causes three
different, undesirable effects: (a) deterioration of the
hydraulic performance of the pump (total delivery
head, capacity and efficiency), (b) possible pitting
and material erosion in the vicinity of the collapsing
bubbles, and (c) vibration of the pump walls excited
by the pressure and flow pulsations and resultant
undesirable (crackling or hissing) noise.

Cavitation in kinetic pumps (centrifugal, mixedflow,
and axial) appears first at the point of minimum static
pressure. In centrifugal pumps cavitation appear first
in the region of the highest flow velocity, which is

usually on the inlet edges of impeller blades (see point
a in Fig. 3a), or when the local static pressure p′
falls below the vapor pressure pv corresponding to the
local temperature of the pumping liquid, p′ < pv . The
bubbles so originated collapse in close proximity to
impeller walls acting like impulses (impact waves) to
the metal itself and eroding it. By development of the
cavitation, the bubbles are spread upstream toward the
suction nozzle and suction pipe, and downstream toward
impeller blades, shrouds, guide vanes, and volute casing.

Cavitation in rotary pumps appears first in the
suction pipe before the entry of fluid in the pump,
as well as in gaps between the teeth and casing in gear
pumps or the rotating elements and casing of any rotary
pumps. In reciprocating pumps cavitation appears in
the cylinder, at the beginning of the suction stroke and
in the suction pipe. However, the cavitation damage in
positive-displacement pumps is not as severe or loud
as in centrifugal pumps due to lower speed at which
they operate and the higher vapor pressure of the fluid
usually pumped.

Since the implosion of the bubbles appears randomly
and chaotically, turbulent noise occurs over a wide
frequency spectrum or at a specific frequency, so that
the onset of cavitation can cause a change either in the
total noise level or just in a particular frequency band.
Figure 2a shows emitted noise level for a centrifugal
pump without (Lp) and with cavitation (Lp,cavit). The
curve representing the A-weighted noise level with
cavitation is approximately 3 dB higher than that
without cavitation. In some cases the A-weighted noise
level is due to cavitation up to 10 dB higher. To avoid
cavitation process in a pump the static pressure p ′ in
Fig. 3a has to be greater than the vapor pressure pv of
liquid at that temperature.

Cavitation is associated with insufficient suction
head of the pump. Therefore, the beginning of
cavitation within kinetic pumps can be obtained by
determination of the net positive suction head (NPSH).
The NPSH required (NPSHr) value is a head that is
required above the liquid vapor pressure at the place
of the lowest static pressure, for example, point a in
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Fig. 3a, in order to prevent the inception of cavitation
and safe and reliable operation of pump. The difference
between the actual pressure of the liquid available
and the vapor pressure of that liquid is called the net
positive suction head available (NPSHa). When the
NPSHa is equal to or greater than the NPSHr, the pump
will not cavitate, and when the NPSHa is less than that
required by the pump, cavitation occurs.

The NPSH required is determined by a test in
which the total head is measured at a constant speed,
flow rate, and test water temperature, under varying
NPSH conditions. Lowering the NPSH value to the
point where the available NPSH is insufficient causes a
cavitation sufficient to degrade the performance of the
pump and the total delivery head deteriorates (Fig. 3b).
The exact value of NPSH required for a centrifugal
pump is determined by a 3% drop in the total delivery
head (Fig. 3b) and represents the required or critical
value at which cavitation is fully developed.3 An
alternative procedure is to establish a constant NPSH
available and then vary the pump flow by means
of a discharge control valve until a 3% drop in the
pump total delivery head is observed (Fig. 3c).4 The
methods need a special test standard according to ISO
3555 standard,3 and a set of measurement results to
determine the NPSH required value at different flow
rate. At the centrifugal pumps NPSH required value
decreases by decreasing the flow rate, that is, by
decreasing flow velocity (see Fig. 3c). At the mixed-
flow pumps NPSH required value increases at off-
design operation, so toward partial flow rate as well as
toward free delivery. At the axial-flow pumps NPSH
required value increases at off-design operation much
more steeply as by the mixed-flow pumps.

Instead of the ISO 3555 standard the sound pressure
level of a discrete frequency tone, or a group of
discrete-frequency tones, in audible range (between 20
and 20,000 Hz) can also be used for determination
of the NPSH required or critical value as well
as to detect the incipient of the cavitation process
and its development. Experiments have shown that
the maximum discrete-frequency tone (or group of
discrete-frequency tones) corresponds to the 3% drop
in the total delivery head. The discrete-frequency
tone(s) with maximal changes can be at BPF/2 (Fig.
5a)5,6 or at any other frequency.7 The differences in the
level of the discrete-frequency tone before the incipient
of cavitation and after it was fully developed can be
great enough (between 10 and 20 dB at a distance of
0.5 or 1 m, and up to 40 dB and more with microphone
position in a near field) that it could also be used for
control cavitation in the pump, by means of initiating
an alarm, shutdown, or control signal via an electrical
control system.5–9

Stall and surge appear in kinetic pumps at partial
flow rates. In suction and discharge areas of the
impeller, internal recirculation first appears and then
rotating stalls and surge causing additional hydraulic
noise. The internal recirculation and rotating stall (A
and B in Fig. 4) start at approximately 80% of the
design flow. When the flow rate is reduced further, a
sudden decrease in static pressure occurs within the

ω

Q > Qdes Q = Qdes

Q < Qdes

BA

= Qsurge

Figure 4 Flow distribution in impeller of centrifugal pump
at design and off-design operation.

rotating stalls and the stalls spread over the entire
suction and discharge cross sections. When stall cells
A and B in the suction and discharge side of the
impeller merge, a surge phenomenon occurs causing
an unstable pump characteristic. When a surge appears,
a pump is not able to sustain the static pressure
difference between the discharge and the suction sides
of the pump. Water surges back through the pump
impeller and its discharge pressure is momentarily
reduced. The flow rate and pressure fluctuations at
the surge cause an intense vibration and additional
turbulent noise.

Noise in the piping system is a result of both
the mechanical vibration excited by pump and piping
system components as well as by the liquid motion
in the pump and piping system. Mechanical noise
sources are vibrating components or surfaces, such as
pistons, unbalanced rotating elements, and vibrating
pump housing, which is transmitted to the inlet and
outlet pipe to which it is connected (even through a
flexible connection), producing vibrations of pipe walls
and acoustic pressure fluctuations in adjacent media.
Due to its cylindrical and usually curved form, piping
generates a (single and/or two-dimensional) cylindrical
noise. In addition to the frequencies associated with
the pump and flow, pipes also vibrate at their own
natural or resonant frequencies. Liquid or hydraulic
noise sources are the result of friction, turbulent
flow, and vortex formation in high-velocity flow and
pulsating flow. With positive-displacement pumps,
pressure fluctuation due to flowing liquid is noticeable
when repeating momentum impulses are imparted to
the fluid, and partially also with centrifugal pumps due
to the action of the impeller blades against the volute
tongue.

The amount of vibration and noise transmitted
through the housing and pipework depends on the
rotational speed of the pump, operating pressure and
capacity, flowing fluid properties (velocity, density,
viscosity, temperature), the material and geometry
of the housing and pipework, suction and pressure
reservoirs, elbows, Y- and T- branches, restrictions,
block and control valves, wall thickness, supporting
and hanging elements of the piping system, and so on.

Another factor that causes intense noise from a
piping system is instability caused by cavitation, water
hammer, and system resonances:
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Cavitation within piping system, with the danger of
pitting and material erosion, is a result of pressure
drops, usually with partially closed control valves,
when the critical flow rate is reached or due to high
flow velocity (for cold water above 7 m/s).

Water hammer is a result of transient pressure
impact when a suddenly closed control valve abruptly
interrupts steady flow in a pumping system, for
example. The sudden interruption of flow results in
an extremely sharp pressure rise at the point of
interruption; the entire distribution system is then
shock excited into vibration. Water hammer is a more
serious problem in this type of installation when long
pipelines are involved and when a motor-driven pump
stops delivering water almost instantaneously.

4 SOURCES OF VIBRATION IN HYDRAULIC
SYSTEMS

There are different sources of vibration within
hydraulic system, but the main source is the pump
built-in. The vibration generated within the pump can
be transmitted to the pumping system, and vice versa,
especially if they are coupled rigidly or mounted
on a rigid basement or wall, without elastic ele-
ments, directly.

Vibration generated by a pump has mechanical
and hydraulic origins and depends on the pump
type, on its manufacture (first of all balancing of
rotating masses), assembling and wearing, and on
operating conditions (operating point). Mechanical
sources of vibration are mechanical imbalance of
the rotating or reciprocating masses, due to poor
balancing or careless assembly. The vibrations of a
kinetic pump are strongly dependent on the shaft
vibration. Shaft vibration and its failures are strongly
influenced by the torsional resonances of the system,
which are the angular natural frequencies of the
system caused by dynamic forces of mechanical and
hydraulic origin. Additional sources of mechanical
vibration are rotational subsynchronous [at n/2, n is
the rotational speed in revolutions per second (rps)],
synchronous (at n), and super synchronous (at 2n, zn,
etc.) resonance (foreign particles in the rotor, damaged
impellers, contortion, due to deposits, corrosion, galled
parts, and abrasion), rubbing, excessive wearing,
bushing, excessive bore clearance of sleeve bearings
or loose fits on the shaft or housing in the case
of ball bearings causing poor support of the rotor;
impacts, nonconstant friction (e.g., stick-slip, chatter),
mechanical interactions, magnetic effects and so on.

Hydraulic sources of vibration are pressure pul-
sations, turbulent liquid flow, suction recirculation,
stall and surge, blade passing frequency, hydraulic
imbalance due to uneven flow distribution before the
impeller and in all blade passages, misalignment or
other leakage clearances, unsteady fluid flow (e.g., tur-
bulence, vortex shedding), increased axial and radial
hydraulic forces in the volute casing of a centrifugal
pump at off-design operation; pump manufacturer cast-
ing/or machining defects, wear, oil-whirl, cavitation,
and so on.

5 SOURCES OF VIBRATION AND NOISE IN
PUMP COUPLING AND SUPPORTING
ELEMENTS
A major source of externally induced vibration and
noise is misalignment between the pump and its driver,
which depend on the coupling used. There are two
primary groups of coupling: rigid and flexible. Rigid
couplings are used for direct coupling and for precise
alignment, whereas the flexible couplings are used
for accommodating a set amount of misalignment
(angular, axial, and radial or parallel) between the
driving and driven shaft, and also radial and axial
loads on the motor bearings. Rigid couplings are in
sleeve-type or flange-type and are used when the
pump impeller is mounted directly on the motor
shaft (monobloc pumps). Flexible couplings may
be mechanically flexible and “material flexible.”
The mechanically flexible couplings are in gear or
grid form, which need lubrication. The material-
flexible couplings have a flexible element in steel,
rubber, elastomer, or plastic material and do not need
lubrication. They are in the form of metal disk or disk
pack or in the form of contoured diaphragm, or as an
elastomer in compression or shear type with rubber
jaws on driving and driven shafts corresponding to the
number of cogs belt or a central spider on the flexible
element with several radial segments.

There are also special types of couplings to
transmit power with independent input and output
shaft that allow desired adjustments of load speeds.
Such couplings are the eddy-current slip couplings
and fluid couplings (in hydrokinetic, hydrodynamic,
hydroviscous, or hydrostatic form) using fluid (natural
or synthetic oil).

A second source of externally induced vibration and
noise at a pump are supporting bearings, with which
it is equipped. The hydraulically and mechanically
produced noise and other failings of the pump
rotating and moving elements are transmitted over
the bearings to the pump housing and as structural
noise throughout the pumping system. Most pumps
are equipped with external bearings in a classical
three-bearing arrangement, journal or sleeve type (with
hydrodynamic fluid film), antifriction (rollers, tapered
rollers, or bearings in single or multiple rows), and
magnetic bearings. At normal operation of a journal
bearing the shaft forms a liquid film of the lubrication
oil completely separates it from the bearing. The
antifriction bearings operate with a very low coefficient
of friction associated with rolling motion as distinct
from sliding motion. To minimize the heat generated
by sliding friction, antifriction bearings require oil or
grease lubrication. The magnetic bearings are free from
contact within the bearings, therefore they produce the
lowest mechanical noise among all type of bearings,
follow the journal or sleeve and antifriction bearings,
which are the noisiest.

Vibration problems and noise in a pump increase
when a failure in the bearings and/or coupling
misalignment occurs. Bearing failure may be caused by
water or product contamination in the bearing housing
or by highly unbalanced radial loads, which can result
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from operating at or near shutoff. Nonconstant friction
forces usually are caused by poor lubrication, at low
shaft speed or low fluid viscosity in journal bearings,
when the strength of the liquid film is insufficient
to support the load on the bearing and the shaft
rubbing the bearing, or by unfavorable combinations
of sliding interface materials, geometric arrangements,
and sliding velocities. Damage of the rolling bearings
causes vibrations at the integer number of rotational
frequency, whereas the oil whirl in hydrodynamic
bearings causes vibrations at a fraction of rotational
speed. Poor lubrication and defects in the rolling
elements or races in antifriction bearings exhibit very
high frequency resonance and noise of about 20 kHz.

6 SOUND SPECTRA OF PUMPS AND PIPING
SYSTEMS
Pumps and piping systems generate broadband or
turbulent noise spectra with pronounced discrete
frequency or pure tones. The broadband noise is a
result of different forms of hydraulic noise, caused by
turbulence and the effects of flow instability already
discussed. The broadband noise is usually secondary
in magnitude and related to poor pump design or
applications, and on the intensity of turbulence,
appearance of cavitation, or water hammer. Impact and
roughness in bearings also produce broadband noise.

Discrete-frequency tones in the noise spectrum of
a pump are provoked by interaction of the moving
elements with nearby stationary or moving objects
and appear at the rotational frequency f1 = n (n is
the number of revolutions or strokes per second) and
at the frequency f2 = inzf (zf is the number of
impeller blades in the kinetic pumps or the number
of compression or intermittent operation of piston
or plunger or diaphragm in reciprocating pumps, or
the number of pumping events per rotation at rotary
pumps, for example, number of teeth, vanes, lobes and
the like, and i is the harmonic number (1, 2, 3,. . . ),
also called blade passage frequency (BPF) with kinetic
pumps. In many cases, the first three harmonics of
the f1 and f2 are predominant (see Fig. 5). Figure 5a
shows the noise spectrum of a centrifugal pump
without (thick curve) and with cavitation (thin curve).

With reciprocating pumps the impact source of
noise is abrupt, therefore the noise spectrum contains
major pronounced discrete-frequency tones typically
dominated by fundamental frequencies and their higher
(prominent 3 to 10 or more) harmonics. The funda-
mental frequency is defined by the number of strokes
per second, whereas the amplitudes of the particular
discrete-frequency tones depend on the stroke length.
Figure 5b portrays the spectrum of a three-plunger
pump with three pronounced spikes among them; the
third represents the plunger frequency. Discrete fre-
quency tones in a reciprocating pump may also be due
to failures and damage of the piston ring and internal
check valves.

With rotary pumps, discrete-frequency tones are
provoked by fluctuating flow caused by teeth, vanes,
screw and lobes, unbalanced rotating parts, misaligned
parts, fluctuations in the load, failures and damage of
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Figure 5 Noise spectra with tonal and turbulent noise:
(a) for kinetic pump and (b) for piston pump.

displacement elements, impact between teeth at gear
pumps, and so on.

Noise spectra of piping systems are usually also
broadband in nature with pronounced discrete fre-
quency tones. The broadband noise is a result of piping
vibrations occurring by flow-induced pulsations in the
piping system. Noise in pipe fittings such as dampers,
elbows, and branch takeoffs and obstructions is also
generally broadband and limited to a frequency range
between 500 and 8000 Hz. Instability in the piping
system, such as cavitation, flashing, and water ham-
mer, also causes mostly broadband noise. The discrete-
frequency tones in the piping system are a result of
incoming noise produced by an operating pump, espe-
cially in the case of positive-displacement pumps and
due to excited piping resonances. Among them only
the first two resonance orders is worth examining:
the first-order resonance or fundamental frequency and
the second-order resonance or second harmonic. The
resonant frequency depends on the distance between
supporting places (the longer the distance, the lower
the mode of vibration or resonances), and on the type
of hanger or supporting elements.

7 EFFECTS OF PUMP TYPE, GEOMETRY,
PRESSURE, SPEED, SIZE, AND MATERIALS
The magnitude and frequency of noise generated by
a pump depend on the pump type, on its material,
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geometry (size and form), and on the operating
conditions (speed and load), that is, on the operation
point on its characteristic curve. In general, total noise
level increases by increasing the rotational speed and
dimension, but the effect of load depends on the
operating characteristics of the pump. With kinetic
pumps, the flow rate can be changed from zero
to the maximum flow rate or free delivery, with
BEP in between. The noise characteristic depends
on the operation point and has a minimum usually
at the BEP (Fig. 2a, b). At off-design operation,
noise level increases toward a zero flow rate and
toward free delivery. With kinetic pumps with unstable
characteristics, maximum noise level can appear at
the surge point, which usually appears at a flow
rate between 30 and 60% of the BEP for centrifugal
pumps, and between 70 and 80% of the BEP for axial-
flow pumps. According to Lips,10 by increasing pump
power from 1 to 1000 kW, the sound power level
increases by 40 dB (from 70 to 110 dB) for centrifugal
pumps, and by 30 dB (from 80 to 110 dB) for axial-
flow pumps.

With positive-displacement pumps, the flow char-
acteristic is almost independent of load; the flow rate
is nearly constant at different delivery pressures; there-
fore, the total noise level depends on the pump type
and dimension (size or working volume), speed, and
delivery pressure. Effect of the pump operating pres-
sure, working volume and power consumption on the
emitted sound power level is presented in Table 1.10,11

Pump noise depends also on the material from
which the pump was fabricated. Pumps fabricated
from a rubber polyvinyl chloride (PVC), elastomer,
composite, lead and coated steel housing, impeller,
piston or screw by rubber, or Teflon (due to low
friction also by glass, enamel, etc.) generate less noise
than those fabricated from steel, cast or alloy steel,
cast iron, and similar rigid material.

8 PREDICTION OF NOISE AND VIBRATION
GENERATED BY PUMPS AND PIPING
SYSTEMS

Noise and vibration generated by a pump and pumping
system is difficult to predict due to numerous generat-
ing mechanisms that are changed by changing of the
operation conditions. The total emitted noise consists
of the pump noise and the piping system noise, both
of them having fluid-borne and the structure-borne ori-
gins.

Equations for calculation of the A-weighted sound
power levels in dependence on the power pump are
given in Table 2 for different types of pumps.12,13

These equations are valid for a limited range of the
power consumption within which the measurements
were done, and by taking into account a certain degree
of uncertainty, which is given in each equation.

Noise emission from piping systems having charac-
teristics of a line source depends on the structure-borne
noise generated in the piping and armature and on the

Table 1 Increase in A-weighted Sound Power Level of Pump by Increasing Operating Pressure, Working Volume,
and Pump Power

Pump Axial Piston Pump Gear Pumps Vane Rotary Pumps

Increasing of operating pressure
from 20 to 300 bars

Up to 20 dB Up to 10 dB Up to 4 dB

Increasing of pump working
volume from 5 to 250 m3

Up to 30 dB Up to 22 dB Up to 4 dB

Increasing of pump power from 1
to 125 kW (see also Table 2)

Up to 25 dB (from 73 to
98 dB)

Up to 8 dB (from 76 to
84 dB) with outer teeth,
and up to 20 dB (from
65 to 85 dB) with inner
teeth

Up to 20 dB (from 72 to
92 dB)

Table 2 Prediction of the A-weighted Sound Power Level Generated by Different Pumps

Type of Pump
A-weighted Sound Power Level,

(P in kW, Pref = 1 kW) in dB
Valid for Power
Consumption P

Centrifugal pumps (single stage) LWA = 71 + 13.5 log P ± 7.5 4 kW ≤ P ≤ 2,000 kW
Centrifugal pumps (multistage) LWA = 83.5+8.5 log P ± 7.5 4 kW ≤ P ≤ 20,000 kW
Axial-flow pumps LWA = 78.5+10 log P ± 10 at QBEP 10 kW ≤ P ≤ 1,300 kW

LWA = 21.5 + 10 log P + 57Q/QBEP ± 8 0.77 ≤ Q/QBEP ≤ 1.25
Multipiston pumps (inline) LWA = 78 + 10 log P ± 6 1 kW ≤ P ≤ 1,000 kW
Diaphragm pumps LWA = 78 + 9 log P ± 6 1 kW ≤ P ≤ 100 kW
Screw pumps LWA = 78 + 11 log P ± 6 1 kW ≤ P ≤ 100 kW
Gear pumps LWA = 78 + 11 log P ± 3 1 kW ≤ P ≤ 100 kW
Lobe pumps LWA = 84 + 11 log P ± 5 1 kW ≤ P ≤ 10 kW
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fluid-borne noise generated by moving fluid in the pip-
ing system. Both of them depend on the type, size,
and rotating speed of the pump built in the hydraulic
system, on the pumping fluid characteristics and its
velocity, temperature, and suspended rigid and gas par-
ticles in, then on, the dimension (length, diameter, and
wall roughness), configuration and material of the pip-
ing system, and on the armatures built-in and their
coupling to the pipe, as well as on the support of the
pumping system and distances between fixings, and so
on. Due to the complexity of the pumping system, only
formulas for prediction of the total emitted noise from
its particular components, excited by structure-borne
noise or by fluid-borne noise, within the flowing fluid,
pipe, and armature, or from the piping to the surround-
ing air are on disposal.

For prediction of the A-weighted sound power level
of a straight piping to surrounding air excited by
structure-borne noise the next formula can be used:10

LWA = 10 log(v2/v0) + 10 log(S/S0)

+ 10 log σ dB (1)

where v2 is the mean-squared vibration velocity
measured on the piping wall (in m2/s2), v0 is the
reference velocity (1 m/s), S is the outer cross section
of the pipeline (πD2/4) (in m2), S0 is the reference
surface 1 m2, and σ is the frequency-dependent
radiation ratio, which can be estimated for a case
without any pronounced discrete-frequency tones by
next formula:

σ(f ) ≈ 1

1 + [c/(4Df )]
(2)

where c is the speed of sound in the air around the
pipeline (in m/s), f is the central frequency of the
frequency band observed (in Hz), and D is the pipe
outer diameter (in m).

For prediction of the internal A-weighted sound
power level of the noise generated by the flow within
straight pipeline with constant cross section, the next
formula can be used:

LWA = K + 10 log(w/w0) + 10 log(S/S0)

+ 10 log(p/p0) − log(L/L0) dB (3)

where K = 8 − 0.16w, w is the flow velocity within
pipe (in m/s), w0 = 1 m/s, S is the internal cross
section of the pipe (in m2), p is the sound pressure
in fluid (in Pa), p0 = 105 Pa, L is the pipe length (in
m), and L0 = 1.4 m.

This fluid-borne noise is heard outside the pipe
but reduced for transmission loss in the pipe wall.
The transmission loss depends on the material and
geometry of the piping and can be calculated by10,14

RR = 9 + 10 log
ρwcwsw

ρF cF Di

dB (4)

where ρw is the density of the pipe wall, ρF is the
density of the flowing fluid, cw is the speed of sound
in the wall of the pipeline, cF is the speed of sound in
flowing fluid (in kg/m3), sw is the pipe wall thickness,
and Di is the internal diameter of the pipe.

An additional reduction in transmitted sound energy
by fluid-filled circular pipeline wall can be expected,
for a pipe diameter nearly equal to the wavelength, at
the next (resonant) frequencies:

fD,n = κncF /(πDi) and fR = cL/(πDi) (5)

where n = 1, 2, 3, . . . 6, κn = 2Di/λF , λF is the
wavelength in the flowing fluid.

Vibration of the hydraulic system also cannot be
predicted by a common formula since there is a lot
of excited forces and modes of vibration depending
on the pump (its type, size, and speed) and on the
piping system and its dimension and configuration.
Therefore, there are only formulas for prediction of
vibration for particular hydraulic system components,
such as driving shaft of the pump, piping, and some
armatures. Vibration energy from the pumping system
is important below 100 Hz when resonances can cause
large structural displacements and corresponding high
stresses.

Vibration of drive shaft is a result of two indepen-
dent forms of vibration, translational due to oscillation
about its ideal “at rest” centerline and torsion due to
the twisting of the shaft about the centerline. If the
driving shaft is designed with torsion frequency well
outside any exciting frequencies and so outside the
torsion natural frequency, for more than 50% as usual
case is, then torsion vibration of the shaft is not prob-
lematic. The translational vibration can be problematic
especially in the case of a higher degree of unbalance.
The lowest natural frequency due to translational vibra-
tion can be calculated for the drive shaft with circular
cross section by

f1 = γ2
1D

8πL2

√
E

ρ
(6)

where f1 is the first-order shaft resonance (in Hz),
γ1 is the coefficient of bending resonance, D is the
diameter of the shaft (in mm), L is the effective
length of the shaft (between both the driving and the
driven ends) (in mm), E is the modulus of elasticity
(in Pa), and ρ is the density of the shaft (in kg/m3).
According to Karasik and McGuire,1 the average
bearing housing vibration velocity for pumps with
running speed between 1500 and 4500 rpm increases
with pump speed to about the 0.33 power of the speed
ratio. Usual vibration velocities are between 0.7 and
4.4, and up to 10 mm/s root mean squared (rms).
Pumps with bearing housing vibration velocity below
2 mm/s rms are good, between 2 and 4 mm/s are
acceptable, between 4 and 5.5 mm/s are poor, between
5.5 and 9 mm/s are schedule for repair, and above
9 mm/s rms has to be shutdown immediately.
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Vibrations of the piping system occur in three most
important natural modes of free vibration: compres-
sion, bending, and radial. Each of these modes occurs
only at particular discrete frequencies, called resonant
frequencies, which depend on the stiffness and the
mass of the piping. The bending and radial modes
are the most important since the pipe wall motion is
perpendicular to the length of the pipe. The bending
mode resonant frequencies for a straight piping sys-
tem of uniform diameter and physical properties can
be calculated by

fn = γ2
n

2πL2

√
EIg

G
(7)

where fn is the resonance frequency (in Hz), γn is the
coefficient of bending resonance, L is the length of pipe
between supports (in m), E is the modulus of elasticity
(in Pa), I is the moment of inertia (in m4), g is the
acceleration due to gravity (9.81 m/s2), and G is the
weight (including fluid) per unit length (in N/m). Values
for γn depend on the boundary conditions describing
how the pipe is supported at the end of a pipe section
(simply, anchored, or combination), and the order of the
mode. For fundamental resonance its values are for a
simply support 3.14, for anchored support is 4.73, and
for combined support 3.93, and so on.15

Within a piping system there are also acoustic
resonances caused by the running pump producing
pressure pulsations. The natural acoustic resonant
frequencies of a straight, uniform length of pipe open
or closed at both ends can be calculated by

fn = nc/2L (8)

where n is the resonance order (n = 1, 2, 3, . . .), c
is the wave propagation speed of fluid, and L is the
length of the column of fluid between discontinuities
where a reflection is anticipated.

9 NOISE CONTROL OF PUMPING SYSTEMS

Noise control of a hydraulic pumping system can
be made at the source, transmission path, and at
the receivers (listener). At the source, noise can be
controlled by changing the pump operating condition
or by modifying the basic pumping system design (by
redesigning or changing the connection of assembled
parts, by including different kind of dampers and
silencers between the pump and piping system, etc.).
On the transmission path, noise can be controlled
by interrupting the path between the pumping system
and listener, for example, by enclosing the pump and
piping system or by erecting barriers between the
pumping system and listener. At the receiver, noise can
be reduced by physically enclosing the listener or by
use of personal protecting equipment. Noise control by
using barriers and by protecting the listener is beyond
the scope of this section.

A hydraulic pumping system consists of a pump
and piping system; therefore, we have to distinguish

between the noise control of the pump and pumping
system. There are different methods for noise reduc-
tion. The most powerful is changing the operating
point of the pump. The operating point of the pump can
be changed by changing the rotational speed and load
with kinetic and rotary pumps or by changing num-
ber and length of strokes with reciprocating pumps.
The lower the rotational speed and number and length
of strokes, the lower the noise and vice versa; how-
ever, the load should always be at or close to the
BEP. With proper operating point and design, we also
have to avoid the onset of cavitation in the pump. The
operation point depends also on the pumping system
characteristic or resistance curve, which depends on
many parameters, such as dimension, configuration,
and armature built-in. Therefore, modification of par-
ticular components or dimensions of a pumping system
can change the operation point and is frequently an
effective tool for noise reduction, although it can some-
times be also ineffective.

Noise control of a pump can be achieved by a
reduction of rotating frequency, by modification or
elimination of causes of hydrodynamic and mechan-
ically generated noise. With kinetic pumps it can be
achieved by changing the number and form of the
impeller blades and diffuser or guide vanes. With cen-
trifugal pumps, noise can be effectively reduced by
changing (increasing) the radial the clearance between
impeller diameter and volute tongues or diffuser vanes
(preferably 5 to 10% of impeller diameter); that is,
by reducing the effect of BPF. The radial clearance
can be increased by turning the impeller outer diam-
eter or by grinding (reducing) the volute tongue, but
in this case we must take into account that volumet-
ric efficiency (and also the total efficiency and total
delivery head) decreases. With positive-displacement
pumps, noise can be reduced by increasing the num-
ber of pistons or plungers (preferably an odd number,
nine at the most) to reduce pulsation of the delivery
flow and pressure differences in the discharge vessel,
by the exact closure of the inner valves at reciprocat-
ing pumps, by optimization of the number and form of
rotating elements (teeth, screws, vanes, lobes), radial
and axial clearances between rotating elements and
casing, and by modification of the interaction of the
components, which strike each other to produce the
impact at rotary pumps.

The noise of positive-displacement pumps can also
be reduced by modification of impact surfaces and
time of impact (e.g., by using conical or ball valves
instead of a plate type of inner valve plug), by
replacing stiff, rigid materials with resilient materials
(durable polymers and plastics instead of steel valves)
at reciprocating pumps, by helical or spiral gear
sets instead of spur or bevel gears, by finer pitches
and shorter teeth, by improving gear lubrication, by
introducing a soft material (such as lead, rubber, or
plastic) in gear pumps and by using roller instead of
plate types of vanes in vane rotary pumps.

The noise of a pump can be further reduced by
use of journal-type instead of antifriction bearings,
by replacement or adjustment of worn, loose, or
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Figure 6 Methods for reduction of pressure pulsation in piping.

unbalanced parts of pump, by changing of the size,
stiffness, or weight to change the resonance frequency,
by flexible shaft couplings and mounts, by resilient
flooring, by belts instead of gears for drives, by rubber
or plastic bumpers or cushions (pads), by different
pump models or types to permit operation at reduced
speeds, and so on.

Noise generated by a pump is radiated to the sur-
rounding air through the vibrations of the pump case,
the pipe wall, or other structures to which the pump
system is coupled by liquid or mechanical attachment.
Therefore, pump noise can be reduced by enclosures,
built in-line silencers or dampers, isolation mounts
between the pump and the reservoir, by avoiding in-
line mounting, and so on. The use of enclosures around
a pump or piping system has the highest transmission
loss, when its area density is high and is not mechan-
ically tied to the vibrating surfaces of the pump. A
total enclosure around a pump must have openings to
prevent overheating, formation of explosive mixtures,
and access for maintenance of the pump. Treating the
interior of the enclosure with sound-absorbing mate-
rial reduces the apparent source strength by preventing
reverberant buildups in the enclosure.

Noise control of a piping system can be achieved by
redesigning the piping system and/or by modification
or interruption of the transmission path in the piping
system, that is, from the pump to the radiating sur-
faces (piping). Redesigning the piping system is based
on changing the size, form, and material of piping, by
changing the form, number, and position of the built-
in valves, T and Y approaches, dampers and silencers,
and the supporting elements. Interruption of the trans-
mission path can be achieved by reducing pressure pul-
sation in the pump’s suction and discharge piping, by
changing structural or natural frequencies of vibrating
piping system, by built-in intake and exhaust damping
elements, such as flexible sections in pipe runs (short
lengths of flexible hose near the pump inlet and dis-
charge), by the addition of damping to structural ele-
ments, for example, fabric sections in ducts with vis-
coelastic damping materials in the form of pipe lagging
and wrapping materials, jackets made from absorptive
materials of a heavy, solid, impervious skin of plaster,
cement, metal, or mass-loaded vinyl, sacks of sand,
thermal foil, mineral or fiber wool, and metal covers.

Reduction of pressure pulsation can be achieved
by installing flexible connectors, by use of mufflers
and dampers or expansion chambers, by acoustic
filters or pulsation dampers (filled with liquid or air),

and by side-branch accumulators or tuned resonators
(a closed-end tube attached to the main pipe), by
the use of flexible couplings or compensators in the
piping systems (rubber or metal compensators, flexible
PVC, molded rubber, two layers of ribbed neoprene,
fiberglass, nylon cord reinforcement, or a combination
of these) and so on (see Fig. 6).

Structural vibrations or natural frequencies and
their higher harmonics can be reduced or modified by
dynamically balancing all rotating and oscillating com-
ponents of the pump. To avoid shaft torsion vibration
and resonances, the fundamental exciting frequencies
must be at 50% below or above the natural frequency,
and passing through the natural frequency range has
to be as quick as possible. Structural vibrations can
also be reduced by detuning, which implies chang-
ing either the driving frequency of the pump or the
natural frequency of the piping system. These can be
achieved by an increase of the stiffness or rigidity and
weight of a radiating surface, that is, by changing the
stiffness-to-weight ratio, or by raising or lowering nat-
ural frequencies by using dynamic absorbers or vibra-
tion isolators, that is, by attachment of a passive mass
to a vibrating element or system with a resilient com-
ponent, for example, a rubber, steel spring, pads, or
slabs of resilient materials under the base plate (Fig. 7),
by decoupling between a heavy, airtight outer coating
and the vibrating pipe wall, or by mechanical isolation
of the pumping system from the structure with vibra-
tion isolators (resilient pipe hangers and supports), by
increasing the piping resonance frequencies above the
highest machine frequency (by more than 50%), by
avoiding rotational speeds that match or excite the
natural or resonance frequencies of the translational
vibration of the drive shaft, and by shifting the natural
frequency to a higher frequency where human hear-
ing is weaker and sound is more easily attenuated.
Resilient elements may be inserted anywhere along the
transmission path, but they are usually most effective
near the source or near radiating surfaces.

The noise of control valves and radiation from the
pipework can be reduced by lagging or burying of
piping and valves, fitting multihole orifice plates in the
line downstream from the valve to split the required
pressure drop into several stages (each stage preferably
having less than critical pressure drop), fitting in-
line silencers downstream and possibly upstream of
the valve in conjunction with lagging of the piping
between valve and silencer, and fitting a low-noise
control valve.
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Cavitation in pumps can be controlled by raising the
NPSH available value or the net inlet static pressure
in the pump, which must be above the vapor pressure.
The NPSH required can also be provided by replacing
the existing pump or impeller with one that can operate
with the existing NPSH, by a small axial-flow booster
pump placed ahead of the first-stage impeller (driving
on the lower rotation speed), by an inducer used as a
first cascade of the whole inducer-centrifugal-impeller
wheel, by lowering the liquid temperature, reducing the
impeller speed, increasing the suction pipe diameter,
decreasing the suction losses, simplifying the suction
piping layout, injecting a small quantity of air into
pump suction, which reduce also the cavitation curve,
and so on.

Cavitation in the pumping system can be controlled
by keeping pressure above the vapor pressure of the
fluid being pumped, by reducing pressure pulsation, by
burying the pipeline, by employment of adequate valve
size, by reducing flow velocities without obstructions,
by degasifying the fluid, by including cage-type valve
trim for globe valves that moves the primary fluid
restriction away from the valve plug seat line, and by
two or more valves in series, each taking a portion
of the total desired pressure reduction and so by
preventing dropping pressure within the valve below
the vapor pressure of the fluid, and so forth. Effect
of cavitation can be prevented by using heavy-walled
piping (which is subject to damage) and by furnishing
hardened materials to increase resistance to cavitation.
Cavitation noise can be reduced by applying acoustical
insulation on the valve and associated piping, by
installing the valve in an enclosure, and the like.

Water hammer in pump discharge lines can be
reduced by starting a pump against a closed gate
valve and then opening the valve slowly afterward, by
stopping the pump after the valve has been fully closed
(this method fails when a unit is stopped suddenly
by control or power failure), by shutting the gate
valve slowly, by increasing the size of the discharge
line and lowering the flow velocity, by employing a

special protective valve (which opens wide quickly
with the drop of pressure that is part of a water
hammer cycle, and then closes slowly to throttle the
resulting back flow), by further employment of air-
charged surge tanks or shock-absorbing air chambers
near the control valve, by lengthening the stopping
time using a flywheel on the unit in a high-head
installations, and so on.
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Geräuschemissionswertes von Hydraulikpumpen, Ph.D.
Dissectation, Fakultät Fertigungstechnik der Universität



PUMPS AND PUMPING SYSTEM NOISE AND VIBRATION PREDICTION AND CONTROL 909

Stuttgart, Institut für Werkzeugmaschinen der Univer-
sität Stuttgart, 1989.

12. VDI-Richtlinien 3743, Blatt 1, Emissionskennwerte
technischer Schallquellen: Pumpen, Kreiselpumpen,
1982.

13. VDI-Richtlinien 3743, Blatt 2, Emissionskennwerte
technischer Schallquellen: Pumpen, Verdrängerpumpen,
1989.

14. W. Schirmer, Technischer Lärmschutz. Grundlagen und
praktische Massnahmen an Maschinen und Lärm in
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NOISE OF COMPRESSORS
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1 INTRODUCTION

Compressors are used widely throughout the world
in household appliances, air-conditioning systems,
vehicles, and industry. Compressors are also used in
health-care applications to provide air for dentists’
drills and for breathing apparatus in hospitals. It is
clear that control of noise and vibration is crucial
in these applications. Various compressors are used
for these applications, and there are a large number
of quite different designs. The compressor design
adopted for each application depends upon several
factors, including the gas or working fluid that
must be compressed and the discharge pressure and
flow rates that need to be achieved. There are two
basic types of compressors: (1) positive-displacement
compressors including reciprocating piston and rotary
types and (2) dynamic compressors including axial and
centrifugal types. Positive-displacement compressors
can be further subdivided by the location of the motor:
(1) external-drive (open-type) compressors have a
shaft or other moving part extending through the
casing and are driven by an external power source,
thus requiring a shaft seal or equivalent rubbing
contact between fixed and moving parts, (2) hermetic
compressors have the compressor and motor enclosed
in the same housing shell without an external shaft or
shaft seals and the motor operates in the compressed
gas, and (3) semihermetic refrigerant compressors
have the compressor directly coupled to an electric
motor and contained within a gas-tight bolted casing
and the motor operates in the compressed gas.

2 BACKGROUND

The noise generated by the piston type of compressor
depends upon several factors, the most important being
the reciprocating piston frequency and integer multi-
ples, number of pistons, valve dynamics, and acousti-
cal and structural resonances. The noise produced by
the rotary types depends upon rotational frequency and
multiples, numbers of rotating elements, flow capacity,
and other flow factors. The noise generated by centrifu-
gal and axial compressors also depends upon rotational
frequency; the number of rotating compressor blade
elements, flow speed, and volume flow rate, however,
are also important factors. This chapter describes some
design and operational features of several categories
of commercially available gas compressors, noise and
vibration sources and paths, and some examples of
how noise and vibration problems have been overcome
in practice.

Compressors can be considered to be pumps
for gases. (See Chapter 73 on pumps.) Although
there are some differences in construction details
between compressors and pumps, their principles
of operation are essentially the same. Since gases
normally have much lower densities than liquids, it is
possible to operate compressors at much higher speeds
than pumps. However, gases have lower viscosities
than most liquids, so leakage with compressors
is more of a problem than with pumps. Thus,
this requires tighter manufacturing tolerances in the
moving parts of compressors. The mechanical action
of the compressor causes the gas volume to decrease
and a considerable amount of work done on the gas
usually is turned into heat. There is a necessity to
cool the gas sufficiently; otherwise overheating can
occur resulting in excessive wear and compressor
failure. To achieve large pressure rises, compression
can be done in successive stages, with cooling applied
between the stages. Compressors are usually classified
as either of two basic types: (1) positive-displacement
or (2) dynamic machine types.

Positive-displacement compressors increase the
pressure of the gas by reducing its volume in a
compression chamber through work applied to the
compressor mechanism. Positive displacement com-
pressor mechanisms can be further subdivided into:
(1) reciprocating types: piston, diaphragm, or mem-
brane and (2) rotary types: rolling piston, rotary
vane, single-screw, twin-screw, scroll, and throchoidal
(lobe.) Figure 1 presents a schematic of the main types
of positive-displacement compressors. Dynamic com-
pressors increase the pressure of the gas by a contin-
uous transfer of angular momentum from the rotating
machine components to the gas. This process is fol-
lowed by the conversion of this momentum into a
pressure rise. Dynamic compressors can be divided
into (1) centrifugal, (2) axial, and (3) ejector types.
Figure 2 provides a schematic of the main types of
dynamic compressors.

3 COMPARISON OF PERFORMANCE AND
CAPABILITIES OF VARIOUS COMPRESSOR
TYPES
Positive-displacement compressors are normally used
for small volumetric flow rate capacity requirements
such as in household refrigerators or room air condi-
tioners. For higher flow rate capacities, valve and seal
leakage, mechanical friction, and flow effects quickly
decrease the efficiency of positive-displacement com-
pressors.
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Figure 1 Schematic showing types of positive-displacement compressors.1

Centrifugal compressors generally have higher effi-
ciencies than positive-displacement types and can pro-
vide higher volumetric flow rates. Centrifugal com-
pressors are unsuitable for small flow rate capacities.
The sealing surface is large for a centrifugal compres-
sor compared to the compressor element, and the rotat-
ing impeller surface area. However, as the compressor
size is increased, to achieve higher flow rate capacities
the sealing surface losses increase much more slowly
than the impeller area, which leads to improved overall
efficiencies.

Axial compressors achieve the highest overall effi-
ciencies when high flow rate capacities are required.
The mechanical and fluid mechanics losses are small
for axial compressors and efficiencies can be as high
as 90% or more. Axial compressors also have the
highest flow rate capacities for a given volumet-
ric size. Axial compressors can thus be made com-
pact and lightweight, which explains why they are
favored for use in aircraft jet engines. Continual design
improvements over the years have resulted in higher
efficiencies.

Dynamic compressors create the increase in dis-
charge pressure by adding kinetic energy to a continu-
ously moving fluid flow. The fluid streamlines through
the rotating blades of an axial compressor are gen-
tly curved with a fairly large radius. The streamlines
in a centrifugal compressor, however, are extremely
curved and undergo considerable changes in radius
and cross-sectional flow area, resulting in subsequent
area reduction. For that reason, the centrifugal com-
pressor can achieve a much greater pressure ratio per
stage than an axial-flow compressor; but an axial-
flow compressor can achieve a much greater vol-
ume flow rate than a centrifugal compressor for the
same frontal area. An axial-flow compressor behaves
almost like a variable pressure ratio, constant flow
rate machine, while a centrifugal compressor behaves
almost like a constant pressure ratio, variable flow rate
machine.

Table 1 presents a comparison of some of the
advantages and disadvantages of different compressor
designs.
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Figure 2 Schematic showing types of dynamic compressors.1

Table 1 Advantages and Disadvantages of Different Compressor Designs

Type Advantages Disadvantages

Positive displacement Pressure ratio capability affected by gas
properties

Limited capacity

Good efficiencies at low specific speeds High weight-to-capacity ratio
Centrifugal Wide operating range Unstable at low flow

Low maintenance Moderate efficiency
High reliability

Axial High efficiency Low-pressure ratio per stage
High-speed capability Narrow flow range
Higher flow for given size Fragile and expensive blading

Ejector Simple design Low efficiency
Inexpensive Requires high-pressure source
No moving parts
High-pressure ratio

Source: From Ref. 2.
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4 POSITIVE-DISPLACEMENT COMPRESSORS
This section provides brief descriptions and simplified
diagrams of the main operating features of commonly
used positive-displacement compressors. For more
extensive construction and operating details, and the
advantages and disadvantages of each compressor
type, the reader is referred to specialized books on
compressor design and operation.1–8

4.1 Reciprocating Piston Compressors
The reciprocating compressor was the first type
designed for mass production. It still sees service in a
wide variety of industrial and household applications,
and it remains the most versatile compressor design.
It can operate economically to produce very small
pressure changes in the deep vacuum range up to very
high pressures of the order of 150,000 to 450,000
kPa, for example, in a chemical polyethylene plant
service. Figure 3 shows the principle of operation of a
reciprocating piston compressor.

The operation of a reciprocating piston compressor
is in many ways similar to that of an internal
combustion engine, although the design of such
small compressors is simpler. Small reciprocating
compressors are the units often chosen for operation
in household refrigerators and heat pumps. The
mechanical system of a typical small refrigerator
reciprocating compressor is comprised of an electric
motor driving a reciprocating piston axially in a
cylinder to change the gas volume. Two thin metal
“reed” valves are provided. As the piston moves to
compress the working gas during the compression
stroke, the suction valve closes and the discharge valve
opens. After the piston has reached top dead center,
and it begins the suction stroke, the suction valve opens
and the discharge valve closes.

4.2 Diaphragm Compressors
Diaphragm compressors, such as shown in Fig. 4, are
a form of piston compressor. The diaphragm separates

Figure 3 Reciprocating piston compressor.
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Figure 4 Vibrating diaphragm compressor.8

the gas undergoing compression on one side from the
hydraulic working fluid on the other side. A piston is
provided to force the hydraulic fluid upward; it is com-
monly driven by an electric motor via a connecting rod,
which is eccentrically connected to the motor drive
shaft. As the piston moves up, it displaces the incom-
pressible hydraulic fluid upward making the diaphragm
move up also. The membrane is sandwiched between
two perforated metal plates that allow hydraulic fluid
to flow through the perforations in the lower plate and
gas to flow through the perforations in the upper plate.
When the piston is at top dead center, the diaphragm is
pressed hard against the underside of the top plate by
the hydraulic fluid and the discharge valve has already
opened but is ready to start closing. On the piston down
stoke, the diaphragm is drawn downward, thus allow-
ing the intake valve to open and a fresh charge of gas
to enter above the diaphragm ready to be compressed
on the next upward stroke of the piston.

Diaphragm compressors are often used where very
low flow rates of the order of 0.03 to 3.0 m3/minute
and pressures of the order of 10 × 106 to 500 ×
106 Pa, are needed, or where it is necessary to keep
the gas or corrosive fluid to be compressed out of
contact with the piston and its lubricating oil. One
example is where oxygen is being compressed. In
such cases, contact between oxygen and the piston’s
lubricating oil could be dangerous. In some cases,
such as with oxygen compression, soapy water is
used instead of oil as the hydraulic working fluid to
lessen the chance of hazardous contact between the
oxygen gas and flammable oil. For higher flow rates
of 3.0 m3/min and above, the diaphragm compressor
has limited application since use of a larger stroke
of the diaphragm is needed, which can lead to
diaphragm fatigue and eventual failure. For larger flow
rates, either reciprocating piston compressors or rotary
compressors are normally used.

4.3 Screw Compressors
Screw compressors are formed by the intermeshing
action of two helical rotors. See Fig. 5. The rotors
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are comprised of two types: male and female. The
male rotors have convex lobes and the female rotors
have convex flutes. The gas to be compressed enters
through the inlet port and is trapped by the rotors,
which continually reduce the volume available to the
gas until it is expelled through the discharge port.
A typical screw compressor has four lobes on the
male rotor and six flutes on the female rotor. In such
an arrangement the compressor has six compression
cycles during each revolution of the female rotor,
which is operated at two thirds of the male rotor speed.
Screw compressors are normally chosen for flow
capacity rates greater than those delivered efficiently
by reciprocating compressors, but less than those
delivered efficiently by centrifugal compressors. In this
mid-flow rate range, centrifugal compressors tend to
be large and thus very heavy and are normally less
efficient than screw compressors in this range.

Screw compressors have the advantages that they
are (1) lighter and more compact than reciprocating
compressors, (2) do not have reciprocating masses
requiring expensive vibration isolation, and (3) the
rotors can be operated in a dry condition without
the need for oil lubrication. Their main disadvantages
include the fact that they have rapid rotor wear when
operated in a dry state and that they are inherently
very noisy. Oil is sometimes used as a lubricant to
reduce wear and the use of water as a lubricant is
under development.

4.4 Lobe or ‘‘Roots’’ Compressors

Figure 6 shows one of the oldest and simplest
designs of compressor, known as a straight lobe or
“roots” compressor. This type of compressor normally
employs two identical cast-iron rotors. Each rotor
has a figure eight shape with two rounded lobes. As
the rotors turn they sweep the gas into a constant
volume between the rotors and the compressor case
wall. Compression takes places as the discharge port
becomes uncovered. Initially backflow occurs from

Figure 5 Screw compressor.8

Figure 6 Lobe or roots compressor.8

the discharge line into the casing cavity, until the
cavity pressure reaches the compressed gas pressure.
The gas flow then reverses direction, and further
rotation of the rotors causes increasing gas pressure
with a reducing gas volume as the gas is then swept
into the discharge line. Lobe or roots compressors
have the advantage of being low cost and needing
low maintenance. They have the disadvantage that
they (1) are less efficient than screw or centrifugal
compressors, (2) only achieve low pressure increases,
and (3) are inherently noisy because of the high-
frequency flow reversal that occurs at the discharge
port.

4.5 Sliding Vane Compressors
The sliding vane compressor consists of a rotor
mounted in an eccentric casing. Nonmetallic sliding
vanes are fitted to the rotor in slots as shown in Fig. 7.
The vanes are held in contact with the casing by
centrifugal force. In Fig. 7 the gas is taken in from the
suction inlet on the left side and discharged through
the port to the right. The gas is trapped and sucked
into volumes that increase with vane rotation up to top
dead center.

The trapped gas is then compressed as the trapped
gas volume continually decreases after top dead center.
There are no inlet and discharge valves. The times
at which the inlet and discharge ports are open are
determined by the time when the vanes are located
over the ports. The inlet port is designed to admit
gas until the gas “pocket” between the two vanes is
largest. The port closes when the second vane of that
pocket passes the inlet port. The gas pocket volume
is decreased when the vanes have passed the top dead
center and compression of the gas continues until the
discharge port is opened when the leading vane of the
pocket passes over the discharge port opening. The
discharge port closes when the second valve passes
the end of the port.
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Figure 7 Sliding vane compressor.8

4.6 Rolling Piston Compressors
Rolling piston rotary compressors are widely used
because they are small in size, lightweight, and efficient.
Small rolling piston rotary compressors are often driven
by electric motors. The rolling piston is contained in
a cylinder, and the piston is connected to a crankshaft
eccentricallymounted to the drive shaft of themotor. See
Fig. 8.Thestatorof theelectricmotor isnormallyfixed to
the interior of a hermetic shell.A spring-mounted sliding
vane isprovided.As thepiston rotates inside thecylinder,
the volume of gas trapped ahead of the piston—between
the piston, cylinder, and vane—is reduced and the gas is
expelled through the discharge. Simultaneously, gas is
sucked into the increasing volume following the piston.
After the piston has passed top dead center and the inlet
(at the left side of Fig. 8), the volume of trapped gas
aheadof thepiston is decreased again as thepistonmoves
further toward the discharge valve and the compression
cycle is repeated.

4.7 Orbital Compressors
High-efficiency and high-performance refrigeration
and air-conditioning systems are in great demand. So-
called orbital compressors have many good charac-
teristics such as high efficiency, good reliability, and
low noise and vibration. A common type of orbital

Reciprocating
Sliding Vane

Discharge

Rolling
Piston

Cylinder

Suction

Figure 8 Rolling cylinder compressor.

compressor, is the scroll compressor which uses two
interlocking, spiral-shaped scroll members to compress
refrigerant vapor.9,10 Such compressors are now in
common use in residential and industrial buildings for
air-conditioning and heat-pump applications and also
for automotive air conditioners. They have high effi-
ciency and low noise but have poor performance if
operated at low suction pressures and they need good
lubrication. Scroll compressors normally have a pair of
matched interlocking parts, one of which is held fixed
and the other made to perform an orbital path. Contact
between the two scrolls happens along the flanks of the
scrolls, and in the process a pocket of gas is trapped
and progressively reduced in volume during the rotary
motion until it is expelled through the discharge port.
Most scroll compressors are hermetically sealed inside
a shell casing. Another type of orbital compressor is
the so-called trochoidal type. The well-known Wankel
design has a three-sided epitrochoidal piston with a
two-envelope cylinder casing.9,10

5 DYNAMIC COMPRESSORS

Centrifugal and axial compressors are used when high
gas flow rates are required. They can be made to be
of low weight and generally have higher efficiencies
than positive-displacement types. Their operational
principles are very similar to fans. See Chapter 71 for
discussion of fan types, principles of operation, and
noise generation mechanisms.

5.1 Centrifugal Compressors

Centrifugal compressors are widely used in large
buildings, offices, factories, and industrial plants that
require large central air-conditioning and cooling
systems.1–6 Such centrifugal compressors eliminate
the need for valves. The number of parts with sliding
contact and close clearances are reduced, compared
with positive-displacement types. Thus maintenance
costs are reduced, although operating costs may be
increased due to their somewhat lower efficiency
than comparable positive-displacement compressors.
They are smaller and lighter in weight, and generally
have lower original equipment and installation costs
than equivalent reciprocating types. The noise and
vibration characteristics are quite different, however,
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due to the higher speed and the lack of out-of-balance
machine parts. The main components of a centrifugal
compressor include (1) an inlet guide vane, (2) an
impellor, (3) a diffuser, and (4) a volute.

5.2 Axial Compressors

Axial and centrifugal compressors are competitive for
volume flow rates from about 25 to 90 m3/s, but
when volume flow rates higher than about 60 m3/s
are needed, axial-flow compressors are normally
used instead of centrifugal-flow machines.3 This is
because they are more efficient, smaller in size and
weight, and require lower installation costs. They have
several disadvantages, however, including generally
more complex control systems, a narrower range of
available flow rates, and surge and ingestion protection
requirements. They also produce higher noise levels
than centrifugal types, thus requiring more extensive
acoustical treatment. Currently, axial compressors have
their greatest use in aircraft and air transportation
systems.

5.3 Ejector Compressors

The ejector compressor is the simplest form of
dynamic compressor.1,4 It has no moving pasts and
is thus low cost. It is inexpensive, but has a low
efficiency, however, and thus sees use mostly for
vacuum applications. It requires a high-pressure source
and transfers the momentum of the high-pressure jet
stream to the low-pressure process gas.

6 NOISE CONTROL OF
POSITIVE-DISPLACEMENT COMPRESSORS

It is normal to classify noise problems in terms of the
source–path–receiver framework. In the case of com-
pressors, it is not always so easy to make a distinct
division between sources and paths. With positive-
displacement compressors, the main noise source is the
time-varying pressure pulsations created between the
suction (inlet) and discharge manifolds of the compres-
sor. This fluctuating pressure forces the compressor
casing and any connecting structures into vibration,
which consequently results in sound radiation. Many
compressors have housing shell structures, and it is
normal to vibration isolate the compressor casing from
the compressor shell housing, which itself may or
may not be completely hermetically sealed. Suction
and discharge piping must be provided, and care must
be taken to reduce vibration transmission paths from
the casing to the shell housing through this piping. It
is not possible to completely eliminate the vibration
transmission through the compressor vibration isola-
tion system, and the piping and the gas between the
casing and housing also provides another path for
sound energy transmission to the shell.

6.1 Compressor Valves

Positive-displacement compressors must be provided
with valves to allow the transfer of the low- and high-
pressure gas to and from the compressor. There are two

main types of valves: (1) demand valves and (2) gate
valves.

6.1.1 Demand Valves Demand valves are
designed to open only when the compressor pressure
conditions require them to do so. In the case of the
discharge valve, this is when the cylinder pressure
exceeds the discharge manifold pressure, and in the
case of the suction valve, when the cylinder pressure
is less than the suction manifold pressure. Demand
valves are normally provided with spring mechanisms
to ensure that the valves stay closed during the required
parts of the compression cycle process. The spring
force can be produced by the bending force in the
case of reed valves or by the provision of a coil or
another type of spring in the case of some plate or pop-
pet valves. Unfortunately, such valves tend to flutter,
which introduces additional pressure modulations onto
the already time-varying compressor pressure fluctua-
tions. Such flutter-induced fluid pressure modulations
result in additional compressor noise. Valve flutter is
thus normally suppressed where possible to reduce this
noise but also to try to prevent valve vibration and the
possibility of valve fatigue and failure during service.

Valve flutter is a feedback mechanism and there are
two main types. First, when the valve opens, it happens
in an impulsive manner so that its natural frequencies
of vibration are excited and the fluttering process is
initiated. The flutter frequency is usually close to the
natural frequency of the valve. The second mechanism
is related to the Bernoulli effect. A negative pressure
may be created in the discharge valve seat, which
causes a delay in its opening.11–13 When opening
does occur, the valve can overshoot its equilibrium
position and shut again before discharge is complete,
and the cycle can be repeated. Structural damping
of the valve motion has been found to have only
limited effectiveness in reducing flutter. Flutter can,
however, be reduced and sometimes almost eliminated
by use of a motion limiter. However, the valve will
hit the limiter and thus cause impact noise. When
the valve closes again, it also causes impact noise
as it hits the valve seat. Some attempts have been
made to reduce motion limiter and valve seat impact
noise by using soft materials. But success in using
soft materials is limited because of the need to ensure
sufficient material durability and proper sealing after
valve closure.

6.1.2 Gate Valves Gate valves open and close
during certain parts of the compressor cycle. They are
used on rotary vane, screw, and scroll compressors.
Gate valves have the advantage that reeds or plate
valves are not needed, and so the flutter problems of
demand valves are avoided. But gate valves are less
efficient than demand valves since their opening and
closing cannot easily be adjusted for different suction
and discharge pressure requirements. Also gate valves
suffer from their own noise problems. The fluctuating
pressure caused by the opening and closing of the
valves is periodic but not purely simple harmonic, so
that in addition to a fundamental frequency, harmonics
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are created. In addition, the sudden pressure increase at
the opening of the discharge valve excites the natural
frequencies of the discharge manifold gas. A similar
situation exists at the suction valve with the suction
manifold.

6.2 Manifold Mufflers

To try to reduce periodic pressure fluctuations from
the discharge and suction valves propagating along the
piping, discharge and suction mufflers are normally
used. The simplest compressor muffler works as a
Helmholtz resonator. For example, in the case of the
discharge valve, a flow-through Helmholtz resonator
design is sometimes used for the discharge muffler.
In this case, the volume of the discharge manifold gas,
which is located directly after the discharge valve, acts
as the resonator spring. The neck of the Helmholtz
resonator is usually formed by the short pipe or
passage that opens into a second volume, known as
the decoupling volume, which in turn empties into
the discharge pipe.11–13 Simple suction mufflers can
also be designed using Helmholtz resonator principles.
In the case of a hermetically sealed compressor, the
manifold volume in front of the suction valve can be
made to act as the volume spring. The resonator neck
can be formed by the narrow passage or short pipe that
connects to the suction gas in the volume between the
hermetic shell and the compressor casing.

The behavior of a flow-through Helmholtz muffler
is similar to a forced mass–spring–damper system
(see Fig. 10 in Chapter 1 or Fig. 4 in Chapter 54).
The Helmholtz muffler behaves like a low-pass filter.
Well below its natural frequency, the muffler is
transparent to sound waves passing through. At and
near its natural frequency, it actually amplifies the
sound. At frequencies above the square root of two
times its natural frequency, it attenuates the sound
transmitted. More complicated mufflers can be built
with a cascade of pass-through Helmholtz muffler
systems. In such a cascaded system, the gas volumes
will act as the springs and the connecting pipes as the
Helmholtz resonator necks. The volumes and necks
can be adjusted to have different natural frequencies.
Side-branch Helmholtz mufflers can also be used,
which attenuate sound at their natural frequencies.
If the connecting pipes and the gas volumes used
become long in terms of wavelengths (i.e., at high
frequency), then the pipes should no longer be assumed
to act as noncompressible masslike elements, and
the volumes as simple springs.11–13 The attenuation
characteristics of such muffler systems need to be
analyzed with numerical approaches such as finite
element or boundary element methods.

6.3 Gas Chamber Pressure Pulsations

As discussed, gas chamber pressure pulsations will
occur at the forcing frequencies created by the com-
pressor pumping frequencies and harmonic multiples.
Gas volumes will have their own natural frequencies.
If the forcing frequencies coincide with the natural fre-
quencies, then resonance occurs. It is desirable to try to

avoid resonance conditions since gas resonances will
excite the casing and shell (if present) into vibration.
It must be remembered that the gas volume natural
frequencies are temperature dependent. So that after
the compressor has “warmed up,” the frequencies will
change and they may also change as the valves open
and close and other volumes become interconnected.
The volume and temperature of the gas above the
piston in the case of reciprocating compressors also
change with time, thus causing the natural frequen-
cies to vary with time. So it is not always possible
to avoid gas resonance and coincidence with struc-
tural resonance for all compressor operating speeds and
pressure conditions.13 Unless the volumes are simple
axisymmetrical shapes, their natural frequencies and
mode shape characteristics need to be analyzed with
numerical approaches such as finite element or bound-
ary element methods. See Chapters 7 and 8.

6.4 Casing, Piping, and Shell Vibration
and Sound Radiation

For the purposes of the discussion here, the compres-
sor casing is defined as the structure containing the
piston or rotating compressor elements but exclud-
ing the piping and external shell housing. Because of
geometrical complexities, the casing and shell natu-
ral frequencies and mode shapes have to be calculated
with three-dimensional finite element models (FEM).
The natural frequencies of small reciprocating com-
pressor casings are usually quite high, on the order
of 2000 Hz and higher.11–13 Shell natural frequencies
are usually somewhat lower, on the order of 1200 Hz
and above, since the shells are usually made of thinner
metal and are larger in size than the casings. The sound
radiation from the shell can be calculated using the
boundary element method (BEM), provided the nor-
mal surface velocity distribution has been calculated
using FEM, or it has been measured experimentally.
If viscous damping materials are used to reduce shell
vibration at the elevated shell temperature, and con-
sequently to reduce the sound radiation as well, the
materials selected must be chosen to have the maxi-
mum damping value at the compressor shell operating
temperature.

The suction and discharge piping is connected to
the compressor casing, and in the case of hermetic
compressors it is usually soldered to the shell. It
can act as a direct short-circuit transmission path for
vibration from the compressor casing to the shell
housing. Some attempts have been made to vibration
isolate the piping from the casing and/or shell by the
use of flexible materials. Unfortunately, such materials
are not compatible with the working fluid and/or oil
and are not durable enough. The tubing is usually bent,
and since it is slender it has a large number of natural
frequencies in the range from about 100 to 5000 Hz.
Some attempts have been made to reduce vibration
transmission along the tubes by damping them with
wire spring, which is wound around the tubes. It is
thought that this system provides vibration damping
by impacts between the wire and tubes.14
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7 CASE HISTORIES OF NOISE CONTROL OF
POSITIVE-DISPLACEMENT COMPRESSORS
7.1 Noise Control of Small Reciprocating
Piston Compressors

Webb was one of the first to write about noise
control of small reciprocating piston refrigeration
compressors in 1957.15 Since then many other authors
have discussed their noise and vibration sources and
methods of noise control.16–35 All of the main sources
of noise in a small reciprocating compressor originate
from the compression process. The sources include:
(1) gas flow pulsations through the inlet and discharge
valves and pipes, (2) gas flow fluctuations in the
shell cavity, which excite the cavity and shell modes,
(3) turbulent eddy formation in the shell cavity and
inlet and exhaust pipes, (4) vibrations caused by the
mechanical system rotation of the drive shaft and
out-of-balance reciprocating motion of the piston and
connecting rod, and (5) impulsive motion of the valves
and impacts they cause. Electric motors are the normal
power sources. In refrigeration compressors, noise and
vibration are transmitted from the sources in four main
ways: (1) a low-pressure refrigerant gas path, (2) a
high-pressure discharge tube path, (3) external and
internal suspension system paths, and (4) lubricating
oil path. All four paths contribute directly or indirectly
to the compressor shell vibration response and result
in shell sound radiation,

Figure 9 gives a detailed cut-away drawing of a
typical reciprocating piston compressor. With such a
reciprocating piston system, impulsive noise is created
by mechanical impacts caused by rapid closure of
the suction and discharge valves. In addition, since
the fit of the piston in its cylinder is not perfect,
and a small amount of clearance must be provided,
the gas forces on it caused by compression make it
“rock” from side to side resulting in impacts known
as “piston slap.” This is another potential source of
radiated noise. Blow-by noise caused by gas escaping

through the piston/cylinder clearance can sometimes
also be important. Although steady nonturbulent flow,
in principle, does not cause the creation of sound
waves, fluctuating flow does, and impulsive flow
changes caused by the rapid opening and closing of
the suction and discharge valves is responsible for
the creation of sound waves that propagate throughout
the inlet and discharge pipe work. The mechanical
system is normally hermetically sealed in a compressor
shell. Such compressors are expected to have a long
operating life of at least 10 years.

Figure 10 presents a schematic of the main noise
and vibration sources in a reciprocating piston com-
pressor used in household refrigerators, air condition-
ers, and heat pumps. In many such compressors, the
noise and vibration sources are strongly correlated
(interrelated), and it is difficult to separate them.15–17

In a typical household refrigerator, besides the air-
borne noise radiated from the compressor shell, air-
borne noise is also produced by the cooling fan, flow-
induced noise of the refrigerator, and structure-borne
noise caused by all of these sources, which is then
radiated as airborne noise by the refrigerator itself.
Thus, to study the compressor noise experimentally, it
is necessary to remove the compressor from the refrig-
erator and mount it in a load stand that provides the
compressor with the correct refrigerator and pressure
conditions. The load stand noise sources are sepa-
rated from the compressor noise stand in well-designed
experiments.15–17

7.1.1 Vibration and Noise Measurements on
Reciprocating Piston Compressors Figure 11
shows an example of the setup for vibration and noise
measurements conducted on a small reciprocating
piston compressor.34

Figure 12 presents measured time-history results
obtained with the setup in Fig. 11. It is observed
that there is no obvious close correlation between the
compressor body vibration (V1) and the low-frequency
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Figure 9 Vertical cut through a typical oscillating piston refrigerator compressor.33
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Figure 10 Schematic noise generation mechanisms in a reciprocating piston compressor driven by an electric motor.17
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Figure 11 Measurements of the suction and discharge pressure fluctuations and valve motion on a reciprocating
compressor; D1 encoder gap measurement with displacement gauge using shaft signal; D2 strain gauge measurement of
suction reed valve to give valve motion.34

sound pressure (noise) (P4). The compressor working
fluid has a discrete-frequency component of 240 Hz
in the discharge pressure and of 480 Hz in the
suction pressure. In such a compressor, modification
of the fluid path volumes and pipe diameters to ensure
that none of these frequency components match with
the shell cavity volume natural frequency normally
helps to reduce the low-frequency compressor noise
in the range of 25 to 1000 Hz. The fundamental
acoustic natural frequency of the cavity depends on
its temperature of operation and will always be excited
momentarily if the excitation frequency passes through

this natural frequency during compressor startup and/or
shutdown.

7.1.2 Improved Design of Suction Muffler
Other methods of noise control include improved
suction muffler design. Figure 9 shows a section
through a typical refrigerator compressor.33 In this
design, the compressor pump unit consists of a
piston–cylinder block that is mounted on top of an
electric motor. The compressor pump–motor unit is
enclosed in a 3-mm-thick hermetic steel shell, which
together with the suction and discharge lines connects
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Figure 12 Experimental results for compressor discharge pressures, valve suction motion and body vibrations, and
sound pressure; P1 suction muffler inlet pressure, P2 suction outlet base pressure, and P3 cylinder head (discharge
plenum) pressure.34

the unit with the appliance.33 The suction chamber and
its muffler can be seen at the top right of Fig. 9.

A cut-through view of the muffler is given in
Fig. 13a and of a BEM model of it in Fig. 13b.
When the compressor was operated under appliance
conditions, it was observed that the sound power
increased in the 800-Hz, 3.2-kHz, and 4-kHz one-third
octave bands. Separate experiments on the compressor
showed that the dominating source of noise in these
bands is caused by the suction valve.33 Pressure pulsa-
tions near to the inlet of the suction valve were thought
to excite cavity modes. The lowest cavity modal reso-
nance frequencies are at about 620 Hz and 720 Hz, and
they have associated sound pressure distributions that
are favorable at exciting deformed (breathing) modes
of the hermetic shell. Unfortunately, these shell vibra-
tions have rather high radiation efficiencies. These cav-
ity resonances were assumed to be responsible for the
relatively high sound power levels particularly in the
630 Hz and 800 Hz one-third octave bands.

Two other resonance frequencies were found to
be very important with this compressor. These are
the shell vibration natural frequencies of 2970 and
3330 Hz. These presumably are responsible for the
high sound power levels in the 3.2- kHz one-third
octave band seen in Fig. 15. The original suction muf-
fler used in this compressor possesses two chambers
connected in series by the inlet and the flow guide tube.
See Figs. 13a and 13b. Figure 13c shows a schematic
diagram of the model that was used to analyze the
insertion loss of the suction muffler system.

The insertion losses (IL) measured and predicted
using a BEM model are shown in Fig. 14a. It is
observed that there is very good agreement up to a
frequency of almost 2000 Hz. Above that frequency,
the prediction is not so accurate, presumably because
the BEM mesh size used was not small enough. The
BEM program used to predict the IL was run changing

two variables U and V (see Fig. 13c). By increasing
the slit between the inlet suction tube and the flow
guide tube from 2.4 to 4.8 mm and moving the
bent portion of the flow guide tube 1.4 mm in the
direction of the arrow (see Fig. 13c) BEM predictions
showed that the muffler insertion loss was improved.
This is shown in the predictions in Fig. 14b. Finally
Fig. 15 presents the measured sound power levels
radiated before and after these design changes were
incorporated in the real muffler and compressor. The
sound power radiated at the four resonances 620 Hz,
720 Hz, 2970 Hz, and 3300 Hz is reduced. The sound
power level of the unit was measured in both standard
operating conditions as specified by the suction and
discharge pressures (suction 0.6 bar and discharge 7.7
bar) and in the appliance operating conditions (suction
1.1 bar and discharge 6.0 bar) for the cooling medium
(R600a).

From Fig. 14b, the BEM calculations predicted a
reduction in noise of 9 dB at 3.2 kHz. The sound
power measurements in Fig. 15, however, show a
reduction of 13 dB at that frequency. Subsequent
measurements revealed an even greater reduction of
23 dB.

7.1.3 Reed Valve Vibration and Noise The
compression process in reciprocating compressors is
controlled by suction and discharge valves. These are
very often constructed as cantilever beams that impact
the valve stops and seats and thus may be excited at
their own natural frequencies. An oscillating discharge
valve, for example, may cause a 130-N to 180-N
oscillating force on the piston and a resulting vibration
of the compressor structure.

In one case, the reduction of the noise of a recipro-
cating compressor was achieved by modification of the
piston cylinder head and valves.35 Figure 16a shows
a schematic of a standard compressor cylinder head,
piston, and valves before modification, and Fig. 16b
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Figure 13 (a) Suction muffler cut-through drawing, (b) boundary element model (BEM)33 and (c) diagram of original
muffler; gray thick lines show which structural items were modified geometrically.33

shows the same compressor parts after modification.
The modified compressor had a Mota-compressor-
clearance tap (MCCT) piston and suction valve as
shown. The MCCT piston is seen to have a small “tap”
attached to its upper surface that is made to fit into the
discharge port when the piston reaches top dead center
of its stroke. With the use of the tap the new piston
assembly reduces the clearance volume when the pis-
ton is at top dead center, and this prevents back flow
occurring during the suction stage, thus permitting the
use of thinner suction and discharge “reed” valves.
Use of the thinner reed valves changes the suction and
discharge process and reduces the valve impact exci-
tation and resulting compressor vibration response. It
was found that these changes produced reductions of
3 dB in both the suction and discharge space-averaged
externally radiated A-weighted sound pressure levels.

7.1.4 Shell Vibration The hermetic compressor
shell is a closed shell usually consisting of a cylindrical
part of circular or nearly elliptical cross section with
domed heads at each end. The end heads usually have

more bending resistance than the cylindrical sides since
they have curvature in two directions, and as such the
cylindrical sides normally make the major contribution
to the sound radiation.

The noise radiated by the compressor of a house-
hold refrigerator is mostly contributed by the noise
radiated by the compressor shell. Many attempts have
been made to study and understand compressor shell
radiation from small compressors.31 There are three
noise paths to the shell in an operating hermetic com-
pressor: (1) forces are transmitted to the shell by the
bracket springs used for the mounting of the compres-
sor inside the shell (structure path), (2) suction and
discharge tubing for the Freon or other working gas
in the cavities in between the compressor and internal
surface of the shell (gas path), and (3) the oil pool at
the bottom of the shell (liquid path).

The importance of each transmission path to
the shell was investigated by Holm36 who found
that the relative strength of each path depends
on the compressor operating conditions. The gas
path predominates when the compressor first starts
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Figure 16 Hermetic reciprocating refrigeration compressor. (a) Side view (top) and plan view (bottom) of original
compressor. (b) Side view (top) and plan view (bottom) after modification of compressor.35

and the suction pressure is 200 kPa to 400 kPa
higher than normal. When the initial pressure has
reduced to the normal operating pressure, the gas path
noise transmission reduces the compressor sound by
approximately 15 dB. The noise transmission through
the oil path is much less effective when it contains
Freon or working fluid bubbles. When the oil contains
bubbles, the noise transmission can be reduced by as
much as 24 dB compared to the condition when it
contains no bubbles. Special chemical additives that
initiate bubble formation in the oil can be used to
weaken the oil transmission path and reduce noise.

In one small refrigerator compressor, modal anal-
ysis tests, sound intensity contour plots, and sound
power frequency spectra were measured in an attempt
to identify sources and paths of vibration/noise energy
transmission.31 Figure 17 shows that the sound power
radiated was dominant in two one-third octave bands
at 800 and 3150 Hz. Further investigation with exci-
tation by a calibrated impact hammer and use of
modal analysis software revealed that two modes of
vibration at 2810 and 3080 Hz were responsible for
the intense sound generated in the 3150-Hz one-
third octave frequency band. The modal analysis con-
tour plots and the mode shapes (see Fig. 18) show
that for this compressor the intense sound in the
3150-Hz one-third octave band is radiated predom-
inantly by the 2810- and 3080-Hz modes from the
bottom of the compressor shell. The intense noise
radiated in the 800-Hz one-third octave was found

to be related to forces fed through the compressor
spring mounts to the shell resulting in shell sound
radiation.31

Research has also been conducted on compressor
shell vibration using theoretical models. Most small
compressor shells have a cylindrical shape, of either
circular or elliptical cross section with doomed end
caps or plates at each end of the cylinder. The
shell modes of vibration can be grouped into three
main classes: (1) cylindrical modes in which large
deflections of the cylindrical part of the shell occur,
but the end plates remain essentially undeflected,
(2) top–bottom modes in which large deflections of
the end plates occur leaving the cylindrical part
largely unaffected, and (3) mixed modes in which both
the cylindrical and end plates undergo deflections
simultaneously. Cossalter et al. studied the vibration
response of a shell system to the main excitation
forces (a) by the discharge pipe force and (b) by
the spring suspension forces.24 They showed that,
with the elliptical cylinder shell studied, for the same
force amplitude, the discharge pipe force excites more
modes and with the seventh mode having a natural
frequency of 2676 Hz with the greatest vibration
amplitude.

To reduce shell vibration and noise, compressor
shells very often are made much thicker than is
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necessary for the mechanical strength requirements
of the system. This means that high-capacity presses
and more expensive progressive tooling are required,
and the cost of the compressor is correspondingly
increased. Using a different number of spring support
systems, moving the location of the spring supports
relative to the discharge pipe location, ensuring that
the compressor shell natural frequencies are not close
to any internal forcing frequencies, and increasing the
shell damping can also all be effective in reducing the
compressor shell radiated noise without the need to
increase the shell thickness.

7.2 Noise Control of Rotary Compressors

As discussed before, there are many types of rotary
compressors in use. Some noise control work has been
conducted on such types.35,37–42 It is not possible to
discuss the noise sources and methods of control on
all of these types. Some case histories of noise control
on rolling piston and scroll compressors are described
here. Wang et al. have conducted noise control studies
on a rotary compressor enclosed in a hermetic shell.43

Figure 19 shows the compressor disassembled for
modal testing. Figure 19c shows the complete com-
pressor with one shell end cap removed. Figure 19a
shows the shell with the rotor and cylinder only, while
Fig. 19b shows the shell with the stator. Modal anal-
ysis and finite element analysis were carried out in
parallel. The experiments were conducted first with the
completely disassembled unit and then with the unit
built-up step by step in order to understand the com-
plicated dynamics of the complete compressor–shell
structure. In this compressor, the stator and cylinder
block are welded at three points to the shell. This
makes the shell stiffer but allows vibrations of the
cylinder assembly to be transmitted directly to the
shell. It was found that the shell has its first struc-
tural natural frequency at about 600 Hz. Table 2 gives
a comparison of the first five shell natural frequencies
of the shell on its own calculated by (1) finite element
(FE) analysis and (2) measured by the modal analysis
tests.

When the rotor and cylinder block were attached,
the natural frequencies of the shell were changed.
The measured mode shapes and natural frequencies

Table 2 Comparison of Natural Frequencies of
Compressor Shell Predicted by Finite Element (FE)
Method with Those Measured

Mode number 1st 2nd 3rd 4th 5th

FE analysis (Hz) 616 1712 2465 2813 3153
Modal test (Hz) 635 1742 2464 2731 3132
Error (%) 3.0 1.8 0 2.9 0.7

Source: From Ref. 43.

agree qualitatively with those predicted. The mea-
sured natural frequencies are mostly within a bound of
±3% of the predicted values. The differences are pre-
sumably caused by inexact knowledge of the bound-
ary conditions and imprecise geometrical descriptions
used in the FE analysis. The attachment of the sta-
tor to the shell at the three interior shell weld points
stiffens the shell and raises the natural frequencies
considerably.43

Wang et al. also studied the complete built-up com-
pressor system using both FE analysis and modal
testing.43 The conclusion was that two main com-
pressor resonances occurred. In the 1.5-kHz region,
vibration of the cylinder block system excited the shell
in a rigid body mode, while in the 3.5-kHz frequency
region, the cylinder block vibration excited the shell
in an elastic bending mode. Modal testing gave a fre-
quency of 3368 Hz for the latter elastic mode, while
FE modeling predicted a frequency of 3512 Hz for
this mode. It was concluded that, for the elastic bend-
ing mode in the 3500-Hz region, the nodal points were
close to the weld points. It was thought that most of the
vibration energy was transferred to the shell from the
cylinder assembly at these weld locations. The rota-
tion of the rotor is supported by the motor and pump
bearings and it was believed that these are the main
sources of excitation for the shell vibration in the 3500-
Hz frequency region. To reduce the excitation, the hub
length of the motor bearing was increased to try to
make the shaft rotation more stable.43 See the extended
part shown in Fig. 20.

The bearing modification reduced the compressor
noise not only in the 3500-Hz frequency range but in

(a) (b) (c)

Figure 19 Modal test models: (a) shell with rotor and cylinder, (b) shell with stator, and (c) full model.43
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Motor Bearing

Rotor

Shaft

Extended Part

Compression VolumePump Bearing

Figure 20 Schematic diagram of rotor and cylinder block
and modification of the rotor bearing.43

the 1500-Hz range as well. See Fig. 21. Note that the
sound pressure level results in Fig. 21 have been A-
weighted to give an approximate idea of the loudness
of different frequency regions of the noise.

7.2.1 Rolling Piston Compressors In a rolling
piston compressor, the interaction between the suction
and discharge pressure pulsations, mechanical forces,
reciprocating motion of the sliding vane, roller motion,
roller driving forces, and electromagnetic forces in
the electric motor is very complicated. Refrigerant
gas pulsations take place on both the low- and high-
pressure sides of the rolling piston system. During the
compressor operation, the rolling piston and sliding
vane divide the gas into variable volume suction
chamber and discharge gas chamber volumes. (See
Fig. 8.) The suction chamber is asymmetric in shape
and during operation, flow reversal occurs resulting in
intense pressure fluctuations and turbulence, although
the suction pressure fluctuations are reduced to some
extent by the external accumulator. The suction port
acts somewhat as a throttle. In addition, the discharge
gas pulsations can excite the different cavity volumes
inside the shell and also the fluctuating magnetic
field and the resulting fluctuating electric motor torque
result in forces transmitted to the hermetic compressor
shell. It is difficult to model the forced vibration and
noise system as a whole. Experimental approaches to
reduce vibration and noise radiation are normally used.

In one study, the vibration magnitudes were
mapped over the shell surface.44 High levels of
vibration at different frequencies were recorded on the

shell above and below the electric motor stator, on
the accumulator strap, and near to the wire welds and
suction line. Three main methods of reducing the com-
pressor vibration and noise were applied successfully:
(1) a vibration damper consisting of wire loops wound
around the compressor housing near to the regions
of maximum vibration magnitude resulted in an A-
weighted sound pressure level reduction of 2.5 dB,
(2) modification of the suction inlet passageway to
provide a smoother inlet passage, a narrow smaller
cross-section passage to act as a diffuser throat and a
more symmetric inlet passage in the cylinder sidewall
to connect with the cylinder suction volume produced a
drop in the A-weighted sound pressure level radiated of
about 2.0 dB, and (3) a redesigned rotor and crankshaft
thrust bearing made of low-friction polyamide mate-
rial gave a further A-weighted sound pressure level
reduction of about 2.0 dB. See Fig. 22.

Larger household refrigerators continue to be in
demand by consumers. Such refrigerators require
larger compressors that tend to be more noisy.
Although a single rotor rolling piston rotary compres-
sor can be produced to have more cooling capacity and
be more efficient than an equivalent reciprocating com-
pressor, it can suffer more from vibration and noise
problems. To reduce vibration and noise a twin-rotor
rolling piston compressor was developed. This com-
pressor is about twice as big and has twice the weight
of a single-rotor rolling piston compressor, and it has
twice the cooling capacity. This twin rotor compres-
sor has about one-third of the compression torque and
only about one-fifth of the vibration amplitude of an
equivalent cooling capacity single-rotor compressor.39

Figure 23 compares the spectra of the sound pres-
sure levels produced by single- and twin-mechanism
rolling piston rotary compressors.39 It is observed that
for the larger 480- liter capacity refrigerator, the twin-
rotor design is about 7 dB quieter than the same capac-
ity single-rotor design. The lower noise is particularly
evident at high frequency above about 1000 Hz.

7.2.2 Scroll Compressors The noise character-
istics of a scroll compressor vary considerably with
load. Measurements must be conducted under real
load conditions to investigate the operating noise char-
acteristics of the compressor. It is difficult to carry
out noise source identification under load conditions.
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Figure 22 Effect of the use of the modified thrust bearing
on the compressor noise.44

Figure 24 shows a typical test setup for noise identifi-
cation studies on a high-pressure scroll compressor by
Zhao et al.45

In another study by Kim and Lee, identification of
noise sources on a scroll compressor and redesign of
its structure were performed.42 An array of 15 micro-
phones was used to identify the noise sources on the
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Figure 23 Compressor noise. The sound pressure level
was measured at 30 cm from the compressor shell with
the compressor operating on a 50-Hz supply.39

compressor. Since the noise generated depends con-
siderably on the load, the noise source identification
was conducted under load. It was found that the noise
was predominant in the 1600-Hz and 2500-Hz one-
third octave frequency bands. Structural resonances of
the upper frame and fixed scroll were found to be at
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1458-Hz and 1478-Hz, respectively. It was observed
from holograph measurements that the 1600-Hz one-
third octave band noise is related to impacts between
the fixed scroll and the upper frame, while the noise
in the 2500-Hz one-third octave band is related to the
sound radiated from the upper chamber.42

For the reduction of the impact noise, damping
material that had good characteristics at high operating
temperatures was used. The thickness of the material
chosen was 1 mm, as shown in Fig. 25. The material
was applied to the upper frame. As a result, the
A-weighted sound pressure level was reduced from
68.1 dB, when the original fixed scroll was used, to
56.2 dB when the modified fixed scroll was used, as
seen in Fig. 26. By inserting a 0.5- mm-thick copper
sheet between the interchamber and the upper frame,
the transmission of impact energy was reduced and this
resulted in a further 3.3-dB reduction.

As a result, an A-weighted sound pressure level
reduction of about 12 dB was achieved by the use
of damping material. Further modifications of the
upper chamber and the fixed scroll were not put into
practice because of manufacturing difficulties. The
sound pressure level of this compressor was higher
than usual because of the use of a compressor type in
which the internal components can be changed easily.
The overall noise level reduction achieved by the use
of the damping material on its own was about 12 dB.

Dynamic
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Dynamic
Patches
Installed

(a)

(b)

Figure 25 Damping material used for impact noise
reduction on a scroll compressor.42
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Figure 26 Comparison of A-weighted sound pressure
level before and after treatment.42

8 CASE HISTORIES OF THE NOISE CONTROL
OF DYNAMIC COMPRESSORS
8.1 Noise Control of Centrifugal
Compressors43,46– 48

Jeon and Lee48 have studied the possibility of reducing
the noise of a high-speed centrifugal compressor
designed to operate nominally at 14,500 rpm in a
turbochiller. This type of compressor–chiller unit is
typical of those used to cool large buildings. The
chiller uses R134a as the refrigerant. See Fig. 27a.
The rotational speed (rps) in cycles/second (Hz) is
thus 14,500/60 or about 258 Hz. The impeller has
11 long blades and 11 short splitter blades, making
a total of 22 blades (see Fig 27b). The inlet guide
vane has 7 blades and the diffuser has 13 blades.
The main noise sources were found to be related to
the blade passing frequency (BPF) of the impeller
and to the aerodynamic interaction of the impeller
and the diffuser and impeller and inlet guide vane
(IGV). The dominant noise occurs at the 22 BPF
of the impeller, nominally at 14, 500 × 22/60, or
about 5317 Hz. See Fig. 28. Sound is also generated
at frequencies of rps × 11, rps × 22, rps × 33, and
rps × 44. With such centrifugal compressors, the high-
frequency sound is normally generated at the elbow
and radiated from the duct there. The low-frequency
sound generated propagates into the duct, excites the
condenser wall, and is reradiated as noise by the wall.
In this case history, both sound-absorbing material and
a redesigned elbow were used to reduce the noise.

The rotating impeller is normally the main source
of noise in such compressors. The noise is also caused
by interactions between the impeller and the inlet
guide vanes and between the impeller and the diffuser.
The identification and location of the main noise
sources on this compressor were investigated by the
use of sound intensity using an intensity probe and
by vibration measurements using an accelerometer.
The sound pressure levels were measured near to
the condenser and near to the evaporator. The sound
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(a) (b)
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Figure 27 (a) Turbochiller unit and (b) impeller used in the compressor. 48

Figure 28 Measured acoustic signal of centrifugal chiller.

pressure level was found to be 10 dB higher near
the condenser than near the evaporator. The sound
pressure level was then measured at 1.5 m from the
side of the condenser.

Figure 28 shows the measured spectrum of the
sound pressure level at 1.5 m from the condenser. It
is seen that the spectrum is dominated by the BPF
peak at 22 times the rps, or about 5360 Hz. This
frequency is shown in Fig. 28 as 22× (5360). The
second harmonic of the BPF is also quite strong and
is indicated in Fig. 28 by 44×. The other PBF caused
just by the 11 compressor blades is shown as 11×
together with its third harmonic shown as 33×. The
interaction peaks of the impeller–guide vane and the
impeller-diffuser are shown in Fig. 28 as 4× (Im-IGV)
and 9×(Im-diff), respectively. Figure 29 shows spectra
of the acceleration magnitude measured on the volute,
elbow duct, and condenser wall.

It is seen that the acceleration is the highest on
the elbow duct, while that on the volute is the lowest.

The acceleration magnitude on the condenser wall is
intermediate. The levels are particularly high at the
BPF of about 5360 Hz and the second harmonic at
about 10,720 Hz. The accelerations measured on the
elbow duct, condenser wall, and volute at the BPF were
83.2, 19.9, and 14.9 m/s2. Assuming that the radiation
frequencies are similar for the three components and
remembering that the sound power radiated is related
to surface space-averaged velocity squared, the elbow
duct can be assumed to be a very strong noise-radiating
surface.

To test these assumptions, the turbochiller was
completely lagged in sound-absorbing material and a
drop of about 9 dB overall was observed. See Fig. 30.
The drop in sound pressure level at the BPF was
11.7 dB. Then to attempt to determine the importance
of the noise radiated by the elbow duct, the sound-
absorbing material was removed from this area. The
overall level was increased from 83 to 87 dB, although
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Figure 29 Measured acceleration.
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Figure 30 Effect of sound-absorbing material.8

it should be noted that the elbow duct area is relatively
small.

When the sound-absorbing lagging was removed
from the condenser wall, but not from the elbow duct,
the overall sound pressure level was also increased
from 83 to 87 dB, despite the fact that the area of
the condenser walls is about 50 times that of the
elbow duct. Several analytical studies have been also
performed to try to predict compressor noise radiation
from centrifugal compressors.7

9 NOISE CONTROL IN COMPRESSOR
INSTALLATIONS

Mobile compressors are used on building sites, high-
way construction, and for other similar purposes. They
are normally enclosed to reduce noise, but interior heat
rejection and buildup requires the use of a cooling fan,
which causes additional noise problems. Chapter 54
includes a case history on mobile compressor noise
reduction.
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The control of the noise of large industrial com-
pressors poses a different problem from that of mobile
compressors and small household compressors, which
are mainly of the positive displacement design. Since
there are very many different compressor designs of
various capacities and uses, each noise problem in
most cases is unique to the particular application. In
many cases, noise control of the compressor must be
accomplished during or after its installation in service.
In such cases, well-established passive noise control
approaches are used. Such approaches are discussed in
Chapter 54. These approaches are also described well
in several books.

Slow-speed industrial reciprocating compressors
are generally much quieter than other large industrial
types. The A-weighted sound pressure level at 1 m
is usually in the range of 85 to 95 dB. Since man-
ufacturers’ data are often difficult to obtain, in many
cases, it may be necessary to make noise measurements
near to the compressor in question before trying to
apply passive noise and vibration control approaches.
The passive noise control measures usually applied
to compressors include the use of (1) enclosures,
(2) sound-absorbing materials, (3) mufflers/silencers
applied upstream and downstream, (4) vibration iso-
lation, and (5) barriers. See Chapter 54.

If the compressor is driven by an electric motor
or internal combustion engine motor, then the motor
may produce more noise than the compressor itself. In
such a case it is often necessary to enclose both the
compressor and the motor. As a compressor becomes
larger, its surface area increases more slowly than its
volume, and natural heat rejection from its surface
area is normally insufficient. The related enclosure
interior heat buildup increases, and so use of a forced-
draft system to ensure adequate cooling is essential. If
both the compressor and its power source (motor) are
enclosed, it is normal to enclose each separately and to
ensure that a greater positive pressure is maintained in
the motor enclosure than in the compressor enclosure.
This positive pressure difference is important if gases
other than air are being compressed and prevents the
possibility of gases reaching the motor that could cause
corrosion, or in the case of combustible gases, even an
explosion.

Most such large industrial compressors have much
greater flow rates than smaller household types and
in the case of large dynamic centrifugal and axial
compressors, they have much higher flow velocities as
well. In the case of large reciprocating compressors,
pressure pulsations that occur in the compression
chambers result in sound waves transmitted into inlet
and exhaust compressor ductwork. It is common
practice to incorporate either absorbent or reactive
silencers/mufflers upstream and downstream of the
compressor to reduce inlet and exhaust noise.

10 CONCLUDING DISCUSSION

Work on reducing the noise and vibration continues.
Papers may be found in several different journals and
conference proceedings. It is impossible to review

all of these in detail in this short chapter. The pro-
ceedings of the International Compressor Engineering
Conferences held biannually at Purdue University are
a good source of papers on recent work on com-
pressor noise and vibration.49–80 For instance, in the
2004 and 2006 proceedings papers can be found on
the noise of reciprocating compressors,49–51,60,61 the
noise of rotary compressors and the increasingly pop-
ular scroll compressor,52–57 muffler design,58–61 sound
quality,62,63 compressor vibration,64–70 and a vari-
ety of other compressor noise and vibration research
topics.71–80
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55. M. Mézache, Dynamic Response of a Floating Valve: A
New Shutdown Solution for Scroll Compressors, Paper
C22-5, Proceedings of the International Compressor
Engineering Conference at Purdue, July 16–19, 2002.

56. H. Bukac, Self-Excited Vibration in a Radially and Axi-
ally Compliant Scroll Compressor, Paper C041, Pro-
ceedings of the International Compressor Engineering
Conference at Purdue, July 12–15, 2004.

57. S. Wang, J. Park, I. Hwang, and B. Kwon, Sound
Reduction of Rotary Compressor Using Topology Opti-
mization, Paper C14-4, Proceedings of the International
Compressor Engineering Conference at Purdue, July
16–19, 2002.

58. J.-H. Lee, K. H. An, and I. S. Lee, Design of the
Suction Muffler of a Reciprocating Compressor, Paper
C11-5, Proceedings of the International Compressor
Engineering Conference at Purdue, July 16–19, 2002.

59. L. Chen and Z. Huang, Analysis of Acoustic Character-
istics of the Muffler on Rotary Compressor, Paper C015,

Proceedings of the International Compressor Engineer-
ing Conference at Purdue, July 12–15, 2004.

60. C. Svendsen, Acoustics of Suction Mufflers in Recipro-
cating Hermetic Compressors, Paper C029, Proceedings
of the International Compressor Engineering Confer-
ence at Purdue, July 12–15, 2004.

61. B.-H. Kim, S.-T. Lee, and S.-W. Park, Design of the
Suction Muffler of a Reciprocating Compressor Using
DOE (Theoretical and Experimental Approach), Paper
C053, Proceedings of the International Compressor
Engineering Conference at Purdue, July 12–15, 2004.

62. E. Baars, A. Lenzi, and R. A. S. Nunes, Sound Quality
of Hermetic Compressors and Refrigerators, Paper
C11-3, Proceedings of the International Compressor
Engineering Conference at Purdue, July 16–19, 2002.

63. G. Cerrato-Jay and D. Lowery, Investigation of a High
Frequency Sound Quality Concern in a Refrigerator and
Resulting Compressor Design Study, Paper C14-1, Pro-
ceedings of the International Compressor Engineering
Conference at Purdue, July 16–19, 2002.

64. J. Ling, The Digital Simulation of the Vibration of Com-
pressor and Pipe System, Paper C16-3, Proceedings of
the International Compressor Engineering Conference
at Purdue, July 16–19, 2002.

65. A. T. Herfat, Experimental Study of Vibration Trans-
missibility Using Characterization of Compressor
Mounting Grommets, Dynamic Stiffness. Part I. Fre-
quency Response Technique Development, Analyti-
cal, Paper C17-1, Proceedings of the International
Compressor Engineering Conference at Purdue, July
16–19, 2002.

66. A. T. Herfat and G. A. Williamson, Experimental
Study of Vibration Transmissibility Using Characteri-
zation of Compressor Mounting Grommets, Dynamic
Stiffness. Part II. Experimental Analysis and Measure-
ments, Paper C17-2, Proceedings of the International
Compressor Engineering Conference at Purdue, July
16–19, 2002.

67. J. Chen and D. Draper, Random Vibration Fatigue
Tests to Prove Integrity of Cantilevered Attachments
on Compressor Shells, Paper C17-3, Proceedings of
the International Compressor Engineering Conference
at Purdue, July 16–19, 2002.

68. L. Gavric and M. Dapras, Sound Power of Hermetic
Compressors Using Vibration Measurements, Paper
C16-1, Proceedings of the International Compressor
Engineering Conference at Purdue, July 16–19, 2002.

69. M. Della Libera, A. Pezzutto, M. Lamantia and
G. Buligan, Simulation of a Virtual Compressor’s
Vibration, Paper C075, Proceedings of the International
Compressor Engineering Conference at Purdue, July
12–15, 2004.

70. W. Zhou and F. Gant, Compressor Rigid-Body Vibra-
tion Measurement, Paper C138, Proceedings of the
International Compressor Engineering Conference at
Purdue, July 12–15, 2004.

71. S. E. Marshall, Reducing Compressor Noise While Con-
sidering System Interactions, Paper C11-2, Proceedings
of the International Compressor Engineering Confer-
ence at Purdue, July 16–19, 2002.

72. W. C. Fu, Sound Reduction for Copeland Midsize
Semihermetic Compressors Using Experimental Meth-
ods, Paper C001, Proceedings of the International
Compressor Engineering Conference at Purdue, July
12–15, 2004.



934 INDUSTRIAL AND MACHINE ELEMENT NOISE AND VIBRATION SOURCES

73. M. Della Libera, C. Gnesutta, A. Pezzutto, and G.
Buligan, Sensitive Dependence from the Cylinder Head
Position on the Compressor’s Noise Emission—A
Numerical Analysis, Paper C074, Proceedings of the
International Compressor Engineering Conference at
Purdue, July 12–15, 2004.

74. S. Wang, J. Kang, J. Park, and C. Kim, Design Opti-
mization of a Compressor Loop Pipe using Response
Surface Method, Paper C088, Proceedings of the Inter-
national Compressor Engineering Conference at Purdue,
July 12–15, 2004.

75. A. R. da Silva, A. Lenzi, and E. Baars, Controlling the
Noise Radiation of Hermetic Compressors by Means of
Minimization of Power Flow through Discharge Pipes
Using Genetic Algorithms, Paper C096, Proceedings of
the International Compressor Engineering Conference
at Purdue, July 12–15, 2004.

76. H. Bukac, Instantaneous Frequency: Another Tool of
Source of Noise Identification, Paper C040, Proceedings
of the International Compressor Engineering Confer-
ence at Purdue, July 12–15, 2004.

77. K. Morimoto, Y. Kataoka, T. Uekawa and H. Kami-
ishida, Noise Reduction of Swing Compressors with
Concentrated Winding Motors, Paper C051, Proceed-
ings of the International Compressor Engineering Con-
ference at Purdue, July 12–15, 2004.

78. M. Silveira, Noise and Vibration Reduction in Compres-
sors for Commercial Applications, Paper C065, Pro-
ceedings of the International Compressor Engineering
Conference at Purdue, July 12–15, 2004.

76. J. Park, S. Wang, J. Kang, and D. Kwon, Boundary
Element Analysis of the Muffler for the Noise Reduc-
tion of the Compressors, Paper C089, Proceedings of
the International Compressor Engineering Conference
at Purdue, July 12–15, 2004.

80. F. A. Ribas, Jr, and C. J. Deschamps, Friction Fac-
tor under Transient Flow Condition, Paper C097, Pro-
ceedings of the International Compressor Engineering
Conference at Purdue, July 12–15, 2004.

BIBLIOGRAPHY
Y. M. Cho, Noise Source and Transmission Path Identifica-

tion via State-Space System Identification, Control Eng.
Practice, Vol. 5, No. 9, Sept. 1997, pp. 1243–1251.

N. Dreiman, Noise Control of Hermetic Rotary Compressor,
Proceedings of the Seventh International Congress on
Sound and Vibration, 2000, pp. 643–650. Garmisch
Partenkirchen, Germany.

Y. Ebita, M. Mikami, N. Kojima, and B.-H. Ahn, Measure-
ment and Analysis of Vibration Energy Flow on Com-
pressor Casings, Proceedings of the 32nd International

Congress and Exposition on Noise Control Engineering,
2003, pp. 4250–4256. Jeju, Korea.
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VALVE-INDUCED NOISE: ITS CAUSE AND
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1 INTRODUCTION
On–off valves operating generally at low fluid veloci-
ties usually pose no noise problems. However, con-
trol valves that are widely employed in industrial
applications and that are used to reduce pressure
can be the source of significant sound pressure lev-
els, exceeding in some cases 130 dB at the exte-
rior of a steel pipe. One has to distinguish among
different noise-producing mechanisms to take cor-
rective measures, if needed. These are, in order of
importance: aerodynamic noise caused by high gas
velocities; cavitating, and to a lesser extent, turbu-
lent liquid flow; noise caused by resonant vibration
of valve components; and, finally, “whistling” sound
caused by resonant coupling of sound waves with gas
flow.

While unwanted noise is a source of annoyance,
it can also have legal and safety consequences.
For example, the Occupational Safety and Health
Administration(OSHA) regulations limit the 8-h A-
weighted sound pressure level exposure for workers
to 90 dB. On the other hand, a continuous A-
weighted sound pressure level exposure at 1 m
from an uninsulated pipe of about 130 dB can cause
structural pipe failures1 and therefore can have dire
consequences. It is for all of these reasons that the use
of a reliable and reasonable noise prediction method is
a must in the evaluation of proposed valve purchases
to avoid problems after installation.

2 FUNDAMENTAL CONSIDERATIONS
All control valves basically control the rate of flow
and through this mechanism the downstream pressure,
temperature, or liquid level in a tank, to name a few. In
order to do so, a valve must have a higher inlet pressure
than the downstream pressure. This potential energy is
then converted first into an acceleration of the fluid or
into kinetic energy and finally through turbulence or
shock waves in heat, or thermal energy. This kinetic
energy can produce sound power (Wa) as a byproduct.

The amount of sound power is typically a small
fraction of the mechanical power, Wm, that is con-
verted into heat:

Wm = mU 2/2 (W) (1)

where m = mass flow (kg/s), and U = jet velocity
(m/s). The acoustic power is given now by the mechan-
ical power multiplied by an acoustical efficiency factor,
η, making

Wa = ηWm (W) (2)

This equation works both for noise produced by liquid
turbulence as well as for aerodynamically produced
noise. The acoustical efficiency factor for turbulent
liquids2 is given by (U/cl) × 10−4, while η for
aerodynamic noise3 at sonic velocity (Mach 1) is also
given by (U/cg) × 10−4, where cl is the speed of
sound in liquids and cg is the speed of sound in gases
in metres per second.

In some valve types only a fraction of the internally
generated sound power escapes into the downstream
pipe. An rw coefficient3 describes this fraction. For
globe valves rw is assumed to be 0.25. While the
resultant numbers seem small, in practice pipe internal
sound power nevertheless can reach magnitudes of
more than 10 kW. Fortunately for us, most valves are
installed in a piping system where most of the sound
power is reflected by the pipe wall. The difference
in sound pressure level between the interior and the
exterior of the pipe is called the transmission loss (TL).
Typical values of transmission losses range between 40
and 60 dB.

Finally, there is a decrease in the observed sound
pressure level between the pipe exterior and the
distance to the observer (typically 1 m). Here the
distance correction is equivalent to 10 log10[(h +
D0/2)/D0/2], where h is the distance between pipe
wall and observer and D0 is the outside diameter of
the pipe.

3 AERODYNAMICALLY PRODUCED SOUND

This is the most common type of acoustic annoy-
ance in industrial plants. Fortunately, reliable pre-
diction techniques are now available through the
International Electrical Commission (IEC) Standard
60534-8-3. This standard3 is based on the original
work by Lighthill4 covering free jet noise and further
modified by Baumann5 to account for the behavior
of confined jets, the effects of pressure recovery, and
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Table 1 Typical Fd Values of Control Valves. Full Size Trim

Flow Max. Fd @% of Rated Flow Capacity (C1)

Valve Types Direction C1/d2 FN 10 20 40 60 80 100

Globe, parabolic plug To open 13 0.28 0.10 0.15 0.25 0.31 0.39 0.46
Globe, 3 V-port plug To open 10 0.44 0.29 0.40 0.42 0.43 0.45 0.48
Globe, 4 V-port cage Eithera 10 0.38 0.25 0.35 0.36 0.37 0.39 0.41
Globe, 6 V-port cage Eithera 10 0.26 0.17 0.23 0.24 0.26 0.28 0.30
Globe, 60-hole drilled cage Eithera 8 0.14 0.40 0.29 0.20 0.17 0.14 0.13
Globe, 120-hole drilled cage Eithera 6.5 0.09 0.29 0.20 0.14 0.12 0.10 0.09
Butterfly, swing-through, to 70◦ Either 32 0.34 0.26 0.34 0.42 0.50 0.53 0.57
Butterfly, fluted vane, to 70◦ Either 26 0.13 0.08 0.10 0.15 0.20 0.24 0.30
Eccentric rotary plug valve Either 13 0.26 0.12 0.18 0.22 0.30 0.36 0.42
Segmented V-ball valve Either 21 0.67 0.60 0.65 0.70 0.75 0.78 0.80

a Limited P1 − P2 in flow toward center, d = valve size in inches, and FN = valve-specific noise parameter, defined by the
author as the Fd at a flow capacity (Cv) equivalent to 6.5d2. Depending upon pipe size, a lower FN means less external
noise due to higher pipe wall attenuation. Courtesy ISA.

the influence of jet diameter on the peak frequency,
which in turn determines the magnitude of the trans-
mission loss. This method has been improved (the
last revision dates from the year 2000) and gives
prediction accuracies for the A-weighted sound pres-
sure level typically within a range of ±3 dB. This
assumes, of course, that all service conditions are
known and that valve type specific sizing parame-
ters such FL and Fd (see Table 1) are known. The
FL factor is used to calculate the exact gas or liq-
uid velocity in the restricted jet diameter portion
of the valve. This velocity in turn then determines
the amount of mechanical power that is converted
into heat, and, second, the type of noise-producing
mechanism for gases such as dipole (predominant
when the jet interacts with wall surfaces of the
valve) or quadrupole (free jet turbulence). The IEC
method assumes from Baumann6 that both dipole
and quadrupole sources are of equal magnitude at a
jet velocity of Mach 1. Here the acoustical efficiency
η is assumed to decrease from 10−4 at a rate propor-
tional to U 3.6. Shock cells predominate at supersonic
velocities, which can exist downstream of the valve’s
orifice; here the acoustical efficiency increases pro-
portional to M6.6 to finally reach a maximum7 at
1 × 10−3 at a Mach number of 1.4. The Fd factor
is equally important since it determines the size of
the jet emanating from one or more valve orifices.
This in turn defines the peak frequency fp (Hz) of
the sound pressure level inside the pipe, where

fp = 0.2 × U/(Fdd) (3)

where d = the apparent orifice diameter (in metres) as
calculated from the total flow area. For low noise
valve trims consisting of cages with multiple drilled
holes (see Fig. 6), Fd = 1/N0.5

0 , where N0 defines the
number of equally sized holes. For example, a trim
having 100 identical passages in parallel for the fluid
to pass through has an Fd of 0.1. As a general rule,

valves having a high FL number but a low Fd factor
are less noisy (see Table 1).

The reader may sense that modern noise prediction
techniques are quite complex and really require a
programmed computer. It is for this reason that we
do not want to reproduce the whole prediction schema
but like to offer instead a simplified graphical method
(courtesy of The International Society of Measurement
and Control, ISA) as shown in Fig. 1. While not
as accurate as a computerized method, this graph
nevertheless will give an idea whether a given valve
will likely exceed a given noise limit.

Here is how to use this method: First, find the P1/P2
ratio, that is, the absolute inlet pressure divided by the
absolute outlet pressure. Next read up to the given valve
size and obtain the corresponding “basic sound pressure
level” A from the scale on the left. The next step is to
correct for the actual inlet pressure. This is given byB =
12 log(P1/667) where the pressure is in kilopascals.
Finally, add C, a correction for the pipe wall if it is other
than Schedule 40. Here C = +1.4 for Schedule 20, 0 for
Schedule 40,−3.5 for Schedule 80, and−7 for Schedule
160. The total sound level now is the sumofA+ B + C.
Subtract another 3 dB in case of steam.

Example An 80-mm (3-in.) globe valve with
parabolic plug is reducing steam pressure from 3600
to 2118 kPa; the pipe Schedule is 80. Going to Fig. 1,
we do not find a 3-in. valve. However, we can extrap-
olate between the lines and find the A factor to be 98
dB for the pressure ratio of 1.7. Factor B calculates
as 12 log(3600/667) = 8.8 dB. Finally we add −3.5
dB for Schedule 80 and we subtract 3 dB for steam.
This results in a total A-weighted sound pressure level
of 100.8 dB at 1 m from the pipe wall. Using the
computrized IEC equations gives an A-weighted sound
pressure level of 103 dB.

4 HYDRODYNAMIC SOUND

For cases with a “incompressible” medium (liquids)
the Mach number is normally very small, and it can
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Figure 1 Basic aerodynamic A-weighted sound pressure level in decibels for conventional control valves at approximately
70% of rated flow capacity, at 667-kPa inlet pressure and schedule 40 downstream pipe, measured 1 m from the
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Figure 2 Principal behavior of cavitation in a valve, P1
and P2 denote upstream and downstream static pressure,
respectively. When the minimum static pressure is less
than a certain critical value (P2r) cavitation starts. When
the downstream pressure P2 is less than the vapor
pressure Pv, a phenomenon called ‘‘flashing’’ can occur.
In this case a liquid-gas mixture approaches the vena
contracta and partial vaporization of the liquid occurs
during acceleration of the flow.

be expected that the monopole type of mechanism
will dominate.2 In liquids there is also the possibility

for cavitation, that is, the creation of vapor-filled
bubbles that then implode. The rapid collapse of
the bubbles can create very high local pressure
peaks with levels up to 1010 Pa that can result in
mechanical damage.8 When the flow is accelerated
toward the vena contracta of a valve, the speed
increases and the static pressure drops, in accordance
with Bernoulli’s equation; see Fig. 2. Cavitation starts
when the local static downstream pressure reaches a
certain critical limit P2r , the value of which depends
on the temperature and the amount of solved gas in the
liquid. The minimum value for the critical pressure is
the vapor pressure of the liquid Pv . The IEC Standard
60543-8-49 introduces an incipient cavitation pressure
ratio (P1 − P2)/P1 at which cavitation commences; it
is called Xf z. Typical values for Xf z are given by the
valve manufacturer. Values range from 0.2 for large
valves to 0.35 for small valves.

The principal behavior of cavitation noise10 can
be illustrated by Fig. 3. At (P1 − P2)/P1 < Xf z

the emitted sound increases due to a process of
fluid-induced turbulence. Above this pressure ratio
cavitation commences quite rapidly and then reaches
a maximum. The sound pressure level thereafter
decreases again as more vapor is produced and then
reaches a point that corresponds to the continuing
slope of the turbulent noise. At this stage we have
“flashing,” that is, the vapor bubbles no longer
collapse. One should also realize that valves operating
in the laminar flow regime do not experience
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Figure 3 Test data taken for 25-mm globe valve with a parabolic plug, flow to open. Calculated values are represented
by solid line. The flow coefficient and other data are: Valve sizing coefficient 2.16 × 10−4 m2 (Cv = 9 gal/min (lb/in2)0.5]. Jet
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Figure 4 Use of multistage arrangement to create
a certain pressure drop without reaching the critical
cavitation pressure in the system, see also Fig. 5.

cavitation. A good way to avoid cavitation in large
valves is to use a special valve trim having multiple
throttling stages as shown in Figs. 4 and 5.

Prediction of cavitation noise is even more complex
than that of aerodynamic noise, and the reader is
referred to IEC Standard 60543-8-4 or to Ref. 9. One
should note that, in contrast to aerodynamic noise,
for water the point of maximum sound transmission
through the pipe wall is at the ring frequency of
the pipe (fr ), where, for steel pipes fr = 5000/3.14Di

(Hz) and Di = the inside diameter of the pipe
(m).

5 MECHANICAL NOISE

This normally originates from the valve plug and
is mainly a problem in liquid-filled systems and
especially if there is a gas–fluid mixture involved. The
cause is periodic flow separation creating fluctuating
fluid forces, which excite structural vibrations in the
valve plug + stem, for example, bending modes. A
particulaly dangerous situation arises when a periodic
flow phenomenon around the valve plug, characterized
by a Strouhal frequency fSt, is close to a structural
eigenfrequency fMek, where fMek = 0.16 × (spring
rate of the valve stem/mass of valve plug)0.5. This
can create a self-sustained oscillator, which means
that the two phenomena form a positive feedback
loop, where energy from the mean flow is fed into
the structural eigenfrequency. A growing oscillation at
a dominating frequency will then be created, limited
in amplitude only by losses or nonlinear effects.11,12

This type of phenomenon is normally referred to
as valve screech and can create very high vibration
amplitudes with risk for mechanical failure as well
as high emitted noise levels. Screech can also be
created by interaction between an acoustical mode in
the pipe system and a structural valve mode. Also
for this case, the energy feeding the structural and
acoustical modes is taken from the mean flow via the
fluid forces acting on the valve plug. To eliminate
valve screech, there exist two main alternatives:
(i) to disturb or reduce the amplitude of the periodic
flow phenomenon at the valve plug (sometimes a
reversal in flow direction will help) and (ii) to damp
or move the mechanical eigenfrequency (reduce the
weight of the plug, or, increase the stem stiffness
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Figure 5 Single-flow area, multistep valve plug. This
low-noise trim uses 11 throttling steps with a single,
annular flow area. Note, areas gradually enlarge to
accommodate changes in gas density due to lowering
of pressure. Benefits are lower throttling velocities.

by shortening its length or increasing its diameter).
Concerning the first alternative, typical methods are
based on decreasing the pressure drop across the valve
or using geometrical modifications to reduce flow
instabilities.

6 WHISTLING

Another powerful sound source also related to the
creation of a self-sustained oscillator is whistling.11,12

This can occur when a periodic flow phenomenon
forms a positive feedback loop with an acoustic
eigenfrequency. Two possibilities exist, either at a
low-frequency plane wave mode, corresponding to a
multiple of half a wave length in a pipe branch, or the
cutoff frequency for a higher order mode over a pipe
cross section.12,13 The first case normally corresponds

to low-frequency tones (up to a few hundred hertz)
while the nonaxial case typically correspond to the
kilohertz range.13 Presently, there are no simple
methods to predict with certainty the existence or
the level of fluid-driven self-sustained oscillators.
Fortunately, this is a rather rare phenomenon.

7 MEASUREMENT OF VALVE NOISE

For gas-filled systems most of the generated sound will
be emitted on the downstream side of the valve.7 For
liquid-filled systems there is typically a more uniform
distribution and the sound tends to radiate equally in all
directions, that is, around 50% of the power is radiated
from the valve body and 25% is radiated up- and
downstream.2 Normally, valve noise measurements
are based on the international standard14 IEC 60534-
8-1. Testing is done by placing the valve into an
anechoic chamber to isolate the valve from ambient
noises. Negligible downstream reflections are required;
so a reflection-free termination must be used. Basic
measurements consist of measuring the A-weighted
sound pressure level 1 m downstream from the valve
outlet and 1 m perpendicular from the pipe wall.
Radiated sound power can be calculated by taking into
account the transmission loss of the pipe wall.

8 ANALYSIS OF PIPE SYSTEMS

The standard approach for an acoustic analysis of a
complete pipe system is to use power-based methods,
that is, each source is treated separately, and the
resulting acoustic power from several sources is simply
obtained by addition. The sound power in a pipe
is assumed to propagate along the system where it
is attenuated by natural damping at the walls and
radiation or by dissipative silencers. This power-
based approach is valid for broadband sources and
for frequencies well above the plane wave range. A
useful guideline for an acoustic power-based analysis
of noise in pipes is the VDI 3733.15 For the plane
wave range strong standing-wave effects and coupling
between acoustic sources can be expected, which
will change the acoustic power output. For this low-
frequency range, power-based methods should not be
used; instead more detailed analysis methods based on
acoustic two-ports is more appropriate; see Chapter 85
in this handbook.

In the power-based methods the effect of multiple
reflections is normally neglected. Such reflections can
lead to an increase in the sound power level inside a
pipe and thereby to an increase in the radiated level and
are therefore important to include. A recent treatment
of the problem that offers a new formalism based on
two-ports for acoustic power flow, is the work of Åbom
and Gijrath.16 The new formalism has the advantage
of having the same structure as the existing two-port
formalism for the plane wave range. This means that
existing codes for two-port plane wave analysis easily
can be modified and used for a power-based analysis
that takes multiple reflections into account.
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9 NOISE REDUCTION METHODS

Noise reduction measures can either be applied at the
valve itself or along the transmission path; both of
these alternatives will be discussed below.

9.1 Reduction at the Valve

Here the discussion will focus on the steady-state noise
associated with control valves. From a thermodynamic
point of view a control valve converts pressure energy
into heat to control the mass flow. The heat conver-
sion normally takes place via turbulent flow losses with
associated noise generation. Of course, it is possible
to design control valves where the heat production
is created via laminar flow losses, but that is quite
impractical. Standard valve designs are based on turbu-
lent dissipation and for such valves the generated noise
is proportional to orifice velocity to the 3.6th power.6

The first alternative is to use so-called single-
flow path, multistage valve trims where a desired
pressure drop is split into a number of steps. Assuming
an unchanged jet area and N equal steps that act
as independent sources, the individual pressure drop
per stage and its corresponding velocity is lower,
producing less total sound power (∼ N 2.6) compared
to the single-step arrangement.

For instance, with three steps the reduction in
sound power will be around 12 dB. Unfortunately, for
gases, the area of each stage has to be expanded to
accommodate the density changes. This then negates
a good part of the above noise reduction. An example
of a multistage pressure reduction trim is shown is
Fig. 5.

Noise reduction for a given valve can also be
achieved by a series of carefully designed downstream
throttling plates as described for instance by Hynes.17

Here the pressure drop across an inherently noisy valve
is reduced by up to 90% and instead shifted to the
multistep and (high-frequency producing) multihole
plates. As a result, an overall A-weighted noise level
reduction of up to 25 dB can be achieved.

The second alternative is the so-called single-stage
multiple-flow path valve trims, where the outlet jet is
split into a number of smaller jets. This procedure will
lead to a substantial increase in the peak frequency
(fp), which in turn increases the pipe’s transmission
loss. Here fp = 0.2U/dH (Hz), where dH is the
hydraulic diameter (m) of the jet (or each of multiple
jets).3

For high frequencies in the mass-damped region
of the pipe, the increase in transmission loss is
proportional to 6 dB per octave. Thus, reducing
the size of an orifice by a factor of 10 (hence
increasing the peak frequency by 10) can reduce
the external A-weighted sound pressure level by 20
dB. No wonder that this is by far the most pop-
ular method of reducing valve noise; see Fig. 6
Care should be taken not to place adjoining ori-
fices too close to each other in order to avoid jet

interaction. This will create combined larger jet diam-
eters and therefore negate the desired peak frequency
increase.

It is also possible to combine both alternatives
and design multipath and multistage valve trims as
shown in Fig. 7. Some of these trims operate at peak
frequencies of up to 50 kHz. The question then is why
is there any concern for noise, since the human ear
cannot hear above 20 kHz?

Well, the reason is the sound pressure level inside
the pipe decreases from the peak frequency level
at a rate of about 6 dB per octave (20 log f ).
Thus, there is still a substantial amount of sound
escaping at the point of the lowest transmission loss
(the first coincidence or cut-on frequency fc1 for
gases3,6). For example, lets assume fc1 = 8000 Hz
and fp = 50,000 Hz. The sound pressure level at
the peak frequency is assumed to be 146 dB. The
pipe internal sound pressure level at fc1 will now
be 146 − 20 log (fp/fc1) = 130 dB. Assuming a
pipe transmission loss of 46 dB gives an external
sound pressure of 130 − 46 = 84 dB outside of the
pipe wall. If this valve would have had a standard
trim operating at a peak frequency close to fc1,
the external sound level would have been 146 −
46 = 100 dB.

A more modern low-noise trim is shown in Fig. 8.
Here we have multiple inlet orifices separated by
a resonant settling chamber and then followed by
additional multiple outlet ports (total outlet area
adjusted for lower downstream density). The inlet
ports are well rounded and have the general shape
of a venturi, thus deliberately creating supersonic jets
with lower, or terminal, acoustic efficiency due to
shock–cell interaction. Here more than 90% of the
pressure energy is converted within the inlet orifice
alone. The last, multiple exit stages are on purpose
not streamlined and therefore operate at relatively low
velocity (below Mach 1) and essentially at the less
efficient quadrupole mechanism. This is believed to be
the first low-noise valve trim taking advantage of the
latest acoustic theories. Thus, it offers noise reductions
of about 30 dB over conventional trims while being
very compact.

10 VALVE NOISE REDUCTION GUIDELINES
Here are some guidelines on how to handle anticipated
noise problems with valves. These are applicable for
both liquids and gases. The listing is in order of
severity.

Source Treatment
• Specify a valve trim that has a low-pressure

recovery (high FL factor); this will reduce jet
velocity. Typical noise savings 5 dB.∗

∗A single-stage cage or plug is limited to a pressure ratio
(P1/P2) of about 4:1 unless a multistage trim (nested cage)
is used.
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Rectangular Jets

Valve Plug

Cage

Figure 6 Multiorifice cage trim. Single-step but multiple flow passages characterize this cage trim. Benefits are higher
internal peak sound frequencies and resultant increase in pipe transmission losses. Hence lower external noise.

• Use a multistep trim. Typical noise reduction
10 dB.

• Specify a multiported cage or valve plug.11

Noise reduction about 15 dB.
• Consider a combined multiported and multistep

trim∗ Noise savings typically 25 dB.
• Combination of low-noise trim and multiported

plate (or plates) installed in downstream pipe.
Noise reduction up to 30 dB.

∗Check for gas velocity in the valve outlet port if P1/P2 ratio
is high. Outlet velocity should not exceed 0.2 Mach.

Path Treatment
• Acoustic (or thermal) lagging† Reduces noise

typically by 20 dB.
• Silencer downstream (gas only). Noise reduc-

tion up to 15 dB.
• Silencer upstream and downstream (gas only).

Noise reduction typically 30 dB.

†It is preferable to reduce at least a portion of the gen-
erated sound pressure level within the source. Remember,
source (valve) sound pressure levels above 110 dB can lead
to mechanical failures due to associated high vibration levels.
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Figure 7 Labyrinth-type cage insert featuring a combination of multistep and multipath grooved flow channels for
reduced velocity and increased frequency benefits.

Outlet
Inlet

Figure 8 Two-stage, multipath, low-noise trim fabricated from identical stampings. Inlet passages are streamlined to
create supersonic jets under high-pressure ratios while outlet areas have more abrupt passages with increased cross
sections for subsonic velocities. Both passage sets are separated by a settling chamber. (Courtesy Fisher Controls
International.)
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Figure 9 Reduction in sound pressure level caused by acoustical lagging based on Eq. (6) using a 0.5-mm steel sheet:
- - - h = 0.20 m; . . . . h = 0.10 m; h = 0.05 m. Note higher values than 35 dB are not reached with single layers.

11 REDUCTION ALONG THE PATH

Besides noise from valves, also noise created by a
high-speed (>40 m/s for gases) turbulent flow in a
pipe must be considered. However, in practice, pipe
noise will only exceed valve noise at gas velocities
at the valve’s outlet exceeding 0.3 Mach for standard
trims and 0.2 Mach for low noise trims.18 The internal
sound power (dB re 1 pW) created by the turbulent
boundary layer in a straight pipe is according to VDI
373315 given by

LW+(f ) = 20 − 0.16U + 10 log10(A × P × U 6)

− 25 log10
NT

N0T0
− 15 log10

γ

1.4

− 15.5 log10
f

U
(4)

where A is the cross-sectional area of the pipe (in m2),
P is the static pressure (in Pa) normalized with the ref-
erence pressure 100 kPa, U is the flow speed (in m/s),
N is the gas constant (N0 = 287 J/kg K), T is the abso-
lute temperature (T0 = 273 K), γ is the specific heat
ratio, and f is the octave band midfrequency (in Hz).
The formula is valid in the range 12.5 ≤ f/U ≤ 800.

In addition, bends and regions with flow separation,
for example, area expansions, can represent important
sources of flow-induced noise. To avoid excessive
flow separation and noise generation expansions (from

the valve outlet to the pipe) should be in the form
of conical sections with an angle not exceeding 15◦,
except where gas exit velocities at the valve outlet
exceed Mach 0.3. Bends should also be separated from
the outlet jet (> 5Dj ) of a valve to avoid a strong
excitation of wall vibrations and sound radiation. It
can also be noted that bends will have a higher
sound transmission than a straight pipe section of
the same diameter and wall thickness due to mode
conversion.

For a given internal sound power in a pipe the
radiated sound depends on the sound reduction index
of the pipe wall. A representative value19,20 for the
sound reduction index in the midfrequency range
between fc1 (the 1st coincidence frequency) and fr

(the ring frequency), where maximum transmission
occurs, is given by

R′
W = 10 + log10

ρwcLtw

ρf cf Di

(5)

where Di is the inner diameter, ρw is the density of
the wall material, ρf is the density of the fluid, tw the
thickness of the wall, cf is the speed of sound in the
fluid, and cL is the longitudinal wave speed in the wall.
From this equation it follows that an increase of the
wall thickness with a factor 2 will reduce the radiated
sound pressure level by 3 dB. The IEC procedure
predicts a larger influence of the wall thickness with an
increase up to 6 dB per doubling of wall thickness. It
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follows that changing the wall thickness is not a very
efficient way of reducing the radiated sound. Instead
so-called acoustic lagging is preferable when large
reductions (>10 dB) are needed.21–23 This basic idea
is similar to a vibration isolation and aims at shielding
the original pipe with a structure that has a reduced
vibration level. This is done first by wrapping the pipe
with a porous material (mineral wool) and covering
this with a limp and impervious top sheet. The porous
material provides sound absorption together with the
enclosed air stiffness and damping. The damping is
important to reduce the effect of acoustic modes
between the pipe wall and the top sheet. The porous
material used should have a high flow resistivity (> 20
Rayl/cm) and a low modulus of elasticity (E < 0.15
MN/m2).

Assuming that the top sheet is mass controlled
the reduction in the radiated sound pressure level,
for frequencies above the fundamental mass–spring
resonance, will be15

�Lp ≈ 40

1 + 0.12/D0
log10

(
f

2.2f0

)2

f > f0

(6)
where f is the frequency (Hz), f0 is the mass–spring
resonance frequency (Hz), and D0 is the outer diameter
(m) of the pipe (without lagging). The mass–spring
resonance can be calculated from

f0 = 60

√
m′′

t + m′′
p

m′′
t m

′′
ph

(Hz) (7)

where m′′ is the surface mass (kg/m2), the superscript
t denotes the top sheet and p the pipe, and h
is the thickness (m) of the porous (air-filled) layer.
Equation (6) has been plotted in Fig. 9, assuming pipe
walls that are much heavier than the top sheet and
with diameters>> 0.12 m. In practice, using a single-
walled lagging a maximum reduction of 30 to 35 dB
can be reached. Higher values can be reached in
particular in the high-frequency range by using double-
walled designs.

In gas-filled systems silencers can also be used
to reduce radiated noise from the downstream side
of a valve and also at its upstream side, since
a good portion of the sound power generated at
the valve’s interior will escape upstream (typically
10 dB less the downstream). This is especially
prevalent for “line-of-sight” valves such as butterfly
or ball valves. It is then important that the silencer
is positioned as close as possible to the valve or
the upstream end of a pipe from which radiation
is to be reduced. There are two basic types
of silencers: reflective and dissipative, see also
Chapter 85. Reflective silencers create a reflection
of waves by an impedance mismatch, for example,
by an area change or a side-branch resonator. The
reflective silencer type is primarily intended for the
plane wave range and is efficient for stopping single
tones. Dissipative silencers are based on dissipation

of acoustic energy into heat via porous materials
such as fiberglass or steel wool. These silencers
are best suited for broadband sources and for the
mid- or high- frequency range, which means that
dissipative silencers are best suited for reducing
valve noise.

REFERENCES

1. V. A. Carucci and R. T. Mueller, ASME Paper
82-WA/PVP-8, Acoustically Induced Piping Vibra-
tion in High Capacity Pressure Reducing Systems,
1982.

2. H. D. Baumann and G. W. Page, A Method to Predict
Sound Levels from Hydrodynamic Sources Associated
with Flow through Throttling Devices, Noise Control
Eng. J., Vol. 43, No. 5, 1995, pp. 145–158.

3. IEC Standard 60534-8-3, Control Valve Aerodynamic
Noise Prediction Method, International Electrical Com-
mission, Geneva, Switzerland, 2000.

4. M. J. Lighthill, On Sound Generated a Aerodynami-
cally. I. General Theory, Proc. Roy. Soc., Vol. A211,
1952, pp. 564–587.

5. H. D. Baumann, On the Prediction of Aerodynamically
Created Sound Pressure Level of Control Valves, ASME
Paper WA/FE-28, 1970.

6. H. D. Baumann, A Method for Predicting Aerodynamic
Valve Noise Based on Modified Free Jet Noise Theories,
ASME Paper 87-WA/NCA-7 28, 1987.

7. G. C. Chow and G. Reethof, Paper A Study of Valve
Noise Generation: Processes for Compressible Fluids,
ASME 80-WA/NC-15, 1980.

8. R. T. Knapp, Recent Investigations of the Mechanics
of Cavitation and Cavitation Damage, ASME , Vol. 77,
1955, pp. 1045–1054.

9. IEC Standard 60534-8-4, Prediction of Noise Generated
by Hydraulic Fluids, International Electrical Commis-
sion, Geneva, Switzerland, 2000.

10. H. D. Baumann and G. Kiesbauer, Valve Noise, Noise
Control Eng. J., Vol. 52, No. 2, 2004, pp. 49–55.

11. W. K. Blake, Mechanics of Flow-Induced Sound and
Vibration, Vol. 1, Academic Press, New York, 1986.

12. U. Ingard, Valve Noise and Vibration, Report No. 40,
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CHAPTER 76
HYDRAULIC SYSTEM NOISE PREDICTION
AND CONTROL
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1 INTRODUCTION

This chapter focuses on high pressure hydraulic fluid
power systems using positive displacement pumps. In
such systems line diameters are generally relatively
small (typically 10 to 50 mm). The flow is generally
considered to be single phase (quantities of gas bubbles
or solid particles are negligible), and pressures are
typically up to 100 to 300 bars. These systems have
a reputation for often producing unacceptably high
levels of noise. This problem can limit the range of
applications of fluid power and often causes the system
designer to favor other means of power transmission.
However, there are several measures that can be taken
for noise reduction.

Airborne noise originates from vibrations of com-
ponents, pipeworks, and housing. This vibration or
structure-borne noise may be caused directly by the
mechanical action of pumps and motors and can be
transmitted from pumps through mounts, driveshafts,
and pipes. Structure-borne noise may also arise from
system pressure ripple or fluid-borne noise. Fluid-
borne noise is caused primarily by unsteady flow from
pumps and motors but sometimes from valve instabil-
ity, cavitation, or turbulence. Fluid-borne noise can be
transmitted long distances through pipework.

2 POSITIVE DISPLACEMENT PUMP FLOW
RIPPLE AND NOISE

The prime sources of noise in a hydraulic circuit are
usually the pumps and motors, although valves are
also important noise generators.1–4 In addition, prime
movers can be noisy; diesel engines produce high noise
and vibration levels, and electric motors generally have
fan cooling systems that produce noise.

Pumps for fluid power applications are generally
positive displacement devices. The most common
types are piston pumps, gear pumps, and vane pumps,
and there are several variations for each type.5 The
following discussion also applies to hydraulic motors,
which work in a similar way to pumps.

Positive displacement pumps tend not to produce an
absolutely steady flow rate. Instead, the flow consists
of a mean value on which is superimposed a flow
ripple. The magnitude of the flow ripple is dependent
upon the pump type and operating conditions but
usually has a peak-to-peak amplitude of between 1 and
10% of the mean flow rate. Pump flow ripple tends
to have a periodic waveform due to the cyclic nature

of a pump’s operation, and different classes of pump
have different characteristic flow ripple waveforms.
This flow ripple interacts with the characteristics of the
connected circuit to produce a pressure ripple. There
are methods available for measuring pump flow ripple
and fluid-borne noise characteristics. See, for example,
Ref. 6 and 7.

Flow ripple occurs in both the suction and the
discharge lines. Normally, the discharge flow ripple is
most important in terms of noise. However, fluid-borne
noise in the suction line may cause noise problems
especially when it causes vibration of the reservoir.
The large surface area of the reservoir may act as a
“loudspeaker.”

2.1 Flow Ripple from an Axial Piston Pump

Axial piston pumps are commonly used in high-
performance applications as they can have variable
capacity and can operate at very high pressures. A
simplified cross section of an axial piston pump is
shown in Fig. 1. A rotating cylinder block is attached
to the shaft, and an angled swash plate causes the
pistons to reciprocate. At the other end of the cylinders
is a fixed port plate to provide communication between
the cylinders and the inlet and outlet ports.

Consider first of all the flow that is produced
by an idealized single cylinder. The piston moves
sinusoidally, and the port plate is arranged so that
the cylinder communicates with either the suction or

Inlet port

Outlet port

Angled swash 
plate

Rotating 
cylinder block

Fixed port plateDrive shaft
Slipper pad Piston

Cylinder

Figure 1 Simplified cross section of an axial piston
pump.
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discharge port, depending on the direction of motion
of the piston. First, we will assume that the cylinder
switches from one port to the other at exactly top
dead center (TDC) and bottom dead center (BDC),
and ignore fluid compressibility. The flow from the
cylinder into the discharge will be equivalent to half
a sinusoid as shown in Fig. 2. This is termed the
kinematic component as it is determined purely from
geometric considerations.

In reality, however, as the piston passes BDC
and the discharge port opens to the cylinder, the
difference between the high-pressure discharge and the
low pressure in the cylinder causes a reverse flow into
the cylinder until the pressure equalizes. This can take
the form of a sharp spike as shown in Fig. 2. The
amplitude of this spike is pressure dependent and it
can be quite large. Fluid inertia in the port plate can
cause oscillations after the spike as shown in the figure.
A similar effect will occur in reverse as the cylinder
passes TDC and opens to the inlet port.

The total flow ripple from a multicylinder pump is
the sum of individual cylinder flows. Usually, the main
feature of the flow ripple is the flow spike due to fluid
compression, which can lead to severe system noise.
This repeats itself for each cylinder; a nine-cylinder
pump will have nine spikes per revolution. The
magnitude of the flow ripple from axial piston pumps
is strongly dependent on the design of the pump,
in particular the port plate geometry. Fig. 3 shows
some measured flow ripples for a piston pump5 (the
plots are offset vertically for clarity). The compression
pulse is clearly apparent and its magnitude is roughly
proportional to pressure.

The flow ripple can be reduced by use of carefully
designed relief grooves in the port plate as shown in
Fig. 4. These have the effect of slowing down the
compression of the fluid in the cylinders and making
the reverse flow spike less severe, as Fig. 5 shows.
Most pumps of this type make use of this feature.

Retardation of the opening of the port plate can also
reduce the flow ripple. In this way, the piston motion
can be used to precompress the fluid in the cylinder to
the delivery pressure before the delivery port opens.
This can be very effective as shown in Fig. 5, but
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Figure 5 Typical flow ripples for different port plate
configurations.

the optimum delay depends on the load pressure,
swash setting, and fluid properties. Most pumps have
a combination of relief grooves and retarded ports.
Adjustable delays have been tried, but this can be very
complicated to implement successfully.

The fundamental frequency is equal to the pumping
frequency, that is, the speed of the pump (in revolu-
tions/second) times the number of pistons, gear teeth,
or other pumping elements. A typical plot of the flow
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ripple harmonic amplitudes for an axial piston pump is
shown in Fig. 6. The “spiky” nature of the flow ripple
waveform is manifested in a large number of strong
harmonics over a broad frequency range.

2.2 Flow Ripple from Vane Pumps
Vane pumps incorporate a slotted rotor and a eccentric
or oval cam ring. Flat metal vanes slide in the rotor
slots and bear against the cam ring as shown in Fig. 7.

The flow ripple from vane pumps has similar
features to that from axial piston pumps. The flow
ripple depends on the shape of the cam ring, but
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Figure 6 Typical piston pump flow ripple spectrum.

Outlet Port

Cam

Rotor

Inlet Port

Vane

Figure 7 Simplified diagram of a vane pump.

generally the dominant component is produced by
fluid compression as a vane passes the start of the
delivery port. This can be made more gradual by
the use of relief grooves. The magnitude of the
flow ripple tends to be increased if cavitation or air
release occurs because of increased fluid compression.
Hydraulic power-assisted steering systems often use
engine-driven vane pumps with integral flow and
pressure control valves, in which the excess flow is
bypassed internally through a valve from the pump
delivery back to the intake. Cavitation or air release
can occur in the bypass valve, resulting in gas bubbles
being recirculated through the pump.

2.3 Flow Ripple from Gear Pumps

External gear pumps consist of two meshing gears in a
housing. Fluid is pumped via the gaps between the gear
teeth. The idealized form of the source flow ripple from
an external gear pump is shown in Fig. 8. It is due to
the changing geometry of the meshing of the gears as
they rotate. It is generally assumed to be independent
of pressure. Fluid compression, although it does take
place between the inlet and outlet ports, normally tends
to be less sudden as it is spread over a large angle of
gear rotation and is therefore not as significant as for
axial piston pumps.

The spectrum of this flow ripple consists of
a very strong fundamental component and rapidly
diminishing higher harmonics, as shown in Fig. 9. This
can result in a quite different audible tone to that of a
piston or vane pump.

Several attempts to produce low noise external gear
pumps have been made, such as using helical gears
or multiple, phased gears, or by reducing the gear
backlash. However, these all incur a cost penalty.

2.4 Reduction of Pump Flow Ripple

The noise problem is tackled at its true source by
reducing the flow ripple of the pump or motor.
However, this cannot normally be controlled by the
user except by changing the operating conditions.
Reducing pressure can help but is generally not
practical.
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Figure 8 Ideal gear pump flow ripple.
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Figure 9 Typical gear pump flow ripple spectrum.

Air bubbles in the fluid can increase the fluid
compressibility and hence increase pump flow ripple.
Good reservoir design and suction line design can
minimize air bubbles and air release.

Cavitation is the formation of bubbles of vapor
that occurs in regions where the pressure falls to the
vapor pressure of the liquid (the vapor pressure is
typically about 100 to 1000 Pa absolute). Cavitation
can increase pump noise, as well as being highly
damaging. The cavitation can be directly audible either
as a hissing or a harsh rattle. Additionally, cavitation
releases air bubbles in the fluid. Cavitation can be
avoided by good inlet line design or the use of a boost
pump if necessary.

Selection of a different pump with less flow ripple
may be a solution to a noise problem. Cost must, of
course, be taken into account. Classes of pumps that
generally produce low flow ripple include internal gear
pumps and screw pumps. Screw pumps are used in
submarines precisely because of their low noise, but
rarely used elsewhere because of their cost. Pumps
with high-flow ripple include external gear pumps and
axial piston pumps. Generally, there are several other
criteria that also need to be considered, and it is rarely
possible to select a particular class of pump purely
on the basis of its noise characteristics. Also, different
pumps of the same class can produce radically different
fluid-borne noise levels (Table 1).

3 VALVE NOISE
Valves can cause noise in a number of ways:

• Cavitation, air release, and turbulence

Table 1 Comparative Noise Levels of Typical Pumps

Noisiest Axial piston pumps
· External gear pumps
· Vane pumps
· Internal gear pumps

Quietest Screw pumps

• Chatter or instability

• Water hammer

3.1 Cavitation, Air Release, and Turbulence
Noise

Cavitation frequently occurs in valves where it causes
a distinct high-frequency hissing noise. The random
nature of the bubbles causes a broadband spectrum.
Flow and pressure control valves contain variable
orifices to control the fluid flow. An orifice acts to
restrict the flow causing a high-velocity jet. Bernoulli’s
equation states that the sum of static pressure and
dynamic pressure is constant (if losses and gravity are
neglected). The dynamic pressure is proportional to the
square of the fluid velocity. In a high-velocity jet the
dynamic pressure is high and hence the static pressure
is low. Most of the dynamic pressure is dissipated
through turbulence and viscous losses downstream of
the orifice, but some may be converted back to static
pressure when the jet slows down. This means that the
pressure in the valve can be less than the downstream
pressure. Also intense turbulence can occur around the
jet, causing localized, unsteady low-pressure regions.
Cavitation can occur if the localized pressure falls to
the vapor pressure. Air release may also occur.

Some valve types are more prone to cavitation and
turbulence noise than others. Laminar flow valves have
been designed that avoid turbulence; however, the flow
characteristics of these tend to be strongly dependent
on the fluid viscosity and hence on temperature.

Cavitation is strongly influenced by the back
pressure downstream of the valve. Often cavitation
noise can be reduced by increasing the back pressure.
One way of achieving this is to use two valves in
series. Unfortunately, increasing the back pressure
can sometimes have the converse effect of worsening
cavitation noise, as cavitation noise tends to reach a
peak at a certain back pressure and falls for lower or
higher pressures.8
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3.2 Valve Instability
Some valves can generate self-excited oscillations,
which results in a squealing or whistling sound,
sometimes very loud. This is an inherent feature
of the valve and may be due to a combination of
low damping, positive feedback, jet oscillation, and
resonance. It tends to be highly dependent on pressure,
flow, and temperature and sometimes comes and goes
for no apparent reason. In some cases it can be
eliminated easily by small changes in valve position or
conditions, but in other cases it is more tenacious and
may be avoided only by use of a different component.

3.3 Water Hammer

Water hammer9 is a common name for hydraulic
shocks or surges that usually occur when a valve is
suddenly opened or closed. When a valve is closed the
fluid is decelerated suddenly, causing a pressure rise at
the inlet and fall at the outlet due to the momentum of
the fluid. This results in a pressure wave that travels at
the speed of sound through the pipelines (the speed of
sound in hydraulic fluid is typically 1000 to 1400 m/s,
considerably higher than in air). The wave is reflected
when it reaches a valve, pump, reservoir, or other
change. Cavitation can occur if a low-pressure wave
is formed. Water hammer can cause severe transient
vibration and “banging”. As well as causing noise, it
can be damaging to the system. Water hammer is best
avoided by preventing sudden valve closures. In severe
cases shock alleviators such as accumulators can be
used.

4 TUNING OF THE CIRCUIT TO AVOID
RESONANT CONDITIONS
It may be helpful to understand the behavior of
pressure waves as they travel in a hydraulic circuit.
Consider a simple system consisting of a pump, a
pipe, and a restrictor valve. The pump produces a flow
ripple that consists of a broad spectrum of harmonic
components. We shall examine what happens to one

single harmonic (i.e., a pure sinewave) of this flow
ripple.

The sinusoidal flow ripple harmonic produces a
pressure wave that travels along the pipe at the
speed of sound When the wave reaches the other
end of the pipe, it is reflected and travels back
to the pump. It is reflected again at the pump,
where it combines with the original wave. It may
combine so as to reinforce the original wave, in
which case high-pressure ripple levels can build
up. This is a resonant condition. Alternatively, it
may combine so as to partially cancel out the
original wave, resulting in much lower pressure ripple
levels. This is an antiresonant condition. Whether
resonance, antiresonance, or something in between
occurs depends on the length of the pipe and the
frequency.

For the simple pump–pipe–restrictor system, the
length of pipe has a great effect upon the pressure
ripple levels. This also applies to more complicated
systems. Thus by judicious system design, it may
be possible to cause a significant reduction in the
pressure ripple levels. However, for this to be done
in a rational manner, detailed knowledge of the
relationships between the circuit configuration and
fluid-borne noise is required. For all but the most trivial
of systems this relationship is not simple.

For example, Fig. 10 shows a graph of the sim-
ulated root-mean-square (rms) pressure ripple at the
pump exit in a typical hydrostatic transmission con-
sisting of a piston pump, a length of flexible hose, a
length of rigid pipe, and a motor for a range of differ-
ent rigid pipe lengths. Only the pressure ripple pump
flow ripple is considered in this simulation; the motor
is modeled as a passive termination. It can be seen that
there is a very large variation in the simulated pressure
ripple levels, and resonant peaks are apparent.

Some specialist software packages are available for
prediction of fluid-borne noise levels.10,11 These can
aid the designer in determining what circuit dimensions
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Figure 10 Example of simulated pressure ripple magnitude in a hydrostatic transmission versus pipe length.
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will cause resonance, so that steps can be taken to
avoid these conditions. Alternatively, trial-and-error
can be used. Tuning of the system is most likely to
be effective when the speed of the pump is fixed,
as it is difficult to avoid resonances if the harmonic
frequencies are varying.

5 FLUID-BORNE NOISE SILENCERS
OR PULSATION DAMPERS
A wide range of proprietary fluid-borne noise silencers
(attenuators, pulsation dampers) is available. These,
when used correctly, can be extremely effective in
reducing the fluid-borne noise in a circuit, reductions
of 20 to 40 dB (10:1 to 100:1) being typical.
Specialized silencers tend to be expensive, and may
be bulky and heavy, requiring robust supports. They
normally are only suitable for situations in which
the fluid-borne noise level is very critical and where
cost, size, and weight are less important, such as
in naval vessels. However, other common hydraulic
circuit components such as accumulators and flexible
hoses may be effective as fluid-borne noise silencers
and provide a low-cost solution.

Figure 11 shows some common silencers and
Fig. 12 shows their attenuation characteristics. This is
described by the transmission loss, which is the ratio
of the input fluid-borne sound power to the output
fluid-borne sound power under controlled conditions,
normally expressed in decibels.

The side branch and Helmholz resonators (Fig. 11a
and 11b) are tuned devices and only provide good
attenuation over narrow bands, which limits their range
of applications. Both are effective at their resonant
frequencies at which they have a low entry impedance.
Side branch resonators are sometimes known as quarter
wavelength resonators, as the lowest frequency at
which this happens is when the resonator length is
a quarter of the wavelength, that is,

f = c

4L
Hz

where c = √
B/ρ, is the speed of sound in the fluid

(in m/s), B is the effective bulk modulus of the fluid
(in N/m2), ρ is the fluid density in (kg/m3), and L is
the tube length. Attenuation bands also exist at odd
integer multiples of this frequency (i.e., 3c/4L, 5c/4L,
etc.), as shown in Fig. 12a. These can be used to
attenuate several harmonics produced by a pump or
motor, but it is not possible to attenuate a complete
harmonic series; it can be tuned to the first, third, and
other odd harmonics but not simultaneously to the even
harmonics.

The speed of sound is typically about 1000 to
1400 m/s, but it depends on pressure and temperature
and can be considerably reduced by air bubbles or by
flexible tube walls. For this reason it can be difficult
to tune such a device accurately. Care should be
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Figure 11 Some fluid-borne noise silencers: (a) Side branch; (b) Helmholtz resonator, (c) accumulator, (d) expansion
chamber, and (e) typical double chamber silencer.
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Figure 12 Silencer performance characteristics: (a) Side-branch resonator, L = 1 m, C = 1330 m/s; (b) Helmholtz damper,
V = 0.5 L, A = 1cm2, L = 5 cm; (c) expansion chamber, L = 0.5 m, area ratio = 16.

taken to avoid trapped air; for example, it should
be positioned pointing downward to allow bubbles
to escape by buoyancy. If flexible hose is used for
the side-branch resonator, allowance must be made
for the compliance of the hose, which can reduce the
effective bulk modulus by a factor of between 2 (for a
stiff, high-pressure hose) and 10 (for a lower pressure
textile-braided hose). In addition, the higher frequency
attenuation bands may not be uniformly spaced in
frequency because of the complex hose behavior.

A Helmholtz resonator has a single resonant
frequency given by

f = c

2π

√
A

V L
Hz

where A is the cross-sectional area of the neck (in
m2), V is the volume of the chamber (in m3), and L is

the length of the neck The attenuation characteristics
are shown in Fig. 12b. The liquid volume acts as a
capacitor or spring, and the fluid in the neck as an
inductor or mass. Similar considerations apply as for
side-branch resonators.

The accumulator (Fig. 11c) behaves in a similar
way to the Helmholtz damper. Because of the low stiff-
ness of the gas, it generally has quite a low resonant
frequency, and this depends strongly on pressure as the
gas volume and stiffness changes. Standard accumu-
lators are not particularly effective as high-frequency
attenuators, although special types are available for this
purpose. One silencer design based on the accumulator
principle utilizes a tubular diaphragm through which
the hydraulic fluid flows, with pressurized gas in an
annular chamber surrounding the diaphragm. Because
the neck of the accumulator is eliminated from this
design, it can be very effective as a silencer. However,
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the gas precharge pressure is critical, and it may not be
effective or reliable in applications where the hydraulic
pressure varies greatly. It will also require more regular
maintenance than a simple expansion chamber.

The expansion chamber (Fig. 11d) consists of an
in-line chamber (usually cylindrical) with a larger
diameter than the connected pipes. It has the attenua-
tion characteristics shown in Fig. 12c. It has a broad-
band behavior, apart from narrow bands of poor atten-
uation at frequencies given by

f = c

2L
Hz

where L is the chamber length. The peak transmission
loss (TL) is given approximately by1,9

TLMAX = 20 log10(r) − 6 dB

where r is the ratio of expansion chamber cross-
sectional area to line cross-sectional area.

Expansion chambers are ineffective at very low
frequencies. The lowest cutoff frequency, below which
the transmission loss is less than 3 dB, is given
approximately by

f0 = c

πLr
= Ac

πV
Hz

where A is the line cross-sectional area and V the
expansion chamber volume. Thus, for good low-
frequency attenuation a large volume chamber is
needed.

Commercial silencers as shown in Fig. 11e tend
to be combinations of expansion chambers, side-
branch resonators, Helmholtz dampers and orifices,
and can be very effective over a broad frequency
range, typically providing broadband attenuation of
30 dB or more. However, they can be bulky and
expensive, particularly if they are to be effective at
low frequencies.

6 FLEXIBLE HOSE

Flexible hose is often a convenient and cost-effective
way of attenuating or isolating both fluid-borne and
structure-borne noise. A suitable length of flexible
hose should be fitted close to the noise source to
reduce noise and vibration in the rest of the system.1–3

In providing mechanical isolation for a pump, it
is essential to use flexible hoses for both suction
and delivery. Depending on the relative importance
of quietness and other factors such as cost and
compactness, hose lengths are likely to vary from
about 1 m to around 3 m.

If the pipework can be firmly clamped to a support
of high impedance at the point where it is connected
to the hose, this will improve the isolation.

While flexible hose is very effective at isolating
structure-borne noise, it is not always so effective for
reducing fluid-borne noise. Typical measured fluid-
borne noise transmission loss characteristics of 1 m
lengths of several common hose types are shown in
Fig. 13. The nylon-braided hose provides a useful level
of attenuation over a broad frequency range. This hose
was designed for a power-assisted steering application
and is limited to pressures below about 80 bars. The
single steel-braided, double steel-braided, and four-
spiral steel hoses, which have much higher pressure
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Figure 13 Typical fluid-borne transmission loss characteristics of 1 m of flexible hose.
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ratings, have poor transmission loss characteristics
except in narrow frequency bands. The transmission
loss is especially poor at low frequency.

The nylon-braided hose is far more expandable and
compliant than the steel-reinforced hoses. It is this
expandability, along with the inherent damping of the
rubber and reinforcement, that provides fluid-borne
noise reduction. High-pressure steel-reinforced hoses
do not provide much attenuation, and hose may not be
very effective for reducing fluid-borne noise produced
by a high-pressure pump. However, the hose will still
provide useful structure-borne noise isolation.

For fluid-borne noise attenuation, generally speak-
ing the more hose the better. However, it is possible
to use too much hose because:

• Hose is expensive compared with rigid pipe,
and long lengths may not be cost effective.

• For a given level of fluid-borne noise, the more
flexible walls of hose will radiate more airborne
noise per metre length than an equivalent steel
pipe.

6.1 Tuner Inserts for Hoses

In hydraulic power-assisted steering systems, flexible
hoses are used as the main noise attenuation device.
Highly compliant textile-braided hoses are generally
used, as these provide good vibration isolation and
noise reduction and the pressures are usually relatively
low (<100 bars). To improve the fluid-borne noise
attenuation further, tubular “tuner” inserts are often
fitted inside the hose as shown in Fig. 14. These
usually consist of a flexible metal or plastic tube
attached inside one end of the hose and provide a
form of tuned attenuator. The plastic tubes may be
perforated to improve the performance. Sometimes
restrictors and sleeves are used in conjunction with
the tubular insert. Tuner inserts can provide excellent
attenuation at low cost but need to be “tuned” carefully
to the system.12,13 To be effective these devices rely
on compliant hoses and are likely to be less effective
in higher pressure systems because stiffer hoses are
needed.

7 VIBRATION ISOLATION

Isolating the mechanical vibration of a pump from the
foundation on which it is mounted is achieved using

flexible mounts. There are two basic types of arrange-
ment: The pump and driving motor can be mounted
separately and connected by sufficiently flexible cou-
plings, or they can be rigidly connected together and
the combined unit can be flexibly mounted. The former
method is not usually recommended. Misalignment is
inevitable and, even with flexible couplings, this can
put loads on the bearings of the pump and motor,
which are undesirable and may themselves generate
vibration. The only circumstance in which separate
mounting should be considered is when transmission
of the pump vibration to the motor causes unaccept-
able radiation of noise from the much larger surface
area of the latter. Even then, an acoustic enclosure or
cladding may be the best answer.

Normally, the pump is connected to its driving
motor either by a bell housing or by having both
the pump and the motor on a common base. The
surface area of a base should be as small as possible to
minimize airborne noise radiation; the base should be
as rigid as possible, and in the case of both the base and
the bell housing it is an advantage to choose materials
and construction to give some damping, for example,
by using cast iron or by using a bolted or riveted
construction. Thin rubber gaskets can be helpful on
a bell housing. The worst type of base would be a flat
plate, which would act as an effective sounding board.

Even with a combined mounting arrangement, care
needs to be taken in the selection and fitting of a
suitable shaft coupling between pump and motor. This
should incorporate a resilient material, but the torsional
stiffness should not be such as to allow torsional
resonances in the operating range. Accurate alignment
is desirable.

Because of their small surface area, pipes are not
usually strong sources of airborne noise, but problems
tend to occur when pipes are mounted incorrectly. A
pipe attached rigidly to a metal surface can produce a
very effective loudspeaker! Flexible plastic or rubber
mounts should be used, as their resilience reduces the
transmission of vibration from the pipe and also damps
out resonances in the pipe. The mounts should be
located at stiff points in the supporting structure, and
not in the middle of panels.

8 ACOUSTIC ENCLOSURES AND CLADDING

Enclosure of a hydraulic system1–4 within a sound
barrier can be a very effective means of noise

Flexible Hose

Spiral Metal or Flexible
Plastic Tube (shown
with perforations)

Inlet Outlet

Figure 14 Hose with tuner insert.
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reduction. It may be feasible to enclose the “power
pack” (pump, prime mover, reservoir, and ancillary
components) within a chamber, but it is rarely possible
to enclose the complete hydraulic system. Often this is
sufficient as the power pack may be the prime source
of airborne noise. However, pipes are very effective
conductors of fluid-borne noise, and structure-borne
noise and it may not be practicable to enclose these
and the rest of the circuit. Flexible hose is usually
necessary to provide isolation in both supply and return
lines.

Great care must be taken when enclosing the
power pack to prevent overheating. In particular, a
free airflow path must be provided for electric motor
cooling. Baffled ducts are needed to limit the escape
of noise through the vents. Apart from the vents,
the enclosure must be well sealed as small gaps can
seriously impair the performance of the enclosure.
Easy access must be included to facilitate regular
maintenance.

It is very important that the hydraulic components
or other vibrating parts do not touch the acoustic
enclosure, as the enclosure will act as a sounding board
and make the problem worse. Particular care should be
taken where pipes enter or leave the enclosure.

9 CONCLUSIONS

Noise in hydraulic systems is a broad and complex
subject. The noise level of a system is dependent on the
complex interaction of a large number of components.
Pump flow ripple causes fluid-borne noise that then
causes structure-borne and airborne noise. There are
several established methods for reducing noise, and
with some care significant improvements can be made
with little or no increase in cost.
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1 INTRODUCTION

A combustion system is composed of a burner in
which fuel is added to the air or pure oxygen stream
and a combustor or furnace that encloses the reaction
zone. In furnaces and burner systems, heat chemically
stored in the fuel is released, providing an increase in
temperature of the working medium ranging from 1000
K up to 3000 K. The temperature increase depends on
the fuel enthalpy.

Furnace and burner applications range from domes-
tic heating units to power generation central station
boilers to gas turbine engines and use solid, liquid, and
gaseous fuels. Due to their high heat release density,
furnace and burner applications are prone to combus-
tion instabilities. The principles of combustion noise
in industrial and power systems using gas and liquid
fuels apply generally to all types of combustion sys-
tems. The phenomenon of thermoacoustically induced
oscillations in combustion systems is complicated and
usually only qualitative explanations can be given. Var-
ious prediction methods have been developed in the
past decade. Technical solutions are available to damp
and control combustion oscillations.

2 OVERVIEW OF COMBUSTION SYSTEMS

Combustion systems consist of fuel and air delivery
systems, a burner, and a combustor. The fuel injection
element is typically referred to as the burner. The
element within which heat release takes place is
typically referred to as the combustor or furnace. The
elements of a simplified premix combustion system are
shown in Fig. 1.

The purpose of combustion systems is to add heat
to an airstream. The power density of combustion sys-
tems ranges from approximately 100 kW/m3 in atmo-
spheric systems to 100 MW/m3 in modern stationary
gas turbines operating at pressurized conditions and as
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Figure 1 Main elements of premix combustion systems
for (a) an ideal premix system and (b) a technical premix
system.

high as 500 MW/m3 in jet engines operating at pres-
sures up to 40 bars. The main mechanisms for com-
bustion noise are common to all combustion systems.

The purpose of a fuel burner is to mix and direct
the flow of fuel and air to ensure rapid ignition and
complete combustion within the furnace or combustor.
The combustion of gaseous fuels takes place in two
ways: (1) when the gas and air are mixed before
ignition, as in a Bunsen burner, referred to as premix
flames (Fig. 1 depicts both ideally premixed and
technically premixed cases) and (2) when the gas and
air are mixed after the fuel has been heated, referred
to as diffusion flames.1

In diffusion mode the fuel and oxidizer enter
the reaction zone separately and diffuse through it.
Combustion takes place at stoichiometric conditions
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and is typically stable and high in temperature, causing
high levels of oxides of nitrogen emissions (NOx).
Premix mode is characterized by lower combustion
temperatures, permitting NOx emissions as low as
9 ppm for pressurized gaseous combustion and below
2 ppm for atmospheric gaseous combustion. Premix
systems utilizing liquid fuel have first to evaporate the
liquid droplets, then to mix them with the air prior
to combustion.2 Solid fuels such as coal can only be
burned in diffusion mode with combustion taking place
on the surface or in the core of the solid particle,
requiring other measures for NOx abatement.

Flame stabilization or anchoring consists of an
equilibrium condition established between the heat
release rate or reaction rate of the reacting species
and the flow velocity. This equilibrium is maintained
by providing flow recirculation zones and/or piloting,
which provides a small region of high temperature at
which reaction of main flow can be anchored. In case
of low turbulent flow the heat transfer by conduction
and radiation toward the cooled walls also affects this
equilibrium.

Swirl, imparted by the burner, is commonly used to
augment flame stabilization by forming large reverse
flow zones with resultant increased mixing rates. In
premix burners the flow velocity must be high enough
to avoid flashback into the burner but not so high as
to cause blowoff at the burner outlet, extinguishing the
flame.3,4

Noise generated by the combustion process can
generally be characterized as one of two types:
(1) combustion roar and (2) combustion-driven oscil-
lations or thermoacoustic instabilities. The latter type
of noise is observed when pressure oscillations are
induced by heat release oscillations. The term ther-
moacoustic reflects the strong relationship between
heat release oscillations and pressure oscillations that
can establish a feedback cycle as shown in Fig. 2.5,6

Although thermoacoustic instability is closely con-
nected to flame stabilization, their instability criteria
are different. In this chapter the main focus is on ther-
moacoustic instability owing to its higher sound pres-
sure levels and greater potential for structural damage.

3 TYPES OF COMBUSTION SYSTEMS

Premix burners are used for many natural-draft and
forced-draft applications where accurately controlled
conditions must be maintained. Natural-draft premix
burners use fuel spuds (jet orifices) and injectors to
aspirate the air into a mixing volume that forms a

Figure 2 Simplified feedback cycle that generates
thermoacoustic combustion instability.

portion of the burner. An adjustable shutter may be
included for the control of the air flow rate in an
aspirated-air burner. Alternately, premix burners for
use with forced air may aspirate the fuel gas.

Nozzle-mix burners mix the air and gas within the
furnace or combustor downstream of the burner itself.
Jets of fuel gas and/or air produce turbulence that
sustains the mixing process. Some nozzle-mix burners
employ rotating spiders to increase turbulence.

Diffusion-flame burners are not commonly
employed as primary burners for furnaces and combus-
tors. In modern low-emissions combustors, diffusion
flames serve only as pilot flames using in the range of
3 to 15% of the total fuel flow to initiate and/or sustain
ignition of the primary burner flames.

The general category of oil-fired burners may
include all liquid-fueled burners. Any differences in
the nature of noise emissions from oil-fired burners
relative to gas-fired burners probably arise either from
the presence of two distinct flame regions within oil-
fired burners, the primary and secondary flame, or
from the inherently different fuel nozzle arrangements.
The primary flame is where the lighter fractions of
oil are heated to ignition temperature and is also
the source of heating for the secondary flame, where
the heavier fractions are burned. Some liquid fuels
require additional preheating, and as for all fuels the
maximum temperature must be carefully controlled to
avoid excessive flame instability.

Low NOx emissions can be achieved in oil-fired
burners by adding water to the flame, either via
separated water spray or by a water–fuel emulsion.
Due to the evaporation heat and the high heat capacity
of the evaporated water molecules, the combustion
peak temperatures are lowered, and NOx emissions
are significantly reduced. However, the evaporation of
water also represents a volume source that in resonance
with the combustion chamber may amplify combustion
oscillations considerably.

As a general rule, high-frequency (1 kHz and
higher) sound emissions from oil fuel combustion
tend to be higher than for gas fuel. At low fre-
quencies (approximately 150 Hz and below, including
infrasonic frequencies), oil fuel combustion tends to
generate lower overall sound pressure levels. At all
other midfrequencies, there is essentially no difference.
Thus, audible airborne A-weighted sound pressure
level from gas firing is expected to be quieter, whereas
overall unweighted or C-weighted sound pressure level
from oil firing may be expected to be quieter. Such
differences, however, are seldom more than 2 to 5 dB.

Pulse combustors are combustion-driven, non-
steady-flow devices in which the fuel is reacted inter-
mittently. With inherently high-energy conversion effi-
ciencies on gas or liquid fuel, these devices are being
applied in a variety of commercial uses, including gas
turbine combustors.7 Their inherently high noise lev-
els, however, limit their use somewhat.

4 PHENOMENOLOGICAL DESCRIPTION OF
COMBUSTION NOISE
The noise spectrum for combustion roar has a broadband
“haystack” form similar to, but flatter than, that of noise
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from a jet. There is a spectral peak frequency, which, for
open turbulent flames, increases with the mean velocity
and decreases with increasing diameter and fuel mass
fraction.8 The basic noise source is the turbulent motion
of the flame front. Levels of combustion roar are heav-
ily dependent on the levels of turbulence in the flame.5
Typical efficiencies of conversion from chemical energy
input of a burner to combustion roar sound power emis-
sion are in the range 10−8 to 10−5. While combustion
system enclosures typically attenuate this sound radia-
tion, components of the combustion roar spectrum may
be amplified at the natural frequencies of these enclo-
sures, thus modifying the spectrum shape and increasing
energy conversion efficiency.

Combustion-driven oscillations are characterized
by a feedback cycle that converts chemical energy
to oscillation energy as shown in Fig. 2 at an effi-
ciency on the order of 10−4. In general, a fluctuating
flame produces a periodic but nonsinusoidal wave out-
put of energy. Thermoacoustic oscillations in the form
of dynamic pressure resonances will cause furnace or
combustor liner vibrations that can only be tolerated
within certain limits. Maximum permissible pressures
will be unique to each design and typically will be a
function of frequency. Excessive heat transfer to sur-
faces can produce structural softening or weakening
and when combined with excessive pressure oscilla-
tions can yield disastrous consequences.

Pressure oscillations in the combustion chamber
induce volume flow oscillations at the burner exit,
which in turn cause fluctuations in the flow of react-
ing species toward the flame front, resulting in heat
release oscillations. In nonideal premixed systems this
pulsating flow of reactants couples with fluctuations
in fuel concentration generated at the mixing location
due to the unequal acoustical impedances of the air
and fuel supply systems. It may be said that the air
supply is acoustically soft (compliant) due to small
pressure losses, whereas the fuel supply is acoustically

hard (stiff), characterized by a high-pressure drop. In
liquid-fuel injection systems the fuel supply is consid-
ered incompressible.

The combustion instability criterion follows Lord
Rayleigh9: In the absenceof acoustic damping, a positive
correlation of the pressure fluctuations p′ and the heat
releasefluctuationsq ′ results in combustion instabilities.
The mathematical formulation of this criterion is the
Rayleigh criterion:

Rg,norm =

t+Tper∫
t

∫
VHz

p′(r, t)q ′(r, t) dr dt

pqVHzTper
> 0 (1)

where r is the position vector, t denotes time, p′ and
q ′ denote the steady components of pressure and heat
release, VHz denotes the combustor volume, and Tper
denotes the time period of the oscillation.

The combustion-driven oscillation feedback cycle
is complicated by the interaction of the influence
parameters shown in Fig. 3. A typical spectrum
depicting the spikes due to pressure oscillations
induced by thermoacoustic instabilities is shown in
Fig. 4.

The acoustic waves at low and intermediate fre-
quencies have long wavelengths compared to the trans-
verse dimensions of the combustion system, and they
propagate through all of the adjoining components.
The dimensions and acoustic properties of the burner
plenum impact the impedance of the burner exit,
affecting the magnitude of pressure-induced volume
flow fluctuations. The acoustic properties of the fuel
lines determine the magnitude of fuel flow fluctua-
tions at the fuel nozzles. The acoustic geometry of
the combustor determines the shapes of the acous-
tic modes, which are also influenced by the acoustic
boundary conditions at the combustor exit. The central
player in the feedback cycle is the flame.
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Figure 3 Thermoacoustically relevant influence parameters of the feedback cycle.
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Figure 4 Typical spectrum of thermoacoustically induced pressure oscillations.

The spectra of thermoacoustically induced pressure
oscillations may be divided into low-, intermediate-,
and high-frequency regions. For example, in gas
turbine practice these regions are approximately: 4
to 70 Hz, low-frequency dynamics (LFD); 70 to
700 Hz, intermediate-frequency dynamics (IFD); and
700 to 4000 Hz, high-frequency dynamics (HFD).
In the gas turbine combustor spectrum of Fig. 4, the
IFD and HFD regions exhibit typically pronounced
frequency peaks, although the HFD region includes
more broadband excitation in addition.

Low-frequency dynamics are caused by periodic
flame extinction, which is the result of poor flame
stabilization. The flame reactions are quenched in the
first part of the oscillation period and are then reignited
during the second part. The feedback cycle involving
total quenching of the flame is characterized by long
time constants, and, hence, only low frequencies
are excited. The frequencies are so low that the
corresponding mode shape is a bulk mode in which
all pressure fluctuations have the same phase. This
instability is suppressed by either decreasing the flow

velocity or increasing the size of the recirculation zone,
providing low-velocity regions for flame stabilization.

Intermediate-frequency dynamics are characterized
by standing waves in which fluid elements oscillate
with different phase angles. Mode shapes may, for
example, be first-order or second-order axial modes
for can-type combustors in gas turbines as shown
in Figure 5. In annular combustors, azimuthal mode
shapes are excited as shown in Figure 5c.10 The
feedback cycle between pressure and heat release
oscillations for IFD is characterized by time constants
in the range of 3 to 6 ms.

High-frequency dynamics are excited by a feed-
back cycle involving very small time constants (below
0.5 ms). In general, a large number of mixed mode
shapes featuring axial, azimuthal, and radial depen-
dence fit into combustors of all types at this frequency
range as shown in Fig. 5b. Different modes excited
in parallel result in a more broadband spectrum. Not
much is known about the excitation mechanism due
to the small time scales, which cannot be resolved
with current measurement technologies. Future work
using modern fast data acquisition systems allowing

(a) (b ) (c )

Figure 5 Mode shapes for the different types of frequency ranges: (a) axial Mode, 300 Hz, (b) combined mode, 1700 Hz,
and (c) annular combustor, second azimuthal mode, 200 Hz.
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higher time resolution will provide more insight into
these phenomena. However, since the performance of
damping systems increases with frequency, HFD has
been suppressed successfully by using dampers such
as Helmholtz resonators.

5 THEORETICAL DESCRIPTION OF
COMBUSTION OSCILLATIONS
Combustion instabilities are described by nearly the
same equations for the propagation of the acoustic
pressure and acoustic velocity as outlined in Part
I of this handbook. Differences are due to the
source term representing the heat release fluctuations.
Assuming only small perturbation, the linearized
transport equations for acoustic pressure and velocity
are then formulated as4

∂u′

∂t
+ (u′ • ∇)u′ + u′∇u′ = −1

ρ
∇p′ (2)

∂p′

∂t
+ u′ • ∇p′ + u′ • ∇p + γ(p∇ • u′)

+ γ(p′∇ • u′) = (γ − 1)q ′ (3)

Neglecting the impact of mean flow the equations
are simplified to be

∂2p′

∂t2
− c2∇2p′ = (γ − 1)

∂q ′

∂t
(4)

∂u′

∂t
= −1

ρ
∇p′ (5)

6 PREDICTION METHODS
A number of different methods for solving thermoa-
coustic problems have been developed. Table 1 lists a

selection of solution methods sorted according to the
type of equation and the corresponding assumptions
to which they refer. In column 4 comments relating
to treatment of boundary conditions and the flame are
given. Most modern design tools cover the low-Mach-
number and the low-amplitude range, where the linear
acoustic assumptions are valid. Details of treatments of
nonlinear phenomena are limited to special consider-
ations as published by Dowling11 and Culick12 or the
nonlinear phenomena are addressed using more pow-
erful computing methods.4,13,14.

An elegant method to determine the thermoacoustic
stability is the Galerkin method.12,15,21 Here the spatial
dependencies of the acoustic properties are represented
by mode shape functions (see Fig. 5), determined
by solving the Helmholtz equation, while the time
dependence of the amplitude function of the instability
is obtained by solving ordinary differential equations.
Since the transverse dimensions of many combustion
systems are small with respect to the wavelength of
the instability, solution methods have been developed
treating one-dimensional propagating waves at LFD
and IFD frequencies.

In general, the acoustic properties of different com-
ponents are represented by transfer functions relating
downstream to upstream acoustic properties. Large
networks of a number of components can be cre-
ated, requiring a large matrix solution. These meth-
ods have been widely developed and are already
used for thermoacoustic design of modern combustion
systems.17–20

Efforts have been made to link the heat release
oscillations due to acoustic forcing and equivalence
ratio fluctuations to the pressure oscillations.4,22–29

Heat release fluctuations may also be amplified by
coherent flow structures, which are generally periodic

Table 1 Literature Survey of Different Solution Methods

Group Assumption Name of Method References Comments

1 No assumption Direct numerical
simulation
(DES) or large
eddy
simulation
(LES)

4, 13, and 14 Very time consuming; special
treatment for the flame; special
treatment of acoustic
boundaries

2 Nonviscous flow Nonlinear
solution

11 and 12 Limited to special cases

3 Low amplitudes,
linear limit

Three-
dimensional
Galerkin
method

12, 15, and
16

Careful treatment of the acoustic
jump conditions

4 Low-frequency limit
one-dimensional
propagating
waves

One-
dimensional
transfer
function
networks

17–20

18 Very universal functionality,
however-restricted to 1D
geometry

19



FURNACE AND BURNER NOISE CONTROL 961

in nature.30 Although the flame–vortex interaction
is the subject of several recent publications,31–34

knowledge of the impact of design parameters on this
amplification factor is limited.

7 PASSIVE MEANS FOR NOISE CONTROL
In general, there are two fundamental means of
passive noise control available to burner designers: (1)
reducing the combustion-induced source terms and (2)
increasing the acoustical damping.

7.1 Reducing Noise Sources: Changing
the Time lag; Fuel Staging Concepts
The most relevant parameters expressing the dynamic
property of the flame are the injection time lag τi and
burner time lag τb. They directly control the phase
relation between heat release oscillations and pressure
oscillations. The burner timelag τb, which expresses
the time a fluid element needs to flow from the burner
outlet to the flame front, can be altered by changing the
burner exit geometry. A cylinder mounted on the exit
of the burner can be used to locate the heat release zone
further downstream.35 Another option is to change
the swirl momentum flux of the burner exit flow.
Reducing swirl generally leads to a longer flame with
a wider heat release distribution. Increasing the swirl
momentum flux shortens the heat release zone. Other
means of changing the flame location are to modify the
fuel concentration profile at the burner exit of partially
premixed operating systems and/or to use cooling air
across the flame tube to impact flame stabilization.

Care must be taken here because the success of
the modifications depends on the interaction with the
acoustic environment, which will differ from case to
case. Care must also be taken if fuel compositions are
changed since they will have an impact on fuel–air
mixing and hence on the fuel concentration profile.
In addition, the laminar burning velocity may change,
altering the location of the heat release zone.

Richards and Janus36 point out the impact of
changing the injection time lag τi on dynamics by
moving the fuel injection position. More flexibility
is obtained if the fuel can be injected at different
locations characterized by different time lags τI .
Then operational flexibility is achieved by changing
the fuel split between stages at different operating
conditions.36,37 If the combustion system provides
flexibility to do so, the flame response can be changed
by changing the fuel–air ratio, which determines
directly the density jump condition in the heat release
zone.38 Another way to directly affect the flame
response is to change the burner size39 and/or burner
exit velocity. Both changes will lead to a different
size of the heat release distribution. Generally, a more
widespread heat release distribution yields a lower
excitation of pronounced frequencies.

In blast-furnace stoves featuring diffusion-type gas
burner with acoustically soft air and/or fuel supplies,
the fuel injection may be located at a pressure node
of the combustion chamber to suppress combustion-
driven oscillations.5. In addition, the length of the fuel

supply line can be modified to detune the system.
This is consistent with other approaches applied to
more complex gas-fired combustion systems such as
gas turbines. Experiments involving tuning of the fuel
line impedance have succeeded in suppressing pressure
fluctuations.40 Fuel line impedance adjustments may
be even more promising if the fuel lines have low
impedances as in syngas combustion systems. The
impact of coherent structures may be reduced by
increasing the turbulence level,30 but doing so may
also increase turbulence-induced combustion roar.
Flame stabilization and hence dynamic flame response
may also be affected by the heat transfer to an
environment changing in temperature.41 That is the
reason for different stability behavior of the burner
during startup of the heater.

7.2 Resonators for Noise Control
Acoustic resonators can provide effective means for
increasing the damping of selected modes. These
devices may either be add-ons to existing apparatus
or designed-in features of new equipment. In principle
these devices resemble either simple Helmholtz res-
onators or quarter-wave tubes:

• A simple Helmholtz resonator is shown in
Fig. 6. A small cavity is acoustically connected
to the combustion chamber or furnace through
an orifice.42 The fluid inertia of air or com-
bustion gases residing in the orifice oscillates
against the volumetric compliance of the small
cavity at a well-defined natural frequency given
by

f0 = c

2π

√
S

V (� + ��)
(6)

• A quarter-wave tube is also shown in Fig. 6,
in which an elongated cavity length provides
the fluid inertia in lieu of an orifice. The
natural frequency of the quarter-wave resonator
is given by

f0 = c/4(LR + ��) (7)

In the above formulas, �� is a length correction to
account for the acoustic mass addition at the resonator
opening. At low-pressure amplitudes it may be esti-
mated as 0.85 times the diameter for a two-sided open-
ing. A flow-through resonator configuration may also
be employed, but the calculations are more involved.43

The increment of damping added by a single res-
onator will be in proportion to its acoustic conduc-
tance at the frequency of the pressure waves and
to the square of the pressure magnitude (normalized
to a spatial peak value of unity) at the resonator’s
location. When the frequency of the pressure wave
matches the tuned natural frequency of the resonator,
its conductance reaches a maximum value. If a res-
onator or an array of resonators is to be used to
suppress combustion instabilities through increased
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Figure 6 Simple Helmholtz resonator and a quar-
ter-wave resonator tube.

damping of a targeted acoustic mode, each resonator
must be: (a) located near a pressure antinode of the
mode, (b) sized to provide adequate conductance, and
(c) tuned to achieve the closest attainable match with
the natural frequency of the mode. Obviously, if the
temperature of the gas in the plenum changes under
various operating conditions the effective frequency

of these devices will be altered. Further, the proper
location of any such resonator is critical.

8 ACTIVE MEANS FOR NOISE CONTROL

Another option to suppress thermoacoustic oscilla-
tions is the application of active means,44 which
use feedback control with or without adaptive fea-
tures to suppress thermoacoustic instabilities. It is best
explained referring to Fig. 7, showing an implemen-
tation of the method in a commercially operated gas
turbine.

Signals from a transducer that senses pressure fluc-
tuation or heat release in the combustion zone are
processed by a controller, amplified, and transmitted
as command signals to an actuator that suppresses
the self-excitation process. An overview of different
sensors applied to active combustion control has been
published by Docquier and Candel.46 The active mea-
sures modulate flows in either the fuel supply system
or the air or exhaust gas stream. Modulation of the air
or exhaust gas stream is limited to small combustion
systems and/or low-pressure systems. Modulation of
the fuel flow rate, on the other hand, is advantageous
in most combustion systems because of the moderate
volume flow rates that must be modulated. In systems
such as blast-furnace stoves, where the volume flows
of air and fuel are nearly equal, the fuel flow modula-
tion will not hold an advantage.

The modulation of the air, exhaust gas, or fuel
flow rate must occur at the frequency of the ther-
moacoustic instabilities, which can exceed 1000 Hz,
posing a performance challenge in the selection of
the actuator. Optimization of both the actuator phase
and amplitude is key to control performance, as the
flow rate oscillation must produce a change in the
heat release rate that is exactly opposite to the heat
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Figure 7 Active instability control system installed in a commercial gas turbine. (Reprinted Courtesy of Siemens.)
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release caused by the self-excitation process. The actu-
ator thus counteracts the combustion oscillations and
the resultant pressure oscillations. Recently, adaptive
controllers have been developed in which the controller
algorithm changes according to excited frequencies
and operating conditions.47 Still challenging for active
control are systems in which the multiple frequencies
are excited or in which the frequencies of the excited
modes are not constant. In general, the feasibility and
efficacy of active noise control methods are inversely
proportional to frequency.

Active operation point control, on the other hand,
is related to systems that use control strategies in low-
frequency range (1 to 100 Hz). Here, the injection of
fuel is regulated to maintain certain flame parameters
like the equivalence ratio in a prescribed range of val-
ues.

9 NOISE CONTROL ENGINEERING
SOLUTIONS

All noise control solutions deal with one or a combina-
tion of the source, path, or receiver. The general topic
of noise control engineering here includes all of the
means to attenuate the unwanted noise along the path
from the source to the receiver. The preceding sections
dealing with changing the time lag of the flame, fuel
staging concepts, and resonators all address attenuation
at the source of the noise. Any measures undertaken to
control the level of the noise at the receiver are dealt
with in other chapters of this handbook. Passive atten-
uation along the path of the noise consists of external
controls: mufflers, insulation and lagging, enclosures
or burner internal absorption, all of which are also
addressed in other sections of this handbook.

Mufflers These include passive absorptive attenua-
tors made up of parallel splitter baffles or reactive-type
mufflers. Absorptive baffles or duct wall liners will
typically utilize porous acoustically absorbent materi-
als enclosed, as effectively as possible, within blankets
or pillows of acoustically porous materials as a means
of retaining the absorbent fill over the life of the unit.
In small residential or commercial installations, such
silencers may involve low flow velocities and only
moderate temperatures (a few hundred degrees Cel-
sius). However, large industrial facilities such as gas
turbines will involve high-velocity, highly turbulent
flow, at temperatures in excess of 600◦C, necessitat-
ing specialized designs by experienced vendors and
fabricators.

For installations using exhaust gas catalysts of any
type for the control of air pollutant emissions, it is
important to carefully evaluate the use of absorptive
muffler silencers upstream of any such catalyst. The
gas passages for such catalysts tend to be small enough
that there is a potential for clogging of the passages
due to out-migration of fine particles from any
acoustically absorptive material installed upstream.
However well wrapped the absorptive elements are,
a certain amount of material loss is inevitable, with
a buildup of lintlike material likely at the catalyst.
Commercial manufacturers of industrial mufflers have

developed reactive nonabsorptive muffler designs to
overcome the problem of catalyst clogging. Resonators
in the burner chamber itself are addressed in the
preceding section, but other reactive-type resonators
may be installed at any point along the exhaust gas
stream.

Enclosures The designer must decide whether to
apply acoustical enclosures or acoustical barriers to
the burner, the furnace, or the boiler unit to which
they attach, or to the appropriate auxiliary component.
A peculiarity of combustion noise from large units,
especially industrial gas turbines, is their capability of
generating significant low-frequency sound emissions,
associated, for instance, with combustion oscillations,
that may be particularly difficult to attenuate. Further-
more, the very nature of gas turbine operations tends
to create low-frequency sound energy that is gener-
ated neither by nor within the combustor, nor is it due
to combustion-driven oscillations, but rather is gen-
erated in the turbulent exhaust gas stream itself. The
economies of low-frequency noise attenuation seldom
favor modifications to the burner or combustion sys-
tem, despite the sometimes considerable investment in
structures and hardware often necessary for the atten-
uation of low-frequency sound energy.

Various combustion noise reduction strategies are
available to the designer, as with other noise control
engineering measures. Simply separating the sensitive
receivers from the source, or vice versa, is self-evident.
Replacement of noisy equipment with more modern,
low-noise designs, continually being developed by
manufacturers, will often prove to be the most cost-
effective solution.
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CHAPTER 78
METAL-CUTTING MACHINERY NOISE AND
VIBRATION PREDICTION AND CONTROL

Joseph C. S. Lai
Acoustics & Vibration Unit
School of Aerospace, Civil and Mechanical Engineering
University of New South Wales at the Australian Defence Force Academy
Canberra, Australia

1 INTRODUCTION

Many workers all over the world suffer significant
hearing loss as well as psychological and physical
stress as a result of exposure to high levels of industrial
noise. Many industrial processes involve cutting metal
products such as sawing, milling, grinding, punching,
piercing, and shearing. As a result of operation
processes, the noise from metal-cutting machines can
be continuous, such as in saws, drills, lathes, and
milling machines or impulsive such as in punch
presses.

In this chapter, noise sources due to a continuous
metal-cutting process and to an impact/shearing pro-
cess are discussed. The basic theory of acoustic noise
emission due to cutting metal products is introduced.
Various noise control options (such as damping, sound
absorption, barriers, and vibration isolation) for metal-
cutting noise are examined using specific examples.
Finally, modern numerical methods for prediction of
noise and vibration are described.

2 CONTINUOUS METAL-CUTTING
PROCESSES

Metal-cutting machines that fall into this category
include saws, drills, lathes, and milling machines.
Modern lathes and milling machines are generally not
considered as occupational noise problems because
an operator of these machines is rarely subjected to
an overall A-weighted sound pressure level exceeding
85 dB. In particular, for most milling machines, both
the cutting tool and the workpiece (product) are
completely enclosed for containing liquid coolants and
for safety. These enclosures provide substantial noise
reduction. In general, the following noise sources can
be distinguished: aerodynamic noise, noise due to
vibrations of cutting tool, noise due to vibrations of
workpiece, noise due to impact/interactions between
the cutting tool and the workpiece, and noise due to
material fracture. The radiated noise level is highly
dependent on the feed rate of the workpiece, the depth
of cut, the resonance frequencies of the cutting tool
and the workpiece, the geometry of the cutting tool
and the workpiece, and the radiation efficiencies at the
resonance modes. Noise due to impact and material
fracture will be treated in Section 3 on impact cutting
processes.

2.1 Aerodynamic Noise Source

Aerodynamic noise in cutting tools is generated due
to the vortex shedding off a spinning tool, such as
the teeth in a high-speed rotating saw, producing
a whistling noise. If the vortex shedding frequency
coincides with the blade natural frequency, the noise
radiated can be significantly amplified. It has been
found by Bies1 that the radiated noise for an idling
circular saw is characterized by dipoles and the
radiated sound power, proportional to the tooth area,
increases with the rotational speed to a fifth power.
Consequently, it is not unusual that the aerodynamic
noise radiated from an idling circular saw at high
speeds exceeds an A-weighted sound pressure level
of 100 dB.2 The strong aerodynamic noise source in
an idling circular saw has been attributed by Martin
and Bies2 to the interaction of the vortex shed by an
upstream tooth with the leading edge of the following
downstream tooth. Hence this noise is dependent on
the tooth geometry.

Various control options to minimize the aerody-
namic noise (as applied to a circular saw) are avail-
able. By reducing the interactions between vortices and
teeth using a variable pitch instead of a fixed pitch, a
noise reduction of about 20 dB is possible. Saw blades
made of high-damping alloys have been used to reduce
blade vibrations at resonance and hence the radiated
noise. It has been shown that a noise reduction up to
between 10 and 20 dB could be achieved over a range
of the peripheral velocity from 30 to 60 m/s.3 Gener-
ally, applications of damping disks to saw blades might
provide noise reduction up to 10 dB.

2.2 Noise due to Structural Vibrations

Noise due to structural vibrations include noise due
to vibrations of the cutting tool, to the workpiece,
and to the interactions between the two. In terms
of reducing the noise due to vibrations of the
cutting tool, for example, in the case of a circular
saw, the structural resonance frequencies could be
shifted away from the vortex shedding frequency by
designing blades with different hole patterns, widened
gullets and irregular pitch4 or novel tooth design.5 In
terms of reducing the noise due to vibrations of the
workpiece, appropriate clamping and application of
damping plates to the workpiece has been found to
be useful.
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The interactions between the cutting tool and the
workpiece might cause instabilility. In most machining
operations such as milling and turning, the cutting
forces are highly dependent on the geometry of the
cutting tool, the workpiece feed rate, the spindle speed,
and the depth of cut. Under certain combinations
of these parameters, self-excited instability, known
as regenerative chatter, occurs.6,7 As a result of
regenerative chatter, not only is the quality of the
surface finish degraded and the wear of the cutting
tool accelerated, but the radiated noise could be also
significantly increased. Regenerative chatter and hence
noise due to the interactions between the cutting tool
and the workpiece could be significantly reduced by
proper selection of the spindle speed, spindle speed
variation, and the geometry of the cutting tool,6,7 as
well as active control.8

Other control options for machining operations
include partially enclosing the cutting area, applying
sound-absorbing materials to reflective surfaces, and
better vibration isolation of the machine structure.

3 IMPACT METAL-CUTTING PROCESSES

Impact cutting operations typically consist of an ini-
tial impact where energy is built up until the material
is fractured, accompanied by acoustic emission. The
noise and vibration may be transmitted via the machin-
ery and/or via the metal stock. In addition, material
handling sometimes produce significant impact noise,
such as when metal sheet products are stacked or
moved on roller conveyors. As some of the avail-
able noise control options such as damping, enclosure,
cutting tool geometry are, in principle, applicable for
both continuous and impact metal-cutting processes,
they will be discussed here in greater details using an
impact shear cutting machine as an example.

3.1 Theoretical Considerations

In the classic study of Richards et al.9 noise sources
of some 43 different machines or processes are
listed. In most metal-cutting processes such as sawing,
planing, stamping, forging, punching, piercing, and
shearing, impulsive forces are involved, and numerous
studies have been conducted to study noise sources
and noise transmission paths for these operations.9–17

Generally, the noise arising from these operations
include acceleration noise, ringing noise, noise due to
fracture of the feedstock material (cutting noise), and
other machinery noise.

Acceleration noise9 is primarily generated by the
impact between the cutting blade and the feedstock
and the air around it is compressed due to rapid
surface deformations. This noise normally occurs at
low frequencies18 and is usually small compared with
the ringing noise caused by flexural vibrations.19,20

Ringing noise is generated from vibrations of the
feedstock and machine structure including machine
foundations9,12 and is usually a significant contributor
to the overall noise radiated during metal-cutting
operations. The magnitude of the ringing noise is
dependent on the radiation efficiency, spatial averaged

mean-squared normal surface vibrational velocity, the
surface area, the density of air, and the speed of sound
in air.9,12

Noise due to fracture of feedstock material (cutting
noise) is dependent on material properties and could
be a dominant noise source especially in presses.21–24

Other machinery noise in metal-cutting machinery
includes exhaust, operations of clutches, fans, and
compressors.

According to Richards,13 the total energy in an
impact cutting process is composed of the work done
on the product, the work transferred to the ground
or foundation, the energy dissipated as heat through
structural damping, and the energy radiated as noise.
It has been derived by Richards13 using this energy
accountancy concept that the equivalent A-weighted
continuous noise level LAeq is related to the time (t)
history of the induced force f (t) by

LAeq = 10 log10

∑
|f ′(t)|2max + C = Lf ′ + C (1)

Here |f ′(t)|max is the amplitude of the local maximum
of the first derivative of the induced force, and C
is a constant dependent on the physical properties
of the machine structure and the feedstock material.
Equation (1) has also been derived by Evensen25 using
the Helmholtz integral concept. In deriving Eq. (1), it
has been assumed that the dominant radiated noise is
due to structural vibration; and that the structure is
linear and is only excited at the point of cutting with
no backlash noises.

There are two significant implications in Eq. (1):
(i) if the induced-force time history is known, then
the radiated A-weighted sound pressure level can be
predicted; and (ii) if the maximum rate of change of
the induced force, [f ′(t)]max, can be reduced, then
LAeq will be reduced.

Results obtained for a 200-kN punch press,26 a 80-
kN punch press,27 and a roll former shear28,29 for
a range of operating conditions, materials, material
thickness, and tooling parameters (such as clearance
and blade profile) support the linear relationship
between LAeq and Lf ′ as given in Eq. (1), but the slope
m as indicated in Eq. (2) may not be 1. It has been
shown numerically28,29 that this might be attributed to
the creation of different force sources (backlash forces
produced at bearing impacts) at different locations of
the machine structure with different magnitudes and
phases.

LAeq = mLf ′ + C (2)

3.2 Noise Control Methods

To illustrate the effectiveness of various noise control
methods in treating different noise sources, a roll for-
mer machine commonly used in sheet metal industries
is used as an example here. As shown in Fig. 1a, the
flat sheet metal is first uncoiled and passed through
a series of rollers to form the finished product profile
(Fig. 1b), which is then cut to length in a continu-
ous process using a shear moving with the product.
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Rolled Sheet Metal

Profiled Forming Rollers

Enclosure Walls

(a)

(b)

Shear

Run-out Table

Figure 1 (a) Schematic diagram of a typical roll-forming production line. (b) Sheet product with a sinusoidal profile.
(Reprinted from Ref. 35, with permission of Elsevier.)

The profiled sheet then has to be removed either by
an operator or an automatic stacker from the produc-
tion line and stacked on a pile ready for delivery.
These sheet metal products, which come in a vari-
ety of profiles, thicknesses and surface coating, are
used extensively for roofing, walling, and fencing of
industrial and domestic buildings. The lower and the
upper blades of the shear are profiled to approximately
match the profile of the product. The lower blade is
fixed and the upper blade is moved vertically by a
driver actuated either mechanically, pneumatically, or
hydraulically. The noise radiated at various stages of
the operation of a roll former production line can be
identified from the noise signature shown in Fig. 2.
These include the noise due to roll forming a flat metal
sheet into a profiled sheet, cutting the sheet to required
length, removing the sheet from the production line
and dropping the sheet onto a stack. It can be seen
that high impulsive noise levels are produced by the
cutting action (fracturing the metal) and the resulting
impact-induced vibration of the product and the sur-
rounding structure (“ringing” noise). The noise due to
removal of the product from the production line and
stacking the product may be reduced by changing the
operator’s work practice or by installing an automatic
stacking machine.30

3.2.1 Control at the Source by Changing
Tooling Parameters With the somewhat rare
exception of noisy auxiliary equipment, the primary
noise excitation in a metal-cutting machine is usually
the initial contact between the cutting tool (blade)

and the metal feedstock. Hence, it is important to
consider tooling parameters such as blade profile,
clearance, and operating speeds to minimize the
impact-induced vibrations without compromising the
quality of the product. If the initial impact by the
blade on the product is reduced, then the ringing
noise due to vibration of the product and the machine
structure may also be reduced. Considerable research
has been carried out into the effects of tooling
parameters on radiated noise from punching or piercing
machines. It has been shown by Sahlin,24 Koss,21,22

and Shinaishin31 that the major noise source during
blanking is fracture of the work material. Shinaishin’s
experiments achieved a reduction of 12 dB in radiated
noise by applying shear to the punch. Burrows26 and
Evensen25 have experimentally investigated tooling
effects such as blade clearances and shearing effect on
the radiated noise of a punch press and have achieved
a reduction of an overall A-weighted sound pressure
level up to 10 dB for specific operations.

The linear relationship between LAeq and Lf ′
suggests that the radiated noise could be reduced by
reducing the magnitude of Lf ′ (i.e., the maximum rate
of change of the induced force) or the constant term
C in Eq. (2). For a given machine, C is determined
by physical factors such as the structural response,
bulkiness, radiation efficiency, and structural loss
factors. Lf ′ may be reduced by changing the tooling
parameters such as the cutting speed, clearance, and
the blade angle. For the roll former shear, it has been
found28,29,32 that increasing the blade angle, decreasing
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Figure 2 Typical sound pressure trace during the operation of a roll former shear.

the clearance, and decreasing the cutting speed reduces
Lf ′ . By designing a shear such that the fracturing
process is prolonged, [f ′(t)]max may be significantly
reduced. This can be achieved by installing the upper
blade at an angle to the lower blade as shown in Fig. 3
to allow progressive shearing across the sheet. By
increasing the blade angle (i.e., softening the cutting
process), the slope of the induced force term in Eq. (2)
is reduced. As shown in Fig. 4, a reduction of 22 dB
in the maximum A-weighted sound pressure level
(LAmax) was obtained by increasing the blade angle
from 0◦ to 4◦ in cutting zinc/aluminum alloy coated
steel sheets with an approximately sinusoidal profile
as in Fig. 1b. For comparisons, results documented by
Bahrami29 indicate a noise reduction of 2 to 5 dB by
reducing the clearance and the cutting speed. For all
blade angles tested except 0◦, Fig. 4 shows that LAmax
is significantly increased by even a small misalignment
of 3 mm along the blade direction. However, for 0◦
blade angle, there is a reduction of 10 dB in LAmax
because as a result of the small misalignment, not
all the points on the blade are in contact with the
sheet simultaneously during the shearing operation
so that the rate of change of the induced force is
reduced. Hence, a new blade set was designed with
a constant blade angle of 2◦, which corresponds to
the maximum stroke of the existing machine. The
original blade set consists of an upper blade with a
stretched profile and pivoted so that the blade angle
varies roughly from 0◦ to 3◦ along the blade.32 As
shown in Fig. 5, a reduction of 6 dB in over 3 s
has been achieved with this new set of blades cutting

850 mm × 4000 mm × 0.45 mm profiled steel sheets
in an industrial operating environment compared with
the old blade. This result indicates that a profile blade
with a constant angle is more effective in reducing the
shear cutting noise than a profiled blade with varying
blade angle along the blade. This is because if the
shearing angle changes during the cutting process, the
impact due to the blade movement would cause a
greater shock in the product and the shear structure and
consequently higher noise level. A constant shearing
angle during cutting, as implemented in the new blade
not only would reduce the cutting force but also would
reduce the maximum rate of change of the induced
force, hence lowering noise level according to Eq. (2).

3.2.2 Control of the Noise Transmission Path
Treatment of Airborne Noise The purpose
of a noise abatement enclosure is to reduce the
noise level outside the enclosure by containing and
absorbing noise radiated from the enclosed noise
source through airborne paths. The magnitude of the
noise reduction depends on a number of factors such
as the mechanical properties of the enclosure walls,
the vibration isolation of the noise source from the
outside of the enclosure, and the size of openings or
gaps in the enclosure walls. Practical aspects for the
design of enclosures have been given by Crocker and
Kessler.33 The basic construction of noise enclosure
wall panels normally consists of two components:
a noise barrier to provide resistance to transmission
of sound and an absorptive inner lining to reduce
reflection of sound within the enclosure. It is normally
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Figure 3 Sinusoidal blade assembly. (Reprinted from
Ref. 32, with permission of Elsevier.)
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Figure 4 Effect of shearing blade angle and its
misalignment on radiated noise in profiled blade sets.
(Reprinted from Ref. 32, with permission of Elsevier.)

necessary to provide doors, windows, ventilation, and
other openings. However, a plain opening, which
covers 1% of the area of the panel, will reduce
the transmission loss to approximately 20 dB.34 It is,
therefore, important that when openings cannot be
avoided, they should, where possible, open through a
long, narrow duct lined with absorptive material.

It is both costly and impractical to enclose the
whole roll-forming production line. This is because the
production line is often longer than 20 m, the operator
requires access to the machine to remove and stack the
product once it is cut, and there are a number of points
in the process that require continuous observation and
frequent operator intervention.

Three different enclosures were designed and
tested, details of which are given in Ref. 35. The
walls of the enclosure consist of at least two layers
of noise barrier materials (such as steel, particleboard,
hardboard) and one or two layers of absorption
materials (such as rock wool or fiberglass). The sheet
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Figure 5 Comparison of the sound pressure level during
cutting with an old blade and a new blade. (Reprinted
from Ref. 32, with permission of Elsevier.)

product is fed through an inlet opening approximately
100 mm × 1000 mm and a similar sized opening at
the exit, as shown in Fig. 1a. The estimated reduction
provided by the three enclosures A, B, and C in
Fig. 6 against airborne noise is 12, 17, and 19 dB,
respectively, which agree well with measurements
using an airborne noise source.35 It should be noted
that the shears enclosed by the three enclosures had
different actuating mechanisms. For the shear with
enclosure A, it was operated pneumatically. The shear
with enclosure B was operated mechanically using a
flywheel while the shear with enclosure C was operated
hydraulically.

Typical noise traces from each noise enclosure
at the operator’s position are given in Fig. 6. The
time period indicated by the shaded area in Fig. 6
represents the noise due to cutting. By calculating
the equivalent continuous sound pressure level (Leq)
for the cutting period from 10 tests, it has been
found that the noise reduction provided by the
enclosures at the operator’s position appears to be
limited to 4 to 5 dB, independent of the variety
of enclosure construction and shear configurations.
As this reduction is substantially lower than the
minimum of 12 dB estimated for enclosure A, some
noise must be escaping from the enclosures through
some structure-borne paths. Thus if only the shear is
enclosed, the performance of an enclosure is virtually
independent of the enclosure panel design. It is clear
that unless the structure-borne noise is reduced, the use
of expensive materials and complex construction will
not give a corresponding increase in the performance
of the noise enclosure.

Treatment of Structure-Borne Noise The enclo-
sures are effective in reducing the direct airborne noise
resulting from the blade impacting the product, but
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Figure 6 Comparison of A-weighted sound pressure level at the operator’s position with and without enclosures:
(a) enclosure A, (b) enclosure B, and (c) enclosure C. (Reprinted from Ref. 35, with permission of Elsevier.)

the resulting ringing noise caused by the sheet vibra-
tions due to the blade impact is only slightly reduced
because most of the product surface is outside the
noise enclosure. To reduce the vibrations transmitted
to the sheet from the impact of the shear blades during
the cutting action, a damping system was designed to
clamp the sheet prior to and just after the cutting of
the sheet.

As shown in Fig. 7, the polyurethane dampers were
manufactured from a number of damper segments each
consisting of a single corrugation. The angle bracket
for the upper inlet side damper was fixed in place and
the clamping action was achieved by using a large
foam rubber spring. The angle bracket for the upper
exit side damper was fixed in place, and the damping
segments were individually spaced to match the rake
of the upper blade. The lower exit side damper was
placed on a sprung base with small guiding pins sliding
into the lower blade bolster. Where foam springs were
used, the foam rubber was glued to the metal base
plates and the polyurethane dampers were glued to the

foam rubber using a two-part epoxy glue. The hardness
was set to 40 durometer hardness as this was found to
be more effective than the harder material. Figure 8
shows that a noise reduction of over 5 dB has been
achieved by the sheet dampers at the operator position.
The performance cost of the three enclosures ranges
from US$2000/ dB to US$3500/ dB compared with
US$500/ dB for sheet dampers.

Another Example of Noise Control of Metal-
Cutting Machine Another example of a metal-
cutting machine is a 120-tonne expanded-metal press.36

Expanded-metal mesh such as that shown in Fig. 9
is manufactured from flat metal plate feedstock in a
range of thickness, sizes, styles, and materials. They
are used in a wide variety of applications such as
sun screens, machinery safety guards, facades, fences,
security door grilles, and floors. Similar to the roll-
former shear, treatment of the noise source could be
applied by changing tooling parameters such as blade
profile, clearance, and operating speed. It has been
found that when the operating speed was reduced by
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Lower Blade

Figure 7 Schematic diagram of sheet dampers.
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Figure 8 Comparison of the sound pressure level during
cutting with and without sheet dampers.

45%, LAeq was reduced by 6 dB.10 To treat the air-
borne transmission path, a partial enclosure was built
around the entry and exit sides of the press. A full
enclosure was not practical because of the large size
of the press and the need to allow the feedstock to
enter and the product to leave from the machine. A
noise reduction of between 2 and 7 dB was achieved
by this partial enclosure depending on the measure-
ment locations and the length of the unprocessed feed-
stock plate.37 The feedstock plate on the entry side
of the press is the source of structure-borne noise and
its vibrations could be reduced by applying mechan-
ical and electromagnetic clamps to the feedstock as
shown in Fig. 10. A noise reduction of up to 11 dB
was achieved.38

4 NOISE AND VIBRATION PREDICTION

There have been numerous studies into the prediction
of metal-cutting machinery noise.9–17,39 Equation (2)
is one means of estimating the noise radiation for

noise due to impact if the induced-force time his-
tory is known. Modern techniques of noise predic-
tion generally employ finite element/boundary element
modeling.28,39,40 An interesting technique for reduc-
ing experimental measurements over a wide range of
operating conditions is to use dimensional analysis tra-
ditionally employed in the field of fluid mechanics.41

In the study of the expanded-metal press, it was pos-
tulated that the sound pressure p is a function of
the feedstock thickness h, feedstock length a, feed-
stock bending stiffness D, the feedstock density ρ, and
press speed expressed in strokes per second (sps). By
using the Buckingham π theorem,41 three nondimen-
sional groups have been found: h/a, p/ (h2 × sps2 × ρ),
and ph3/D.10,42 Data10,42 obtained for five differ-
ent press operating speeds and three different feed-
stock thicknesses of mild steel indicate that these data
collapse onto a single line on a log–log plot with
the independent variables being two nondimensional
groups: p/(h2 × sps2 × ρ) and (h/a)[1.36+0.102(h/href)] .
This relationship allows the radiated noise level from
the expanded-metal press to be estimated to within
2 dB.

5 SUMMARY
In this chapter, major noise sources in metal-cutting
machinery that involve both continuous and impulsive
cutting forces have been described. Broadly, they
can be classified as aerodynamic noise, noise due to
vibrations of the cutting tool, noise due to vibrations of
the workpiece, and noise due to the interactions and/or
impact between the cutting tool and the workpiece, and
noise due to material fracture. These noise sources
have been discussed with reference to metal-cutting
machines, such as saws, lathes, milling machines, and
impact cutting machines. Noise control strategies by
treating the noise source, the noise transmission paths
for both airborne noise and structure-borne noise have
been demonstrated for these machines. These noise
control options include the application of damping,
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Figure 9 An expanded metal mesh.
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Figure 10 Application of mechanical and electromagnetic clamps to reduce feedstock noise radiation.

installation of enclosures, and the change of tooling
parameters such as tool geometry, clearance, feed rate,
and depth of cut. In general, an effective noise control
strategy would normally involve a combination of all
these methods.
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1 INTRODUCTION

Woodworking machinery, in the broad sense, includes
a wide range of equipment, ranging from off-road
equipment used to harvest and transport logs to simple
jig saws used in home hobby shops. In the United
States, woodworking factories have typically been
among the most frequently cited industrial operations
by the Occupational Safety and Health Administration
(OSHA) for excessive employee exposure to noise. This
is due in part to the extremely high noise levels produced
by these machines during both operating and machine
idle conditions, as well as the relative lack of automation
in many segments of the woodworking industry.

Noise produced by woodworking-related machin-
ery results from a variety of general noise sources
(motors, gears, hydraulic systems, conveyors, etc.),
in addition to noise produced by sources that are
unique to woodworking. In some cases, unique solu-
tions need to be sought for noise problems that occur in
industrial woodworking operations such as sawmills,
planer mills, molding plants, window/door plants, fur-
niture and cabinet plants, wood flooring manufactur-
ing plants, and the like. Many industrial woodworking
machinery noise sources result from the use of cutters
and saw blades. Although a variety of other sources are
associated with the machines that utilize these tools,
many woodworking machinery noise problems can be
resolved by dealing with the noise produced as a result
of the use of cutters and saw blades.

2 NOISE PRODUCED BY MACHINES
UTILIZING CUTTERS

Cutters are used throughout the woodworking industry
on machines such as planers, molders, panel machines
with cutters, routers, and the like to smooth and shape
wood products. A typical industrial machine utilizing
cutters incorporates feed rolls and holddown bars to
transport the workpiece by the cutter (in some cases the
cutter ismoved by the workpiece). The typical cutter has
several rows of knives that protrude above the cutter
body (which is typically cylindrical). The machining
process is typically a peripheral milling process in
which each knife removes a “chip,” leaving a relatively
smooth surface (depending on the machine feeds and
speeds). Traditionally, cutters have incorporated straight

Figure 1 Cutting area of typical industrial moulder
machine.

Figure 2 Typical straight knife cutter mounted on
moulder spindle.

knives (aligned parallel to the cutter rotational axis),
primarily due to ease of manufacture and maintenance
(sharpening) issues. This design is quite effective in
removingwoodmaterial, however, it is inherently noisy.
A typical industrial molder and standard straight knife
cuttermounted on themolder spindle are shown in Fig. 1
and 2.

975Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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Figure 3 Typical planer cross section showing cutter,
hold-down bars, feed rolls, and workpiece.
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Knife Tip
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Figure 4 Illustration of straight knife cutter located near
stationary surface (table).

2.1 Noise Generation Mechanisms for
Machines Utilizing Cutters
A cross section of a typical industrial planer (surfacer)
is shown in Fig. 3. During idle (when the machine
is not cutting wood), the rotating cutter “disturbs” the
surrounding air and, for straight knife designs, actually
entrains air in the gullet (chip clearance) area similar to
the action of a centrifugal fan. Cutters rotating in open
space produce turbulence-type noise that is usually
broadband in nature (similar to air-handling noise in
duct systems). Cutters used in woodworking, however,
usually operate in close proximity to the workpiece and
stationary surfaces (tables, pressure bars, etc.) used to
hold and stabilize the workpiece (as shown in Fig. 3).

The air compression caused by cutter rotation near
a stationary surface results in a siren-type noise mech-
anism, which is an extremely efficient mechanism for
sound radiation. This noise is pure tone in nature,
dominated by noise occurring at the knife passage fre-
quency [number of knives (n) × revolutions per minute
(rpm)/60 Hz]. The rotating cutter noise increases with
rpm and is strongly dependent on the clearances
between the cutter knives and the stationary surfaces,
as shown in Fig. 4, and increases in the range of 12
dB to 16 dB for a doubling of rpm.1 The noise level
produced by rotating cutters during idle also increases
with increasing cutter length at approximately 3 dB
per doubling of head length. The increase in noise
level with decreasing distance (clearance) between the
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Figure 5 Effect of cutter–stationary surface (lip) clear-
ance on idling noise for typical straight knife cutter.

knives and stationary surfaces (table, lip, etc.) is shown
in Fig. 5.

The noise during idle for machines equipped with
cutters also increases with increased height of the
knives above the cutter body and increased open area
of the gullet. Figure 6 shows the gullet area for two
cutters—one with a closed gullet area (a) and the other
with a more open gullet area (b).2,3

During cutting, an additional noise source usually
becomes the dominant source.4,5 This noise source is
the vibration of the wood workpiece (board), which
is excited to vibrate by the periodic impact of the
cutter knives (occurring at the knife passage fre-
quency). These impacts cause a structural vibration
response of the workpiece primarily at the knife pas-
sage frequency and multiples (harmonics) of this fre-
quency. Due to the relatively large amount of damping

Open Gullet
Area

(a) (b)

Closed Gullet
Area

Figure 6 Illustration of (a) open and (b) closed gullet
areas.2,3
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present in wood materials, noise produced by reso-
nant vibration response of the workpiece is not usu-
ally an issue. The amplitude of the resulting vibra-
tion (and noise) depends on several factors, including
(a) the magnitude of the impact force (governed by
knife sharpness, cutter rpm, wood properties, hardness,
damping, etc.), (b) the workpiece geometry, which
governs the efficiency of sound radiation, (c) the cut-
ter design and operating conditions, which governs
the vibration excitation response characteristics and
frequencies, and (d) the details of the workpiece sup-
port/holddown system, which governs the propagation
of vibration along the workpiece length, the vibration
mode shapes, external damping, and the like.

One of the more important determinants with regard
to noise generation during cutting is the workpiece
geometry. The workpiece width is strongly related
to cutter power consumption (energy input) and also
governs the radiation efficiency of the workpiece
(narrow workpieces do not radiate low to midrange
frequencies as efficiently as wider workpieces). The
increase in noise level with workpiece width has been
shown to be approximately 6 dB per doubling of width
for straight knife-type cutters. The workpiece thickness
also affects the vibration response of the workpiece and
is responsible for the considerable reduction of noise
generation as workpiece thickness increases (beyond
about 50 mm thickness). The effect of workpiece
length on employee exposure is somewhat more
complicated since the vibrational energy provided
by cutter impacts is distributed along the workpiece
length. Although the total sound power produced
by workpieces of different length is nearly constant,
localized noise levels (at operator locations) may be
substantially different for different workpiece lengths.6

Unless vibration suppression techniques6 (pressure
bars, rubber tire feed rolls, etc.) capable of reducing the
propagation of vibration are employed, this vibration
occurs over the entire length of the workpiece while
it is engaged in the cutter. This has important
implications with regard to the use of acoustical
enclosures for noise reduction for machines equipped
with cutters processing relatively long workpieces;
since the length of any enclosure (and/or acoustical
tunneling system) must be nearly twice the length of
the workpiece to contain the entire noise source within
the enclosure at all times.

2.2 Noise Reduction Techniques for Machines
Utilizing Cutters
2.2.1 Noise Control at the Source for Machines
Utilizing Cutters The most direct approach to
noise reduction for machines employing cutters is
cutter redesign. A large variety of cutter designs is
available, however, the acoustical performance (as well
as operational and maintenance characteristics) varies
considerably. It is important to consider the overall
capabilities of a cutter when selecting alternative
designs, including allowable feed rates and depths
of cut, power consumption, surface quality, tool
wear/breakage, and maintenance. From an acoustical
standpoint, a continuous (tightly wound) helical design

(a) (b) (c)

Figure 7 (a) Standard straight knife, (b) stagger tooth,
and (c) helical cutters commonly used on industrial
planers and moulders. (Courtesy of Weinig Group;
www.weinigusa.com.)
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ce
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Figure 8 Smoothing of force–time history for helical vs.
straight knife cutter.5

(with as many rows of knives as practical) has been
shown to be the most effective for reducing both idling
and cutting noise.5 During idle, the helical design does
not compress air as each knife passes by a stationary
surface, and instead moves air in an axial direction.
During cutting, the combination of a tightly wound
helical knife geometry and a relatively large number of
knife rows provides nearly continuous contact between
the knives and the workpiece, which effectively
smoothes out the force input that drastically reduces
workpiece vibration. Typical straight knife, stagger
tooth, and helical-type cutters are shown in Fig. 7.
Stagger tooth cutters are widely used in woodworking
applications. Although these cutters provide less noise
reduction than the true helical design, they typically
have maintenance-related advantages. When using
helical or shear cutters, it is important to ensure that
the axial forces push the workpiece toward the machine
guide.

The cutter geometry controls the nature of the
vibration excitation of the workpiece, which is directly
related to the noise generated. Figure 8 illustrates the
cutter force–time history for straight knife and helical
cutters.
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Figure 9 Effect of workpiece width (w) on cutting noise
caused by workpiece vibration for helical vs. straight knife
cutter.5

The width of the workpiece is one of the primary
workpiece-related determinants of the resulting noise
levels. The effect of workpiece width on noise level
close to the operator location (1 m) for a typical
planer/surfacer is shown in Fig. 9.5

In some cases noise reduction during idle alone is
sufficient to reduce operator exposure to acceptable
levels (without dealing with cutting noise). Reductions
in idling noise can be accomplished by increasing
the knife tip/stationary surface clearance (as shown
in Fig. 5), reducing the knife tip projection and open
gullet area (as shown in Fig. 6), and altering the
geometry of stationary surfaces close to the cutter7;
such as slotted tables and air guides (shown in Figs. 10
and 11), which help reduce air compression as the
cutter knife rotates. These techniques are capable of
reducing idling noise levels for machines equipped
with cutters by as much as 6 dB, depending on tip
speed and stationary surface location.

Machine design changes can also significantly
reduce noise. Although most planers, molders, and the
like are designed so that cutters operate at fixed periph-
eral speed, a reduction in peripheral speed of the cutter,
when practical, can result in significant reductions in

Figure 10 Slotted table for reducing idling noise on
cutter equipped machines.7

Perforated Table
Lip

Air Guidance
Plate

Figure 11 Slotted table with airflow guides for reducing
idling noise on cutter-equipped machines.7

both idle and cutting noise. In some instances, a large-
diameter cutter operating at a lower rpm (as opposed
to a smaller diameter cutter with the same number of
knife rows) can also provide a significant noise reduc-
tion due to the lower frequency knife impact and the
resulting reduction in sound generation efficiency of
the workpiece (in this case, the feed per tooth of the
milling process would be increased).

Modification of feed rates and rpm are practical noise
control alternatives for some machines, such as indus-
trial router machines. These machines range in size from
small machines, such as simples pin routers, to large
CNC machines that have multiple tables and spindles.
The large CNC machines often utilize router cutters
(bits) to cut parts from sheet material. The noise lev-
els produced by these operations can be quite high,
however, the primary noise source in many cases is
vibration of the tool, chuck, and/or spindle rotor sys-
tem, as opposed to workpiece vibration. For high-speed
machines cutting hard materials, the cutting action can
excite resonant tool vibration that can produce an intense
whistling noise. This resonant noise is quite sensitive
to the operational feeds and speeds (which controls
the tooth passage frequency) and the tool geometry
and chucking details (which controls the resonant fre-
quencies and overall system damping). Noise reduc-
tion in these cases can often be accomplished through
adjustments in feed rate and or spindle rpm, changes
in tool diameter, and/or number of teeth and alterna-
tive tool chucking systems that introduce damping at the
tool–chuck interface. In cases where vibration of the
spindle bearing system is the dominant noise source, it
is common for noise levels to be high during idle and
actually be lower during cutting due to the damping pro-
vided by the workpiece. Noise reduction in this case
may require rework of the spindle/bearing system and/or
improved balancing procedures.

Machine design changes involving the nature of
contact between the cutter and workpiece and the sup-
port of the workpiece can also reduce noise. In some
cases, it may be possible to convert from perpendicular
cutting to parallel cutting by changing from horizon-
tal spindles to vertical spindles [a cutter impacting
the workpiece in the weak (perpendicular) direction
normally produces more noise than for the parallel
case]. Figures 12 and 138 show a double-end tenoner
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Figure 12 Double-end tenoner machine with horizontal
spindles.8

Figure 13 Double-end tenoner machine with vertical
spindles.8

machine in which the cutting action has been con-
verted from perpendicular to parallel to the work-
piece by changing from horizontal to vertical spindles.
This approach can reduce cutting noise by as much
as 10 dB. Adding workpiece supports near the cut-
ter impact area has also been shown to reduce noise.
In general, machine design changes such as those
described here should be done in cooperation with the
machine manufacturer.

2.2.2 Noise Control in the Path for Machines
Utilizing Cutters The use of acoustical enclosures
is widespread in the woodworking industry. However,
due to the radiation of noise from the entire work-
piece while it is engaged in the cutter, many enclosures
do not actually enclose the main noise source during
operation (much of the vibrating workpiece is outside
the enclosure at any given time). The performance

of these enclosures can be improved by using special
feed roll and holddown designs, however, such mod-
ifications are best left to the machine manufacturer.
The use of properly designed, removable acoustical
tunnels can also be of benefit when used in conjunc-
tion with machine enclosures. In addition to the loss
in performance due to the exposed vibrating work-
piece, excessive and/or unsealed openings also render
acoustical enclosures ineffective. The adverse effect of
the exposed vibrating workpiece (which occurs when
the workpiece is engaged in the cutter) on acoustical
performance is shown in Fig. 14. In the case where
an enclosure is designed to enclose only the cutter
area, the exposed vibrating workpiece is nearly 100%
of the length of the workpiece and there is essen-
tially no reduction in the noise produced by the work-
piece vibration. An enclosure that encloses 25% of
the vibrating workpiece length is capable of producing
only a 6-dB reduction in far-field noise, regardless of
enclosure wall construction or how well the openings
in the walls are sealed.

Safety/acoustical enclosures are often provided
by equipment manufacturers. These enclosures are
typically close-fitting units that are often attached
directly to the machine frame, as shown in Fig. 15.

While these enclosures are excellent safety enclo-
sures, the noise reduction capability during operation
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Figure 14 Approximate loss in enclosure effectiveness
due to exposed vibrating workpiece.

Figure 15 Safety/acoustical enclosure integrated into
machine design. (Courtesy of Weinig Group; www.
weinigusa.com.)



980 INDUSTRIAL AND MACHINE ELEMENT NOISE AND VIBRATION SOURCES

is often limited by the relatively short length of the
enclosure, which results in exposed vibrating work-
piece noise. If these enclosures are not properly iso-
lated from the machine, vibration can also be trans-
mitted into the enclosure, which is, in turn, radiated
as sound, further reducing the enclosure effective-
ness. Large free-standing enclosures are by far the
most effective, however, this type of enclosure is
best suited for conveyor-fed machinery. In all cases
involving cutters, the length of the workpiece must be
taken into consideration in the enclosure design. Free-
standing enclosures of proper length, or when used in
conjunction with properly designed workpiece tunnels,
can reduce operating noise levels near the machine
(due to workpiece vibration) by more than 30 dB. For
high-speed planers, this results in a reduction in noise
level near the machine from the 115-dB range to below
85 dB. Enclosures of this type can be prefabricated
metal construction (with sound-absorbing and damping
materials) or conventional plywood/studwall construc-
tion (double wall with multiple sheets of plywood and
appropriate sound-absorbing materials).

3 NOISE PRODUCED BY MACHINES
UTILIZING CIRCULAR SAW BLADES
Sawing is one of the most common woodworking
operations. The main types of sawing operations are
circular sawing and band sawing. Circular and band
sawing operations exhibit some similarity in that noise
is produced by aerodynamic sources involving the
tooth and gullet area of the blade during idle as
well as structural vibration noise that is produced by
blade and workpiece-related sources. Although large
band saws (of the type used in sawmills) can produce
intense noise, circular saws are responsible for the
great majority of employee overexposures found in the
woodworking industry and are the focus of this section.
The circular saw blades under consideration here
are primarily of the carbide-tipped design operating
at relatively high peripheral speed (greater than 50
m/s) and are commonly found on cutoff/trim saws,
single- and multiple-blade rip saws, and panel saws.
Large-diameter cutoff saw blades found in primary
breakdown operations (sawmills), which typically
operate at lower peripheral speeds and are often
equipped with operator booths, are not considered in
this discussion. A typical industrial cutoff saw machine
and circular saw blade used in furniture manufacturing
are shown in Figs. 16 and 17, respectively.

3.1 Noise Generation Mechanisms for
Machines Utilizing Circular Saw Blades
A great deal of effort has gone into research relating to
understanding noise generation mechanisms and reduc-
ing the noise produced by circular saws.9–14 Although
this chapter is concerned primarily with techniques for
circular saw noise reduction, as opposed to noise source
mechanism theory, it is necessary to review some basic
noise source theory as it pertains to noise control tech-
niques. Circular sawing noise can be grouped into three
distinct source categories. These sources, although inter-
related, are generally accepted to be aerodynamically

Figure 16 Typical industrial cutoff saw machine.

Figure 17 Typical saw blade for cutoff saw machine
(450-mm diameter).

produced noise, blade vibration produced noise, and
workpiece vibration produced noise.

3.1.1 Aerodynamic Noise The research devoted
to aerodynamic noise of circular saw blades has largely
consisted of studies of airflow disturbances created
by rotating rigid disks with various types of openings
(gullets) cut into the periphery. It is usually assumed
(a) that aerodynamic noise created by a rotating
disk is essentially unaffected by any blade vibration
that may be present and (b) that aerodynamic noise
results primarily from gullets cut into the periphery
(since a smooth disk without gullets or teeth creates
relatively little aerodynamic noise). Most researchers
agree that the aerodynamic source mechanism involves
fluctuating forces set up near the blade periphery.
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Figure 18 Effect of tip speed and gullet depth (d) on
aerodynamic noise generation for circular saw blades.9

However, relatively little agreement among researchers
has been achieved as to details of how this fluctuating
force is created or how details of disk geometry and
disk opening (gullet) geometry affect the nature of
the noise produced. Based on experimental studies,9
the following observations have been made concerning
aerodynamic noise.

1. Aerodynamic noise depends strongly on tip
speed and exhibits an approximate velocity to
the 5.5 to 6.0 power relationship. This results in
a 15- to 18-dB increase in aerodynamic noise
level per doubling of tip speed, as shown in
Fig. 18.

2. Noise levels depend on details of gullet geom-
etry and saw blade plate thickness. The gullet
depth also has a direct effect on noise level, as
shown in Fig. 18. The effect of gullet width
depends on the gullet width to plate thick-
ness ratio, which has been shown to affect
both the magnitude and frequency character-
istics of aerodynamic noise. The size (area) of
open (gullet) area alone is not a reliable predic-
tor of aerodynamic noise; and details of gullet
and tooth geometry (that might affect air dis-
turbances in a nonturbulent flow field) do not
have a significant effect on aerodynamic turbu-
lence noise levels for the types of blades and
tip speeds under consideration.

3. As with many aerodynamic noise sources, the
frequency distribution of circular saw blade
aerodynamic noise can be broadband or exhibit
a relatively narrow-band character, depending
on source mechanism details. This has caused
a great deal of confusion with respect to source
identification since both blade vibration noise
and aerodynamic noise (in some cases) can be
pure tone in nature.

3.1.2 Blade Vibration Noise Blade vibration
noise results from two distinct sources: resonant blade
vibration response, which may occur during idle
(excited by aerodynamic or other forces) or cutting
(excited by tooth impact forces), and forced blade

vibration response, which is caused by tooth impact
that occurs only during cutting.

Resonant blade vibration noise has received the
most attention and spawned the greatest number of
blade design changes. Part of this attention has been
due to the blade stability issues associated with reso-
nant vibration, which has a direct affect on blade per-
formance and minimizing saw kerf. The vibration char-
acteristics of circular plates are such that for typical
saw blades, many natural (resonant) frequencies are
located within the audible frequency range. In addition,
thin, center-clamped steel plates have relatively little
damping, which results in an ideal situation for res-
onant structural vibration sound generation. Since the
vibration amplitude at resonance is (theoretically) con-
trolled only by damping, the resonant vibration noise
produced by circular saw blades can be extremely
intense, sometimes resulting in the so-called whistling
saw blade.12,15 Most researchers agree that resonant
blade excitation during idle can be excited by aerody-
namic forces acting near the blade periphery (smooth
disks rarely exhibit resonant response when idling),
however, it has also been reported that this resonant
response can be excited in some cases by excessive
blade run-out and/or blade unbalance.16 The mecha-
nism of sound generation for vibrating structures is
well known, and the acoustic power radiated depends
on the surface area, the magnitude of vibration, and the
acoustical efficiency (which depends primarily on fre-
quency and surface area). The damping present in the
saw blade and blade support system also dramatically
affect the resulting vibration amplitude and resulting
noise generation.

The whistling blade represents an extremely inter-
esting and difficult to predict physical phenomenon. A
whistling blade during idle produces an intense pure
tone noise resulting from blade resonant vibration. The
whistling noise may take several seconds to develop
(after the blade is up to speed) and may drift in and
out of the whistling condition while rotating at con-
stant rpm. The blade often continues to vibrate after
rotation has stopped, producing an audible “ringing”
sound. The whistling sound, which is pure-tone in
nature, is the result of an excitation force (aerody-
namic, etc.) providing energy in the frequency, range
where at least one strong, easily excited, blade reso-
nant frequency exists. In the case of a typical (lightly
damped) saw blade, this can result in extremely high
level pure tone noise usually occurring at one of the
blade resonant frequencies, which is acoustically effi-
cient (usually several thousand hertz). The whistling
blade has been the source of much confusion since, by
definition, this type of resonant response is unstable
and is the result of a delicate “balance” of conditions.
The whistling sound may develop for a given blade
on a particular machine and not develop for the same
blade on an apparently identical machine. Furthermore,
the whistling phenomena may or may not develop for
the same blade run on the same machine at different
times. Modifications to the blade such as retension-
ing, minor changes in the contact between the support
collars and the blade, the introduction of acoustically
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reflective surfaces near the blade, and making very
minor changes in rpm can cause tremendous changes
in the noise level for a whistling blade or result in the
complete elimination of whistling. Attempts to quan-
tify noise levels and noise reductions for inherently
unstable whistling saw blades have been unsuccessful.

During cutting, blade resonances may also be
excited due to tooth impact. Tooth impact excitation
produces broadband vibrational energy as well as
energy at the tooth passage frequency and harmonics
(multiples) of the tooth passage frequency. Resonant
response during cutting may involve one or more
resonant frequencies. Figure 1910 shows one of the
many natural frequency (resonant) modal patterns
(nodal lines are shown in white) for a circular saw
blade. Figure 20 shows the typical effect on noise
level due to resonant blade vibration provided by
conventional saw collars during cutting.

Forced-blade vibration noise is analogous to a
loudspeaker (as compared to blade resonant response,
which is analogous to a tuning fork). The acoustic
output depends primarily on the input excitation (tooth

Figure 19 Resonant vibration modal pattern for a
circular saw blade (1004 Hz excitation).10
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Figure 20 Effect of collar diameter on resonant blade
noise generation produced by circular saw blades during
cutting.16

impact magnitude and frequency), radiating surface
geometry and properties (which govern the resulting
vibration velocity), and the acoustic coupling between
the blade and the surrounding air. The forced vibration
occurring at nonresonant frequencies is not as sensitive
to damping as is the resonant case. For this reason,
techniques that are quite effective in reducing resonant
vibration noise may have relatively little effect on
forced-blade vibration noise. Forced-blade vibration
noise is characterized by strong frequency peaks at
the tooth passage frequency and harmonics. For blades
having nonstraight tooth designs, such as alternating
top bevels on the top face of the teeth, the base
frequency becomes the lowest periodic event frequency
(the alternate top bevel spectrum also contains energy
at one half the tooth passage frequency and harmonics).

3.1.3 Workpiece Vibration Noise This source
primarily involves forced vibration of the workpiece.
Since wood-based materials usually have relatively
high damping, resonant workpiece response is not
usually a noise-related issue. The forced workpiece
response is typically of concern only for gang ripping
applications involving multiple blades. In these cases,
the noise generation mechanisms for the workpiece are
similar to those discussed for cutters.

3.2 Noise Reduction Techniques for Machines
Utilizing Circular Saw Blades
The primary saw-blade-related noise sources for wood-
working machinery involve circular saw blades and
band saw blades. Since most band saw noise problems
involve large machines typically used in sawmilling
operations where employee booths and free-standing
acoustical enclosures are routinely utilized, the focus
here is on circular saw blades.

The avenues available for reducing noise from cir-
cular sawing machines fall into two distinct categories:
noise control at the source (through blade and blade
support system modifications) and path controls, which
involves the use of acoustically treated guards, shields,
enclosures, and the like.

3.2.1 Noise Control at the Source for Machines
Utilizing Circular Saw Blades

Reduction of Aerodynamic Noise at the Source
Aerodynamic noise for circular saw blades is highly
dependent on tip speed and gullet depth, as shown in
Fig. 18. The effect of reducing tip speed on noise level
is approximately 15 dB per halving of tip speed, and
the effect of reducing gullet depth is approximately
8 dB per halving of gullet depth. While adjusting these
parameters can be extremely useful in reducing noise,
the reduction of tip speed and/or gullet depth often
necessitates the use of more teeth to avoid excessive
feed per tooth conditions and/or overloading of gullets.
Aerodynamic noise can also be reduced through careful
selection of gullet geometry, as shown in Fig. 21.9 This
figure shows the importance of the gullet width to plate
thickness ratio in aerodynamic noise generation. Noise
level reductions of as much as 10 dB can be achieved in
some instances by adjusting this ratio. In general, ratios
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Figure 21 Effect of gullet width-to-plate thickness ratio
(w/t) on aerodynamic noise level.10

in the 1.5 to 3.5 range cause intense noise in a narrow
frequency band and should be avoided.

Reduction of Blade Vibration Noise at the
Source The primary cause of resonant blade res-
ponse during both idle and cutting is the extremely
low damping present in typical saw blades and
blade support systems. A number of “low-noise” saw
blades are currently on the market; however, these
designs are mostly effective in reducing resonant blade
vibration noise during idle. These designs include the
use of laser cut slots (with and without damping
material) and plugs (usually used in conjunction with
expansion slots) to introduce damping.17,18 Although
the laser cut slots and plugged expansion slots cause
localized “disruption” of vibrational wave propagation
for certain vibrational modes, the primary noise-
reducing mechanism is the damping introduced by
relative motion (scrubbing), which occurs in laser slots
and plugged holes (similar to the friction damping
mechanism provided by riveted joints).

The most notable advance in the reduction of circu-
lar saw noise for carbide-tipped blades is the laminated
blade design,19 commercialized in the early 1970s.
This design utilizes the principle of constrained layer
damping by “bonding” two thin plates together to
form the body of the blade. This design is by far the
most effective means developed to date for introduc-
ing sufficient damping into the saw body to signifi-
cantly reduce both blade resonant vibration during idle
and blade vibration noise during cutting. There are,
however, some drawbacks to this approach, including
more demanding maintenance procedures. An alterna-
tive, but usually less effective, means of introducing
constrained layer damping involves the use of collars
(concave ground plates clamped to the blade), how-
ever, the diameter of these collars must be at least
50% of the blade diameter to be effective in resonant
blade noise reductions (this depends on the particular
blade resonant vibrational mode shapes, which, in turn,
depends on blade design and blade internal stresses).
Several free layer damping systems are also on the

(a) (b) (c)

Figure 22 Techniques for reducing resonant blade
vibration noise: (a) blade collars, (b) slot/plugs, and
(c)laminated saw body.

market; consisting of a foil tape that is adhered to
the blade. These systems are less effective than con-
strained layer damping systems and are susceptible to
damage under some industrial operational conditions.

Figure 22 shows several of the techniques currently
in use in industry to reduce resonant blade vibration.
While all of these techniques are capable of preventing
the whistling situation during idle, only the laminated
blade has been found to provide reliable large-scale
reduction of resonant blade vibration noise during
cutting.

Forced-blade vibration noise is heavily dependent
on tip speed, tooth number, tooth width (kerf),
tooth cutting angles (clearance, rake, top bevel, etc.),
tooth sharpness, and damping (especially when a tooth
passage frequency (or harmonic) is closely aligned
with a resonant frequency). In general, forced blade
vibration noise levels are reduced by reducing tip speed,
increasing tooth number, reducing plate thickness (kerf),
employing shear cutting angles (alternate top bevel,
etc.), and utilizing sharp blades. Aside from the highly
effective laminated blade construction discussed above,
typical damping treatments usually provide only minor
reduction of forced-blade vibration-produced noise.

Noise control through improved blade design
(improved gullet geometry and blade damping sys-
tems) is in widespread use for cross-cutting operations,
and noise level reductions of 5 dB to 10 dB during both
idle and cutting are commonplace. These techniques
have been less successful for rip sawing applications
due to restrictions on gullet geometry and problems
involving blade heating due to friction.

Both resonant and forced-blade vibration noise can
be reduced by the use of properly designed blade guides.
For some sawmill operations, guides utilizing a liquid
film between the guide and the rotating blade are often
standard machine equipment. Other guide systems are
available that incorporate air-bearing systems, magnetic
force systems, and the like; however, these systems are
application sensitive and are not in widespread use.

Reduction of Forced-Workpiece Vibration Noise
at the Source Reduction of forced-workpiece
vibration (also caused by tooth impact) is a diffi-
cult issue and has received far less attention than
blade aerodynamic noise and blade vibration noise.
Fortunately, most circular sawing machines used in
woodworking employ one or two relatively thin saw
blades that do not result in the high-amplitude work-
piece vibration (for wood-based products) as is the
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Figure 23 Illustration of correct (upper) and incorrect
(lower) saw blade position.2,3

case for cutters. In the case of a relatively wide work-
piece acted on by several circular saw blades spaced a
relatively small distance apart, the vibration response
closely resembles the response that occurs for a cutter
contacting the entire width of the workpiece. Unfortu-
nately, there are relatively few practical and effective
source controls for workpiece vibration noise, aside
from improved workpiece holddown systems, the use
of thinner kerf saw blades, and the use of acoustical
enclosures covering the vibrating workpiece.

The use of proper cutting practices can also help
reduce workpiece vibration and noise. As discussed
for cutters, structural vibration is much easier to
produce in the weak (perpendicular) plane. Figure 23
shows the correct (upper) and incorrect (lower) saw
blade position relative to the workpiece. In the correct
position, more teeth are in contact with the workpiece
at any given time than in the incorrect position; and
the cutting force is almost parallel to the workpiece.

3.2.2 Noise Control in the Path for Machines
Utilizing Circular Saw Blades The use of
acoustical enclosures for circular sawing operations
is primarily found on conveyor-fed multiblade trim
saws and gang rip saws, where minimal operator
interaction with the machine is required and a free-
standing enclosure can be used. As is the case for
cutter-related enclosures, it is important to consider the
vibrating workpiece noise source when considering an
acoustical enclosure. The adverse effect of an exposed
vibrating workpiece and unsealed openings is similar
to the case for cutter-related enclosures.

Figure 24 shows a free-standing enclosure for a
multiblade trim saw used in sawmill operations. In
this case, the saw blades and the entire workpiece
are contained within the enclosure, so that all sawing-
related noise sources are enclosed. Typical noise
level reductions for this application are 10 dB to
15 dB; resulting in noise levels at the operator
location in the 85 dB range during both idle and
cutting. Enclosure construction of this type can be the

Figure 24 Commercially available trim saw enclosure.

commercially available metal construction as shown in
Fig. 24 (with sound-absorbing and damping material)
or conventional plywood/studwall construction.

The use of acoustical treatments in guards located
near saw blades has received some attention and has
been successful in achieving relatively small noise
reductions [usually in the 2-dB to 4-dB range] in aero-
dynamic and resonant blade vibration noise in some
applications. These methods are highly dependent on
the details of the application and the results are typi-
cally unpredictable.

4 AUXILIARY EQUIPMENT

In addition to cutter- and sawblade-related-sources, sev-
eral other noise sources are often found in woodworking
operations. The most important source is related to the
operation of chip and dust extraction systems.

4.1 Chip and Dust Extraction System Noise

Due to the fact that dust collection systems are in
operation almost continuously during the workday,
reduction of noise from the chip and dust extraction
system should be pursued even if the noise emission is
lower than the noise emission from the wood-processing
machines. Operators often find the low-frequency noise
from chips and dust extraction annoying even when the
wood-processing machines determine their daily noise
exposure. Noise control alternatives for chip and dust
extraction systems include21:

• Using well-balanced fans with low-noise emis-
sion

• Using extraction hoods and ducts with smooth-
walled interiors

• Installing sound-insulating outer walls
• Using a large radius where ductwork bends

(1.5 × diameter or more)
• Minimizing air leakage
• Avoiding abrupt changes of airflow direction
• Avoiding excessively high extraction velocity
• Installing silencers
• Reducing conveying velocity



WOODWORKING MACHINERY NOISE 985

• Avoiding the squeezing of chips between the
interior walls of the extraction system and
moving parts

Pneumatic noise sources (air blow-off nozzles, etc.)
are often used to assist in chip and dust collection.
Reduction of this noise usually involves changes in
nozzle design, nozzle orientation, and the use of
silencers. These noise control techniques are covered
elsewhere in this handbook.

5 FORESTRY MACHINERY
Forestry machinery includes a variety of handheld
tools and mobile machines. The special cases of
portable handheld machines and mobile wood chippers
are addressed below.

5.1 Portable Handheld Machines
Reduction of internal combustion engine noise is an
important noise control measure for portable handheld
machines since chain saws, trimmers, and brush cutters
normally run without sawing or cutting for consider-
able time periods. Since internal combustion engines
emit more noise than electric engines, electrically pow-
ered chain saws, trimmers, and the like. should be used
wherever possible.

When buying new machines, low-noise machines
should be specified. For portable handheld machines,
ISO/TR 2252021 may be used for comparing the noise
emission data for the actual machine with noise emis-
sion data collected worldwide for different makes of
machines. The noise emission data for chain saws and
for trimmers and brush cutters are presented separately
in ISO/TR 22520 for three different regions of the
world (Europe, United States/Canada, and Australia).

5.2 Mobile Wood Chippers
Mobilewood chippers are commonly used in processing
trees, and the noise levels can be as high as 120 dB at
the operator’s position. The cutting device is usually
a flywheel equipped with cutting blades running in
the 1000- rpm range. The cutting process is typically
performed in two stages, both which cause sound
generation: (a) the primary cut where the cutting blade
contacts the free piece of wood and moves it toward
a fixed counter knife and (b) the final cut when the
workpiece contacts the counter knife.

Experiments22 have shown that a noise level
reduction in the range of 10 dB may be achieved
by proper adjustment of the position of the counter
knife and the in-feed rolls. This essentially combines
the double cut into a single cut, which stabilizes the
workpiece during the final cut, thereby reducing noise.
The noise emission may be further reduced by partial
enclosures and absorbing linings in the in-feed area.23

6 NOISE EMISSION DATA
Noise emission data should be available for use in
the buying and selling of woodworking machinery and
equipment. Therefore, there is a need for standardized
methods for the determination and declaration of such
emission data. A number of basic acoustic standards for

determination of sound pressure levels and sound power
levels are available. To obtain reproducible test results
allowing comparison of noise emission from different
makes of a family of machines, the noise emission must
be tested using identical operating conditions.

6.1 ISO Standards for Woodworking Machines

International Organization for Standardization (ISO)
7960 (together with international standards describ-
ing acoustic measurement procedures and data
reporting) prescribes standardized operating condi-
tions for 19 types of woodworking machines that
are widely used in the woodworking industry.

ISO 7960 covers airborne noise emitted by machine
tools and operating conditions for woodworking
machines.

6.2 ISO Standards for Forestry Machinery

ISO 7182 covers noise measurement at the operator’s
position of airborne noise emitted by chain saws.

ISO 7917 covers noise measurement at the operator’s
position of airborne noise emitted by brush saws.

ISO 9207 covers noise emission of manually portable
chain saws with internal combustion engines and
determination of sound power levels (engineering
method, grade 2).

ISO 10884 covers manually portable brush cutters and
grass trimmers with internal combustion engines and
determination of sound power levels (engineering
method, grade 2).

ISO DIS 22868 covers portable handheld forestry
machines with internal combustion engines and
determination of A-weighted sound pressure levels
(at the operator’s ear) and sound power levels
(engineering method, grade 2).

(Revision of ISO 7182 : 1984, ISO 7917 : 1987, ISO
9207 : 1995, and of ISO 10884 : 1995)

6.3 Comparison of Noise Emission Data for
Families of Machine
Comparison of noise emission data for families of
machinery has mainly been organized at a national
level. For chain saws, trimmers, and brush cutters,
noise emission data have been collected worldwide.
Noise emission data for Europe, United States/Canada,
and Australia can be found in ISO/TR 22520 : 2005,
which covers A-weighted sound pressure levels at
the operator’s station for portable handheld forestry
machines (comparative data, 2002). An ongoing Euro-
pean project is aimed at establishing similar data for
sawing machines and planing machines.

7 CONCLUDING REMARKS
A great deal of information and technology is available
for the practical reduction of woodworking machinery
noise. Unfortunately, as a recent survey in Germany24

illustrated, many effective noise reduction technologies
are not gaining widespread acceptance. This illustrates
the need for continuing dissemination of knowledge
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focusing on low-noise machine designs, tooling, and
operating principles.

Many of the difficulties involved in reducing wood-
working machinery noise could be overcome through
the more widespread use of automation. During the
past decade, the application of computer-controlled
machines and robots along with the automation of pro-
duction lines has provided new opportunities for the
successful use of noise-reducing enclosures. The imple-
mentation of new production technology and automa-
tion is expected to continue to contribute to a decreased
noise exposure in woodworking industries in the future.

Several websites25–28 are included in the references
that provide information on low-noise tooling and
machining practices for woodworking.
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CHAPTER 80
NOISE ABATEMENT OF INDUSTRIAL
PRODUCTION EQUIPMENT

Evgeny Rivin
Wayne State University
Detroit, Michigan

1 INTRODUCTION

Maintaining acceptable noise levels inside production
areas of manufacturing plants (on the “shop floor”)
is important both for productivity and morale of the
shop floor employees. With the exception of forg-
ing plants in which forging hammers are the dom-
inating source of noise, noise sources in manufac-
turing plants can be typically classified in order of
intensity/annoyance as1: (1) compressed air (leakages,
air exhaust, air-blowing nozzles), (2) in-plant mate-
rial handling system, and (3) production and auxil-
iary machinery and equipment. Production machinery
and equipment that generate objectionable noise lev-
els include machines that operate with impacts such as
forging hammers, cold headers, stamping presses, riv-
eters, jolting tables; some machine tools; and impact-
generating assembly stations. Two basic abatement
techniques are (1) acoustical enclosures, which are
expensive to build and maintain, may reduce efficiency
of the enclosed equipment, and are not always feasible,
and (2) noise reduction at the source, which is effective
but often requires a research and development effort.
Research and development in plant noise reduction in
the United States has diminished since the 1970s and
early 1980s due to a more lax enforcement of noise
level regulations. All the sound pressure levels given
in this chapter are A-weighted.

2 COMPRESSED AIR SYSTEM

The flow/jet noise generated by a simple nozzle
(Fig. 1), is caused by pressure and velocity fluctuations
(turbulence) in mixing of the air jet with stationary
ambient air, with sound intensity proportional to the
eighth power of jet velocity. Leakages can generate
intense noise levels (up to 105 dB) and economic
losses up to $1000 per leak per year. The preferred
abatement method is maintenance.

Treatments of air exhaust noise should satisfy
two contradictory requirements: noise reduction and
low flow resistance (back pressure). These can be
simultaneously satisfied by channeling the exhaust air
away from the operator(s) position(s) by hoses/ducts.
Another widely used technique is exhaust mufflers
selected by noise levels, back pressure, size, and
cost. Basic types of exhaust mufflers are shown in
Fig 1: multiple jet, dividing the airstream into several
jets with less turbulence and 5-dB to 10-dB noise
reduction; restrictive diffusers, in which air passes
through a fiber mesh or through a porous plug, thus
reducing the effective jet velocity and providing a
more significant noise reduction, up to 20 to 25 dB,
but at the price of a two to three times higher back
pressure; and air shroud in which mixing with the
ambient air is achieved by its “entraining” along the
large outside surface, thus providing for ∼10-dB noise
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Mixing
Region

Turbulent
Mixing
Region

Simple Nozzle Air Shroud
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Figure 1 Typical in-plant compressed air nozzles.2
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level reduction with low back pressure but resulting in
a relatively large and expensive device.

Blow-off nozzles are intense noise generators (up
to 110 dB) due to the turbulent mixing of the air
jet with the ambient air and, additionally, due to
impingement of the jet on the solid target. Also, they
consume significant amounts of compressed air per
the required blowing force (thrust). “Quiet” nozzles
combine noise reduction with delivery of the required
force. The most effective technique is synchronization
of nozzle usage with the actual needs, thus reducing the
noise exposure and saving on air consumption. Multijet
nozzles deliver the same magnitudes of concentrated
thrust versus air consumption as the simple nozzles,
but with noise level reductions of 5 dB to 10 dB; air
shroud nozzles provide the same total thrust versus
air consumption and noise level reductions of 5 dB to
10 dB, while delivering less concentrated thrust (e.g.,
for cleaning purposes); restrictive diffusers reduce
noise levels by 15 to 20 dB but require two to three
times greater air consumption.2

3 IN-PLANT MATERIAL HANDLING SYSTEM
It includes chutes, containers, vibratory feeders, towed
trailers, and the like, generating up to 100-dB to 110-
dB noise levels. A great variety of the devices requires
diverse treatments with some generic underlying
concepts.1

Chutes for parts and scrap are the most widely used
devices, such as gravity sliding chutes (mostly, impact-
generated noise), rolling chutes (part-rolling noise),
vibration-assisted chutes (structure ringing noise).

In gravity sliding chutes noise (up to 100 to 105 dB)
is generated by ringing of the chute itself and of the
dropping parts/scrap pieces. Some noise reduction can
be achieved by reducing the drop height. Often noise
levels radiated from the chute and from the parts/scrap
are commensurate, thus a damping treatment of the
chute structure without influencing the part noise radi-
ation (a frequently used technique) is effective only
for stiff parts. If the part ringing is important (e.g.,
sheet metal stampings), an A-weighted level reduction
of only about 3 dB reduction can be achieved. Abate-
ment of both sources can be achieved by making the
impact surface compliant by assembling it from thin
narrow steel strips attached to the chute structure using

Chute

Closed Cell Foam
(Self-Adhesive Both Sides)

Blue Steel
Lining

in GAP

Direction of

Part F
low

32
1

Figure 2 Low-noise gravity action sliding chute.1

self-adhesive foam strips (Fig. 2).1 In this design, the
dropping part has an extended contact area with the
compliant chute surface and thus prolonged impact
duration, which greatly reduces its ringing. Noise level
reductions of 15 dB to 25 dB have been recorded.1

Gravity rolling chutes are used for transporting
round parts, for example, wheel rim preforms, between
workstations. The overall ringing is excited by part
drop impacts, irregularities of the part shape and the
chute rolling surface, scratching the chute walls by the
“wobbling” rolling parts, and by co-impacting between
the parts. Effective antinoise means are, accordingly,
wire mesh drop cushions, wire grid protected rubber
lining of the rolling surface and of the walls, and
rubber flap curtains preventing direct co-impacting
between the subsequent rolling parts. Reduction of the
equivalent noise level from 107 to 89 dB after these
treatments had been recorded.1

Vibration-assisted chutes are excited by attached
pneumatic ball vibrators generating rotating circular
vibration vectors. This results in reduction of effective
friction between the chute and the sliding part, thus
allowing small inclination angles of the chutes. The
noise is generated mostly by ringing of the chute struc-
ture excited by higher harmonics of the vibratory force,
with vibrators oversized due to low efficiency of friction
reduction by the rotating vibration vector. The situation
can be improved by attaching the vibrator to the chute
as shown in Fig. 3a3 by anisotropic elastomeric gaskets.
Such installation has a high natural frequency fc in the
compression (high stiffness) direction of the gaskets and
a low natural frequency fs in the shear (low stiffness)
direction of the gaskets. Thus, vibrations with the rota-
tional frequency fr of the vibrator are transmitted to the
chute structure without attenuation in the compression
direction and with significant attenuation in the shear
direction (Fig. 3b). This transforms the circular vibra-
tion vector into a narrow elliptical vector, which can
be inclined to the chute surface by an appropriate posi-
tioning of the bracket. The optimal inclination angle, ∼
45◦ (which can be adjusted while in place), results in
about 10 times reduction of part transporting time along
the chute; thus smaller vibrators and/or lower air pres-
sure can be used, with the corresponding noise reduc-
tion and significant savings of compressed air. In addi-
tion, the elastomeric gaskets provide isolation of the
high-frequency vibration harmonics (e.g., the second-
harmonic 2fr in Fig. 3b) from the chute structure. A 23-
dB noise level reduction (from 106 dB to 83 dB) has
been recorded.3

3.1 Containers
Parts/scrap pieces conveyed along the chutes are usu-
ally further transported in containers. Parts, especially
massive, generate noise levels in excess of 100 dB
(ringing part and ringing container structure when
the part hits its wall), usually decreasing while the
container fills up. Large numbers of containers are
used in manufacturing plants, but only a few work-
ing stations are associated with the container-generated
noise. Accordingly, treating/“quieting” all the contain-
ers is useless and very expensive. The potentially



NOISE ABATEMENT OF INDUSTRIAL PRODUCTION EQUIPMENT 989

f s fc f r 2f r

(b)

(a)

f 

Side of Chute

Bracket
Air
In

Air
Out

Elastomeric
Gaskets

Vibrator
Housing

2

1

3

Figure 3 (a) Vibration force vector transformer and (b) its transmissibility plots.3

noisy workstations should be equipped with noise-
reducing means not obstructing the operation. Filling
an empty container with perishable foam (e.g., soap
foam) reduces noise levels by ∼5 dB. Pressing rubber-
coated rollers externally to the container wall results
in an A-weighted noise level reduction of about 6 dB.1
The pressing action is activated by the weight of the
container when it is placed into its workstation.

3.2 Towed Trailers
In many plants empty and loaded containers are con-
veyed by trains of up to five to six towed trailers
driven at speeds up to 10 mph (16 km/h). Wheel exci-
tations from floor unevenness induce intense struc-
tural vibrations with accelerations exceeding 1 g, caus-
ing noise and a secondary rattling of containers.
Friction reduction by vibration also causes horizon-
tal movements/impacting of containers. Noise lev-
els up to 115 dB were recorded, together with fast
deterioration of bearings, king pins, and other joints
caused by dynamic loading. Since loads on trailers
vary significantly (empty trailer—trailer loaded with
empty containers—trailer loaded with full contain-
ers—stationary trailer loaded with stacked-up full con-
tainers in storage mode), a spring suspension with
linear load–deflection characteristics is either too stiff
for lightly loaded condition or has an excessive deflec-
tion for the loaded condition, preventing assembling
of the train. Also, an expensive redesign of the trailers
inventory is required.

Rubber–metal shear disk suspension (Fig. 4)1
having nonlinear hardening characteristic and nearly

constant natural frequency ∼5 Hz of the trailer regard-
less of its loading resulted in about 16-dB reduc-
tion of equivalent noise levels combined with small
(∼15 mm) height difference between empty and fully
loaded trailer, ∼15 times reduction of impact accel-
erations and, consequently, 10 times greater periods
between repairs. In Fig. 4, axle 2 of wheel 1 is con-
nected to frame 3 via two “shear disks” comprising
rubber-in-shear layers 4, 5, 6 sandwiched between
metal plates 7, 8, 9, 10. At low trailer loads all rubber
layers are deforming (connected in series) thus having
low stiffness. At an increased load, the softest rubber
disk 4 contacts the axle, and stiffness is increasing; at
even greater load, the next rubber disk 5 contacts the
axle; and in storage mode all disks contact the axle
thus preventing their overstressing.

3.3 Vibratory Feeder Bowls3

These “solid-state” devices are widely used in man-
ufacturing, especially assembly, operations, but high
noise levels up to and sometimes exceeding 105 dB
prevent even wider use. The principal noise sources are
ringing of the bowl in the 250- to 500-Hz range excited
by high-frequency harmonics of the driving vibratory
torque; ringing in the 2- to 8-kHz range excited by
impacts from conveyed parts moving in a “tossed up”
regime; and noise radiation in the 2- to 16-kHz range
from diffuser-shaped bowl cavity. The corresponding
preferred noise abatement techniques can be applied
individually or combined.

External damping treatment of the bowl and of the
nonworking surfaces of the part track and the exit ramp
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Figure 4 Castor wheel with shear disk suspension.1

achieves ∼10-dB reduction. Instead, the bowl can be
made from a nonringing plastic (e.g., polyurethane).
Coating the working track surface with a high-friction
and low-impact velocity restitution coefficient material
(e.g., polyurethane) reduces noise by about 8 dB and
accelerates uphill vibration-stimulated conveyance, up-
to 40% for solid parts (less for thin-walled parts).
Screening the radiated noise by a “see through, load
through, reach through” segmented acoustical cover
made from a transparent high-damping polyvinyl chlo-
ride (PVC) material (Fig. 5) with segments prevented
from sagging by thin spring steel strips provides a
noise level reduction up to 12 dB. Combinations of
these technique reduce the noise level by 15 dB to
20 dB.

4 PRODUCTION MACHINERY

Both stationary and handheld production machinery
becomes a dominating factor in the noise environment
after compressed air and material handling systems
are treated. Total acoustical enclosures for stationary
machinery, in addition to high initial costs, reduce pro-
ductivity of the machine by 3 to 5%, generate substan-
tial maintenance expenses (up to 15 to 20% of the ini-
tial costs annually), create inconveniences for machine
operators, and may become a problem for management
if enclosures are used by employees as nonacousti-
cal shelters. Two cost-effective noise abatement tech-
niques are selection of best models/units, especially for
handheld machines, and engineering treatments based
on studies of noise-generating mechanisms.

Figure 5 Segmented acoustical lid for vibratory feeder.3

4.1 Handheld Machines
Since many models of handheld machines for a given
purpose are commercially available, selection of the
best units can be very effective. Similar machines
of different designs may vary substantially in sound
pressure level, performance, and energy consumption.
Often, a quieter machine has better performance
characteristics and/or lower energy consumption, thus
making the selection a very cost-effective exercise.
This was confirmed by comparative testing of various
models of handheld compressed-air-driven grinders,
whose noise levels differed within the 12-dB range
and air consumption varied within a 2 : 1 range. Noise
levels of different design pile drivers vary by as much
as 43 dB.4 Selection testing of handheld machines
requires low-noise load simulators, for example, eddy-
current or magnetic power brakes for machines
with rotating tools, and using nonringing workpiece
simulators for percussion machines.

In airplane factories, noise from riveting produces
short-duration, high-amplitude sounds with high-level
components at frequencies where the human ear is
most sensitive. Control of the impulsive sound of
riveting without affecting production was achieved by
applying constrained-layer damping pads to the skin of
an aluminum panel being riveted5 (treatment similar to
silencing treatment of containers described above). A
pad is held against a panel by a vacuum pressure of
about 90 kPa. The time-averaged A-weighted sound
pressure level at a position representative of the ear
of the operator of a riveting hammer was reduced by
about 5.5 dB.

5 NOISE SOURCES AND THEIR TREATMENT
FOR STATIONARY IN-PLANT MACHINERY
The selection process is not always effective for
stationary machines since the machine noise is usually
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specified at idle condition, without loading by the
working process, and a quieter machine at idle
is not necessarily the quietest one in production.
Stamping press noise level specifications (without a
die) call for 84 dB, while the part-producing presses
are characterized by averaged (equivalent) noise levels
up to 90 dB to 95 dB, with peak levels up to 105 dB
to 110 dB. Testing of the machine under load is not
a solution since the test results depend on the tool
(die) design, workpiece material and design, and the
like. Accordingly, it is important to perform testing
in a simulated environment wherein unified loading
conditions are used for different machine models.

Figure 6 shows a load simulator for punch presses6

that is placed on the press bolster instead of the die
for noise testing. Disk (Belleville) springs (2) can be
preloaded by calibrated or instrumented bolts (1) to
the specified load. When the press ram on its way
down is touching the head (6), it unloads the bolts (1)
from springs-induced load. The ram travel for fully
unloading the springs is equal to the small initial
deformation of the bolts. Both the load magnitude and
duration of the unloading process are adjustable by
changing the preload and by changing length and cross
section of the bolts (1). Thus, the load pulse applied to
the ram and to the press structure is very short, similar
to the load pulse during the breakthrough event in the
punching operation, and can be adjusted according to
the test standard/specification.

5.1 Impact Machinery

The most intensive noise emitters in manufactur-
ing plants are machines generating impact forces
for performing productive work. The most numer-
ous impact-generating machines are metal-forming
machines, although some other types of machinery
(such as jolting tables in foundries) have similar
noise-generating mechanisms, which can be treated
by the same techniques as metal-forming machines.
Metal-forming machines represent the most produc-
tive metal-working equipment. Also, in many cases

A-A (6)

(4)(5)

(1)
(2)

(3)

Figure 6 Punch breakthrough load simulator.6

the workpieces produced by these machines are char-
acterized by significantly better material properties.
This includes forging machines for complex three-
dimensional shaping of material as well as sheet
metal stamping (forming and punch) presses, much
more numerous than the forging machines. The nois-
iest group—forging machines—include “drop” or
“anvil” and “counterblow” hammers, and “screw” and
“crank” forging presses. The noisiest mechanical forg-
ing crank presses are embodied as horizontal cold-
heading machines. Hydraulic presses are substantially
more expensive but less noisy.

5.2 Stamping Presses

Noise sources in stamping presses can be distinguished
as “idling” sources, such as gear noise, air noise,
impacts in clearances of revolute joints and gibbs
(guideways), impacts of the stripper plate against the
upper die and keepers (Fig. 7), “knock-out bars” in
cold-forming presses, and process noise. All impact
interactions excite structural modes of the press frame,
thus adding ringing of the structure to the impact noise.
The process noise in sheet-metal forming presses has
a relatively low intensity, mostly due to ringing of the
metal sheet during loading into and unloading from
the die. On the other hand, the breakthrough event in
punching presses is characterized by a short intense
force pulse that excites numerous structural modes of
the press. A significant reduction of the press noise is
possible only by addressing both groups of sources.6,7

Noise of the breakthrough event can be reduced
by optimizing velocity of the punch in the moment
of impact (by adjusting the die setting), by tuning
the clearance between the punch and the die, or by a
proper die alignment. Optimization of these parameters
can reduce the peak noise level by 5 dB to 10 dB.
Shearing/slanting of the die and/or punch staggering
extends the duration of the force pulse and has a
substantial effect in a broad frequency range. However,
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Figure 7 Stamping die system of a punch press.6
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it increases initial and maintenance (sharpening) die
costs. In some cases it can adversely affect the part
quality.6 Hydraulic shock absorbers8 arrest the abrupt
load release after the punch breakthrough resulting in 2-
dB to 6-dB peak noise level reduction. The absorber has
to be readjusted for the die changeover; may require an
oil-cooling device; increases press power consumption
by 4 to 15%; and is expensive. In the presses driven by
servo-controlled motors and ball screws, a controlled
change of the breakthrough load pulse may result in
3-dB to 5-dB noise level reduction.9

The most important noise sources besides the
breakthrough event are hard impacts in auxiliary sys-
tems of the presses (stripper, keeper, knock-out bars)
and in structural clearances. Since impact-generated
contact pressures in these mechanisms are very high
(up to ∼6 MPa), solid rubber cushioning pads (allowed
contact pressure from impact load 0.5 to 1.0 MPa) can-
not be used. Thin-layered rubber–metal laminates eas-
ily tolerate contact pressures above 50 to 60 MPa7,10

and can be used as durable impact cushions. Use of
the rubber–metal laminated cushions for the slide-
connecting rod ball joints and for keeper joints resulted
in an A-weighted sound pressure level reduction of 2
dB to 2.5 dB for each treated joint.7 A similar reduc-
tion had been achieved by using the stripper plate made
from a wear-resistant plastic (UHMW polyethylene)
reinforced by a steel frame, instead of the solid steel
plate.6

The structural ringing can be reduced by using more
powerful (overrated) presses to perform relatively low-
force stamping operations and by applying damping
treatments to the frame. Both approaches are expensive
ones for a relatively modest noise reduction (∼3 dB).
Obviously, the above-listed source treatments also
result in a reduction of the structural ringing.

Noise in the vicinity of stamping presses can
be significantly reduced by installation of the press
on properly selected vibration-isolating mounts. Such
installation is especially important if the press is
surrounded by an acoustical enclosure. Vibration
isolation of a majority of machines in a shop reduces
the overall noise level in the shop; see Section 5.4.

5.3 Drop Hammers and Forging Presses
The maximum work capacity for drop hammers is
determined by the mass of the dropping ram (tub) and
by the height from which it is dropped, and is measured
by the maximum energy of one blow Wmax in newton-
metres or joules, and for presses by the maximum
force Fmax in newtons. A hammer and a screw press
are equivalent as production machines if the Wmax of
the hammer in newton-metres and Fmax of the press
in kilonewtons are related as 3.5 : 1; a hammer and

a crank press are equivalent if Wmax:Fmax = 2.5 : 1;
and the equivalence ratio between the maximum forces
of a crank press Fmax c and a screw press Fmax s is
Fmax c:Fmax s = 1 : 0.75.11 Thus, a crank press with
Fmax = 10,000 kN = 10 MN ≈ 1000 ton is equivalent
from the forging point of view to a drop hammer
with Wmax = 25,000 N − m = 25 kN − m = 25 kJ. A
crude but useful approximation for “fast” A-weighted
sound level of forging machines at 1 m (LA1) and
7 m (LA7) from the machine as a function of the
machine capacity are shown in Table 1, where Wmax
is in kilonewton-metres, and Fmax is in meganewtons.

Considering the above equivalencies, drop ham-
mers are exhibiting the highest sound levels and the
slowest decay with the distance, followed by screw
presses and crank presses. For the latter, the noise
levels are only weakly correlated with their size.
The “true” peak sound emanated by forging ham-
mers is ∼20 dB higher than the “fast” levels listed
in Table 1.11

The sound intensity is increasing with each blow
until the workpiece (billet) is completely forged, and
the most intense sound pulse is generated by die-to-die
impact. This most intensive impact is used to describe
the noise emission of forging hammers. The major
noise-generating mechanisms are11:

• Sudden deceleration of co-impacting bodies
(dies) with the radiated pressure pulse depend-
ing on strength (magnitude) and duration of the
blow pulse (Table 2).12

• Transverse expansion of billet and dies during
the blow, with the generated sound pressure
level depending on the blow intensity, billet/die
cross section, and transverse stiffness.

• Structural ringing of the hammer at its natural
modes, which intensifies by up to 10 to 15 dB
if the blow is off-center.

• Air expulsion from between the dies prior
to the impact produces shock waves whose
pressure levels depend on impact velocity and
die design; not a significant noise source outside
of low-frequency range (<100 Hz).

• Vibration of the ground excited by the pulselike
blows and contributing to the noise radiation; its

Table 1 Noise Levels of Forging Machines

Drop Hammer Screw Press Crank Press

LA1 0.10Wmax + 112 1.1Fmax + 99 107
LA7 0.10Wmax + 106 1.1Fmax + 92 99

Source: From Ref. 11.

Table 2 Impact Pulse Parameters for Forging Hammers

Tup + upper die mass, m, t 1 2 3 5 5.5 10 15 20
Pulse duration, τp1, 10−3 s 1.0 1.26 1.44 1.69 1.75 2.07 2.45 2.64
Pulse magnitude, P0, kN 1,930 2,830 3,700 5,130 5,500 7,500 10,900 12,400

Source: From Ref. 12.
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role in the overall noise level is increasing with
increasing distance from the hammer, besides
being itself a major vibratory annoyance.

Noise and vibration generated by forging ham-
mers are objectionable both for the operators and for
the surrounding communities. The few practical noise
abatement techniques addressing both of these con-
stituents are increasing the frame mass of a hammer
for a given blow strength (e.g., by using overrated
hammers), improving die design to produce a desired
workpiece with less intense blows, and introducing
controllable hammers allowing fine tuning of the blow
strength to the billet size and condition.11

While the hammer operators are somewhat pro-
tected by individual ear protectors, the greatest objec-
tions to forging hammers’ noise and vibration are from
residents of the areas surrounding the forging shop and
from users of precision and other vibration-sensitive
equipment. The noise levels at the “property boundary”
of forging shops are 90 to 100 dB,11 far exceeding the
norms for residential areas. Ground-transmitted vibra-
tion is even more objectionable, especially in winter
time in cold areas, when the frozen soil is a much
better vibration transmitter. Vibrations from forging
hammers may blur microscope images and cause shak-
ing of office equipment at as far as 300 m from the
shop, with much worse effects on frosty days. Trans-
mission of noise and vibration outside the shop can be
reduced by acoustical treatment of walls (and ceilings)
and by vibration isolation of hammers.

Usually hammer is being installed on a massive
foundation block supported by compliant steel springs
or rubber isolators. The maximum amplitude of force
transmitted to the ground Pg max relative to blow force
magnitude P0 (Table 2) is12

Pg max

P0

∼= 6.9

√√√√√
m3m

2
4[

(m3 + m4)(m1 + m2 + m3)

× (m1 + m2 + m3 + m4)

]τp1fvz

(1)
where m1 is mass of dropping tup + upper die,
m2 = mass of anvil, m3 = m′

3 + m′′
3 is mass of frame

m′
3 attached to foundation block m′′

3, m4 = mass of
foundation box, τP 1 is blow pulse duration (Table 2),
fvz is vertical natural frequency of hammer +
foundation on vibration isolators.

Equation (1) describes the effectiveness of the
vibration isolation system. It shows that for the
short pulse excitation the transmitted force (Pg max) is
proportional to the natural frequency of the isolation
system (for isolation of steady, e.g., sinusoidal,
vibrations the transmitted force is proportional to the
second power of the natural frequency). However,
in the latter case the transmitted vibration is of the
same frequency as the excitation, while for the pulse
excitation a less hazardous low frequency (equal to
fvz) is transmitted. The isolation effectiveness does not
directly depend on stiffness of the auxiliary isolation
system between the anvil and the hammer frame
(usually belting, oak boards, etc.).

Damping in isolators improves effectiveness of
the isolation system, thus fvz can be increased (thus
allowing to use a smaller and less expensive foundation
block) by increasing damping (log decrement δ of the
isolation system) if the following isolation criterion
�f h is kept constant,

�f h = fvz

δ0.25
(2)

Increasing damping in both main and anvil isolators
from δ = 0.3 to 1.25 allows to increase the natural
frequency of the vibration isolation system by a
factor of ∼1.5, from fvz = 2 − 6 Hz to fvz = 3 −
9 Hz without reducing isolation effectiveness.

Other pulse-generating machines are jolting tables
in foundries, impact-testing machines, and the like.
Usually, these machines are smaller than hammers
and require less operator supervision (e.g., automatic
cycling) and often are used with rigid or flexible (PVC
strips) enclosures. Protection of the surrounding area
is provided by vibration isolation conceptually similar
to that of forging hammers above.

Hydraulic forging presses and large punch presses
generate significantly lower noise levels since the ram
motion and, thus, structural vibrations can be con-
trolled by the electrohydraulic system.13 While the
overall noise levels in the vicinity of a hydraulic forg-
ing press are still significant, the main sources of
the noise are not necessarily the forging force pulse
related, but are due to compressed air systems, mate-
rial handling systems, and ancillary devices. These
sources can be treated by the techniques described
above. For example, noise sources for the hydraulic
forging press for artillery shells14 (the overall level
110 dB) are impacts of shells moving along the gravity
chute (95 dB), pneumatic controls on shell-handling
robotic arms (110 dB), air jets for blowing out the shell
(110 dB), and hydraulic pumps and electric motors (85
to 88 dB).

While there are few forging hammers in industry
and usually not more than two or three in one plant,
cold headers are widely used for making standard fas-
teners and relatively small mass-produced mechanical
parts. Usually dozens of cold headers are placed in one
shop resulting in sound pressure levels of 90 dB to
102 dB and sound power of 99 dB to 115 dB.15 Tech-
niques for noise reduction in the source include reduc-
tion of acceleration/deceleration of the ram, damp-
ing enhancement of the structure (frame), damping
enhancement of the ejection rocker arm and the fly-
wheel, tightening clearances between the crankshaft
and the connecting road to reduce rattling during rever-
sals, and vibration isolation. These techniques are not
widely adopted by the machine manufacturers. How-
ever, practically all models of cold headers can be
supplied with the full enclosures that, if properly main-
tained, can provide 9- to 13-dB noise level reduction.

Noise radiation from the shop floor as well as
disruption of operation of precision production and
measuring equipment can be reduced by mounting
cold headers on vibration isolators having high vertical
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(compression) stiffness and low horizontal stiffness (in
the working pulse direction), thus attenuating the pulse
transmission to the floor. The recommended horizontal
natural frequency for high-force/low-speed machines
is fx ≤ 7 to 9 Hz. It is desirable to assure decoupling
horizontal/rocking and vertical modes in the vibra-
tion isolation system12 to reduce vibration excitation
in the vertical direction where the floor stiffness is
relatively low.

5.4 Metal-Cutting Machine Tools
Most modern machine tools use coolant fluids at
high pressures. Because of this, they usually have
hermetic enclosures around the working area, which
provide a noise abatement effect. There are sometimes
objectionable noise levels from machine tools using
milling cutters due to the impact character of cutting.
A noticeable noise reduction can be achieved by using
milling cutters with nonuniform pitch of their cutting
edges, used for reduction of chatter vibrations.16

The important noise source is radiation from the
floor due to high-frequency vibration transmitted from
the machine tool. Installation of a majority of machine
tools on vibration isolators was shown to result in 2-dB
to 3-dB noise level reduction in the shop and noise
level reduction in the most annoying frequency range
of 2000 Hz to 3000 Hz by 4 dB to 5 dB.12
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1 INTRODUCTION

A frequent problem in the manufacturing industry
today is the vibrations or chatter induced in machine
tools during machining; for example, in turning,
milling, boring, and grinding. The vibration of machine
tools may be divided into three different classes:
(1) free or transient vibrations of machine tools
excited by other machines or engagement of the
cutting tool, (2) forced vibrations usually associated
with periodic forces within the machine tool, for
example, unbalanced rotating masses, and (3) self-
excited chatter that may be explained by a number
of mechanisms. These mechanisms include, among
others, the regenerative effect, the mode coupling
effect, the random excitation of the natural frequencies
of the machine tool caused by the plastic deformation
of the workpiece material, and/or friction between the
tool and the cut material. Vibrations in machine tools
affect the result of machining, particularly the surface
finish. Furthermore, machine tool life can be correlated
with the degree of vibration and acoustic noise
introduced. Machine tool chatter may be reduced by
selective passive or active modification of the dynamic
stiffness of the tooling structure and/or by the control
of cutting data to maintain stable cutting. Forced
unbalance vibration in rotating tooling structures may
be reduced by passive balancing or active online
balancing.

2 MACHINE TOOL CHATTER AND VIBRATION

In machine tools the chain—tool, tool holder system,
machine structure, and workpiece—forms complicated
dynamic systems.1–4 The vibration of machine tools
may be divided into three different classes: free or
transient vibration, forced vibration, and self-excited
chatter or vibration.1–4 Free or transient vibrations of
machine tools may be excited by other machines in
the environment via the machine tool base or/and by
rapid movements of machine tables, engagement of
the cutting tool, and the like. The forced vibrations
are usually associated with periodic forces within
the machine tool, for example, unbalanced rotating
masses, the intermittent tooth pass excitation in
milling. This type of vibration may also be excited
by other machines in the environment of the machine
tool via its base.

Machine tool vibrations during machining opera-
tions are usually termed self-excited chatter or tool

vibration. Depending on the driving force of tool vibra-
tion, the vibration is generally divided into one of
two categories: regenerative chatter (secondary chatter)
and nonregenerative chatter (primary chatter).1–3,5–8

Extensive research has been carried out on the mech-
anisms that control the induction of vibrations in the
cutting process. The majority of this research has been
carried out on dynamic modeling of cutting dynamics
focusing on the analytical or a numerical model. Usu-
ally, the purpose of these works is dynamic models that
enables to predict cutting data that enables stable cut-
ting and maximize the material removal rate.1,2,4,9–11

2.1 Chatter Mechanisms and Properties

The two most widely used theories explaining self-
excited chatter are the regenerative effect and the mode
coupling effect. These theories are generally explained
based on the dynamic interaction of the cutting process
and the machine tool structure, that is, the basic cause
of chatter.1–3,12 Self-excited chatter and two of its
energy-providing mechanisms, the regenerative effect
and the mode coupling effect, are usually described
as follows: During cutting, a force Fr(t) is generated
between the tool and the workpiece; see Fig. 1.

The cutting force will strain the structure elastically
and may cause a relative displacement of the tool and

AA

Cutting Speed
or Primary Direction

Direction of
the Feed Motion

Toolholder S
hank

Cutting Tool

Workpiece

Fr(t)

Figure 1 External longitudinal turning.
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Figure 2 (a) Simplified block diagram of the closed-loop
cutting- process structural system and (b) the principle for
cutting tool regenerative chatter.3

the workpiece, which alters the tool and workpiece
engagement. This, in turn, indicates a feedback system
relation between the cutting force Fr(t) and the relative
displacement of the tool and the workpiece; see Fig. 2a.
This justifies a possibility for the initial vibration to be
self-sustaining (unstable) and increase,with themachine
oscillating in one of its natural modes of vibration.
Basically, the closed-loop cutting process structural
system is considered unstable if a mechanism exists
for transferring energy into the structure to maintain
vibration.1–3,12 The regenerative effect is considered
to be the dominant mechanism of instability and
chatter.1–3,12 Itmay occurwhen successive passes of the
cutting tool overlap, that is, when the tool at any instant
is removing an undulation on the workpiece surface that
was cut on the previous pass of the tool or revolution
of the workpiece. This is illustrated in Fig. 2b where
h0 is the intended chip thickness, h(t) is the actual
chip thickness at time t , y(t) is the displacement of
the tool in the y direction at time t , and y(t − T ) is the
displacement of the tool in the y direction at previous
pass of the tool or revolution of the workpiece.

Depending on the phase between these waves
on the workpiece surface, the force variation and
excitation energy may increase after successive passes
of the tool and the vibration will build up.1–4,12 The
limit of stability as a function of frequency—a stability
chart—may be produced from

1 = −Gyr(f )[k1(1 − µce
−j2πf T ) + k22π/�j2π f ]

where Gyr(f ) is the cross receptance between the
cutting force Fr(t) and the tool response y(t) (m/N),
k1 is the cutting stiffness coefficient (N/m), µc is the
overlap factor, k2 is a constant (N/m), � is turning
the rotational speed of the workpiece (rad/s), and f is
frequency (Hz).3

On the other hand, the mode coupling effect may
occur when successive passes of the tool do not overlap
and when the eigenmodes of the machine–tool system
are closely matched. The mode coupling chatter exists
if vibration in the primary cutting direction generates
vibration in the feed direction and vice versa. This
results in an elliptic tool tip motion in the primary
direction-feed direction plane, where the part of the
elliptic motion in direction of the primary direction
produces a greater average depth of cut as compared
to the part of the elliptic motion where the tool tip has a
motion in the reverse primary direction. This results in
a net input of energy to the machine–tool system.1–3,12

The mode coupling effect is in the set of primary
chatter mechanisms. The set of primary chatter mecha-
nisms also includes random excitation of the machine
tools eigenfrequencies due to plastic deformation of
workpiece material and/or friction between the tool and
the cut material, the tendency of the cutting force exci-
tation to change with the cutting speed, the dynamic
effects of the geometry of the cutting tool on the cut-
ting process, and so forth.1,10,11,13,14

In this context it should, however, be observed
that machine–tool chatter frequently exhibits stochas-
tic properties.10–14 This may be explained by the fact
that the mechanical properties of materials, such as
chemical composition, inhomogeneities, microstruc-
ture, and hardening, generally have spatial stochas-
tic variations.15 As a consequence of the stochastic
variation of the mechanical properties, the deforma-
tion properties of the material will also show random
variations.13 In Fig. 3 photos of the material structure
of two different work materials, one cast iron and one
stainless steel, are shown.

This in turn will introduce a broadband excitation of
the machine tool.10,11,13 Generally, machine–tool sys-
tems are classified as narrow-band systems.4,10,11,13,16,17

The chatter or tool vibration is usually related to
a low-order bending mode of, for example, the
tool holder shank in external turning, the boring
bar in internal turning, and spindle–cutter assem-
bly in milling.10,11,13,16,17 Frequently, the tool holder
responses during continuous unstable machining have
nonlinear properties.10,11,13,14,18 Boring bar vibration,
for instance, usually has spectra containing harmon-
ics of the dominating resonance frequency as well
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Figure 3 Structure of (a) SS 0727–02 or AISI 80-55-06
(magnification 1000×). (b) SS 2343-02 or AISI 316
(magnification 50×).13

as non-Gaussian probability density.10,11 Occasion-
ally, these properties may also be observed in tool
holder shank vibration in external turning which, how-
ever, usually is Gaussian distributed.13,18 For constant
cutting data, tool holder shank vibrations in exter-
nal turning are generally described well by second-
order weakly stationary random processes, while boring
bar vibrations usually exhibit nonstationary stochastic
behavior.10,11,13 Low-frequency revolution-dependent
workpiece motion due to residual rotor mass unbalance
in the spindle–chuck–workpiece system may influence
the motion of the tool holder via the relative dynamic
motion between the cutting tool and workpiece. As a
result, the motion of a tool holder is influenced by
force modulation10 and thus exhibits cyclostationary
properties.19 In milling, both the tooth pass frequency
and the residual rotor mass unbalance in the spin-
dle–cutter assembly may also influence the tool holder
response during machining.14,16,17

3 METHODS OF VIBRATION AND CHATTER
CONTROL
Generally, the tooling structure—the interface between
the cutting tool or insert and the machine tool—is
the weakest link in a machining system.20 In many
cases, the tooling structure is the bottleneck concern-
ing the achievable accuracy imposed by static deflec-
tions and the cutting regimes as well as the surface
finish due to forced and self-excited vibrations. For
instance, long-overhang cantilever tooling is frequently
the critical part of the tooling structure. In the case of
tooling based on steel bars the upper limit for stable
machining with a reasonable machining regime is gen-
erally considered to be L/D = 4,where L/D = bar
overhang/bar diameter.20–22 But in more demanding
applications, such as internal threading and grooving,
vibrations may start at an overhang between two and
three times the bar diameter.22

Basically, all methods for improving the tooling
structure concern modifications of the tooling struc-
ture’s dynamic stiffness and/or balancing of rotating
parts of the tooling structure.18,20–28 All the elements
and joints in the chain from the tool or insert to tool-
holder–clamping—machine or toolholder—spindle
interface have been addressed with the purpose of
enhancing the chatter resistance of machine tools. The

trend of continuously increasing requirements on speed
and accuracy has also turned the focus toward the bal-
ancing of tool holders for rotating tools.20

Methods for reduction of vibration and chatter com-
prise the increase of the damping and/or stiffness of
insert or tool attachment systems, the reduction of
the toolholder stiffness to enable the tool to retract
out of the workpiece when the dynamic cutting force
increases, the increase of the dynamic stiffness of tool-
holder shanks by means of passive or active control
methods, the reduction of the stiffness of the toolholder
shank while increasing the damping of the clamping,
the improvement of the dynamic stiffness of the inter-
face between tool and clamping device, the improve-
ment of the dynamic stiffness of the tool clamping
devices/spindle connection, the active and passive bal-
ancing of toolholders for rotating tools, and the like.20

3.1 Control Strategies

Two main directions have evolved for the control
of machine tool chatter: one concerns the selective
modification of the dynamic stiffness of the tooling
structure18,20–28; the other concerns the control of cut-
ting data to maintain stable cutting, that is, to avoid
cutting data resulting in chatter or to continuously
vary cutting data in a structured manner to avoid
chatter.20,29,30

In the reduction of forced unbalance vibration in
rotating tooling structures two basic balancing con-
cepts are passive balancing systems, both offline and
online (self-balancing), and active online balancing
using sensors and actuating devices on the rotating
component.20

3.2 Passive Control

Generally, increased dynamic stiffness is associated
with passive vibration control. However, successful
application of turning toolholders, boring bars, and
face milling cutter with selectively reduced static stiff-
ness in the primary direction have been achieved for
enhanced chatter resistance.1,20,31 This will enable the
tool or tools to retract out of the workpiece—reducing
the effective chip area—when the dynamic cutting
force increases.1,20

The improvement of the chatter resistance of
tooling structures usually involves a static stiffness
reduction simultaneous with an increased damping
of the tooling structure, that is, an enhancement of
the dynamic stiffness and stability.1,20,22,32,33 This
method has, for instance, been utilized successfully in
clamping devices for drilling, in a tool clamping for
external longitudinal turning in the direction normal
to the workpiece, in grinding wheels, in boring bar
clamping devices, and the like.20,32,33

The long-overhang cantilever tooling is frequently
the critical part of the tooling structure, and several
passive techniques have been implemented within the
boundaries of these cantilever structures. These passive
methods are well-known to enhance the dynamic
stiffness and stability (chatter resistance) of long
cutting tools and, thus, enables the allowable overhang
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to be increased.20,22,23 A common way of increasing
the dynamic stiffness of cantilever tooling is by making
them in high Young’s modulus nonductile materials
such as sintered tungsten carbide and machinable
sintered tungsten.20,22,23 Solid bars made of both these
materials allow stable cutting with ratios L/D <
7.20,22 The dynamic stiffness of cantilever tooling
may be further increased at the cost of reduced static
stiffness by, for example, implementing a tungsten
carbide rod inside a tube-formed boring bar.20 The
boring bar design with an internal tungsten carbide
rod can cut chatter free at a depth of 15 to 30%
greater than a solid carbide bar of the same diameter
at L/D = 6.5.20

At present, the most common approach to enhanc-
ing the dynamic stability of long cantilever tooling is
the application of an widely used method for vibra-
tion suppression; the passive tuned vibration absorbers
(TVA).20,22,23 In the literature the tuned vibration
absorbers are also refereed to as tuned mass dampers
(TMD) or dynamic vibration absorbers (DVA). A TVA
is usually implemented in a tube form, for example,
boring bar at the tool end. A cylindrical damper body
may, for example, be coupled to the bar via rubber
rings at each end of the cylindrical damper body with
damper oil in between the rubber rings20,22,23; see
Fig. 4. The placement of the tuned vibration damper at
the tool end enables the greatest control force into the
fundamental bending modes.34 The absorber is tuned
to a given frequency range by adjusting the weight of
the reactive mass and the stiffness and damping prop-
erties of the elastic element. The vibration absorbers
are tuned either to a tonal or a broadband application.

Steel boring bars with TVAs allow stable cutting
with ratios L/D < 10.22,23 The performance of TVA
boring bars may be improved further by making the
root segment of the bar closest to the clamping of

ab

c

Boring Bar
Clamping

Figure 4 Passive damped boring bar.20,22,23 (a) Heavy
tuning body. (b) Rubber ring. (c) Damper oil.

high Young’s modulus materials such as sintered tung-
sten carbide and machinable sintered tungsten.20,22,23

Carbide-reinforced TVA boring bars enable stable cut-
ting with ratios L/D < 15.20,22,23

3.3 Active Control of Chatter—A Promising
New Development

Active vibration control of machine–tool vibration
comprises a number of different methods for introduc-
ing the control force into fundamental bending modes
of toolholder shanks; it also includes different con-
troller approaches. As the original excitation of the
tool vibrations—the chip formation process—cannot
be directly observed, the control methods are all
based on feedback control.18,24–28 Figure 5 shows a
machine–tool feedback control system.

One of the approaches concerns the adaptive
active control of tool vibration using embedded and
integrated actuators adjacent to the clamping below
the centerline of holder shanks for external turning
and boring bars controlled by the feedback filtered-
x LMS algorithm.24,25 Figure 6 shows control results

W
Feedback
Controller

Secondary Excitation 
via Active Actuator

Toolholder shank

Cutting Speed Direction

Workpiece

Primary Excitation
Introduced by the Material 
Deformation Process

Embedded Actuator

Signal from Sensor Detecting
the Toolholder Response

Figure 5 Machine–tool feedback control system.
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Figure 6 (a) Power spectral density (PSD) of boring bar vibrations with and without feedback filtered-x LMS control.
Cutting speed v = 80 m/min, cutting depth a = 1.5 mm, feed rate s = 0.3 mm/rev, DNMG 150608-SL, grade 7015. (b)
Power spectrum of the absolute-calibrated sound pressure level excited by tool vibration in external longitudinal turning
with and without feedback filtered-x LMS control. Cutting speed v = 80 m/min, cutting depth a = 0.9 mm, feed rate
s = 0.23 mm/rev, DNMG 150608-SL, grade 7015.

for a toolholder shank and a boring bar produced using
this method.

Another method for active control of boring bar
vibration involves LQ control35 and piezoelectric
inertial-mass actuators mounted at the tool end.26 Also,
a control approach based on active clamping and the
feedback filtered-x LMS algorithm for boring bars has
been developed. The active clamping consists of two
actuator pairs: one pair for the introduction of the
control force in the cutting speed direction and one
pair for the introduction of the control force in the
cutting depth direction.26 An active spindle unit for the
control of tool vibration in milling has recently been
developed.28 Two actuator pairs introduce secondary
vibrations into two orthogonal radial directions into
the spindle.28 The actuators are steered by an LQG
controller35 fed with strain gauge signals that senses
the bending motion in the spindle–cutter assembly.28

3.4 Cutting Data Control

Cutting data, feed rate, and cutting speed may also be
controlled to maintain stable cutting. Control can, for
example, be carried out on the basis of estimates of
the damping ratio of a relevant natural frequency of
the joint dynamics of the cutting process and of the
machine tool structure using an ARMA model with
recursively estimated parameters.29 Other approaches
including continuous variation of the cutting speed
to maintain stable cutting have also been suggested.
The amplitude and frequency of a sinusoidal spindle
speed variation may be controlled with respect to
minimum energy input by the cutting process based
on knowledge of the spindle speed and the chatter
frequency.30
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24. L. Andrén, L.‘Håkansson, and I. Claesson, Active Con-

trol of Machine Tool Vibration in External Turning
Operations, Proceedings of the Institution of Mechan-
ical Engineers, Part B, J. Eng. Manuf., Vol. 217, No.
B6, 2003, pp. 869–872.
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1 INTRODUCTION∗

The sound power level is the measure of the sound
power radiated by a sound source expressed in a
logarithmic scale relative to 10−12 W with a unit of
decibels. Procedures for calculating the sound power
level of industrial machinery are presented in this
chapter. The calculated sound power levels can be used
for modeling the sound pressure levels in a space or
developing purchase specifications for new equipment.

With any project, acoustical data measured and
calculated in accordance with recognized standards
should be obtained. Many manufacturers provide
sound power levels or measured sound pressure
levels at 1 m from their equipment, and some offer
special low-noise options. If manufacturer’s data is
unavailable, efforts should be made to measure a
similar unit in operation. If this is not practical, then
the material in this chapter can be used.

Most of the equations presented in this chapter are
based on measured data and tend to be conservative,
usually predicting somewhat higher sound pressure
levels than aremeasured in thefield.Due to recent efforts
at reducing equipment noise, sound pressure levels for
some equipment may be significantly (10 dB) quieter
than the levels calculated in this chapter.

Some equipment consists of several different
sound-producing components such as motors, pumps,
blowers, and the like. The sound power levels for each
component should be determined and then combined
(using correct decibel addition) to get the total sound
power levels.

∗Much of this material was published earlier as Chapter 86 of
Volume 2 of Encyclopedia of Acoustics, John Wiley & Sons,
Inc. 1997, which utilized formulas from several references,
especially Ref. 1. In this chapter, some formulas have been
modified to use metric units and to give the A-weighted sound
power level directly from the equipment parameters.

2 POWER SOURCES
2.1 Boilers1

Main Steam Boilers Main steam boilers of a power
plant radiate igniter, flow, and combustion noise from
their surfaces. The A-weighted sound power level
for main steam boilers (between 125 and 800 MWe)
can be calculated using Eq. (1) where MWe is the
electrical generating rating of the unit. The unweighted
octave band sound power levels can be obtained by
subtracting the values shown in Table 1.

LW = 72 + 15 logMWe dB (1)

Auxiliary Boilers The noise produced by auxiliary
boilers is often due primarily to the blower and the
burner, not the walls of the boiler. An estimate of the
A-weighted sound power level for auxiliary boilers
between 0.5 and 20 MW can be calculated using
Eq. (2). The unweighted octave band sound power
levels can be obtained by subtracting the values shown
in Table 1. For boilers rated in other units, 1 MW =
102 bhp = 1600 kg steam/h.

LW = 94 + 4 logMW dB (2)

2.2 Electric Motors
Motors under 750 kW2 Totally enclosed fan-
cooled (TEFC) motors are the most common type of
electric motors. They are generally cylindrical in shape
with a fan at one end, the output shaft at the other end,
and fins along the body. The A-weighted sound power
level for TEFC motors can be calculated using the
following equations:

< 40 kW : LW = 16 + 17 log kW

+ 15 log rpm + 10 log S dB (3)

≥ 40 kW : LW = 27 + 10 log kW

+ 15 log rpm + 10 log S dB (4)

1001Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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Table 1 Octave Band Sound Power Level Adjustments

Source 31.5 63 125 250 500 1000 2000 4000 8000

Main steam boiler −8 −7 −2 4 5 7 9 9 9
Auxiliary boiler −3 −3 −2 0 3 6 9 12 15
TEFC motors under 750 kW 13 13 10 8 5 5 6 11 19
Drip-proof motors under 750 kW 5 5 3 3 2 5 8 14 23
Gas turbine casing 8 5 3 2 2 2 2 2 2
Gas turbine exhaust 8 4 2 2 3 5 7 11 17
Gas turbine intake 19 18 17 17 14 8 3 3 6
Reciprocating engines (<600 rpm) 8 8 2 1 3 5 8 14 24
Reciprocating engines (600–1500 rpm) 11 6 4 5 4 4 6 10 16
Reciprocating engines w/blower

(600–1500 rpm)
21 15 17 13 2 3 9 14 25

Reciprocating engines (>1500 rpm) 20 12 5 5 6 4 5 11 18
Reciprocating engine turbocharged air

inlet
1 8 10 10 9 6 5 6 14

Reciprocating engine exhaust −7 −3 −9 −5 3 7 13 23 31
Steam turbines 6 2 1 4 5 5 7 8 12
Steam turbine generator units −3 −9 −7 −2 2 6 9 17 23
Transformers 3 −3 −5 0 0 6 11 16 23
Centrifugal air compressor casing 8 8 9 11 11 9 5 6 10
Centrifugal air compressor air inlet 18 16 14 10 8 6 5 10 16
Rotary and reciprocating air

compressors
9 13 8 9 11 8 3 6 13

Feed pumps (1–9 MW) 7 1 3 4 5 6 7 8 12
Feed pumps (9.5–18 MW) 18 12 14 10 4 4 6 18 22
Centrifugal fana 11 9 7 8 9 9 13 17 24
Centrifugal fan casinga 3 6 7 11 16 18 22 26 33
Axial-flow fansa 8 7 6 5 5 5 7 11 12
Propeller fansa 12 12 9 2 4 5 8 14 16
Gas recirculation fan casing −2 −5 −8 −5 6 8 13 15 19
Generators 7 4 3 3 3 5 7 10 15
Gears 13 10 7 7 7 7 7 7 7
Motor-driven pumps 11 10 9 7 7 4 7 11 17
Cooling towers (full speed) −1 −4 −4 −1 2 6 9 12 20
Cooling towers (half speed) 4 1 1 5 5 6 6 9 15
Chillers with reciprocating compressor — 19 11 7 1 4 9 14 —
Centrifugal chillers, internal geared — 8 5 6 7 8 5 8 —
Centrifugal chillers, direct drive — 8 6 7 3 4 7 12 —
Centrifugal chillers, > 1000 tons — 11 11 8 8 4 6 13 —
Chillers with rotary-screw compressor 20 14 10 −2 1 5 10 15 17
Diesel-powered, mobile equipment — 6 1 −2 3 5 8 14 20

a Equations (29)–(32) are for the unweighted sound power levels. Subtracting the values in this table will yield the
unweighted octave band sound power levels. After making the adjustments described in the text for the blade passage
frequency [calculated in Equation (28)], the A-weighted sound power level can be calculated.

where kW is the nameplate motor rating (1 kW =
1.34 hp), rpm is the speed at which the motor is
operating, and S is the conformal surface area (in
square metres) at 1 m from the motor (see the
Appendix to this chapter for the equation for the
conformal surface area). For TEFC motors between
300 and 750 kW, use the value 300 kW in Eq. (4). The
unweighted octave band sound power levels can be
obtained by subtracting the values shown in Table 1.

For drip-proof motors, the A-weighted sound power
level can be calculated using the following equations:

<40 kW : LW = 8 + 17 log kW

+ 15 log rpm + 10 log S dB (5)

≥40 kW : LW = 19 + 10 log kW

+ 15 log rpm + 10 log S dB (6)

For drip-proof motors between 300 and 750 kW,
use the value 300 kW in Eq. (6).

The unweighted octave band sound power levels
can be obtained by subtracting the values shown in
Table 1.

Motors between 750 and 4000 kW1 The sound
power level for largedrip-proof electricmotors (between
750 and 4000 kW) can be estimated by using Table 2.

2.3 Gas Turbines2

Manufacturers of gas turbines often have sound power
level data for the exhaust and inlet. Obtaining accurate
casing data can be difficult due to contributions
from the inlet, exhaust, or other equipment. The A-
weighted sound power level for gas turbines can be
estimated using Eqs. (7) to (9). The unweighted octave
band sound power level for each of these sources
can be obtained by subtracting the values shown in
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Table 2 Octave Band and A-Weighted Sound Power Levels for Drip-Proof Electric Motors (750–4000 kW)

Speed (rpm) 31.5 63 125 250 500 1000 2000 4000 8000 A

1800 or 3600 94 96 98 98 98 98 98 95 88 104
1200 88 90 92 93 93 93 98 88 81 101
900 88 90 92 93 93 96 96 88 81 101
<720 88 90 92 93 93 98 92 83 75 100
250 or 400 (vertical) 86 87 88 88 88 98 88 78 68 99

Table 1.

Casing : LW = 118 + 5 logMW dB (7)

Exhaust : LW = 129 + 10 logMW dB (8)

Intake : LW = 127 + 15 logMW dB (9)

2.4 Reciprocating Engines2

The major noise sources of natural-gas and diesel
reciprocating engines are the engine casing, exhaust
noise, radiator (fan) noise [see Eq. (32)], and for
turbocharged engines, the air inlet. The sound power
levels for each component must be determined. The
component levels can then be added together (correct
decibel addition) to determine the total sound power
levels.

Engine Casing Noise The A-weighted sound
power level for engine casing noise can be calculated
using Eq. (10) where kW is the full-load rating of the
engine, and A, B, C, and D are correction factors
obtained from Table 3. The octave band sound power
levels can be obtained by subtracting the values shown
in Table 1.

LW = 90 + 10 1og kW + A + B + C + D dB
(10)

Air Inlet For all naturally aspirated engines and for
turbocharged engines under about 340 kW, the casing-
noise calculation includes the air inlet noise. For
turbocharged engines above 340 kW, the A-weighted

sound power level of the air inlet can be calculated
using Eq. (11) where dinl is the length of the inlet
ducting in metres. The unweighted octave band sound
power levels can be obtained by subtracting the values
shown in Table 1.

LW = 92 + 5 log kW − (dinl/1.8) dB (11)

Engine Exhaust The A-weighted sound power
level for the unmuffled exhaust can be calculated using
Eq. (12) where T is a turbocharger correction term
(T = 6 if the engine has a turbocharger, T = 0 if there
is no turbocharger) and dexh is the length of the exhaust
pipe in metres. The unweighted octave band sound
power levels can be obtained by subtracting the values
shown in Table 1.

LW = 108 + 10 log kW − T − (dexh/1.2) dB
(12)

2.5 Steam Turbines1

Manufacturers of steam turbines often have sound
pressure level measurements, but the levels may not
have been measured in accordance with a recognized
standard. The A-weighted sound power level for
steam turbines can be estimated using Eq. (13), and
the unweighted octave band sound power levels can
be obtained by subtracting the values shown in
Table 1.

LW = 88 + 4 log kW dB (13)

Table 3 Sound Power Level Correction Terms for
Casing Noise of Reciprocating Engines

Correction
Term Qualifying Condition dB

Less than 600 rpm −5
A 600–1500 rpm −1

Over 1500 rpm 2

B
Diesel and/or natural gas fuel 0
Natural gas only (with small amount of

‘‘pilot oil’’)
−3

C
In-line cylinders 0
V-type or radial cylinders −1

D
Unducted air inlet to unmuffled roots

blower
5

All other types of inlets (with or without
turbocharger)

0
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2.6 Steam Turbine–Generator Units1

The A-weighted sound power level for main steam
turbine–generator units (between 200 and 1100 MWe)
can be calculated using

LW = 101 + 4 logMWe dB (14)

The unweighted octave band sound power levels
can be obtained by subtracting the values shown
in Table 1. Equation (14) takes into account sound
contributions from the high- and low-pressure tur-
bines, generators, and shaft-driven exciters. Noisy cou-
plings and steam control valves can cause higher
sound power levels than those predicted with this
equation.

2.7 Transformers1

Noise from the body of the transformer is made up
of tones at the even harmonics of the line frequency.
In the United States, where the line frequency is
60 Hz, the harmonics are 120, 240, 360, 480, . . .
Hz with the 120-Hz tone usually being the dominant
sound. When additional cooling of the transformer is
needed, noise from the cooling fans can become the
dominant noise source. Lower fan speeds and optimal
blade shapes have helped make newer fans much
quieter, which is particularly helpful in noise-sensitive
applications.

The National Electrical Manufacturers Association
(NEMA) sound pressure level rating is the A-weighted
sound pressure level 1 ft from the transformer and can
be estimated from the following formulas:

Standard transformer:

NEMA sound rating = 55 + 12 logMVA dB (15)

Quieted transformer:

NEMA sound rating = 45 + 12 logMVA dB (16)

where MVA is the voltage–ampere rating of the
transformer in MVA. These equations are valid for
transformers between 20 and 450 MVA. The A-
weighted sound power level can be calculated using

LW = NEMA sound rating + 10 log S dB (17)

where S is the surface area of the four side walls in
square metres. The term 10 log S may be estimated
from the MVA rating by using

10 log S = 14 + 2.5 logMVA dB (18)

Unweighted octave band sound power and pressure
levels can be obtained by subtracting the appropriate
octave band correction factors shown in Table 1.

3 DRIVEN EQUIPMENT

3.1 Air Compressors

Centrifugal Compressors1,3 The frequency band
of maximum sound power from the casing or discharge
piping for large centrifugal compressors can be
calculated based on the impeller tip speed, U , in metres
per second (30 < U < 230):

fp = 4.1U (19)

The octave band sound power level in that frequency
band can be calculated using Eq. (20) where m is the
surface weight of the casing or pipe wall in kilograms
per square metre and f is the octave band center
frequency.

LW = 20 log kW + 50 log U −17 log (mf ) −1.5 dB
(20)

The adjacent octave bands above and below fp roll off
at a rate of 3 dB/octave. The A-weighted sound power
level can be calculated from the octave band values.

If the tip speed is not known, the A-weighted sound
power level for the casing noise of centrifugal com-
pressors between 1100 and 3700 kW can be calculated
using Eq. (21), and the unweighted octave band sound
power levels can be obtained by subtracting the values
shown in Table 1.

LW = 77 + 10 log kW dB (21)

The A-weighted sound power level for the unmuffled
air inlet of centrifugal compressors can be calculated
using Eq. (22), and the unweighted octave band sound
power levels can be obtained by subtracting the values
shown in Table 1.

LW = 80 + 10 log kW dB (22)

Reciprocating Compressors3 For reciprocating
compressors, the fundamental frequency is calculated
from the number of cylinders (B) and the speed as
follows:

fp = B rpm/60 (23)

The octave band sound power level in the frequency
band containing fp that is radiated from the casing or
discharge piping for large reciprocating compressors
can be calculated using Eq. (24) where m is the
surface weight of the casing or pipe wall in kilograms
per square metre and f is the octave band center
frequency:

LW = 150 + 10 log kW − 17 log(mf ) (24)

This equation assumes that the sound power is radiated
from 15 m of discharge piping. The adjacent octave
bands above and below fp roll off at a rate of
3 dB/octave. The A-weighted sound power level can
be calculated from the octave band values.
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Rotary and Reciprocating Air Compressors1

Equation (25) presents an alternative method for
calculating the A-weighted sound power level of
reciprocating air compressors based on just the kW
rating. This equation can also be used with rotary
compressors and includes the noise of partially muffled
air inlets. The unweighted octave band sound power
levels can be obtained by subtracting the values shown
in Table 1.

LW = 88 + 10 log kW dB (25)

3.2 Boiler and Reactor Feed Pumps1

The A-weighted sound power level for large boiler
and reactor feed pumps driven by motors or steam
turbines can be estimated by Eqs. (26) and (27), and
the unweighted octave band sound power levels can be
obtained by subtracting the values shown in Table 1.

1−9 MW : LW = 83 + 7 log kW dB (26)

9.5−18 MW : LW = −32 + 36 log kW dB (27)

3.3 Fans

Fan noise is produced primarily by airflow around
the blades. Manufacturer’s fan data is highly recom-
mended due to significant variations in fan noise levels.
The levels presented in this section assume a static effi-
ciency of 95 to 100%. Sound pressure levels increase
about 1 dB for every 3% reduction in the static effi-
ciency from 99%.

Blade Passage Frequency Calculation1 The
blade passage frequency (BPF) for fans is calculated
as follows:

BPF = (fan rpm × No. of blades)/60 (28)

Centrifugal-Type Fans with Airfoil or Back-
ward-Curved Blades1 The unweighted sound
power level of the inlet noise of forced-draft fans with
inlet control vanes or the discharge noise of induced-
draft fans can be calculated using

LW = 10 + 10 logQ + 20 log δP dB (29)

where Q is the airflow in cubic metres per minute
and δP is the pressure drop across the fan in pascals
(newtons per square metre). The octave band sound
power levels can be obtained by subtracting the
values shown in Table 1 and by making the following
corrections for the blade passage frequency [Eq. (28)]:

• For forced-draft fans used in high-pressure
applications, add 5 dB in the octave band
containing the BPF.

• For induced-draft fans, add 10 dB in the bands
containing the BPF and its harmonic (twice the
BPF).

The A-weighted sound power level can be calcu-
lated from the octave band values after making all of
the corrections.

If there is ducting on the inlet to the fan, the
unweighted sound power level of the uninsulated fan
casing may be calculated using

LW = 1 + 10 logQ + 20 log δP dB (30)

The octave band sound power levels can be obtained
by subtracting the values shown in Table 1 and by
adding 5 dB in the octave band containing the BPF
[Eq. (28)] for high-pressure applications.

The noise generated at the uninsulated fan breach-
ing (discharge ductwork) is approximately 6 dB lower
than that generated by the uninsulated fan hous-
ing. The frequency spectrum is similar to that for
the uninsulated fan housing. The A-weighted sound
power level can be calculated from the octave band
values.

Axial-Flow Fans1 The unweighted sound power
level of the inlet noise of forced-draft fans or the
discharge noise of induced-draft fans can be calculated
using

LW = 21 + 10 logQ + 20 log δP dB (31)

The octave band sound power levels can be obtained
by subtracting the values shown in Table 1 and by
adding 6 dB in the octave band containing the BPF.
The A-weighted sound power level can be calculated
from the octave band values.

For vaneaxial fans, inlet guide vanes cause much
higher blade passage noise than outlet guide vanes.
These modifications will change the A-weighted sound
power level.

Propeller Fans3 The unweighted sound power level
of the inlet or outlet of a propeller fan with a diametre
of 3.5 m or less can be calculated using

LW = 60 + 10 logQ + 20 log δP dB (32)

The octave band sound power levels can be obtained
by subtracting the values shown in Table 1 and by
adding 5 dB in the octave band containing the BPF.
The A-weighted sound power level can be calculated
from the octave band values.

Gas Recirculation Fan Casing1 The A-weighted
casing sound power level for centrifugal fans used
for gas recirculation service (1300 to 4100 kW) can
be calculated using Eq. (33), and the unweighted
octave band sound power levels can be obtained by
subtracting the values shown in Table 1.

LW = 1 + 10 logQ + 20 log δP dB (33)



1006 INDUSTRIAL AND MACHINE ELEMENT NOISE AND VIBRATION SOURCES

3.4 Gears2

The following equation provides an estimate of the
A-weighted sound power levels based on studies of
gearboxes rated from 200 to 17,500 kW:

LW = 86 + 3 log rpm + 4 log kW + 10 log S dB
(34)

where LW is the A-weighted sound power level, rpm
is the speed of the slower gear shaft, kW is the
power transmitted through the gearbox, and S is the
conformal surface area (in square metres) at 1 m from
the gearbox (see the Appendix to this chapter for the
equation for the conformal surface area).

The un-weighted octave band sound power levels
can be obtained by subtracting the values shown in
Table 1. The actual levels in the octave bands con-
taining the gear-meshing and gear-ringing frequencies
may differ from these estimates.

3.5 Generators3

The A-weighted sound power level for generators (not
including the driver noise) can be calculated from
Eq. (35), and the unweighted octave band sound power
levels can be obtained by subtracting the values shown
in Table 1.

LW = 80 + 10 logMW + 6.6 log rpm dB (35)

3.6 Pumps2

The A-weighted sound power level for motor-driven
pumps under 2000 kW can be calculated using
Table 4. In this table, kW is the nameplate motor rat-
ing and S is the conformal surface area (in square
metres) at 1 m from the pump (see the Appendix to
this chapter for the equation for the conformal surface
area). The unweighted octave band sound power lev-
els can be obtained by subtracting the values shown in
Table 1. These equations are based on sound pressure
level measurements at 1 m from the pump and there-
fore include some sound contributions from the driver
and suction and discharge piping. For high-pressure
applications, the level in the band that contains the
blade passage frequency and its second harmonic may
be 5 to 10 dB higher than the calculated levels.

4 VALVE AND PIPING NOISE

The sound pressure level produced by gas control
valves is dependent on whether the flow through
the valve is subcritical or supercritical (choked-valve

condition). For subcritical flow, the valve noise is
due to turbulent mixing and turbulence–boundary
interaction. For supercritical flow, the valve noise is
due primarily to broadband shock noise.

Most valve manufacturers, such as Fisher or
Masoneilan, have semiempirical models to predict the
sound pressure level at a position 1 m downstream of
the valve and 1 m out from the piping. These models
are expected to predict the A-weighted sound pressure
level to within 5 dB of the actual level. For situations
when the manufacturer cannot provide data or as an
alternative, Ng4 provides a control valve calculation
procedure. All of these methods assume some number
of straight piping sections downstream of the valve.
The presence of a tee, mitered bend, or an elbow near
the valve discharge can significantly increase the sound
pressure level from quiet trim valves.

Turbulence generated in piping can also be a
significant source of noise. CONCAWE5,6 and Norton7

have published procedures by which flow-induced
sound power levels can be predicted. These procedures
require a fairly detailed knowledge of the flow
conditions and piping and are beyond the scope of this
chapter. In general these procedures are expected to
predict the A-weighted sound pressure level to within
3 dB.

5 INDUSTRY-SPECIFIC EQUIPMENT

5.1 Air Conditioning for Buildings

Cooling Towers1

Mechanical-Draft Cooling Towers The A-
weighted sound power level of mechanical-draft
propeller-type cooling towers can be calculated using

Full speed : LW = 86 + 10 log kW dB (36)

Half speed : LW = 83 + 10 log kW dB (37)

where kW is the full-speed power rating of the fan.
The octave band sound power levels can be obtained
by subtracting the values shown in Table 1. When
calculating sound pressure levels at distances greater
than 10 to 20 m from the tower, the values shown in
Table 5 should be added to these values to account for
directional effects.

Natural-Draft (No Fans) Cooling Towers The A-
weighted sound power level of the rim, located at the
base, and the discharge, located at the top, of large
natural-draft cooling towers is presented in Table 6.
Since the low-frequency noise levels of the water flow

Table 4 Overall Sound Power Level of Motor-Driven Pumps

Operating
Speed (rpm)

For Motor Ratings
under 75 kW

For Motor Ratings
above 75 kW

450–900 68 + 10 log kW + 10 log S 79 + 3 log kW + 10 log S
1000–1500 70 + 10 log kW + 10 log S 81 + 3 log kW + 10 log S
1600–1800 75 + 10 log kW + 10 log S 86 + 3 log kW + 10 log S
3000–3600 72 + 10 log kW + 10 log S 83 + 3 log kW + 10 log S
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Table 5 Octave Band and A-Weighted Sound Power Level Adjustments for Directional Effects of Cooling Towers

Source 31.5 63 125 250 500 1000 2000 4000 8000 A

Mechanical draft, air inlet side 0 0 0 1 2 2 2 3 3 2
Mechanical draft, enclosed side −3 −3 −3 −3 −3 −3 −4 −5 −6 −4
Mechanical draft, top 3 3 3 3 3 4 4 3 3 3

Table 6 Octave Band and A-Weighted Sound Power Levels for Natural Draft Cooling Towers

Source 125 250 500 1000 2000 4000 8000 A

Base rim noise 105 104 106 108 110 112 110 117
Discharge noise 100 99 101 103 105 107 105 112

are not significant, sound power levels are not listed
for the 31.5–and 63-Hz octave bands.

Packaged Chillers with Compressors The
noise from packaged chillers is due primarily to the
compressor, not the drive motor, and can be calculated
as a function of heat removal (in kW) and the
conformal surface area, S (in square metres) at 1 m
from the unit (see the Appendix to this chapter for the
equation for the conformal surface area). One ton of
cooling capacity is equal to 3.52 kW of heat removal.

Packaged Chillers with Reciprocating Com-
pressors8 For units with reciprocating compressors,
the A-weighted sound power level can be calculated
with Eq. (38), and the unweighted octave band sound
power levels can be obtained by subtracting the values
shown in Table 1. The standard error of this equation
is estimated to be 5 dB.

LW = 66 + 9 log kW + 10 log S dB (38)

Packaged Chillers with Centrifugal Com-
pressors8 For units with centrifugal compressors,
the A-weighted sound power level can be calculated
from Eq. (39), and the unweighted octave band sound
power levels can be obtained by subtracting the values
shown in Table 1.

LW = 54 + 11 log kW + 10 log S dB (39)

The standard error of this equation is estimated to be
4 dB. For larger units with built-up assemblies, use the
conformal area of the compressor section only.

Packaged Chillers with Rotary-Screw Com-
pressors2 For rotary-screw compressors between
350 and 1000 kW of heat removal operating at
approximately 3600 rpm, the A-weighted sound power
level is given by Eq. (40), and the unweighted
octave band sound power levels can be obtained by
subtracting the values shown in Table 1.

LW = 90 + 10 log S dB (40)

5.2 Construction Equipment: Diesel-Powered,
Mobile Equipment1

The A-weighted sound power level for diesel-powered,
mobile equipment such as crawler tractors, dozers,
tractor shovels, front-end loaders, backhoes, graders,
mobile cranes, and trucks can be calculated using

LW = 94 + 10 log kW dB (41)

where LW is the A-weighted sound power level and
kW is the power rating of the engine. This equation
is for turbocharged or naturally aspirated engines
with conventional exhaust mufflers. In the typical
application, the sound pressure level will average about
4 dB lower than the calculated level since the engine
is frequently not operated in the maximum power
condition. The unweighted octave band sound power
levels can be obtained by subtracting the values shown
in Table 1.

6 OIL FIELD EQUIPMENT
Increased governmental noise regulations and concerns
about drilling in environmentally sensitive locations
have created a need for drilling rig sound pressure level
analyses. Representative sound power level data for
a standard degasser, drawworks, mud pump, and top
drive are presented in Table 7. Some manufacturers
offer special noise control options that can provide a
reduction of 5 dB to 10 dB from the values provided in
Table 7. The sound power for the degasser is typical for
a unit rated at 227 m3/h and includes the contribution
from the drive motor. The sound power levels for the
mud pump and drawworks do not include the drive
motors.

7 REGULATIONS
Some governments regulate the sound pressure level
or sound power level of different items of machinery.
In the United States, no industrial equipment items are
regulated at this time.

7.1 European Union Regulations
The European Union published the limits on sound
power level as shown in Table 8.9 The reported A-
weighted sound power level shall be rounded to
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Table 7 Octave Band and A-Weighted Sound Power Levels for Oil Field Equipment

Source 31.5 63 125 250 500 1000 2000 4000 8000 A

1200-kW triplex mud pump 102 104 108 105 104 99 93 86 83 105
Mud reconditioning degasser 78 83 82 87 94 94 95 88 81 99
Drawworks 96 104 109 112 112 108 105 102 96 113
Top drive 98 97 100 110 105 100 100 96 82 108

Table 8 Limits by the European Union on the Permissible Sound Power Level of Industrial Equipment

Net Installed Power P
(in kW), Electrical Powera Pel
in kW, Mass of Appliance m
in kg, Cutting Width L in cm

Permissible A-weighted
Sound Power Level

in dB re 1 pW

Type of Equipment
Stage I, from
3 Jan. 2002

Stage II, from
3 Jan. 2006

Compaction machines (vibrating rollers,
vibratory plates, vibratory rammers)

P ≤ 8 108 105
8 < P ≤ 70 109 106
P > 70 89 + 11 log P 86 + 11 log P

Tracked dozers, tracked loaders, tracked
excavators-loaders

P ≤ 55 106 103

P > 55 87 + 11 log P 84 + 11 log P
Wheeled dozers, wheeled loaders, wheeled

excavator-loaders, dumpers, graders,
loader-type landfill compactors, combustion
engine-driven counterbalanced lift trucks,
mobile cranes, compaction machines
(nonvibrating rollers), paver-finishers,
hydraulic power packs

P ≤ 55 104 101

P > 55 85 + 11 log P 82 + 11 log P
Excavators, builders’ hoists for the transport of

goods, construction winches, motor hoes
P ≤ 15 96 93

P > 15 83 + 11 log P 80 + 11 log P
Handheld concrete-breakers and picks m ≤ 15 107 105

15 < m < 30 94 + 11 log m 92 + 11 log m
m ≥ 30 96 + 11 log m 94 + 11 log m

Tower cranes 98 + log P 96 + log P
Welding and power generators Pel ≤ 2 97 + log Pel 95 + log Pel

2 < Pel < 10 98 + log Pel 96 + log Pel
Pel ≥ 10 97 + log Pel 95 + log Pel

Compressors P ≤ 15 99 97
P > 15 97 + 2 log P 95 + 2 log P

Lawnmowers, lawn trimmers, lawn edge
trimmers

L ≤ 50 96 94b

50 < L ≤ 70 100 98
70 < L ≤ 120 100 98b

L > 120 105 103b

a Pel for welding generators: conventional welding current multiplied by the conventional load voltage for the lowest values
of the duty factor given by the manufacturer.
Pel for power generators: prime power according to ISO 8528-1 : 1993, point 13.3.2.
b Indicative figures only. Definitive figures will depend on amendment of the Directive following the report required in
Article 20(3). In the absence of any such amendment, the figures for stage I will continue to apply for stage II.

the nearest whole number (less than 0.5, use lower
number; greater than or equal to 0.5 use higher
number).

7.2 Corporate Requirements

Many corporations require vendors to supply measured
acoustical data when providing equipment for new

projects. Often, the A-weighted sound pressure level
at 1 m from the equipment outline is limited, such as a
maximum sound pressure level of 85 dB. Such a noise
specification often results in overestimations of the
noise levels in the area of the equipment since the noise
levels vary and are actually below the maximum level
at many locations around the equipment. Assuming
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that the maximum sound pressure level exists at all
locations around the equipment may result in sound
power level estimates that are higher than actual.

A better specification would be to require the ven-
dor to provide the A-weighted and octave band sound
power levels for the equipment. Meeting this speci-
fication requires that the vendor measure the sound
pressure level at numerous locations around the equip-
ment, and as a result, the sound power level that is
calculated from these measurements will more accu-
rately represent the expected sound power in the field.

8 SUMMARY

This chapter has presented procedures for calculating
the sound power level of industrial machinery. The
reader is encouraged to require vendors to provide
sound power level data for their machinery. If all
buyers were to require sound power data, then vendors
will develop the means to provide it.

APPENDIX: CALCULATION OF CONFORMAL
SURFACE AREA

A conformal surface is a hypothetical surface located
a distance d from the nearest point on the envelope of
the reference box around the equipment. It is different
from a rectangular surface because a conformal surface
has rounded comers. For large surfaces, the difference
in area between a rectangular surface and a conformal
surface is typically small (10 log S < 1 dB); however,
for small surfaces the difference in areas can be
significant (10 log S > 2 dB). The area of a conformal
surface can be calculated from

S = LW + 2H(L + W) + πd[L + W + 2(H + d)]
(42)

where L is the length, W is the width, and H is
the height of the reference box and d is the sound-
measurement distance from the reference box.

For example, a noise source 1 m wide, 3 m long, and
2 m high will have a conformal surface area of 50.4 m2

for a 1-m measurement distance. If the energy average
A-weighted sound pressure level around the box were
85 dB, the A-weighted sound power level would be 102
dB.
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1 INTRODUCTION

The numbers of vehicles and aircraft used in road, rail,
and civilian air transportation continues to increase
worldwide. Road traffic noise is really a greater
problem than aircraft noise in most countries since
it affects many more people. The noise of railroad
and rapid transit vehicles is also a problem for people
living near to rail lines. Noise and vibration sources
in road and rail vehicles and aircraft affect not only
the occupants but nontravelers as well. Major sources
consist of (1) those related to the power plants and
(2) those non-power-plant sources generated by the
vehicle or aircraft motion. Most rail and rapid transit
vehicles have power plant noise and vibration sources
that are similar to road vehicles. With rail and rapid
transit vehicles, however, tires are mostly replaced
with metal wheels, and the wheel–rail interaction
becomes a major source of noise and vibration. Brake,
gearbox, and transmission noise and vibration are
additional problems in road and rail vehicles. In
the case of aircraft and helicopters, similar power
plant and motion-related sources exist. Some small
aircraft are powered by internal combustion engines.
Nowadays many general aviation and all medium-size
airliners and helicopters are powered by turboprop

power plants. Aircraft propeller and helicopter rotors
are major noise sources that are difficult to control. All
large civilian aircraft are now powered by jet engines
in which the high-speed exhaust and turbomachinery
are significant noise sources.

2 NOISE EMISSION IN GENERAL

In cars, trucks, and buses, major power plant noise
sources include gasoline and diesel engines, cooling
fans, gearboxes and transmissions, and inlet and
exhaust systems. Other major sources include tire/road
interaction noise and vibration and aerodynamic noise
caused by flow over the vehicles.1 (See Fig. 1.)

Chapters 84 to 93, in Part VIII of this handbook,
discuss vehicle and aircraft noise and vibration sources
in considerable detail. Although vehicle noise and
vibration have been reduced over the years, traffic
noise remains a problem because of the continuing
increase in the numbers of vehicles. In addition, most
evidence suggests that the exterior noise of most new
cars, except in first gear, is dominated in normal
operation by rolling noise (defined here as tire/road
interaction noise together with aerodynamic noise),
which becomes increasingly important at high speed
and exceeds power train noise (defined here as engine,

Engine Block Silencer

Cooling
Fan

Oil Sump Turbo Tires Tires

Brakes

Gearbox Exhaust
Pipe

Sharp
Edges

Figure 1 Location of sources of power plant, tire, and wind noise on an automobile.1
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Table 1 Comparison of Rolling and Power Train
A-weighted Sound Pressure Levels

Road
Speed
(km/h)

Vehicle
Class

Rolling
Noise
(dB)

Power Train
Noise
(dB)

Total
Noise
(dB)

20 Heavya 61 78 78
Light 58 64 65

80 Heavya 79 85 86
Light 76 74 78

a Heavy vehicles are defined as having an unloaded mass
of greater than 1525 kg.
Source: From Nelson.2

air inlet, exhaust, cooling system, and transmission).
See Table 1 and the detailed review of vehicle noise
by Nelson, who concludes that rolling noise has a
negligible effect on the noise produced by heavy
vehicles at low speed, but at speeds above 20 km/h
for cars and 80 km/h for heavy vehicles, rolling noise
contributes significantly to the overall noise level.2 At
speeds above 60 km/h for cars, rolling noise becomes
the dominant noise source.2

Figure 1 of Chapter 86 shows that there is little
difference between the exterior noise generated by (1) a
modern car at steady speeds (in the top three gears) and
(2) the car operating in a coast-by condition at the same
steady speeds without the power plant in operation. This
suggests that tire noise together with aerodynamic noise
are the dominant sources for most normal operations of
such a modern car at steady highway speeds. Trucks
are dominated by power train noise at low speeds,
but at higher speeds above about 80 km/h, exterior
truck noise is mostly dominated by tire/road noise and
aerodynamic noise. (See Fig. 2, which shows that above
70 to 80 km/h there is little difference between the

exterior noise of the truck whether it is accelerating,
cruising at a steady speed, or coasting by with the power
plant turned off.1 Again this suggests that above 70
to 80 km/h this truck’s exterior noise is dominated by
tire/road noise and aerodynamic noise.) At high speeds
above about 130 km/h, vehicle noise starts to become
dominated by aerodynamic flow noise.1 Due to different
noise standards for vehicles in different countries and
regions, and the condition of the vehicles, the speed
at which tire noise starts to dominate may be higher
than indicated above. The data here are for modern
European vehicles in new condition. For example, in
the United States the truck power plants are generally
noisier than in Europe. One interesting approach to
predict vehicle pass-by noise involves the use of the
reciprocity technique.3

Although the latest passenger jets with their bypass
turbofan engines are significantly quieter than the first
generation of jet airliners, which used pure turbojet
engines, the noise of passenger jet aircraft remains a
serious problem, particularly near airports. The noisiest
pure jet passenger aircraft have been or will soon be
retired in most countries. Airport noise, however, is
likely to remain a difficult problem since in many
countries the frequency of aircraft operations continues
to increase and because of the public opposition to
noise voiced by some citizens living near airports. This
opposition has prevented runway extensions to some
airports and the development of some new airports
entirely because of environmental concerns.

Additional aspects of vehicle, rail, and aircraft noise
sources and control including engines, muffler design,
tires, brakes, propellers, gearbox and transmissions,
aerodynamic, jet, propeller, and helicopter rotor noise
are discussed in Part VIII of this handbook. Part IX is
mainly concerned with the interior noise and vibration
of road vehicles, off-road vehicles, ships, and aircraft,
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Figure 2 Exterior noise of a Volvo F12 truck under different driving conditions.1
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which are experienced by passengers or operators.
Noise regulations and limits for vehicle noise that
apply to new highway vehicles sold in the United
States, Canada, the European Union, Japan, and other
countries are described by Chapter 120 and Chapter 71
in Ref. 3. Chapter 120 also describes test procedures
used to measure vehicle noise. Part XI of this
book deals with community and environmental noise
sources, many of which are transportation related.
Chapter 121 reviews rail system environmental noise
prediction and control methods. Chapter 123 describes
ground-borne vibration from roads and rail systems,
Chapter 125 discusses aircraft and airport noise, and
Chapter 126 describes off-road vehicle noise in the
community.

3 INTERNAL COMBUSTION ENGINE NOISE

Although hybrid vehicles, which partially use rela-
tively quiet electric motors, are increasing in use the
internal combustion engine (ICE) remains a major
source of noise in transportation and industry. ICE
intake and exhaust noise can be effectively silenced.
(See Chapter 85 in this book.) The noise radiated by
vibrating engine surfaces, however, is more difficult to
control. In gasoline engines a fuel–air mixture is com-
pressed to about one-eighth to one-tenth of its original
volume and ignited by a spark. In diesel engines air
is compressed to about one-sixteenth to one-twentieth
of its original volume, liquid fuel is injected in the
form of a spray, then spontaneous ignition and com-
bustion occurs. Because the rate of cylinder pressure
rise is initially more abrupt with a diesel engine than
with a gasoline engine, diesel engines tend to be nois-
ier than gasoline engines. The noise of ICE diesel
engines has consequently received the most attention
from both manufacturers and researchers. The noise of
engines can be divided into two main parts: combus-
tion noise and mechanical noise. The combustion noise
is caused mostly by the rapid pressure rise created by
ignition, and the mechanical noise is caused by a num-
ber of mechanisms with perhaps piston slap being one
of the most important, particularly in diesel engines.
Chapter 84 reviews internal combustion engine noise
in detail.

The noise radiated from the engine structure has
been found to be almost independent of load, although
it is dependent on cylinder volume and even more
dependent on engine speed. Measurements of engine
noise over a wide range of cylinder capacities have
suggested that the A-weighted sound pressure level
of engine noise increases by about 17 dB for a 10-
fold increase in cylinder capacity.4 A-weighted engine
noise levels have been found to increase at an even
greater rate with speed than with capacity (at least at
twice the rate) with about 35 dB for a 10-fold increase
in speed. Engine noise can be reduced by attention
to details of construction. In particular, stiffer engine
structures have been shown to reduce radiated noise.
Partial add-on shields and complete enclosures have
been demonstrated to reduce the A-weighted noise
level of a diesel engine of the order of 3 to 10 dB.

Although engine noise may be separated into
two main parts—combustion noise and mechanical
noise—there is some interaction between the two
noise sources. The mechanical noise may be consid-
ered to be the noise produced by an engine that is
motored without the burning of fuel. Piston slap occurs
as the piston travels up toward top dead center and is
one of the mechanical sources that results in engine
structural vibration and radiated noise. But piston slap
is not strictly an independent mechanical process since
the process is affected by the extra forces on the piston
generated by the combustion process. The opening and
closing of the inlet and exhaust valves, the forces on
the bearings caused by the system rotation, and the out
of balance of the engine system are other mechanical
vibration sources that result in noise. The mechanical
forces are repeated each time the crankshaft rotates,
and, if the engine is multicylinder, then the number
of force repetitions per revolution is multiplied by
the number of cylinders. Theoretically, this behavior
gives rise to forces at a discrete frequency, f , which is
related to R, the number of engine revolutions/minute
(rpm), and N , the number of cylinders:

f = NR/60 Hz (1)

Since the mechanical forces are not purely sinusoidal
in nature, harmonic distortion occurs. Thus, mechan-
ical forces occur at integer multiples of f given by
the frequencies fn = nf , where n is an integer, 1, 2,
3, 4,. . .. Assuming that the engine behaves as a lin-
ear system, these mechanical forces result in forced
vibration and mechanical noise at these discrete fre-
quencies. Combustion noise is likewise partly periodic
in nature, and this part is related to the engine rpm
because it occurs each time a cylinder fires. This peri-
odic combustion noise frequency, fp , is different for a
two-stroke from a four-stroke engine and is, of course,
related to the number of cylinders, N , multiplied by the
number of firing strokes each makes per revolution, m.

Some of the low-frequency combustion noise is
periodic and coherent from cylinder to cylinder. Some
of the combustion noise is not periodic because it is
caused by the unsteady burning of the fuel–air mix-
ture. This burning is not exactly the same from cycle
to cycle of the engine revolution, and so combustion
noise, particularly at the higher frequencies, is random
in nature. Research continues on understanding engine
noise sources and how the noise energy is transmitted
to the exterior and interior of vehicles.5,6

4 INTAKE AND EXHAUST NOISE AND
MUFFLER DESIGN

Ducted sources are found in many different mechan-
ical systems. Common ducted-source systems include
engines and mufflers (also known as silencers), fans,
and air-moving devices (including flow ducts and
fluid machines and associated piping). Silencers (also
known as mufflers) are used as well on some other
machines including compressors, pumps, and air-
conditioning systems. In these systems, the source is
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the active component and the load is the path, which
consists of elements such as mufflers, ducts, and end
terminations. The acoustical performance of the system
depends on the source–load interactions. System mod-
els based on electrical analogies have been found use-
ful in predicting the acoustical performance of systems.
Various methods exist for determining the internal
impedance of ducted sources. The acoustical perfor-
mance of a system with a muffler as a path element is
usually best described in terms of the muffler insertion
loss and the sound pressure radiated from the outlet of
the system. Chapter 85 provides a detailed review of
the performance of muffler systems. Chapter 14 in the
Handbook of Acoustics also discusses muffler design
and its interaction with the source and load.

There are two main types of mufflers that are
fitted to the intake (inlet) and exhaust (outlet) pipes
of machinery ductwork. Reactive mufflers function
by reflecting sound back to the source and also to
some extent by interacting with the source and thereby
modifying the source’s sound generation. Absorptive
silencers on the other hand reduce the sound waves
by the use of sound-absorbing material packed into
the silencer. The exhaust and intake noise of internal
combustion engines is so intense that they need to be
“muffled” or “silenced.” Internal combustion engine
pressure pulsations are very intense and nonlinear
effects should be included. Exhaust gas is very hot
and flows rapidly through the exhaust system. The
gas stream has a temperature gradient along the
exhaust system, and the gas pressure pulsations are of
sufficiently high amplitude that they may be regarded
almost as shock waves. Some of these conditions
violate normal acoustical assumptions. Modeling of
an engine exhaust system in the time domain has
been attempted by some researchers to account for
the nonlinear effects. But such have proved to be
challenging. Most modeling techniques have used
the transmission matrix approach in the frequency
domain and have been found to be sufficiently
effective.

The acoustical performance of a ducted-source
system depends on the impedances of the source and
load and the four-pole parameters of the path. This
complete description of the system performance is
termed insertion loss (IL). The insertion loss is the
difference between the sound pressure levels measured
at the same reference point (from the termination)
without and with the path element, such as a muffler,
in place. See Fig. 3a.

Another useful description of the path element is
given by the transmission loss (TL). The transmission
loss is the logarithmic ratio of the incident to
transmitted sound powers SiIi/St It . See Fig. 3b.

The noise reduction (NR) is another descriptor used
to measure the effect of the path element and is given
by the difference in the measured sound pressure levels
upstream and downstream of the path element (such as
the muffler), respectively. See Fig. 3c.

The insertion loss is the most useful description
for the user since it gives the net performance of the
path element (muffler) and includes the interaction

Insertion Loss
IL = Lp2 − Lp1

Transmission Loss
TL = 10 log10 SiIi /StIt

Area StArea Si
Intensity

Lp1

Lp2

(a)

(b)

(c)

Ii

Ir

It

Noise Reduction
NR = Lp1 − Lp2

Lp2Lp1

Figure 3 Definitions of muffler performance.

of the source and termination impedances with the
muffler element. It can be shown that the insertion
loss depends on the source impedance. It is easier to
measure insertion loss than to predict it because the
characteristics of most sources are not known.

The transmission loss is easier to predict than to
measure. The transmission loss is defined so that it
depends only on the path geometry and not on the
source and termination impedances.

The transmission loss is a very useful quantity
for the acoustical design of a muffler system path
geometry. However, it is difficult to measure since
it requires two transducers to separate the incident
and transmitted intensities. The description of the
system performance in terms of the noise reduction
requires knowledge of both the path element and of
the termination.

Figure 3 shows various acoustical performance
descriptors used for ducted-source systems. It should
be noted that similar system terminology to that
described here and shown in Fig. 3 is commonly
used for the acoustical performance of enclosures
and partition walls in buildings. (See Chapters 58
and 122.) The terminology used for the acoustical
performance of barriers is also similar, although the
additional descriptor “attenuation” is also introduced
for barriers. Note that with barriers the insertion loss
descriptor can have a slightly different meaning. (See
Chapter 5.).

Chapter 85 contains an extensive review of muffler
and silencer modeling and design. Chapter 14 in the
Handbook of Acoustics also gives a brief review of
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modeling of ducted-source systems with emphasis on
muffler design. Work on muffler design and modeling
continues with approaches varying from completely
experimental to mostly theoretical.7–11

5 TIRE/ROAD NOISE SOURCE MECHANISMS

In most developed and developing countries, vehicle
traffic is the main contributor to community noise.
Aircraft noise is a lesser problem since it mostly affects
small areas of urban communities that are located
near to major airports. The substantial increase in road
vehicle traffic in Europe, North America, Japan, and
other countries suggests that road vehicle traffic will
continue to be the dominant source of community
noise into the foreseeable future. Legislative pressures
brought to bear on vehicle manufacturers, particularly
in Europe and Japan, have resulted in lower power unit
noise output of modern vehicles. Tire/road interaction
noise, caused by the interaction of rolling tires with
the road surface, has become the predominant noise
source on new passenger cars when operated over a
wide range of constant speeds, with the exception of
the first gear. When operated at motorway speeds, the
situation is similar for heavy trucks and again tire road
noise is found to be dominant.

As discussed in Chapter 86, one European study
suggests that, for normal traffic flows and vehicle
mixes on urban roads, about 60% of traffic noise
sound power output is due to tire/road interaction
noise. On motorways at high speed this increases
to about 80%. Both exterior power plant noise (the
noise from the engine, gearbox/transmission, and
exhaust system) and tire/road noise are strongly
speed dependent. Measurements show that exterior
tire/road noise increases logarithmically with speed
(about 10 dB for each doubling of speed). Since an
increase of 10 dB represents an approximate doubling
of subjective loudness, the tire/road noise of a vehicle
traveling at 40 km/h sounds about twice as loud as
one at 20 km/h; and at 80 km/h, the noise will sound
about four times as loud. Studies have shown that
there are many possible mechanisms responsible for
tire/road interaction noise generation. Although there
is general agreement on the mechanisms, there is still
some disagreement on their relative importance. The
noise generation mechanisms may be grouped into two
main types: (1) vibrational (impact and adhesion) and
(2) aerodynamic (air displacement).

There are five main methods of measuring tire
noise. These methods include (1) close proximity
CPX (trailer), (2) cruise-by, (3) statistical pass-by,
(4) drum, and (5) sound intensity. Figure 4 shows tire
noise being measured by a CPX trailer built at Auburn
University.12

Figure 5 shows A-weighted sound pressure levels
measured with the Auburn CPX trailer. Note that the
A-weighted spectrum peaks between 800 to 1000 Hz,
and the peak increases slightly in magnitude and fre-
quency as the vehicle speed is increased. Knowledge
of tire/road aerodynamic and vibration noise genera-
tion mechanisms suggests several approaches, which

Figure 4 View of finished CPX trailer built at Auburn
University.12

if used properly can be used to help suppress tire/road
noise. See Chapter 86.

Perhaps the most hopeful, lower cost, approach
to suppress tire/road noise is the use of porous road
surface mixes.12 Porous roads, with up to 20 to 30% or
more of air void volume, are being used increasingly in
many countries. They can provide A-weighted sound
pressure level reductions of up to 5 to 7 dB, drain
rain water, and reduce splash-up behind vehicles as
well. If the porous road can be designed to have
maximum absorption at a frequency between 800 and
1000 Hz, it can be most effective in reducing tire/road
interaction noise. Tire/road interaction noise generation
and measurement are discussed in detail in Chapter 86.
Much research continues into understanding the origins
of tire/road noise.13–18

6 AERODYNAMIC NOISE SOURCES ON
VEHICLES

The interaction of the flow around a vehicle with the
vehicle body structure gives rise to sound generation
and noise problems both inside and outside the vehicle.
Turbulent boundary layer fluctuations on the vehicle
exterior can result in sound generation. The pressure
fluctuations also cause structural vibration, which in
turn results in sound radiated both to the exterior
and to the vehicle interior. Abrupt changes in the
vehicle geometry result in regions of separated flow
that considerably increase the turbulent boundary layer
fluctuations. Poorly designed or leaking door seals
result in aspiration (venting) of the seals, which
allows direct communication of the turbulent boundary
layer pressure fluctuations into the vehicle interior.
Appendages on a vehicle, such as external rear-
view mirrors and radio antennas also create additional
turbulence and noise. The body structure vibrations
are also increased in intensity by the separated flow
regions. Although turbulent flow around vehicles is the
main cause of aerodynamic noise, it should be noted
that even laminar flow can indirectly induce noise. For
example, the flow pressure regions created by laminar
flow can distort body panels, such as the hood (bonnet),
and incite vibration.
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Figure 5 A-weighted sound pressure level one-third octave band tire/road noise measurements made with a CPX trailer
built at Auburn University.

At vehicle speeds above about 130 km/h the vehicle
flow-generated noise exceeds the tire noise and increases
with speed to the sixth power. Because of the
complicated turbulent and separated flow interactions
with the vehicle body, it is difficult to predict
accurately the aerodynamic sound generated by a
vehicle and its radiation to the vehicle interior and
exterior. Vehicle designers often have to resort to
empiricism and/or full-scale vehicle tests in wind
tunnels for measurements of vehicle interior and
exterior aerodynamic flow generation and interior noise
predictions. See Chapter 87 for a detailed discussion on
aerodynamic noise generation by vehicles. Statistical
energy analysis and computational fluid dynamics have
also been utilized to predict interior wind noise on
vehicles.19

7 GEARBOX NOISE AND VIBRATION
Transmissions and gearbox systems are used in
cars, trucks, and buses to transmit the mechanical
power produced by the engine to the wheels. Similar
transmission systems are used in propeller aircraft to
transmit power to the propeller(s) from the engine(s)
or turbine(s). Transmission gearboxes are also used
in some railroad systems and ships. Some modern
high-speed rail vehicles, however, are beginning to
use motive power systems (electric motors) mounted
directly onto the axles of each rail vehicle, resulting in
quieter operation and reduced noise problems.

The gearbox can be the source of vibration and
radiated noise and should be suitably soft mounted
to the vehicle structure, wherever possible. Shaft
misalignment problems must be avoided, however,
with the mounting system chosen. The principal
components of a gearbox are comprised of gear trains,
bearings, and transmission shafts.

Unless substantial bearing wear and/or damage
have occurred, gear meshing noise and vibration are
normally the predominant sources in a gearbox. The
vibration and noise produced depend upon gear contact
ratios, gear profiles, manufacturing tolerances, load
and speed, and gear meshing frequencies. Different
gear surface profiles and gear types produce different
levels of noise and vibration. In general, smaller gear
tolerances result in smoother gear operation but require
increased manufacturing costs.

Gearboxes are often fitted with enclosures to reduce
noise radiation, since the use of a low-cost gearbox
combined with an enclosure may be less expensive
than the use of a high-performance gear system and
gearbox without an enclosure. Gearbox enclosures,
however, can result in reduced accessibility and
additional maintenance difficulties. A better approach,
where possible, is to try to utilize a lower noise and
vibration gear system so that a gearbox enclosure is
unnecessary. Chapter 88 deals with gearbox noise and
vibration. Chapter 69 specifically addresses gear noise
and vibration prediction and control methods.
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8 JET ENGINE NOISE GENERATION

The introduction of commercial passenger jet aircraft
in the 1950s brought increasing complaints from
people living near airports. Not only were the jet
engines noisier than corresponding piston engines on
airliners, since they were more powerful, but the noise
was more disturbing because it had a higher frequency
content than piston engines. This was most evident
during the 1950s and 1960s when pure turbojet engines
were in wide use in civilian jet airliners. Pure jet
engines are still in use on some supersonic aircraft
and in particular on high-speed military aircraft.

A pure turbojet engine takes in air through the
inlet, adds fuel, which is then burnt, resulting in an
expanded gas flow and an accelerated very high speed
exhaust jet flow. The whole compression, combustion,
and expansion process results in the thrust produced
by the engine. The kinetic energy in the exhaust is
nonrecoverable and can be considered as lost energy.
Since the 1970s, turbofan (or bypass) jet engines have
come into increasing use on commercial passenger
airliners. Turbofan engines have a large compressor
fan at the front of the engine, almost like a ducted
propeller. A large fraction of the air, after passing
through the fan stage, bypasses the rest of the engine
and then is mixed with the high-speed jet exhaust
before leaving the engine tail pipe. This results in
an engine that has a much lower exhaust velocity
than for the case of a pure jet engine. The thrust
can still be maintained if a larger amount of air is
processed through the turbofan engine than with the
pure turbojet engine (in which no air is bypassed
around the combustion chamber and turbine engine
components). The efficiency of the turbofan engine is
greater than that of a pure turbojet engine, however,
since less kinetic energy is lost in the exhaust jet flow.

A simplified calculation clearly shows the advan-
tage of a turbofan engine over a turbojet engine. For
instance, if a turbofan engine processes twice as much
air as a turbojet engine, but only accelerates the air
half as much, the kinetic energy lost will be reduced
by half (1 − 2 × 1

4 ), while the engine thrust is main-
tained. If the engine processes four times as much air,
but accelerates the air only one quarter as much, the
kinetic energy lost will be reduced by three quarters
(1 − 4 × 1

16 ) and the engine thrust is still maintained.
In each successive case described, the engine will
become more efficient as the lost kinetic energy is
reduced. Fortunately, as originally shown by Lighthill,
there is an even more dramatic reduction in the sound
power produced since in a jet exhaust flow the sound
power produced is proportional to the exhaust velocity
to the eighth power.20–22 A halving in exhaust veloc-
ity then, theoretically, can give a reduction of 28 in
exhaust sound power and mean square sound pressure,
and in sound power level and sound pressure level of
about 80 log10 (2) or about 24 dB. But, of course, if
the mass flow is twice as much, then the reduction in
sound power and in the mean square pressure is about
27, or a reduction in sound power level and sound
pressure level of about 21 dB.

The major noise sources for a modern turbofan
engine are discussed in detail in Chapter 89. Chapter
9 is devoted to a review of the theory of aerodynamic
noise and in particular jet noise generation. The
relative sound pressure levels generated by each engine
component depend on the engine mechanical design
and power setting. During takeoff, the fan and jet
noise are both important sources with the exhaust
noise usually dominant. During landing approach, the
fan noise usually dominates since the engine power
setting and thus jet exhaust velocity are reduced.
Noise from other components such as the compressor,
combustion chamber, and turbine is generally less than
that from the fan and the jet. The noise radiated from
the inlet includes contributions from both the fan and
compressor but is primarily dominated by the fan.
Downstream radiated noise is dominated by the fan
and jet, but there can also be significant contributions
from the combustor and turbine, whose contributions
are very much dependent on each engine design.

Reliable jet engine noise prediction methods are
difficult to develop since they depend on accurate
prediction of the unsteady flow field in and around the
engine. Methods for reducing jet engine noise include
modifying the unsteady flow field, redirecting the
sound generated, absorbing the sound using acoustical
treatments, and/or combinations of all three. See
Chapter 89 for a fuller discussion.

9 AIRCRAFT PROPELLER NOISE

As described in Chapter 90, propellers are used on
small general aviation aircraft as well as small to
medium size passenger airliners. (see Fig. 6.) In
small general aviation aircraft, propellers operate with
a fixed-blade pitch. In larger general aviation and
commuter aircraft, they operate with adjustable pitch
to improve aircraft takeoff and flight performance.
Smaller aircraft have two-blade propellers while larger
aircraft have three or more blades. The propeller
operation gives rise to blade thrust and drag forces.

For a single propeller, tones are generated, which
are harmonics of the blade passage frequency (BPF).
This phenomenon occurs even for the case of tones
generated by blade–turbulence interaction, which is
caused by turbulent eddies in the airflow approaching
the propeller. The BPF is the product of the shaft
frequency and the blade number.

Theoretically, the BPF is a discrete frequency, fBPF,
which is related to the number of blades, N , and the
engine rpm, R, and is given by fBPF = NR/60 Hz.
Since the thrust and drag forces are not purely sinu-
soidal in nature, harmonic distortion occurs as in the
case of the noise generated by fans, diesel engines,
pumps, compressors, and the like. Thus, blade pass-
ing harmonic tones occur at frequencies fBPn given by
fBPn = nNR/60 Hz, where n is an integer, 1, 2, 3,
4,. . ..

Prediction of propeller noise is complicated. Accu-
rate noise predictions require methods that include the
influence of the flow field in which the propeller oper-
ates. Predictions may be made both in the time domain
and the frequency domain. Noise reduction approaches
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Figure 6 Noise levels and spectra of general aviation aircraft.23

are normally based both on experimental tests and the-
oretical predictions. See Chapter 90 for a more com-
plete discussion.

The spectrum of the propeller noise has both dis-
crete and continuous components. The discrete fre-
quency components are called tones. The continuous

component of the spectrum is called broadband noise.
There are three main kinds of propeller noise sources.
These are (1) thickness (monopole-like), (2) loading
(dipole-like), and (3) nonlinear (quadrupole-like) noise
sources. All three of these source types can be steady
or unsteady in nature. The loading dipole axis exists
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along the local normal to the propeller plane surface.
For the first few harmonics of a low-speed propeller,
the simple Gutin formula2 gives the noise level in
terms of the net thrust and torque. Unsteady sources
can be further classified as periodic, aperiodic, or ran-
dom. Steady and periodic sources produce tonal noise
while random sources produce broadband noise.

Quadrupole sources are normally only important
when the flow over the propeller airfoil is transonic
or supersonic. Quadrupole sources are not important
noise generators for conventional propellers, but they
can be important in the generation of the noise of
highly loaded high-speed propellers such as propfans.
(See Chapters 9 and 10 for more detailed discussions
on aerodynamic noise and nonlinear acoustics.)

10 HELICOPTER ROTOR NOISE

The generation of helicopter rotor noise is very com-
plicated. Chapter 91 provides an in-depth discussion
about its causes. Sources of helicopter noise include
(1) main rotor, (2) tail rotor, (3) the engines, and
(4) the drive train components. The dominant noise
contributors are the main rotor and the tail rotor.
Engine noise is normally less important, although for
large helicopters engine noise can be dominant at take-
off. Rotor noise including main rotor and tail rotor
noise can be classified as (1) discrete-frequency rota-
tional noise, (2) broadband noise, and/or (3) impulsive
noise (also of discrete-frequency character).

Helicopter rotor noise is comprised of thickness
noise (the noise generated from the periodic volume
displacement of the rotating blades) and loading noise
(caused by the rotating lift and drag forces). Thickness
noise is more important in the low-frequency range
of the rotor–noise spectrum (at the blade passage
frequency and first few harmonics. It also contains
mid- and high-frequency components since it is of an
impulsive nature). At low rotational speeds and for
low blade loading, the thickness noise line spectrum
can be exceeded by the broadband noise components.
Broadband noise is a result of turbulent inflow
conditions, blade/wake interferences, and blade self-
noise (“airframe noise”).

Of great importance are impulsive-type noise
sources, resulting in the familiar “bang, bang, bang”
sound. There are two main kinds: high-speed (HS)
impulsive noise and blade–vortex interaction (BVI)
impulsive noise. Tail rotor noise has similar character-
istics to the main rotor noise. The flow around the tail
rotor is the sum of the interacting flows generated by
the wakes of the main rotor, the fuselage, the rotor hub,
as well as the engine exhaust and empennage flows in
addition to its own wake. For most helicopters, the
tail rotor noise dominates at moderate speed straight
flight conditions and during climb. Practical rotor noise
reduction measures include passive reduction of high-
speed impulsive noise, reduction of tail rotor noise,
and active reduction of blade–vortex interaction. (See
Chapter 91 for a more detailed discussion of helicopter
rotor noise.) Lowson has provided an in-depth review
on helicopter noise.24

11 BRAKE NOISE PREDICTION AND
CONTROL
Brake noise has been recognized as a problem since
the mid-1930s. Research was initially conducted on
drum brakes, but recent work has concentrated on
disk brakes since they are now widely used on cars
and trucks. The disk is bolted to the wheel and axle
and thus rotates at the same speed as the wheel. The
brake caliper does not rotate and is fixed to the vehicle.
Hydraulic oil pressure forces the brake pads onto the
disk, thus applying braking forces that reduce the speed
of the vehicle.

As is discussed in Chapter 92, from a dynamics
point of view a braking system can be represented as
two dynamic systems connected by a friction interface.
The normal force between the two systems results from
the hydraulic pressure and is related to the friction
force. The combination of the friction interface and
the dynamic systems makes it difficult to understand
and reduce brake noise. Brake noise usually involves
a dynamic instability of the braking system.

There are three overlapping “stability” parameters
of (1) friction, (2) pressure, and (3) temperature. If
the brake operates in the unstable area, changes in
the parameters have little or no effect, and the brake
is likely to generate noise. Such conditions may
be caused by excessively low or high temperatures,
which cause changes in the characteristics of the
friction material. The “stable” area may be regarded to
represent a well-designed brake in which the system
only moves into the “unstable” region when extreme
changes in the system parameters occur. Brake noise
and vibration phenomena can be placed into three main
categories: (1) judder, (2) groan, and (3) squeal.

Judder occurs at a frequency less than about 10 Hz
and is related to the wheel rotation rpm or a multiple of
it. It is a forced vibration caused by nonuniformity of
the disk, and the vibration is of such a low frequency
that it is normally sensed rather than heard. There are
two types of judder: cold and hot judder. Cold judder
is commonly caused by the brake pad rubbing on the
disk during periods when the brakes are not applied.
Hot judder is associated with braking at high speeds
or excessive braking when large amounts of heat can
be generated causing transient thermal deformations of
the disk.

Groan occurs at a frequency of about 100 Hz. It
usually happens at low speed and is the most common
unstable brake vibration phenomenon. It is particularly
noticeable in cars and/or heavy trucks coming to a stop
or moving along slowly and then gently braking. It is
thought to be caused by the stick-slip behavior of the
brake pads on the disk surface and because the friction
coefficient varies with brake pad velocity.

Squeal normally occurs above 1 kHz. Brake squeal
is an unstable vibration caused by a geometric
instability. It can be divided into two main categories:
(1) low-frequency squeal (1 to 4 kHz), diametrical
nodal spacing in the disk, and (2) high-frequency
squeal (>4 kHz). See Chapter 92 for a more detailed
discussion of brake noise. References 25 to 30 describe
recent research on brake noise.
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12 WHEEL–RAIL INTERACTION NOISE

Noise produced by wheel–rail interaction continues to
be of concern in railway operations. Many studies have
been conducted on wheel–rail interaction noise. Most
of the studies have involved various measurement
approaches.31–40 Main wheel–rail sources include (1)
rolling noise, which is caused by small-scale vertical
profile irregularities (roughness) of wheel and rail,
(2) impact noise caused by discrete discontinuities of
the profile such as wheel flats, rail joints, or welds,
and (3) squeal noise that occurs in curves. In each
case, the noise is produced by vibrations of the wheels
and track. The dynamic properties of the wheel and
track have an affect on the sound radiation. Control
measures for rolling noise include reduced surface
roughness, wheel shape optimization and added wheel
passive damping treatments, increased rail support
stiffness, or use of local wheel–rail shielding. The
use of trackside noise barriers is becoming common
for railways. Barriers are discussed in Chapter 58.
For squeal noise, mitigation measures include friction
control by lubrication or friction modifiers. Chapter 93
discusses causes of wheel–rail noise and methods for
its control.

A train running on straight unjointed track produces
rolling noise. This is a broadband, random noise
radiated by wheel and track vibration over the range
of about 100 to 5000 Hz. The overall radiated sound
pressure level increases at about 9 dB per doubling
of train speed. This represents almost a doubling
of subjective loudness for a doubling of speed.
Rolling noise is induced by small vertical profile
irregularities of the wheel and rail running surfaces.
This is often referred to as roughness, although the
wavelength range is between about 5 and 250 mm,
which is greater than the range normally considered
for microroughness. Wheel and rail roughness may be
considered incoherent and their noise spectra simply
added. The roughness causes a relative displacement
between the wheel and rail and makes the wheel and
rail vibrate and radiate noise. See Chapter 93 for a
complete discussion on wheel–rail interaction noise.
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1 INTRODUCTION

Internal combustion engines designed to operate on
gasoline or diesel fuel (or their substitutes) have
different combustion systems that lead to significantly
different noise characteristics. Gasoline engines use
spark ignition to control the combustion process, while
diesel cycle engines use compression ignition. The
forces generated inside internal combustion engines
cause vibration of the engine structure, leading to
radiated noise. Important forcing functions include
cylinder pressure, piston slap, and impact excitations,
which are generated as clearances open and close.
Engines with timing gears have backlash rattle, and
most timing drives experience meshing frequency
forces. Engine accessories often produce tonal noise
that contributes to the overall engine noise. Which
forcing function dominates the noise of an engine
depends on the engine design, combustion system,
and operating condition. The relative importance of
different forcing functions varies as a function of speed
and load.

The noise of internal combustion engines can be
predicted using information about the size, speed,
and combustion process. Noise levels of all engine
types increase with bore size and operating speed.
However, a number of techniques are available to
control engine noise, so all engines of a given size,
speed, and combustion process will not have identical
noise levels. Noise control techniques include changes
to the combustion process, to the engine structure, and
to internal and external components such as pistons and
valve covers. Engine or vehicle-mounted enclosures
are often used to limit noise radiation.

2 BASIC CHARACTERISTICS OF DIESEL AND
GASOLINE ENGINES

Many books have been devoted to the design of diesel
and gasoline engines. In this chapter, we will only
consider characteristics relevant to noise generation.
Diesel and gasoline engines share many similarities.
They all have pistons, cylinders, connecting rods,
crankshafts, blocks, heads, valve or porting systems,
and so forth. These components often look similar
between gasoline and diesel engines, but diesel
components tend to be designed to withstand higher
loads. The primary distinction between gasoline and

diesel engines lies in the combustion process and how
fuel is delivered to and burnt in the cylinder.

Gasoline engines, along with many alternate fueled
engines, use the Otto cycle, with spark ignition. Spark
ignition (SI) engines create a mixture of air and fuel
in the cylinder and ignite it with a spark plug. The
air–fuel mixture starts burning at the spark plug, and
the flame front propagates across the cylinder until all
the fuel has been burned. It is critical that the unburned
air and fuel not spontaneously ignite. This autoignition
in an SI engine is called knock. It causes a step increase
in cylinder pressure, which produces the characteristic
“pinging” or “knocking” noise. Significant levels of
knock are highly destructive to an SI engine since the
engine components are not designed to withstand the
huge forces and high temperatures created by knock.

Compression ratios and peak cylinder pressures are
limited in SI engines by the need to avoid knock.
The fuel is also developed to help avoid knock. The
familiar octane ratings are a measure of the ability
of fuel to resist autoignition. A higher octane rating
allows the engine designer to use higher compression
ratios and cylinder pressures without fear of knock,
which can improve both power and efficiency.1

Diesel engines are also known as compression
ignition (CI) engines. They rely precisely on the
type of combustion that SI engines try to avoid:
autoignition. In a diesel engine, the air–fuel mixture
is compressed until ignition occurs spontaneously.
As a result, diesel engines tend to have much
higher compression ratios, peak cylinder pressures,
and rates of pressure rise than SI engines. Diesel
engines are designed to withstand the higher forces
produced by the compression ignition process. Diesel
fuel is designed to promote autoignition, and this
characteristic is measured and reported as the cetane
value. A fuel with higher cetane will ignite more easily.

The different combustion methods used in SI and
CI engines go a long way toward explaining the
noise and vibration disadvantages that diesel engines
face compared to gasoline engines. The forces from
cylinder pressure and the high-frequency excitation
from rates of pressure rise are much higher in CI
engines. Rapid pressure rise involves significant high-
frequency energy content, which manifests itself in
the typical diesel knocking sound. Heavier moving
parts, required to survive the higher forces in a diesel,
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also contribute to the higher noise and vibration
levels of diesels. The high compression ratios of
diesels cause large fluctuations of crankshaft speed
(torsional vibration). Torsional vibration produces
torque reactions that are transmitted to the engine
mounts, making it more difficult to achieve good
vibration isolation with diesel engines.

3 DIRECT INJECTION VERSUS INDIRECT
INJECTION

Many small SI engines still use carburetion to mix
air and fuel before introducing it into the cylinder for
combustion, but most larger SI and all CI engines
use some form of fuel injection. However, SI and
CI injection systems are quite different. CI (diesel)
engines typically inject fuel at very high pressures.
On modern diesels, injection pressures of 1400 to
over 2000 bar are common. Modern gasoline port
injection systems, on the other hand, work at pressures
of 3 to 6 bar. Even direct injection gasoline systems
generally use pressures of under 100 bar. Creating and
controlling the extremely high pressures used in diesel
fuel systems makes the systems themselves potentially
significant noise sources.

All diesel engines use some form of fuel injection.
Indirect injection (IDI) used to be very common in
small and medium size diesels, while larger engines
tended to use direct injection (DI). Recently, the trend
is toward direct injection for all but the smallest
diesel engines. An important advantage of IDI is
lower combustion noise. This is because the effect
of forcing air and fuel through the passage between
the prechamber and main cylinder reduces rates of
pressure rise in the cylinder. However, the prechamber
produces pumping losses that have the effect of
reducing fuel economy by 10 to 15%. The better fuel
economy of DI engines has driven the trend toward DI
in smaller diesels.2,3

4 PREDICTING NOISE FROM ENGINE SIZE,
SPEED, AND COMBUSTION SYSTEM

Engine noise is widely known to vary with engine
size, speed, and combustion system. The empirical
relationships among these have been described in
several published works. For example, in 1970,
Anderton et al. evaluated a large sample of diesel
engines and concluded that sound pressure level was
proportional to speed to the third power for naturally
aspirated engines and speed to the fourth power for
turbocharged engines. For both engine types, noise
was proportional to bore to the fifth power.4 In the
mid-1970s, two papers were published that included
empirical equations to predict the overall average
1-m noise level for several types of engines.5,6 These
equations also covered hihg-speed IDI diesels and
gasoline engines.

In 2004 a new paper was published by one of
the original authors of Ref. 5 providing updated
empirical equations based on more recent engine noise
tests.7 The average A-weighted sound pressure level in

decibels, measured 1m from the engine, for an engine
running at full load is given by:

30 log(N) + 50 log(B) − 106

(for NA DI diesels) (1)

25 log(N) + 50 log(B) − 86

(for turbocharged diesels) (2)

36 log(N) + 50 log(B) − 133

(for IDI diesels) (3)

50 log(N) + 30 log(B) + 40 log(S) − 223.5

(for gasoline) (4)

where N = speed in rpm, B = bore in mm, and S =
stroke in mm, NA refers to natural aspiration, and base
10 logarithms are used.

A recent study of heavy-duty (HD) diesel engines
failed to support the empirical equations from the
above references, or indeed any clean relationship
between noise, speed, and engine size.8 This study
found that changes in emissions regulations have
caused a new forcing function, gear train rattle, to
become the dominant noise forcing function in many
HD diesel engines. For certain HD diesel engines, gear
train design parameters proved to be a much more
reliable indicator of noise than bore and speed.8

One interesting observation is that most engines
make about the same amount of noise at their
maximum speed and load. As Fig. 19 shows, from
small gasoline car engines to large, heavy-duty truck
diesels, average 1- m A-weighted sound pressure
levels at rated speed and load are often in the 95 dB to
105 dB range. Larger engines tend to have a lower
maximum speed than small engines, and inherently
loud diesel engines have a lower maximum speed than
quieter gasoline engines. The net result is that many
engines have similar noise levels at maximum speed
and load, although noise levels compared at a given
speed can vary by up to 30 dB.

Figure 2 shows typical sound pressure spectra for
two engines operating at maximum speed and load.
One engine is a small four-cylinder gasoline car
engine, while the other is a heavy-duty truck V-
8 turbocharged DI diesel. The overall noise levels
for the two engines are not very different, but some
differences in the sound pressure spectra can be
observed. There is no clear pattern below 1250 Hz.
In one band, the diesel is higher, while the gasoline
engine is higher in the next band. From 1250 to
2500 Hz, the two engines are nearly identical. The
diesel is louder in frequencies above 2500 Hz. This
high-frequency content is due to combustion, gear
train, and fuel system excitations and is responsible
for the relatively poor sound quality of the diesel. Even
though overall levels at maximum speed and load are
similar, the gasoline engine is about 20 dB quieter than
the diesel at idle.10
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Figure 2 Sound pressure level spectra of a small four-cylinder gasoline car engine and a V-8 turbocharged DI heavy-duty
diesel truck engine at maximum speed and load.10

5 NOISE GENERATION MODEL

Figure 3 shows a model in block diagram form for
engine noise generation that applies to both gasoline
and diesel engines. Large forces are generated inside
an engine, and these forces are applied to the internal
structure. The applied forces are typically divided into
two categories: combustion forces (cylinder pressure)
and mechanical forces (all other forcing functions).

These forces produce vibration in the structure, and
the vibration is transmitted to external components
that can radiate sound. The design of the structure
determines how much vibration is transmitted to the
external components for a given amount of force input.
The design of the external components determines
how much of the vibration transmitted through the
structure is transformed into radiated noise. There are
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Figure 3 Block diagram model of engine noise generation.

opportunities for the designer to intervene at each stage
of the noise generation process. Design changes can
be made to reduce the input forces, or to make the
structure less responsive to given input forces, or to
make the external components radiate less noise for a
given structural vibration input.

6 COMBUSTION NOISE

Combustion can be a dominant noise source in both SI
and CI engines. The distinction between combustion
and mechanical noise seems clear, but in practice
separating the two can be difficult. Combustion excites
the engine structure through rapid changes in cylinder
pressure. The direct excitation of the engine structure
(piston and cylinder head) by cylinder pressure is
normally referred to as combustion noise. However,
cylinder pressure is directly or indirectly responsible
for many mechanical noises in the engine. For
example, cylinder pressure can drive bearing impacts
and piston slap. Cylinder pressure also leads to
crankshaft speed fluctuations, which can cause gear
train rattle or timing chain slap. If changes are made
to the engine that result in a reduction of peak cylinder
pressure or in the rate of pressure rise, it can be difficult
to determine whether the observed noise reduction
is because of a reduction in direct combustion noise
or because of a change in some mechanical noise
source(s), which are driven by cylinder pressure.8

Figure 4 shows a typical cylinder pressure trace for
a diesel engine, while Fig. 5 shows typical cylinder
pressure frequency spectra for gasoline and diesel
engines. The diesel cylinder pressure trace in Fig. 4 is
similar to that of a gasoline engine experiencing knock.
In a diesel, cylinder pressure increases smoothly up
past the beginning of injection. Once injection begins,
the fuel evaporates, heats up, and finally reaches
the conditions where autoignition is possible. When
autoignition occurs, virtually all the fuel injected in the
cylinder up to the point of ignition burns explosively,
causing a very rapid rise in cylinder pressure. This
explosive onset of combustion is often referred to as
premixed combustion.

The step increase in cylinder pressure produced by
premixed combustion causes the broadband increase
in cylinder pressure spectrum of the diesel, shown
in Fig. 5. Since the combustion is not perfectly
symmetric, the pressure then oscillates at the natural
frequencies of the air volume trapped in the cylinder,
as can be seen in Fig. 4 at the point just after
the cylinder pressure spike. Often, more than one
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Figure 4 Typical cylinder pressure trace of a diesel
engine at low boost pressure.

resonance frequency can be seen in a spectrum of
cylinder pressure because the first few modes of the
gas trapped in the cylinder can all be excited (see the
high-frequency peaks in Fig. 5).

The frequency content of the cylinder pressure is
crucial to determining the level of combustion noise.
If the cylinder pressure trace is smooth, there will be
very high amplitudes of low-frequency excitation to
the engine structure but little high-frequency content.
If premixed combustion (or knock in an SI engine)
causes a step increase in cylinder pressure, there will
be much more high-frequency excitation of the engine
structure. The frequency spectrum of the cylinder pres-
sure trace is therefore a useful predictor of combustion
noise. In fact, combustion noise meters were developed
in the 1980s to take advantage of this effect. The trans-
fer function between the cylinder pressure spectrum
and the engine-radiated noise spectrum was determined
for a number of engines, averaged, and built into a
meter.11 The combustion noise meter allows perfor-
mance development engineers to predict the effect of
combustion system changes on overall engine noise.
The predictions of a combustion noise meter are valid
only as long as the transfer function used by the meter
is a reasonably accurate representation of the engine
being tested.

7 REDUCING COMBUSTION NOISE
In all engines, combustion noise is controlled by the
rate of heat release (combustion), which determines the
rate of rise in cylinder pressure. In gasoline engines,
heat release is controlled by factors such as:
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• Ignition (spark) timing
• Spark plug location
• Number of spark plugs
• Swirl and tumble of the air–fuel mixture

Retarding ignition toward top dead center (TDC)
reduces combustion noise significantly, at a cost in
performance. A centrally located spark plug will
produce more rapid combustion than one located near
the side of the combustion chamber. Two spark plugs
fired together speed combustion compared to a single
plug. Higher swirl and tumble of the air–fuel mixture
speeds combustion. Swirl and tumble are controlled by
a number of factors, including port design, valve lift,
valve timing, and combustion chamber shape (squish).

In diesel engines, the rate of heat release is also
controlled by a number of factors, including:

• Injection timing
• Boost pressure
• Compression ratio
• Intake manifold temperature
• Injection characteristics
• Fuel cetane

Retarding injection timing reduces combustion noise,
unless the start of combustion is pushed after TDC.
Increasing boost pressure causes the fuel to evaporate
and mix more quickly, shortening the ignition delay
and thus reducing combustion noise. In fact, at boost
pressures above about 0.7 bar, combustion noise often
becomes insignificant. Higher compression ratios and
higher intake manifold temperatures also have the effect
of shortening ignition delay and reducing combustion
noise. Injection characteristics such as pilot injection
and rate shaping can have a dramatic effect on
combustion noise, by reducing the amount of fuel

injected during the ignition delay. In some DI diesel
engines, the use of pilot injection can reduce overall
noise under low-speed and light-load conditions by 5 dB
or more, with a dramatic improvement in sound quality.
Higher cetane fuel reduces ignition delay. European
diesel fuel has typical cetane values of 50 to 52,
compared toAmerican fuel at about 42. In engineswhere
combustion noise controls the overall noise level, the use
of higher cetane fuel will reduce overall noise by 1 to
2 dB and improve sound quality.

8 CONNECTIONS BETWEEN COMBUSTION
NOISE, PERFORMANCE, EMISSIONS, AND
FUEL ECONOMY

As with many systems, the most straightforward
ways of reducing noise also tend to degrade the
system performance. There is considerable competition
between competing priorities in engine development,
and combustion noise is a typical example.

With spark ignition engines, many efforts to improve
emissions and fuel economy result in more rapid
combustion. This, in turn, leads to higher rates of
cylinder pressure rise and more high-frequency content
in the cylinder pressure spectrum. For example, features
such as high turbulence in the combustion chamber or
twin spark plugs are ways of improving emissions or
performance at the expense of combustion noise. Noise
and vibration compromises frequently need to be made
when developing a new combustion system.

In compression ignition engines, the situation is
even more difficult. The compression ignition com-
bustion method at the heart of the diesel by its nature
causes substantial combustion noise. Historically, it
has been difficult to significantly reduce combustion
noise without large performance or emissions penal-
ties. However, new fuel systems and electronic con-
trols have opened the door to much improved trade-
offs in recent years. The ability to provide several
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separate injection events with precise control of quan-
tity and timing has allowed much better trade-offs
between noise, emissions, and performance. Many
modern diesels combine high power density, good fuel
economy, relatively low emissions, and low combus-
tion noise in a way that was simply not possible 10
to 15 years ago, and there appears to be considerable
scope for further improvement in the future.

9 MECHANICAL NOISE SOURCES
Many mechanical noises in an engine are caused by
the clearances that must exist to allow the engine to
function. Most clearance-driven noise sources produce
broadband, impact-like inputs to the engine structure.
For example, piston slap is caused by the piston
moving laterally or rocking in the cylinder and
impacting against the cylinder wall. Connecting rod
and crankshaft bearings produce impact excitations as
the components move through the available clearance.
Valve train components produce impacts as they move
through their clearances and as valves close against
their seats. Engines with gear-driven components may
suffer gear rattle impacts, driven by the cyclic torques
applied to some of the components such as the
crankshaft, camshaft, and fuel system.

Other mechanical noise sources in an engine
are periodic in nature. An oil pump will produce
pressure fluctuations at a frequency determined by
the number of gear teeth or lobes in the pump,
combined with the pump’s drive ratio. Gear and
chain drives can produce pure tone noise at the tooth
or sprocket meshing frequency. Alternators, power
steering pumps, and other engine-mounted accessories
can produce significant pure-tone noise.

Identifying pure-tone engine noise sources is often
relatively straightforward. The frequency of the mea-
sured noise at a certain speed can be compared to
calculations of potential source frequencies. Identify-
ing the sources of impact noise can be much more
difficult. By nature, impact noise is broadband, so fre-
quency analysis is of limited help. Measuring when the
impacts occur as a function of crank angle may pro-
vide guidance. Introducing modified parts designed to
magnify or eliminate particular clearances can also be
used to identify the source of impact excitations. For
example, Teflon-padded pistons can be used to deter-
mine the amount of noise generated by piston slap.

10 REDUCING MECHANICAL NOISE
There is extensive literature that describes efforts
to reduce mechanical noise. Piston slap has perhaps
received the most attention. Analytical models have
been created to model and predict the relative motion
between the piston and bore.12–14 Piston slap modeling
software is sold by companies such as AVL, FEV, and
Ricardo. These models can be modified to explore a
wide range of potential design alternatives, such as
changes in clearance, piston pin location, or piston
mass. However, it must be noted that piston slap
is a complex and sometimes nonlinear phenomenon
with many variables, so a model that can accurately
simulate it must also be complex.

Piston slap reduction efforts have focused on the
effects of these and other variables:

• Piston skirt profile, both top to bottom and
around the circumference

• Bore distortion
• Piston pin offset
• Piston coatings to reduce friction or to allow a

tighter fit
• Piston inserts to control thermal expansion
• Piston skirt stiffness

A tight-fitting piston provides less opportunity for slap.
Reducing bore distortion, controlling thermal expan-
sion, modifying the skirt profile, and using coatings
are all means of allowing a tighter fit without risking
scuffing and engine seizure. Piston pin offsets have
been demonstrated to help reduce piston slap noise
by changing the way pistons rotate while crossing the
bore. Getting the relatively soft and light piston skirt
to impact on the cylinder wall first provides less exci-
tation than having the piston top land impact first.

Both experimental and analytical work has been
done on the effects of crankshaft and connecting rod
bearing clearances and oil film characteristics.15,16 The
analytical work is made complex by the nonlinear
nature of oil film behavior. To model crankshaft,
oil film, and bearing behavior, commercial software
packages are available from companies such as AVL
and Ricardo.

Valve train noise is a significant problem in many
engines. Hydraulic valve lifters are often used to
eliminate the lash in valve trains and thus reduce noise.
Careful tuning of cam profiles to eliminate force spikes
in the valve train can reduce noise. Minimizing “jerk,”
the derivative of acceleration, is an important tool for
reducing valve train noise. Several software packages
are available that can be used to model valve train
dynamics.

Noise reduction of accessories such as oil pumps,
power steering pumps, alternators, air-conditioning
compressors, and the like is often important. It is also
important that accessories be mounted to the engine in
a way that avoids mounting bracket resonances being
excited by important forcing functions such as engine
firing frequency. Designers often try to design acces-
sory mounting brackets to achieve a mounted natural
frequency above firing frequency at maximum speed.

11 REDUCING STRUCTURAL RESPONSE
TO FORCE INPUTS

The engine structure should be designed to produce
a minimum of vibration response to known or sus-
pected force inputs. High stiffness is normally used
to improve the forced response of the engine struc-
ture. An ideal structure would incorporate impedance
mismatches to minimize the response of the structure.
Impedance mismatches are step changes in stiffness.
For example, an engine block could be designed to
be very stiff at the location where crankshaft forces
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are transmitted through the main bearings, but soft
between the main bearing area and the oil pan flange,
and stiff again at the oil pan flange. These transitions
in stiffness would make it difficult for forces applied
at the main bearings to produce vibration at the oil pan
flange.

In practice, most structural parts of engines are
castings or forgings, which makes it very difficult
to achieve large changes in stiffness. Therefore,
while efforts to reduce the structural response can
provide significant benefits, there are limits to the
improvements that can be achieved within weight
and cost limitations. In practice, the noise reductions
achieved by optimizing the structure are often modest,
and they can be easily outweighed by changes in
forcing functions.

Finite element models are frequently used to help
design engine structures in a way that minimizes
vibration response to forces applied.17 Measured or
calculated forces are applied to a model of the
structure, and the response at important locations is
calculated. The models can be used to test a variety
of design alternatives much more quickly than can be
done by building and testing hardware.

Smaller engines often radiate a significant amount
of noise from the first few modes of the engine or
power train, such as the first bending and torsional
vibration modes. Finite element models can be used to
ensure that important modes occur above the frequency
range of primary excitations such as engine firing.
Larger engines often radiate significant energy from
local modes of the structure, such as panel modes of
the engine block. Again, modeling can be used to cost
effectively modify the structure to push these modes
up beyond the range of strong forcing functions.

12 NOISE RADIATION FROM EXTERIOR
SURFACES
Exterior surfaces include both covers, such as the oil
pan and valve covers, and structural portions of the
engine, such as the block and cylinder heads. A number
of options are available to reduce radiated noise, such
as stiffening of exterior surfaces, reducing the stiffness
of surfaces, adding damping treatments, or isolating the
connection between the structure and covers.

Most engineers intuitively believe that adding
stiffness is bound to be a good way to reduce noise.
Unfortunately, this is not always the case. Adding
stiffness can sometimes cause a substantial noise
increase. A number of factors must be understood in
order to determine whether stiffening is a good idea.

Consider the oil pan of a heavy-duty diesel engine
as an example. In many engines, the oil pan is not a
structural member, allowing the designer a great deal
of freedom in choosing the stiffness of the pan. One
consideration is the frequency content of the vibration
at the pan rail of the engine block, which forms the
input excitation to the oil pan. If the pan rail vibration
is primarily at low frequencies, it makes sense to
stiffen the pan so that the first resonance frequency
is above the primary input vibration frequencies. On
the other hand, if there is a lot of high-frequency

input, stiffening the pan will have less, or even
a negative, benefit. The second consideration is A-
weighting. In many cases, noise targets are set using A-
weighted levels, which discounts low-frequency noise
and emphasizes noise in the 1- to 4- kHz range.
Increasing the stiffness of the pan pushes resonances
up into the range where A-weighted levels will be
higher.

The final design consideration is radiation effi-
ciency. Radiation efficiency is a measure of how much
of the vibration in a surface is translated into radi-
ated sound. If the wavelength of sound in air is long
compared to the mode shape of the oil pan, radia-
tion efficiency is low. Radiation efficiency peaks when
the wavelength of sound in air matches the wave-
length of the pan’s mode shape, and this is called the
critical frequency. Radiation efficiency remains high
when the wavelength of sound in air is shorter than
the mode shape’s wavelength. Reducing radiation effi-
ciency of a given mode shape requires lowering the
natural frequency of the mode. Another way to look
at radiation efficiency is to say that for a given fre-
quency, the more complex mode shapes will generally
have lower radiation efficiency. Closed-form solutions
are available to calculate the radiation efficiency of
simple geometries such as flat plates, but the com-
plex shapes of real engine components usually require
numerical solutions.18

Figure 6 shows a comparison of mean square
surface velocity for two different oil pans on a heavy-
duty diesel engine. The cast-aluminum oil pan is much
stiffer than the stamped steel oil pan, and its natural
frequencies are higher. As a result, the aluminum pan
enjoys somewhat lower surface velocities over most of
the frequency range, even though the input vibration
at the pan rail is the same for the two engines.

As Fig. 7 shows, however, the aluminum pan’s
modest advantage in surface velocity does not translate
into a noise advantage. In fact, the aluminum pan
is about 10 dB louder at many frequencies. This
difference is due entirely to higher radiation efficiency
of the stiffer aluminum oil pan. The stamped steel pan
enjoys a 7-dB lower overall A-weighted sound power
than the much stiffer cast-aluminum pan.

In general, large covers with large, flat areas can
benefit most from low stiffness. This is especially
apparent with the heavy-duty diesel oil pan example.
In this case, every factor works in favor of a less
stiff design: first, there is a lot of high-frequency
vibration at the pan rail, making it impossible to
stiffen the pan so that natural frequencies are above
the input frequency. Second, A-weighting favors low-
frequency noise. Third, it is easy to achieve low
natural frequencies of the pan and thus low radiation
efficiencies, given the large, flat surfaces of a heavy-
duty diesel oil pan. Smaller covers, on the other
hand, may not achieve a noise advantage through
low stiffness. Smaller, more complex shapes are
inherently stiffer. It may not be possible to achieve the
low stiffness required to get low radiation efficiency
without sacrificing mechanical integrity of a small
cover. However, small covers can often be stiffened
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Figure 6 Comparison of mean square surface velocity for a stiff cast-aluminum oil pan and a relatively flexible stamped
steel pan on the same heavy-duty diesel engine.
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Figure 7 Comparison of radiated sound power level for a stiff cast-aluminum oil pan and a relatively flexible stamped
steel pan on the same heavy-duty diesel engine.

to the point where the first resonance is beyond the
frequency range of significant excitation. In many
cases, it is not obvious whether increasing or reducing
stiffness is a better noise reduction path. Design
alternatives can be explored in hardware or by using
noise radiation models, which will be described in
Section 14.

Adding damping is another option for reducing
noise of engine covers. Cast-aluminum and stamped
steel covers tend to be highly resonant and lightly
damped, so they may amplify the vibration fed into
them from the engine structure. Constrained layer steel
is widely used to add damping in oil pans, valve
covers, and other engine components of both gasoline
and diesel engines. Damping treatments are available
for cast-aluminum components as well.

Covers can also be isolated from the engine
structure to reduce noise. Isolation normally takes

the form of a soft gasket and grommets to avoid
any metal-to-metal contact with the structure. The
isolation system can be designed with a relatively low
natural frequency, limited by the need to control the
position of the component and to avoid leaks. Vibration
reduction is greatest if there is a large impedance
mismatch, so isolation systems work best between a
stiff structure and a stiff cover. Isolated covers are
common on both SI and CI engines.

13 NOISE SHIELDS AND ENCLOSURES

Shields and enclosures can be viewed as engineering
Band-Aids. If the effort to reduce forcing functions,
improve the structure, and improve covers does not
achieve the required noise reduction, an engineer can
always cover the problem up with a shield or enclo-
sure. These components are normally isolated from the
engine structure to prevent vibration transmission to
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their surfaces. High damping and low stiffness are usu-
ally chosen to minimize noise radiation. Enclosures are
typically mounted directly on the engine, while shields
may be mounted on other nearby structures.

Shields and enclosures are not a noise reduction
panacea. They tend to be expensive and heavy and can
be very difficult to package in an engine installation.
Even small gaps or holes will allow a significant
amount of noise to escape, but enclosures must allow
for plumbing, wiring, tool clearance, cooling airflow,
and other openings. Once all the required openings are
put into a shield, the noise reduction performance may
be quite modest.

14 MODELING ENGINE NOISE GENERATION

Many noise sources have been successfully modeled,
but engines have proven to be a very difficult source
to model with a reasonable degree of accuracy. There
are a number of reasons for this:

• The forcing functions can be difficult or impos-
sible to simulate or measure experimentally.

• Both forcing functions and engine dynamics are
often nonlinear and thus difficult to model.

• Many forces are transmitted through nonlinear
oil films.

• It is not always clear where forces are applied
to the structure, or which forces are important
enough that they must be considered.

• The structure and covers are complex, offering
multiple transmission paths.

• The many bolted joints of an engine create
damping that is difficult to model accurately.

These difficulties apply just to calculating vibration
velocities on the external surfaces of the engine. The
task of calculating radiated noise remains.

A great deal of academic and industrial research
has focused on modeling the noise generation of
engines. As a result, a number of commercial software
packages are available to deal with various aspects
of the problem. First come models to predict the
airflow and combustion behavior of the engine. This
information is required in order to predict cylinder
pressure, which is the driving force behind many
engine noise forcing functions. Once cylinder pressure
is known or predicted, other forcing functions must be
modeled. Some models deal only with predicting the
behavior of the crank train, and the resulting forces
transmitted through the main bearings and oil films to
the engine block. Other programs model the dynamics
of valve trains or pistons, predicting the resulting
force inputs. Elastohydrodynamic models of oil film
behavior are an important element of these modeling
programs, both to get the dynamics of the components
right and to predict the forces put into the engine
structure.

Once the forces being applied to the engine
structure are understood, the next task is to model the
structural response. This is normally done using widely

available finite element models. The models created
for stress analysis are usually not appropriate for noise
modeling because the large size of stress models leads
to unacceptable run times for a dynamic analysis.
A relatively coarse model of the engine structure is
required. The known or predicted forcing functions
are applied, and the dynamic response of the engine
structure is calculated. The result is a velocity spectrum
for each node in the model.

The final step is to predict the radiated noise, based
on the velocities of the external surfaces. In doing this,
radiation efficiency is directly or indirectly calculated.
The most common approach is to create a boundary
element model of the external surface. The velocities
are entered as inputs, and overall sound power or sound
pressure at specific locations can be calculated.

Boundary element models require considerable
computational resources. There is a strong trade-off
between model resolution (and thus the maximum
frequency that can be accurately predicted) and run
time. Other approaches may be considered. First,
Rayleigh integral programs can predict overall radiated
sound power with far less computational resources,
but they cannot deal with calculating pressure at a
point in space, or with noise in an enclosed space.18

Second, statistical energy analysis (SEA) can be used
in situations where the modal density is high enough to
allow individual modes and resonances to be ignored.
This suggests that SEA is only valid at relatively
high frequencies, but the lower frequency limit is a
matter of debate.19,20 Alternative methods are also
under development.21

A successful engine noise modeling effort is far
from a plug-and-chug operation. It is easy to get
a model to give the right answer for the wrong
reasons. As a result, many experimental and analytical
validation steps are required to show that each step
of the modeling process is giving an accurate result,
and that the assumptions made in the model are
valid. Close cooperation between engineers doing
the experimental and modeling work is essential.
Only when models have been fully validated can
they be used with any confidence to explore design
alternatives.
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1 INTRODUCTION
A muffler or silencer is a device used in a flow duct
to prevent sound from reaching the openings of the
duct and radiating as far-field noise. Reactive silencers
reflect sound back toward the source, while absorptive
silencers attenuate sound using absorbing material.
Mufflers and silencers are necessary components used
in the design of any exhaust or intake system for
internal combustion engines. No car or truck can pass
the standard noise tests required by legislation or
compete on the market without their use. There are
three basic requirements for a modern exhaust system:
compact outer geometry, sufficient attenuation, and
low pressure drop.

Different acoustical design and analysis techniques
to predict the acoustical performance of internal
combustion engine exhaust and intake systems have
been in use for many years. These theories and
techniques can be used also for other applications, such
as compressors and pumps and to some extent also for
air-conditioning and ventilation systems. Techniques
are not yet available for the prediction of the acoustical
performance of modern intake systems made from
plastic material with nonrigid walls.

2 TYPES OF MUFFLERS
Two different physical principles are used for sound
reduction in mufflers. Sound can be attenuated by
the use of sound-absorbing materials in which sound
energy is converted into heat mainly by viscous
processes. Typical sound-absorbing materials used
are rock wool, glass wool, and plastic foams. To
force the exhaust flow through the absorbing material
would create a large pressure drop so the material is
usually placed concentrically around the main exhaust
pipe; see Fig. 1. To protect the absorbing material
and prevent it from being swept away by the flow,
a perforated pipe is usually inserted between the
main pipe and the absorbing material. Sometimes a
thin layer of steel wool is included for additional
protection. In some cases the outer chamber containing
the absorbing material is flattened because of space
limitations in fitting the muffler under a car; see Fig.
2.

The other physical principle used is reflection of
sound, which is caused by area changes or use of
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Figure 1 Typical exhaust system absorption muffler.1
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Figure 3 Different types of resonators in a typical
reactive automobile silencer: (a) λ/4 resonator and
(b) Helmholtz resonator.1

different kinds of acoustical resonators; see Fig. 3.
These types of mufflers are called reactive. If the
acoustic energy is reflected back toward the source,
then the question is what happens with it once it
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(a)

(b)

(c)

Figure 4 Different types of perforated muffler elements
having both reactive and resistive character: (a) through
flow, (b) cross flow, and (c) reverse flow.1

reaches the source. It could of course be that the source
is more or less reflection free, but this is not usually
the case. If multiple reflections in between the source
and the reactive muffler occur, the sound pressure level
should build up in this region and cause an increase
further downstream too. The answer to this apparent
paradox is that a reactive muffler when properly used
causes a mismatch in the acoustic properties of the
exhaust system and the source to actually reduce the
acoustic energy generated by the source.

There are also cases where resistive and reactive
properties are combined in the same muffler element.
All reactive muffler elements do, in fact, cause some
loss of acoustic energy in addition to reflecting a
significant part of the acoustic energy back toward
the source. The losses can be increased, for instance,
by reducing the hole size of perforates, especially if
the flow is forced through the perforates. Figure 4
shows some typical perforate muffler elements, where
especially the cross-flow and reverse-flow type have a
significant resistive as well as reactive character.

3 DEFINITIONS OF MUFFLER
PERFORMANCE

To assess the success of a new muffler design, there
is a need for measures to quantify the sound reduction
obtained. There are at least three such measures in

common use: transmission loss, insertion loss, and
noise reduction.

The transmission loss (TL) is defined as the ratio
between the sound power incident to the muffler (Wi)
and the transmitted sound power (Wt ) for the case that
there is a reflection-free termination on the downstream
side

TL = 10 log(Wi/Wt) (1)

This makes it difficult to measure transmission loss
since an ideal reflection-free termination is difficult to
build, especially if measurements are to be made with
flow. There are measurement techniques2,3 that can be
used to determine transmission loss by using multiple
pressure transducers upstream and downstream of the
test object. It is also necessary to make two sets of
measurements either by using two acoustic sources,
one downstream and one upstream of the test object,
or by using two different downstream acoustic loads.
The advantage of using transmission loss is, on the
other hand, that it only depends on the properties
of the muffler itself. It does not depend on the
acoustic properties of the upstream source or the
downstream load. Transmission loss can, therefore,
also be calculated if the acoustic properties of the
muffler is known without having to consider the source
or load characteristics. Since the transmitted sound
power can never be larger than the incident, the
transmission loss must always be positive. A high
transmission loss value tells us that the muffler has
the capacity to give a large sound reduction at this
frequency. It will not tell us how big the reduction will
be since this depends on the source and load properties.

Insertion loss (IL) is defined as the difference in
sound pressure level at some measurement point in
the pipe or outside the opening when comparing the
muffler element under test to a reference system:

IL = 20 log(p̃m/p̃r ) (2)

where p̃m is the root-mean-square (rms) value of the
sound pressure for the muffler under test, and p̃r is
the rms value of the sound pressure for the reference
system. It is common that the reference system is
a straight pipe with the same length as the muffler
element under test, but it could also be a baseline
muffler design against which new designs are tested.
Insertion loss is obviously easy to measure, as it
only requires a sound pressure level measurement
at the chosen position for the two muffler systems.
It does, however, depend on both upstream acoustic
source characteristics and downstream acoustic load
characteristics. Insertion loss is, therefore, difficult to
calculate since especially the source characteristics are
difficult to obtain. Methods for determining source data
will be further discussed in Section 6. Insertion loss
has the advantage that it is easy to interpret. A positive
value means that the muffler element under test is
better than the reference system while a negative value
means that it is worse.
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Sound reduction (SR) is defined as the difference
in sound pressure level between one point upstream of
the muffler and one point downstream:

SR = 20 log(p̃u/p̃d) (3)

where p̃u is the rms value sound pressure upstream
of the muffler, and p̃d is the rms value of the sound
pressure downstream of the muffler. Just as insertion
loss, sound reduction is easy to measure but difficult
to calculate since it depends on source and load
properties. The interpretation is less clear compared
to transmission loss and insertion loss. It does tell us
the difference in sound pressure level over the muffler
for the test case, but the result may depend heavily on
where the measurement positions are placed.

4 THEORETICAL DESIGN APPROACHES

Development of computer programs for acoustical
design and analysis of flow ducts can be said to have
started in the 1970s, although some codes were cer-
tainly in existence earlier. The low-frequency region is
usually most important for Internal Combustion (IC)
engine applications. This means that a one-dimensional
or plane-wave approach is sufficient for the main
exhaust and intake pipes. Most of the codes developed
have used the so-called transfer matrix method,4–8

which is described in Section 4.1. This is a linear
frequency-domain method that means that any nonlin-
earity in the sound propagation caused by high sound
pressure levels is neglected. Local nonlinearity at, for
instance, perforates can, however, be handled at least
approximately. The assumption of linear sound propa-
gation has experimentally been shown to be reasonably
good.9,10 There are other analytical linear frequency-
domain methods like the mobility matrix formulation11

and the scattering matrix formulation,7,12 which have
advantages for arbitrarily branched systems. Numeri-
cal methods such as the finite elements method (FEM)6
can also be used to solve the linear equations. They are
especially useful for mufflers with complicated geom-
etry and large cross-sectional area where the plane-
wave propagation is no longer sufficient to describe
the sound propagation in the frequency range of inter-
est, but do increase the complexity of the calculations
significantly. FEM should, therefore, only be consid-
ered as complement to the analytical methods for cases
where they fail. Nonlinear time-domain techniques
such as the method of characteristics or computa-
tional fluid dynamics (CFD) techniques6,13 have also
been suggested. They are usually linked to a nonlin-
ear model of the gas exchange process of the engine
and are not really adapted for modeling muffler com-
ponents even though some interesting attempts have
been made. There are commercial codes available for
simulating the engine gas exchange process that are in
use by the automotive industry. They are an interesting
alternative for obtaining information about the engine
as an acoustic source, which will be further discussed
in Section 6.
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Figure 5 IC engine equipped with muffler and its
acoustical representation.

4.1 Transfer Matrix Method
The transfer matrix method is an effective way for the
analysis of sound propagation inside a duct network,
especially if most of the acoustical elements are
connected in cascade. The exhaust system of an
internal combustion engine does in many cases have
this kind of transmission line character. The method,
which is often referred to as the four-pole method,
was originally developed for the theory of electric
circuits. To get a complete model accurate for analysis
and design of exhaust systems, we must also take the
influence of the sound source and the termination of
the system into account. That is the sound generation
and acoustic reflection characteristics of the engine
as an acoustic source and the sound reflection and
radiation characteristics of the termination. Using the
assumptions of linearity and plane waves, the actual
physical system with engine, exhaust system, and
outlet can be described by a sound source, transmission
line, and acoustic load; see Fig. 5.

The source is fully determined by the source
strength Ps and the source impedance Zs , which
reveals how the source reacts to an arbitrary outer load
such as an exhaust system. The load is described by a
termination impedance. The source data and load data
will be discussed further in Sections 6 and 7.

Three basic assumptions concerning the sound field
inside the transmission line are made in the transfer
matrix method. First, the field is assumed to be
linear, that is, the sound pressure is typically less than
one percent of the static pressure. This allows the
analysis to be carried out in the frequency domain,
and transfer function formulations can be used to
describe the physical relationships. The assumption of
linearity does not, however, mean that no nonlinear
acoustic phenomena inside the system can be modeled.
Some local nonlinear problems can, for example,
be solved in the frequency domain by iteration
techniques. The second assumption requires that the
system within the black box is passive, that is, no



EXHAUST AND INTAKE NOISE AND ACOUSTICAL DESIGN OF MUFFLERS AND SILENCERS 1037

A1 A2 A3 A4 A5

Figure 6 Exhaust system modeled with the transfer
matrix method.1

internal sources of sound are allowed. Finally, only the
fundamental acoustic mode, the plane wave, is allowed
to propagate at the inlet and outlet sections of the
system. Provided the above-mentioned assumptions
are valid, there exists a complex 2 × 2 matrix T,
one for each frequency, that completely describes the
sound transmission within the system:

[
P̂1

V̂1

]
=

[
t11 t12
t21 t22

] [
P̂2

V̂2

]
(4)

where P̂1 and P̂2 are the temporal Fourier transforms
of the sound pressures, and V̂1 and V̂2 are the temporal
Fourier transforms of the volume velocity at the inlet
and the the outlet, respectively. The major advantage
with the transfer matrix method is the simplicity
with which the transfer matrix for the total system
is generated from a combination of subsystems, each
described by its own transfer matrix; see Fig. 6.

The transfer matrix for a number of elements
A1,A2, . . . , AN connected in cascde is obtained from
repeated matrix multiplication:

T =
N∏

j=1

Aj (5)

This is a procedure that for long transmission lines
is much more effective than solving a large system
of equations, as will be the alternative if the mobility
matrix formulation is used.

The division of the total system into more easily
analyzed subsystems can be done in many different
ways as long as the coupling sections between the
elements fulfill two conditions. First, there must be
continuity in sound pressure and volume velocity. This
is achieved by choosing a suitable formulation of the
transfer matrix, where the effects of discontinuities
are included within the described element. Second,
the coupling sections must not allow any higher order
modes to propagate. This condition implies that the
allowed frequency range for the classical transfer
matrix method has an upper limit that coincides with
the cut-on frequency for the first higher order mode
in the coupling section. With modal decomposition the
number of modes can easily be extended by increasing
the dimension of the transfer matrix and accordingly
the frequency range.14 Once the division of the system
into acoustical elements has been done, the final task
is to generate the total transfer matrix. This is done

in analogy with the theory of electric circuits, that
is, by regarding the system as a network of cascade-
or parallel-coupled elements. In exhaust systems, most
of the elements are usually connected in cascade, and
the transfer matrix formulation is, therefore, especially
powerful for this application.

5 MODELING OF MUFFLER ELEMENTS
5.1 Straight Ducts
A typical automobile exhaust system consists of two
or three silencers connected by ordinary sheet steel
pipes. These are usually straight or slightly curved
with circular constant cross section (diameter typically
around 50 mm) and wall thickness of 1 to 1.5 mm. A
truck system typically has pipes with 100-mm to 150-
mm diameter. To be able to use the transfer matrix
or scattering matrix method, only plane waves should
propagate in the pipes. The expression for the cutoff
frequency of the first higher order mode in a circular
cross section pipe is given by

f c = 1.841c

πd
(6)

where c is the speed of sound and d is the
duct diameter. The cutoff frequency for a typical
automotive system would, therefore, be above 4 kHz
and for a truck system it would be above 1.3 kHz
at room temperature. In the exhaust systems the
temperatures will be higher, which means that the
speed of sound and the cutoff frequency will increase.
For the typical curvatures and diameters, the influence
of the bends may be neglected in the frequency range
of interest: 30 to 2000 Hz.15

The solution for the sound pressure and volume
velocity can in the frequency domain be written as

p̂ = p̂+ exp(−ik+z) + p̂− exp(ik−z) (7)

V̂ = S

ρ0c′ {p̂+ exp(−ik+z) − p̂− exp(ik−z)} (8)

where p̂+ and p̂− are the wave amplitudes, z is
the coordinate in the propagation direction, S is the
cross-sectional area, k+ and k− are the complex
wavenumbers representing downstream and upstream
propagating waves,16,17 respectively,

k+ = k
K0

1 + MK0
(9)

k− = k
K0

1 − MK0
(10)

where K0 is given by

K0 = 1 + 1 + i

s
√

2

(
1 + γ − 1

σ

)
(11)
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and γ is the specific heat coefficient ratio, σ =√
µCp/κ is the Prandtl number, s = (d/2)

√
ρ0ω/µ

is the shear wavenumber, µ is the shear viscosity
coefficient, κ is the thermal conductivity coefficient,
Cp is the specific heat coefficient for constant pressure,
ρ0 is the density, and d is the duct diameter. These
expressions include the effect of viscous and thermal
boundary layer losses and losses due to turbulence.
Equations (9) to (11) are valid for large s and small M ,
typically M < 0.3 and s > 40. Howe18 has presented a
theory with wider application range but yielding more
complicated expressions.

Following the notation of Section 4.1 denoting the
inlet or source side 1 and the outlet side 2, the transfer
matrix is given by

t11 = 1
2 {exp(ik+�) + exp(−ik−�)}

t12 = ρ0c

2S
{exp(ik+�) − exp(−ik−�)}

t21 = S

2ρ0c
{exp(ik+�) − exp(−ik−�)}

t22 = 1
2 {exp(ik+�) + exp(−ik−�)} (12)

In the long pipes between the different silencers there
may be temperature gradients. This problem can be
solved by dividing the pipe into a number of elements,
each with a constant but different temperature, and thus
obtain the desired temperature gradient.19

5.2 Dissipative Muffler Elements
A typical dissipative exhaust system muffler is shown
in Fig. 1. The most simple approach that can be
used for this kind of muffler is that the walls are
locally reacting, that is, each point in the wall acts
as if it were completely isolated from the rest of
the wall.20 This is often a good assumption in the
case of walls covered with porous material, but it
is an approximation. The alternative is to use an
extended reaction model where sound propagation in
the liner is considered. The locally reacting wall is
characterized by a locally reacting impedance, Zw.
The linear, nonviscous, adiabatic sound field within a
duct with locally reacting walls can be found from the
wave equation by adding a source term.20 This term
is really originating from the equation of continuity,
where it accounts for the volume velocity through the
walls. It should be noted that this approach is really
one-dimensional and the wave is thus still plane, as
discussed above. The solution in the frequency domain
may be expressed in a way similar to the solution in
(7) and (8), but with different wavenumbers:

k± = ± i

1 − M2


ikM + ρ0cM

2ZwS

∓
√(

ρ0cM

2ZwS

)2

+ ikρ0c

ZwS
− k2


 (13)

The upper sign represents the downstream wave and
the lower sign represents the upstream wave.

In a conventional dissipative automobile silencer
(Fig. 1), the porous material is covered by perforated
sheet steel. Thus Zw really consists of two impedances,
the porous material Za and the perforated shielding Zp .
The acoustic effect of the perforations can, however, be
neglected if the porosity, that is, the percentage open
area, is higher than around 20%. This is often true if the
perforated pipe was included just to guide the flow and
keep the absorbing material in place and not to have
any acoustic effect. For the description of the porous
material the model according to Zwikker and Kosten21

can be used. An extensive description of different
models for the acoustical properties of porous materials
is given in Ref. 22. In the Zwikker–Kosten model the
effects of the porous material on acoustic motion are
included in the equations of motion and conservation
of mass through three parameters. The first is called
porosity, �, and accounts for the obvious fact that a
specific volume is no longer completely occupied by
the fluid; there is also a solid structure. The fluid within
the porous material can only propagate along certain
paths, which means that the reaction of some fluid
particle to a pressure gradient not necessarily needs
to be in the direction of the gradient. Provided these
paths are randomly oriented, that is, the absorber is
isotropic, this effect is described by the structure factor,
χ. Finally, the increased friction within the fluid due to
the solid structure is considered by the flow resistivity
φ. The following impedance as seen from the duct
toward the lining can be deduced,

Za = −iρece (ωh/ce) (14)

where h is the thickness of the lining, ρe is the effective
density, and ce is the effective speed of sound. These
are given by

ρe = ρ0

(
χ

�
− iφ

ωρ0

)
(15)

ce = 1√
ρeκp�

(16)

In this expression κp is the compressibility for the
porous material, which for low frequencies behaves
more or less isothermally due to the heat conduction
between solid and fluid. At higher frequencies the
acoustic motion is very fast, no heat conduction can
appear, and the motion is adiabatic. These assumptions
are verified experimentally,23 and usually the true
compressibility lies somewhere between κT and κs .

5.3 Perforated Muffler Elements

Perforated tubes are commonly found in automotive
mufflers. Two basic configuration examples are shown
in Fig. 7. In a commercial muffler the configuration
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Through Flow Plug Flow

L L

d2d1

L

Figure 7 Basic muffler configurations.

Figure 8 Examples of commercial perforated mufflers.

is usually much more complicated, as illustrated in
Figs. 8 and 9.

Perforates can be used to confine the mean flow in
order to reduce the back-pressure to the engine and the
flow generated noise inside the muffler, such as in the
through-flow configuration. Ideally, perforates are then
acoustically transparent and permit acoustic coupling
to an outer cavity acting as a muffler. Perforates
can also be used to create losses when the flow is
forced through the perforates, such as for the plug
flow configuration. Being able to theoretically model
these mufflers enables car manufacturers to optimize
their performance and increase their efficiency in
attenuating engine noise. Therefore, there has been
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Figure 9 Effect of coupling condition and Mach number
on the transmission loss of the through-flow muffler.35

a lot of interest to model the acoustics of two ducts
coupled through a perforated plate or tube. Generally,
the modeling techniques can be divided into two main
groups, the distributed parameter approach and the
discrete or segmentation approach.

In the distributed approach, the perforated tube is
seen as a continuous object, and the local pressure
difference over the tube is related to the normal particle
velocity via surface-averaged wall impedance. The
main challenge facing this approach is the decoupling
of the equations on each side of the perforate. Using
this approach results in closed-form expressions for the
acoustic transmission, and therefore the calculations
are very fast. Sullivan and Crocker24 presented the
first analysis of this approach. They only considered
through-flow concentric resonators with the flow
confined in the main duct. They did not have the
decoupling problem because the flow inside the cavity
was assumed to be zero. Therefore, their model cannot
be applied to situations with cross flow. Moreover, it
does not work for nonrigid boundary conditions at the
side plates of the muffler, for example, extended inlet
and outlet configurations.

Later, Jayaraman and Yam25 introduced a decou-
pling approach based on a mathematical assumption
that requires the mean flow Mach number to be equal
on both sides of the perforate. This is considered a
major disadvantage because this case is hardly found
in practice. The two Mach numbers are in inverse pro-
portion to the cross-sectional area of the two ducts,
which are usually different. Rao and Munjal26 pre-
sented a method to overcome this problem with a
generalized decoupling analysis that allows for differ-
ent flow Mach numbers in the two pipes. They used the
same equations as Sullivan and Crocker.24 They also
extended the method to be able to handle any boundary
conditions at the muffler end plates. Peat27 pointed out
that their decoupling conditions are only satisfied for
the two simple cases of M1 = M2 = 0 or M1 = M2.
He was unable to find analytical expressions that fully
satisfy the generalized approach and hence resorted to
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a numerical decoupling solution. Munjal et al.28 pre-
sented a first attempt to use the numerical decoupling
technique, but they reported problems of numerical
instabilities close to the peaks of the transmission loss.
Peat27 derived more general equations than all previous
models by allowing the Mach number and impedance
to vary along the length of the perforate. This general-
ization contains some of the properties and advantages
of the segmentation approach. He only made calcula-
tions using constant parameters. Numerical decoupling
overcomes the modeling deficiencies of the analytical
techniques, introducing an additional cost in terms of
computing time as it requires solving an eigenvalue
problem. Dokumaci29 developed a new approach for
numerical implementation of the distributed parameter
method based on the so-called Matrizant theory. This
approach is comparable to Peat’s numerical decoupling
method in that an eigenvalue problem has to be solved;
however, it is able to correctly handle a mean flow
velocity gradient that was earlier a shortcoming of the
distributed parameter methods. Dokumaci criticized
Peat’s method pointing out that a gradient term appears
to be missing in the governing equations, and that he
neglected the mean flow variation in some terms that
might be of the same order as the retained terms. There
was a published correspondence on this issue.30

Finally, Dokumaci29 concludes that “the distributed
parameter theory of plane wave propagation in a
perforated pipe provides a more satisfactory setting
than the segmentation method for the analysis of the
effects of axially varying quantities such as the mean
flow velocity.” But later, Dokumaci31 himself stated
that “the discrete approach is computationally simpler
and more versatile than the more commonly known
distributed parameter method.”

The discrete or segmentation approach was first
developed by Sullivan.32,33 In this approach, the cou-
pling of the perforate is divided into several discrete
coupling points with straight hard pipes in between.
Each segment consists of two straight hard pipes and
a coupling branch. The total 4 × 4 transmission matrix
of the perforated element is found from successive
multiplication of the transmission matrices of each
segment. Kergomard et al.34 used this concept and pre-
sented, for the case of two waveguides communicating
via single holes, a model for wave transmission in a
periodic system. Dokumaci31 presented another dis-
crete approach based on the scattering matrix formu-
lation. He discussed several possibilities for modeling
the connecting branch. He proposed a continuous vis-
cothermal pipe model, a continuous isentropic pipe
model with end corrections, and a lumped impedance
model (as in Sullivan). The conclusion was that the
lumped-element model is the most appropriate for this
problem. He sometimes added a correction to the seg-
ment length so that his results match Sullivan exper-
iments. It was unclear how he determined this end
correction and on what basis he includes it or not.

The distributed approach is mainly convenient
for relatively simple perforated mufflers. There are,
however, many complicated muffler configurations in

which perforations are used in nonstandard ways.
The discrete approach is more convenient to ana-
lyze advanced muffler systems because of numerical
simplicity and flexibility. It is also straightforward to
model gradients in mean flow and temperature using
this approach, and as demonstrated in33 arbitrary com-
plex perforated systems can be also handled. One
main difference between the distributed and discrete
approaches is the definition of the coupling conditions
over the perforate. In the distributed approach, continu-
ity of acoustic momentum is usually imposed, whereas
in the discrete approach, continuity of acoustic energy
is usually assumed. Recently, Aurégan and Leroux35

presented an experimental investigation of the accu-
racy of these coupling conditions with flow. They
demonstrated that neither continuity of momentum nor
energy seams to be strictly valid. Aurégan and Leroux
suggested that the coupling condition should be some-
thing in between conservation of energy and conserva-
tion of momentum. The sensitivity of the results to the
assumption of the coupling condition was investigated
by Elnady36 using a generalized segmentation model
based on Sullivan’s approach. This general model is
able to use any specified coupling condition based on a
single parameter, α, which has the value of 1 for con-
tinuity of energy, 2 for continuity of momentum, or
can be assigned any value in between. The sensitivity
of the transmission loss results were compared for the
simple muffler configurations shown in Figs. 7 and the
results are shown in Figs. 9 and 10.

The effect of flow on the transmission loss caused
by the increased resistance when the flow is forced
through the perforates can be clearly seen in Fig. 10. It
can also be seen that the choice of coupling condition is
of importance for these simple mufflers. A complicated
multichamber muffler was also analyzed in Ref. 36.
See Fig. 11.

A comparison between measured and predicted
transmission loss at 0.15 Mach is shown in Fig. 12. A
reasonable agreement between measured and predicted
results is obtained. It can also be seen that the
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Figure 10 Effect of coupling condition and Mach
number on the transmission loss of the plug flow muffler.35
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Figure 11 Sketch of complex perforated muffler
analyzed.35
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Figure 12 Comparison between measured and calcu-
lated transmission loss at M = 0.15 for complex perfo-
rated muffler analyzed.35

choice of coupling condition is much less important
in this case. The reason is probably that a number
of other parameters besides the losses caused by flow
through the perforates are important for the complex
muffler. These losses are, however, very important for
obtaining the high transmission loss over the wide
frequency band seen in Fig. 12.

5.4 Expansion Chambers

The dimensions of a typical exhaust expansion cham-
ber usually makes it necessary to consider the effects
of propagating higher modes for an analysis in the
usual frequency range of interest, 30 to 2000 Hz. Since
typical expansion chambers are quite short, the losses
due to viscosity and heat conduction can be neglected
along with the flow-acoustic interaction, which may
occur especially at the inlet and outlet regions. The
convection can also be neglected for typical Mach
numbers even if it is accounted for in one of the
models discussed below. A simple analytical approach,
such as mode matching,37 can often be used for ducts
of cross-sectional shape and boundary conditions for

which the solutions to the wave equation form a com-
plete set of eigenfunctions. These functions are usually
very complicated, and accordingly the method is most
suited for cases where the eigenfunctions are orthog-
onal. This analysis is carried out for ducts of circular
cross section, and cylindrical coordinates (r, ϕ, z) are
chosen in which the boundary condition of nonflexible
walls are easily formulated. As an extension to Eq. (7)
the three-dimensional solution to the wave equation
can be written as a mode sum:

p̂ =
∑

n

{
p̂+

n (r, ϕ) exp(−ik+
n z) + p̂−

n (r, ϕ) exp(ik−
n z)

}

(17)
where p̂+

n and p̂−
n are the eigenfunctions for the duct

cross section, and k+
n along with k−

n are the longitu-
dinal wavenumbers for each mode as determined by
the boundary conditions, where n = 0 generates the
usual plane wave. Two different types of chambers,
flush-mounted inlet and outlet and concentric inlet and
outlet will be discussed below.

5.4.1 Eccentric Inlet and Outlet This configura-
tion of a circular expansion chamber (Fig. 13) with the
inlet and outlet mounted in plane with the end walls
but otherwise arbitrarily has been treated by Ih and
Lee38 using the assumptions above, although includ-
ing the convective effect of mean flow. The influence
of higher order modes in the inlet and outlet ducts is
completely neglected in their analysis, that is, only the
end corrections toward the chamber are included. The
approach is similar to that of a duct with one closed
nonflexible end and the other driven by a plane pis-
ton. To match the field inside the chamber with the
incident, reflected and transmitted plane waves, it is
averaged over the inlet and outlet cross-section areas.

5.4.2 Extended Inlet and Outlet Another com-
mon type of expansion chamber (Fig. 14) is with
extended inlet and/or outlet, forming a annular λ/4
resonator with the end plates.

Figure 13 Expansion chamber with flush-mounted
eccentric inlet and outlet.

Porous Material

Figure 14 Expansion chamber with concentric extended
inlet and outlet.
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To simplify the analysis the inlet and outlet are
assumed to be mounted concentrically, and further all
effects of mean flow are neglected. This analysis using
the mode-matching technique is explained in detail by
Åbom.39 It should be noted that higher modes are
included not only in the main chamber but also in
the λ/4 resonator region and in the inlet and outlet
ducts, although only plane waves are assumed to be
incident on the chamber in these ducts. The number of
analyzed modes is prescribed for the main chamber and
the number of modes in the other regions, required for
accurate analysis, is then given by the so-called edge
condition.38

5.5 Area Discontinuity Muffler Elements

The analysis of sound propagation through sudden
changes in the cross-section area of a flow duct is
complicated in the case of superimposed mean flow.
This is due to the interaction between the mean flow
field and the acoustic field in these regions. From
the theoretical point of view, the problem is that the
actual mean flow velocity profile near the expansion or
the contraction is too complicated to allow any exact
analytical approach, at least so far.

However, by assuming a simpler velocity profile,
the problem has still been treated in a number of
references.14,40,41 The original assumption, made by
Ronneberger,40 is that the distance over which the
mean flow is expanded or contracted is negligible
compared to the acoustic wave length. This assumption
is also adopted by Alfredson and Davies42 and will
be used here, as it enables the transmission properties
of the area discontinuity to be formulated (Fig. 15).
Another assumption, introduced by Cummings41 is
that the velocity profile reacts more slowly to the
change in area. For a typical expansion chamber
this means that the mean flow “jet” entering the
chamber is not assumed to expand in the short
distance between inlet and outlet of the chamber.
The analysis using both these assumptions is one-
dimensional and valid for quasi-steady conditions,
including the irreversible losses due to turbulence in
the conservation of energy. A three-dimensional more
rigorous and extensive analysis has been presented
by Nilsson and Brander14 imposing a strict Kutta
condition at the area discontinuity. In this theory
the hydrodynamic modes, which are excited at the
sudden expansion but further downstream turned into
turbulence, are included. For exhaust systems, where

(a) (b)

Figure 15 Mean flow velocity profile of an area expan-
sion and control volume for quasi-stationary analysis
according to (a) Ronneberger40 and (b) Cummings.41

the Mach numbers typically are less than 0.1 and
the analysis is restricted to rather low frequencies,
it has been found that the differences between the
different formulations are small. The simple analysis
of Alfredson and Davies is quite accurate for this
application, although the acoustic near-field effects
have to be included. In the following analysis these
effects are added as indicated by Davies43 and Lambert
and Steinbrueck44 using Karal’s end correction.45 The
usual silencer element where the inlet or outlet are
extended into the larger duct is also modeled. The
analysis includes both positive and negative mean
flow, and application to an intake system is therefore
also possible.

5.5.1 Area Contraction The transfer matrix ex-
pression given below was derived following the
assumptions indicated above and regarding the acous-
tic wave as a one-dimensional quasi-stationary pertur-
bation of the mean flow and further assuming adiabatic
contraction and positive isentropic flow. This means
that losses caused by flow separation at the flow con-
traction has been neglected. This is an approximation
but is usually justified. The following transfer matrix
C is obtained over the control volume given in Fig. 15:

t11 = 1 − M1ρ0c

zS1(1 − M2
1 )

t12 = ρ0c
(S1/S2 − S2/S1)M1 − ρ0 cM2

1/zS2

S2(1 − M2
1 )

+ m12
1 − ρ0M1

zS1(1 − M2
1 )

t21 = 1

z(1 − M2
1 )

t22 = 1 − (M2
1 + ρ0 cM1/zS1)(S1/S2)

2

1 − M2
1

+ m12

z(1 − M2
1 )

(18)

where m12 = iωρ0�e/πa2 and index 1 is for the inlet
side and index 2 for the outlet side. The boundary
condition of a nonflexible end wall is in the case of
extended outlet replaced by an impedance condition
given by λ/4 resonator of length equal to the distance
between the outlet opening and the end wall �:

Z = −iρ0c cot{k(� + �e)} (19)

To estimate the effects of the acoustic near field
at the area discontinuity, we use the end correction
according to Karal, which is deduced in the case
of no mean flow for a contraction, or expansion, in
a circular duct. For the extended outlet/inlet case,
this correction will be slightly too large, although
sufficiently accurate for this application according to



EXHAUST AND INTAKE NOISE AND ACOUSTICAL DESIGN OF MUFFLERS AND SILENCERS 1043

Davies.7 The correction acts as an extra length added
to the smaller duct. The end correction �e is given as

�e = 8H(α)a/3π (20)

with

H(α) ≈ 0.875(1 − α)(1.371 − α) 0.5 ≤ α ≤ 1.0

H(α) ≈ 1 − 1.238α 0 ≤ α ≤ 0.5

and α as the ratio of the duct diameters (smaller/larger).
As there are only plane waves propagating, we have

in Eq. (18) made the following definition:

z = Z/|S1 − S2| (21)

For intake systems where the mean flow is in the
opposite direction to the sound propagation, there will
be turbulent losses at an acoustic contraction, and the
problem is similar to that of an exhaust system area
expansion, which is treated in the next section. To
obtain the desired four-pole, we only have to change
the sign of the volume velocity and invert the transfer
matrix for an expansion with positive mean flow.

5.5.2 Area Expansion In the case of an area
expansion, we have to consider the irreversible tur-
bulent losses that occur at the discontinuity due to
the expanding mean flow. Including a corresponding
change in entropy, the following transfer matrix is
obtained:

t11 = 1 + {γ(1 − S1/S2)
2 − 1}M2

1

det

+ m12
1 + γ(M1S1/S2)

2

z det

t12 = 2ρ0 cM1(S1/S2 − 1)

S2 det

+ m12{1 + (M2
1S1/S2)(1 − 2S1/S2)

+ 2ρ0 cM1S1/S
2
2z}/det

t21 = 1 + γ(M1S1/S2)
2

z det

t22 = {1 + M2
1S1(1 − 2S1/S2)/S2

+ 2ρ0 cM1S1/zS
2
2 }/det (22)

where

det = 1 + M2
1 {γ − 1 + (γ − 1)(S1/S2)

2

+ (1 − 2γ)S1/S2} + 2ρ0cM1/S2z

As above, for the intake system application with
negative mean flow, the transfer matrix can be obtained
from the transfer matrix for a contraction with positive

mean flow. Due to reciprocity, which is known to be
valid in the case of no irreversible losses, no inversion
is necessary, and the desired transfer matrix is obtained
from Eq. (18) by simply shifting notations 1 and 2.

5.6 Horn Muffler Elements
A smooth expansion or contraction in a flow duct, that
is, a horn is often used to decrease the pressure drop
in an exhaust system. Neglecting losses, mean flow,
and higher modes and further considering the walls of
the horn to be nonflexible, the wave equation can be
integrated to yield Webster’s horn equation.46 Simple
analytical solutions to this equation only exist for a few
types of horns, where the cross-section area (or radius)
is some simple function of the length coordinate, S =
S(z). A typical example is the exponential horn where
S = S0 exp(mz), where m is called the flare constant.
Another example, which we will refer to later, is the
conical horn where the radius of the circular cross
section is linearly dependent on the length coordinate,
r = a0 + k0z. To allow for an arbitrarily varying cross
section, the approach used above for temperature
gradients can be applied. The horn is divided into a
number, N , of short “ordinary pipes” connected in
cascade and continuity in pressure, and volume flow is
assumed. Thus, this formulation extends the analysis
to, in an approximate manner, include also mean flow
and losses. Although this method has been successful
in other applications as well, see, for instance Åbom,47

no formal proof has been found for the convergence.
It should finally be mentioned that Doak and

Davies48 have presented an analysis of sound propaga-
tion in horns including the effects of mean flow. They
also suggest that their solution replaces the straight
pipe solution used above in order to reduce the number
of segments, N .

5.7 Resonators
Traditionally, resonator silencers were mostly used for
IC engines running at constant speed. The increas-
ing demand for silencers with low pressure drop but
still sufficient low-frequency attenuation has, however,
made resonators more frequently used in automobile
exhaust systems, especially in combination with dissi-
pative silencers. The resonator silencer is very efficient
regarding maximum attenuation versus pressure drop.
The major disadvantages are the rather narrow fre-
quency bands for which this attenuation occurs and the
sensibility to variations in temperature. There may also
be flow-acoustic interaction that causes the resonator
to “sing.” The acoustical concept of the resonator and,
in fact, of all reactive silencers is to create a disconti-
nuity in impedance along the flow duct, which causes
a reflection of the propagating wave. For resonators
this is achieved at the frequencies where the res-
onator mounted in the duct wall has zero impedance,
neglecting losses, as seen from the flow duct, that is,
at resonance. The following analysis is restricted to
applications where the orifice of the resonator, which
sometimes is called the mouth, and the diameter of the
flow duct are small compared to the wavelength. The
pressure is, therefore, uniform at the orifice and equal
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to the upstream and downstream values, thus indicat-
ing a lumped description. The transfer matrix for this
element of no extension along the transmission line is
easily formulated:

t11 = 1

t12 = 0

t21 = Sr/Zr

t22 = 1 (23)

where Zr is the impedance of the resonator as seen
from the flow duct and S is the area of the resonator
mouth. Three different resonators are now described.
Due to the restriction mentioned above and the fact that
resonators mainly are silencers for tonal low-frequency
noise, the models used in these sections are only valid
in the low-frequency region, where the fundamental
tone and the first harmonics are present.

5.7.1 Helmholtz Resonator The Helmholtz res-
onator is the most common type of resonator due to its
geometrical compactness. This really means that it is
possible to design a quite small Helmholtz resonator
with a low-resonance frequency. It should be noted,
however, that the efficiency of the resonator is related
to the size, and rigorous design is necessary.

The Helmholtz resonator is the acoustical counter-
part to the mechanical mass–spring system where the
fluid in the neck is equivalent to the mass and the
fluid in the cavity is equivalent to the spring. This
lumped description is, of course, only valid as long as
the wavelength is large compared to the dimensions
of cavity and neck. Assuming the motion to be adia-
batic, the impedance for the Helmholtz resonator can
be written as

Zhr = Rtu + Rν + iωρ0(�n + �i + �o)

− iρ0c
2Sn/ωV (24)

where �n and Sn are the length and cross-section area
of the neck, respectively; see Fig. 16; �i , and �o are
the end corrections due to the inner and outer near field
as given by46

�i + �o = 0.85a(1 + ε) (25)

where ε is given by the following relations:

ε = 1
Vf

f dp

≤ 0.24a

dp

ε =
(

1 + 0.3
dp

a

)

× exp

(
0.24a/dp − Vf /f dp

0.25 + dp/2

)

− 0.3
dp

a

Vf

f dp

>
0.24a

dp

(a)

(b)
Sn

V

ng

Figure 16 Different types of resonators within a typical
reactive automobile silencer: (a) λ/4 resonator and
(b) Helmholtz resonator.

where Vf is the friction velocity and equals V0
√

ψ/2
for a fully developed turbulent flow. V is the vol-
ume of the cavity and finally Rtu and Rv are the
turbulent and viscous losses at the mouth assuming
a circular cross section. Obviously, maximum attenua-
tion is obtained for ω = c

√
Sn/V (�n + �i + �o). The

amount of attenuation is related to the losses, which
determines how resonant the system is.

5.7.2 λ/4 Resonator The closed-pipe or λ/4
resonator is also a frequently used resonator silencer
in exhaust systems, especially in combination with
other elements such as expansions and contractions;
see Fig. 16. The resonant behavior is generated by
the incident wave reflected at the closed end of the
resonator. The efficiency of all resonators is, besides
the mouth geometry, also dependent on the stiffness of
the walls. This is a difficult problem due to the wave
motion of the walls. In this simple model only the end
wall is allowed to be flexible, introducing a frequency-
independent reflection coefficient, �. Restricting the
analysis to the plane-wave region and further adopting
the flexible end wall boundary condition � = p̂−/p̂+
gives

Zsr = ρ0c
exp(ik�) + � exp(−ik�)

exp(ik�) − � exp(−ik�)
(26)

where � is the sum of the geometrical length �g

of the resonator, and the end correction, which for
a resonator mounted flush in the wall of a duct is
given by �i in Eq. (25). As the end correction is
related to the geometry of the orifice, which is small
compared to the length for a typical λ/4 resonator, it
can usually be neglected. k is the wavenumber. The
viscothermal and turbulent losses at the mouth can be
included as for the Helmholtz resonator. As seen from
Eq. (26) the λ/4 resonator will decrease the amplitude
of the fundamental tone, f0 = c/4� and every even
harmonic, (2n + 1)f0 where n = 1,2,.., as long as no
higher modes are propagating in the resonator pipe.

5.7.3 Conical Resonator The conical resonator
(Fig. 17) is similar to the λ/4 resonator but has the
advantage that it also attenuates the odd harmonics.
Even though a conical silencer was patented already
in 1935,49 it has not been used a lot probably due to its
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g

r

Figure 17 Conical side branch resonator.

rather bulky geometry. The acoustical properties can
be estimated from Webster’s horn equation, which for
a linear cone, see Section 5.6, has a simple analytical
solution:

p̂ = [p̂+ exp(−ikz) + p̂− exp(−ikz)]/
√

Sr (27)

where Sr is the inlet area/mouth of the conical side
branch. The impedance of the conical resonator is
given by

Zcr = iρ0c

cot(k�) − 1/k�
(28)

where � as before is the acoustical length, that is, the
sum of the geometrical length, see Fig. 12, and the end
correction for the cone. For a long and narrow cone
it is probably an accurate assumption to use the end
correction obtained for the λ/4 resonator.

5.8 After-Treatment Devices

Modern diesel engine exhaust systems often have after-
treatment devices including both catalytic converters
and diesel particulate traps. See Fig. 18.

5.8.1 Catalytic Converters Automobile catalytic
converters became standard on cars in both the
United States and Europe during the 1990s. The key

element in a typical automobile catalytic converter is
the honeycomb structure in which the oxidation or
reduction of the exhaust gases takes place. It consists
of a large amount of parallel capillary pipes coated
with aluminum oxide and a catalyst (e.g., platinum).
A number of models normally expressed in the form
of a two-port have been presented for the acoustics
of such devices. One of the first attempts to present
an acoustical model was made by Glav et al.50 The
model is based on an ad hoc combination of a classical
formula for damping in narrow pipes with no flow
with a model for flow-induced damping. A number
of improved models have been presented, and for
practical applications the most useful are perhaps the
works of Dukumaci.16,51 In Ref. 16 he showed that the
equations for sound propagation in a thermoviscous
fluid, simplified in the manner of the Zwikker and
Kosten theory,21 could be solved exactly for a circular
pipe with plug flow. This result was used to analyze the
sound propagation in catalytic converters. However,
the cross section of the narrow pipes in a catalytic
converter is close to quadratic. Therefore, in a later
paper51 Dokumaci extended the model to rectangular
cross sections by expanding the solution in terms of a
double Fourier sine series. The effect of strong axial
temperature gradients at the inlet has been treated by
Peat,52,53 and the results show a marked effect on the
attenuation and noticeable effect on the phase speed.
The effect of temperature gradients dominates over the
effect of flow convection at low shear wavenumbers.

The transfer matrix of a catalytic converter (CC)
can be split into three different parts, the inlet cross
section (IN), the narrow pipes with hard impermeable
walls, and the outlet cross section (OUT):

TCC = TINTP TOUT (29)

The IN and OUT sections represent coupling two-
ports, which are needed since pressure and volume

1. Flexible inlet

1 2 3 45 6 7 8 910 11 12

2. Straight pipe

3. Diverging conical duct

T1 T2 T3 T6
T7

T4

T5 T8

T9 T10

T11 T12

4. Straight pipe

7. Straight pipe

9. Straight pipe

10. Straight pipe

12. Straight pipe

11. Converging conical duct

8. Diesel particulate trap

5. Straight pipe

6. Catalytic converter 

Figure 18 Sketch of a modern diesel engine after-treatment device containing both catalytic converter and diesel
particulate filter.
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velocity are not continuous at a sudden area change
with flow. The two-port for the narrow pipe section
is obtained using the model proposed by Dukomaci.16

The IN and OUT two-ports are obtained by applying
the principle of conservation of energy and momen-
tum, respectively. Since the Mach number in the CC
section is very small, in practice (<0.05), these rela-
tions can be derived assuming an incompressible mean
flow. The resulting two-ports are given in Ref. 54.

A point that can be made concerning the previous
publications on CCs is that a large focus is put on
the effect of mean flow on the damping. However, in
typical exhaust systems the Mach number in the main
pipe is normally less than 0.3. Then since the area
expansion ratio into the CC section is typically of the
order of 10, the Mach number into a CC is normally
less than 0.03. This implies that the mean flow effects
in practice are quite small and can be neglected. In
addition since the cross-sectional shape of the CCs
channels is quadratic the wave damping of a circular
section with the same hydraulic diameter should be
a good approximation. Therefore, as an alternative to
the Dokumaci model, the two-port for the narrow pipe
section can be calculated using the classical Kirchhoff
solution for narrow pipes.55 This implies

TP =
[

cos(kpLp) (iZp/N) sin(kpLp)/Zp

iN sin(kpLp)/Zp cos(kpLp)

]

(30)
where kp = ω/cp is the wavenumber, Lp is the length
of the CC section, Zp = ρpcp/S, and N is the number
of channels; the density and speed of sound are
calculated based on the Kirchhoff solution for each
narrow pipe:

ρp = ρ0

1 − F(s)
(31)

cp = c0

√
1 − F(s)√

1 − (γ − 1)F (σs)
(32)

where c0 is the adiabatic speed of sound, σ = √
µCp/κ

is the Prandtl number, κ is the thermal conductivity
coefficient, Cp is the specific heat coefficient for
constant pressure, and

F(s) = 2

s
√−j

J1(s
√−j)

J0(s
√−j)

(33)

where J is the Bessel function of the first type. To
obtain an equivalent radius for the Kirchhoff model,
the hydraulic radius has been used. For square narrow
pipes ρp and cp can be calculated according to
Stinson.56 Comparing the results with the previous
values using the hydraulic diameter gives a difference
less than 2%.

5.8.2 Diesel Particulate Filters The first acous-
tical model for diesel particulate filters was the one-
dimensional model presented by Allam and Åbom.55

IN OUTI II III

Figure 19 Cross section of a unit cell in a DPF split into
five sections—each described by an acoustical two-port.
Note the filter section (II) is actually an acoustical four-port
but can be reduced to a two-port due to the hard walls in
sections I and III.

This model has been improved52,56 using an extended
version of the model proposed by Dokumaci for cat-
alytic converters.16 A brief summary of the models is
given below. A cell in a diesel particulate filter (DPF)
is shown in Fig. 19, which illustrates how the flow and
acoustic waves are forced through the porous walls. As
seen from this figure, the filter can be split into five
sections: the inlet cross section (IN), a short narrow
pipe with hard impermeable walls (I), the filter section
consisting of narrow pipes with porous walls (II), a
short narrow pipe with hard impermeable walls (III),
and the outlet cross section (OUT). In the plane-wave
range these sections can be described via two-port
transfer matrices (T ). The resulting transfer matrix for
a filter unit is then simply given by

TDPF = TINTITIITIIITOUT (34)

The IN and OUT sections represent coupling two-
ports associated with a sudden area change and are
obtained by applying the principle of conservation of
energy and momentum.54 At room temperature this
model must be modified since then there is turbulent
channel flow in a part of the narrow channels. This
creates a quadratic pressure drop that can be expressed
as an equivalent acoustic resistance at the IN and
OUT sections. This resistance can be represented as
a lumped two-port element. Regarding sections I to
III, they can either be represented using the one-
dimensional model of Allam54 and Keefe57 or the
model from Allam54 and Allam and Abom,57,58 which
fully includes the viscothermal effects.

6 SOURCE DATA

As mentioned in Section 4.3 information about the
properties of the engine as an acoustic source and the
exhaust tailpipe opening as an acoustic load is needed
for predicting the sound radiated from the exhaust. For
predicting the insertion loss, the reflection properties
of the source in the form of the source impedance is
needed. In the following sections it is explained how
source data can be obtained from experiments or from
simulations using gas exchange codes. In some cases
source data is not available, and some authors have
suggested estimates based on experience from practical
design of exhaust systems. Callow and Peat,59 for
example, suggested the frequency-independent source
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impedance ZS = ρ0c exp(iπ7/4), as a good estimate
when source data information is not available.

In the review papers5,60,61 on the subject, source
models applicable for different types of sources are
discussed. For internal combustion engines it is usually
sufficient to consider one-dimensional models for the
sound propagation in the main exhaust pipes. The
main question is whether a linear time-invariant source
model can be used or if time variance and nonlinearity
must be considered.

6.1 Linear Time-Invariant One-Port
Source Models
If there is only one degree of freedom at the interface
between a linear source and the system, a one-port
source models can be used. For in-duct fluid-borne
sound sources, this corresponds to cases where there
is a plane wave state in the connected duct.

In the frequency domain an acoustical one-port can
be completely described by a source strength (ps or
qs) and a normalized source impedance (ζs ):

p = ps − Z0ζ
q
s (35)

where ps is the source pressure, p and q are acoustic
pressure and volume velocity, respectively, and Z0 is
the characteristic impedance of the fluid. The volume
velocity q is defined positive in the outward direction
from the source, and all quantities are referred to
a reference cross section. Describing the exhaust or
intake system as a passive (i.e., source-free) linear and
time-invariant duct system, the following relationship
will also apply:

p = Z0ζrq (36)

where ζr is the normalized receiver or load impedance.
The interaction between source and receiver is nor-
mally represented as an equivalent circuit as in Fig. 20.

6.2 Experimental Methods for Determining
Acoustical One-Port Source Data
The measurement methods can be divided into direct
or external source methods and indirect or multi-load

Ps P

qζs

ζr 

Figure 20 Representation of a fluid-borne sound
one-port source as an equivalent circuit.

methods. The direct methods are two-step methods.
First the passive source data is determined by exciting
the source from an external source. The same type
of methods used to measure the acoustic impedances
or mobilities of passive systems can be used. In
the second step the external source is turned off,
and the source strength is determined by making a
measurement when a known receiver load is applied
to the source. One problem with this method is that
in the first step when the external source is used
only, the signal from this source and not the signal
from the source under test must be picked up by the
transducers. The problem can in principle be solved
by increasing the level of the external source. This
has been attempted for IC engines62,63 but did not
succeed completely, and good results could not be
obtained in the low-frequency region, where the engine
produced the highest sound pressure levels. Another
possibility is to use a reference signal correlated with
the sound field from the external source, for example,
an electrical signal exciting a loudspeaker, but not
correlated with the sound field from the machine under
test and by signal processing methods extracting the
signal from the external source. Still sometimes it
is difficult to find an external source that produces
sufficiently high sound pressure levels. There may also
be practical problems in mounting the external source
in, for example, hot and “hostile” environments. This
makes the indirect methods attractive for IC engine
applications.

When using the indirect methods, the two
unknowns—the source strength and the source
impedance or mobility—are determined via a
multiload procedure, that is, by applying known loads
and measuring the sound pressure or the vibration
velocity at the source receiver interface. Since there
are two unknowns, two loads should be sufficient,
which leads to the two-load method.64,65 If more
than two loads are used, an overdetermined problem
is obtained, which can be useful for improving the
measurement results66,67 and for checking if the source
behaves as a linear system.68,69 The two-load method
applied to fluid-borne sound sources requires that it
is possible to make complex pressure measurements,
which means that a reference signal unaffected by
acoustic load variations and related to the sound
generating mechanism of the source is needed. For
fluid machines with a periodic mode of operation the
normal solution is to try to obtain a trig signal for each
period. This procedure can catch the harmonic part of
the spectrum generated by the machine but not the
broadband part. It can also be noted that a trig signal
always can be used to remove flow noise disturbances
from measured pressure signals. An alternative method
for flow noise suppression is to create a “noise-free”
acoustic reference signal, by using one or several
microphones with turbulence screens. Figure 21 shows
an example of results from measurements on a six-
cylinder truck diesel engine.

For situations where no suitable source reference
is available, alternative methods have been developed
where the autospectra of the pressures are measured
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Figure 21 Effect of load variation on source strength,
1800 rpm, 100% load—full line; 50% load—dashed line;
25% load—dash-dot line.

instead of the complex pressures. The first such method
was the three-load method.70 By taking the squared
magnitude of Eq. (36) one gets, after substituting, q =
p/Z0ζl , a real-valued equation with three unknowns,
that is, Gs = |ps |2 and the real and imaginary parts
of ζs [Re(ζs ) and Im(ζs )]. To determine the unknowns,
one therefore needs to make measurements using three
different loads. The resulting system of equations
is nonlinear and can have more than one real-
valued solution. This method is quite impractical
to use and has also been reported to give large
measurement errors. In the four-load method71 a fourth
measurement is used to eliminate the nonlinear term
containing |ζs |2. This method has also been reported
to give large measurement errors. Bodén72 showed
that the four-load method can be formulated as a
linear system of equations, if the nonlinear term is
interpreted as an independent unknown. By analyzing
this formulation, it was concluded that the main reason
for the previously reported measurement errors is
the choice of loads. A new improved method for
analyzing the same experimental data used for the
four-load method was also presented.72 This method
is based on a direct numerical fit of the data to
the nonlinear model using least-squares methods.
A comparison between the results obtained when
applying the different measurement methods described
above to various sources was also made. Based on this
comparison it was concluded that (when it is possible
to use them) the direct methods give the best results. A
further improvement of the technique of Bodén72 has
been presented by Jang and Ih.73

6.3 Linear Time-Varying Source Models

When determining the passive acoustic data, that is, the
source impedance of a fluid machine, it is assumed
that it does not change with time. If the machine in
action is studied, it is observed that pistons, valves,
or fan blades move. One can, therefore, in principle

expect that even the passive acoustic properties should
be time varying. In mathematical terms this means that
the source is described by linear differential equations
with time-varying coefficients. The time variation in
the coefficients is normally caused by the periodic
motion of the machine and will therefore be periodic.
Using such a model for the machine, the problem can
be solved either in the time domain or in the frequency
domain. In the so-called Helmholtz resonator model,
which has mainly been used for compressors,74,75 a
set of linear differential equations with time-varying
coefficients is derived and solved in the time domain
by a Runge–Kutta method. A frequency-domain
linear time-varying source model was developed by
Wang76,77 for an internal combustion engine inlet
system. By assuming that the variables and the
coefficients have a periodic time dependence, so that
they can be expanded in Fourier series, a frequency-
domain model for the source can be deduced. Here
the source strength is replaced by a vector containing
the data for each frequency component, and the source
impedance is replaced by a matrix that also describes
the coupling between different frequency components
that can occur at the source.

Bodén66 and Bodén and Albertson78 have presented
measurement methods for determining the source
data for such a model. The methods used are
similar to the multiload methods used for time-
invariant one-port sources. No major advantage of
using these methods for applications on IC engines
have, however, been found. The measurement methods
have been applied to data from measurements on
a compressor66 and on the exhaust side of a truck
diesel engine. Earlier measurements using the two-
load method have indicated possible nonlinear engine
source characteristics. Figure 22 shows the real part
of the measured normalized source impedance for the
truck engine. As can be noted the real part of the source
impedance is negative for many frequencies, which is
not physically correct for a linear source model. This
could be an indication of nonlinear source behavior.
Peat and Ih79 have, however, shown that time variation
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alone can cause negative resistance values if a time-
varying source is analyzed, assuming that it is time
invariant.

6.4 Nonlinear Source Models
Many fluid machines such as compressors and IC
engines are high-level acoustic sources. The validity
of modeling them as linear time-invariant systems
may, therefore, indeed be questioned. As discussed in
the previous section, assuming a linear time-invariant
source model when experimentally determining the
source data frequently gives unphysical negative
source resistance values. This has been interpreted
as the effect of time variance and nonlinearity. The
alternative is, of course, to use nonlinear models
to describe the complete system; see, for example,
Jones.81 Most works in this field have started from
first principles, that is, the equations describing the
conservation of energy, momentum, and mass in a
fluid. To simplify the problem somewhat, lumped
source models and one-dı́mensional sound propagation
have normally been assumed. The resulting equations
are solved in the time domain using the method
of characteristics or finite difference methods. The
disadvantage of using these methods, compared to
the linear frequency-domain methods, is that they are
more complicated and time consuming to use, and they
cannot treat all the complicated geometries found in,
for example, automobile silencers.

6.5 Linearity Tests
When using experimental methods to determine the
source data of linear multiports, described in the
previous sections, it is of interest to get a check of
to what degree the source under test deviates from
linearity and time invariance. For the one-port source a
linearity test for direct methods has been proposed by
Lavrentjev et al.68 Further linearity tests for indirect
or multiload methods were proposed by Bodén and
Albertsson.69 The idea behind the tests is to verify that
the source data (ps , Zs) are unchanged under acoustic
load variations.

6.6 Hybrid Linear/Nonlinear Source Models
The hybrid linear/nonlinear methods, where a nonlin-
ear time-domain model is used for the source and a
linear frequency-domain model is used for the receiv-
ing system, was first introduced for in-duct sources
in Singh and Soedel75 and Elson and Soedel.81 They
used a frequency-domain iterative method to perform
the coupling between the time-domain solution for
the source and the frequency-domain description of
the rest of the system. The same technique was also
suggested by Jones78 for application to IC engine
exhaust systems and tested by Bodén66 for a mod-
ified compressor with unstable results. The problem
seems to be the chosen coupling technique, even
though acceptable results were obtained.75,81 The har-
monic balance technique is an alternative frequency-
domain technique with better convergence properties.
It has been used for microwave circuits in forced

oscillations and was adapted for modeling the self-
sustained oscillations of woodwind instruments by
Gilbert et al.82

The hybrid methods can be divided into a number
of main groups. One group is the iterative techniques,
which can be further subdivided into frequency-
domain iterative techniques75,81,83 and time-domain
iterative techniques,84 depending on which domain the
convergence check and the coupling is performed.
Another group is the convolution techniques where
the frequency-domain impedance boundary condition
is transformed into the time domain. The impedance
boundary condition is given by

P(ω) = Z(ω)Q(ω) (37)

where P(ω) is the pressure at the boundary, Z(ω) is
the impedance and Q(ω) is the flow velocity at the
boundary. This equation can be transformed into the
time domain giving

p(t) =
t∫

0

z(t − τ)q(τ) dτ (38)

where z(t − τ) is the impulse response of the system
with frequency response Z(ω). The convolution can
be solved numerically, which can be rather time
consuming. It has also been reported that the impulse
response convolution technique can give unstable
results. An alternative is to reformulate the boundary
condition using the reflection coefficient R. The
boundary condition is then given by

p−(ω) = R(ω)p+(ω) (39)

where p+(ω) and p−(ω) are the amplitude of the
incident and reflected pressure waves at the boundary.
The corresponding time-domain expression is given by

p−(t) =
t∫

0

r(t − τ)p+(τ) dτ (40)

where r(t) is the reflection function of the system with
reflection coefficient R(ω). The reflection function
seems to give more stable results. A reflection function
convolution technique was used by Gazengel et al.,85

as well as a number of other authors in musical
acoustics, for time-domain simulation of single-reed
wind instruments. An impulse response convolution
technique was suggested in Gupta and Munjal84 in
conjunction with iteration. In some works on IC
engine exhaust and inlet systems convolution using
the reflection function86,87 or scattering matrix88,89 has
been used. In these studies nonlinear wave propagation
calculated using the method of characteristics, in the
exhaust pipe upstream of the linear system boundary
or even in between mufflers is an important part of the
model.
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7 LOAD DATA
The passive termination of the flow duct is, in
general, more simple to model compared to the
source, and at least in the case of negligible mean
flow accurate theoretical models exists for the most
common geometries. The effects of mean flow on flow
duct terminations have been studied, both theoretically
and experimentally, in a number of works. Due to the
complexity of including an unstable vortex sheet, some
discrepancies between the different works are found.
Neglecting all effects of viscosity and heat conduction,
the free-space termination has been rigorously treated
by Levine and Schwinger in their classical work from
1948.90 A good empirical fit to their results for the
reflection coefficient � is obtained from91

� = −�0 exp(−ik2aς) (41)

where a is the tailpipe radius; �0 and ζ are given by
the following expressions;

ζ = 0.6133 − 0.1168(ka)2 ka ≤ 0.5

ζ = 0.6393 − 0.1104 ka 0.5 ≤ ka ≤ 2.0

�0 = 1 + 0.01336 ka − 0.59079(ka)2

+ 0.33576(ka)3 − 0.06432(ka)4 ka ≤ 1.5

The load impedance may now be expressed as

ZL = ρ0c
1 + �
1 − � (42)

A theoretical solution for sound radiation from a pipe
with flow has been given by Munt.89,90

8 AN APPLICATION
To illustrate the applicability of the linear frequency-
domain analysis of a silencer for a small two-stroke IC
engine with varying displacement is presented below.
This analysis constitutes one step in the design of an
improved silencer for a portable rock drill machine.
Due to the complexity of the engine, it was not
possible to obtain any reliable acoustic source data,
and the analysis is restricted to transmission loss. This
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Figure 23 Geometry and acoustical elements of the
reactive rock drill silencer.
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Figure 24 Calculated and measured (*) transmission
loss for the rock drill silencer.

may seem as a major drawback, but the guidance
given by this analysis is still useful in many practical
design applications. As all measurements were made
at room temperature and pressure (using a loudspeaker
source), so are the simulations. The Mach number is at
typical running conditions less than 0.05, and therefore
all mean flow effects are neglected. The silencer is
divided into acoustical elements as shown in Fig. 23
and specified in Table 1.

From these elements connected in cascade from
inlet to outlet (elements 1 to 9), the transfer matrix and
the corresponding transmission loss for the silencer
have been generated. The transmission loss has also
been measured using the two-microphone method and

Table 1 Type and Data for Elements Used to Model the Two-Stroke IC Engine Silencera

Element Number Type Data (cm, cm2) Comments

1 Straight pipe � = 3.5 + 1.1,∗ S = 5.6 ∗End correction from (71)
2 λ/4 resonator � = 3.6, Sr = 18.2,� = 1 No yielding walls
3 Straight pipe � = 1.7, S = 18.2
4 λ/4 resonator � = 1.7, Sr = 15.7,� = 1
5 Straight pipe � = 4.6 + 2 × 0.4,∗ S = 2.5 ∗End corrections from (71)
6 λ/4 resonator � = 3.4, Sr = 15.7,� = 1
7 Straight pipe � = 0.6, S = 18.2
8 λ/4 resonator � = 2.5, Sr = 15.7,� = 1
9 Straight pipe � = 10.6 + 0.4,∗ S = 2.5 ∗End correction from (71)

a The length given for each element is the actual geometrical length, i.e., no end corrections apart from those specified are
added
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comparison between theory and experiments is thus
possible.

As seen from Fig. 24 the agreement between cal-
culated and measured transmission loss is reasonably
good. The discrepancies that occur for higher frequen-
cies are most likely due to near-field effects, which as
seen from Table 1 either have been neglected or esti-
mated from a similar geometry. Especially the effects
in the region between elements 5 to 9, where the
“flow” is reversed, are difficult to estimate. As the
inlet and outlet to this region, that is, elements 5 and 9,
are located eccentrically and on “opposite sides,” the
geometry is well suited to excite the first higher order
mode of the main cross section, and increased accu-
racy thus requires three-dimensional analysis. Nev-
ertheless, the simulation is still useful revealing the
poor attenuation below 500 Hz, which, regarding the
character of the exhaust noise emitted from most
IC engines, shows that this prototype needs to be
improved.
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1 INTRODUCTION

The term tire/road noise denotes the noise emitted
from a rolling tire as a result of the interaction between
the tire and the road surface. In this chapter, only
noise emitted outside the vehicle is considered; that is,
exterior tire/road noise. In principle, not only the tire
may radiate this type of noise; most notably structure-
borne sound may spread to the rim and parts of the
vehicle body and radiate from there, possibly also from
part of the road surface, but radiation from the tire
itself dominates.

A number of terms are used to describe this type of
noise. For example, Americans currently tend to prefer
pavement–tire noise or tire–pavement noise, and
Germans tend to prefer rolling noise (Rollgeräusch).
However, in this chapter the term tire/road noise
is used since this was the term used in 1979 at
an international conference and workshop where a
particular working group addressed the terminology
issue.1

Exterior tire/road noise is one of the major
environmental problems of modern society and one
that is not stabilized or “under control.” Most other
environmental problems where there are schemes, such
as the Kyoto Protocol, intend to result in lowering or
at least a status quo of future pollutions. Indications
of the growing noise problem are social surveys and
records of complaints to authorities. The substantial
growth in traffic, especially in Europe and China, is
another factor that suggests an increasing tire/road
noise problem.

2 SIGNIFICANCE OF TIRE/ROAD NOISE
EMISSION

Vehicle noise is composed mainly of tire/road noise
and noise from the powering of the vehicle, what is
here called power unit noise. Power unit noise, often
also called propulsion noise, is composed of noise
from the engine and all its accessories, the exhaust
system and the transmission. Both tire/road and power
unit noise have strong relationships with vehicle speed.
Tire/road noise levels generally increase approximately
logarithmically with speed (Fig. 1), which means that

on a logarithmic speed scale, noise levels increase
linearly with speed. Power unit noise depends on a
number of vehicle operating factors, most notably the
gear selection and the engine speed, and its relation
with vehicle speed is much more complicated than that
of tire/road noise. At high speeds it follows almost the
same noise–speed curve as tire/road noise, but at lower
speeds it levels out at close to or somewhat above that
of idling.

To simplify things very much, one can say that
at low speeds power unit noise dominates while at
high speeds tire/road noise dominates, and there is
a certain crossover speed where the contributions
are about the same. Figure 1 shows a rather typical
example of vehicle noise from a modern car at various
(but constant) speeds. Measuring conditions were
similar to that of the International Organization for
Standardization (ISO) 3622 and ISO 13325.2 Tire/road
noise alone is represented by the curve labeled Coast-
by. If one has two (incoherent) noise sources that are
equally strong, the overall level will be 3 dB higher
than the level for the single source, and one can then
say that the power unit noise level equals tire/road
noise level when the overall curve is 3 dB higher
than tire/road noise. If it is less than 3 dB higher,
tire/road noise will dominate. From Fig. 1 it follows
that tire/road noise dominates over power unit noise for
all speeds and gears except when driving in first gear.
In practice, it means that at constant-speed driving
tire/road noise always dominates.

Figure 1 is valid for only one passenger car, albeit
rather typical for modern European, American, and
Japanese cars. A more representative and general case,
also including heavy vehicles, is shown in Fig. 2,
which is based on data from the German model
MOBILEV.3 The two parts of the figure show the
contribution of tire/road noise to overall vehicle noise
in an urban street and in a motorway situation. Since
the figure is based on a model that has been developed
from a huge amount of measurements, one may
consider the results as representative of vehicles having
“average” acoustic characteristics for north and middle
European locations.
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Figure 1 A-weighted vehicle sound pressure level SPL at constant speeds (cruise-by), as well as tire/road noise (coast-by)
for a Volvo S40 (2000) in new condition. Cruise-by includes power unit and tire/road noise. Cruise-by levels for gears 3, 4,
and 5 are very close to the coast-by curve and are therefore not shown. (From Tyre/Road Noise Reference Book.4)

The data in Fig. 2 may also be representative
of Japanese conditions since Japan and Europe have
equally stringent vehicle noise emission regulations.
For North America and Australia, however, there are
no corresponding data, but the authors’ experience is
that the heavy vehicles have noisier power units there;
thus resulting in decreasing proportions of tire/road
noise in these regions relative to the case shown
in Fig. 2. In developing countries or in countries
in transition, one may expect still higher power
unit noise emissions leading to lower tire/road noise
contributions.

3 TIRE/ROAD NOISE GENERATION
The generation mechanisms of tire/road noise have
been explored since the 1970s. All this research has
resulted in identification of an extremely complicated
mix of mechanisms and related phenomena, all of
which have been demonstrated to have some influence.
The most influential mechanisms are listed in Table 1,
which is the result of the authors’ judgments based
on the current status of research. There is generally
no disagreement among most experts on the existence
of these mechanisms and phenomena. However, the
experts tend to dispute the relative importance of them.

There are some phenomena closely related to
the generation mechanisms that influence the noise
emitted to the roadside but that cannot be regarded as
generation mechanisms. These are also included in the
table, under Amplification or Reduction Mechanisms.
Some of these are active immediately at the source,
such as the pipe resonances, while others are active
during propagation from the source to the far field,
such as the horn effect and the sound absorption effect.

Tire/road noise generation mechanisms can be
divided into two main groups according to the media
in which they occur and their effects. One group is
directly related to mechanical vibrations of the tire
and are structure borne, as shown in Fig. 3. The other
group is related to aerodynamic phenomena and are
airborne and are pictured in Fig. 4. In the latter figure,
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volume (AADT) 50000. Data from a German study.3 (From
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1056 TRANSPORTATION NOISE AND VIBRATION—SOURCES, PREDICTION, AND CONTROL

Table 1 Generation and Amplification Mechanisms of Tire/Road Noise

GENERATION MECHANISMS
Structure Borne
Impact mechanism (mostly

radial vibrations)
Tread impact: Impact of tire tread blocks or other pattern elements on road

surfaces, causing radial and to some extent also tangential vibrations in the tire
tread and belt, spreading to the sidewalls

Texture impact: Impact of road surface texture on the tire tread, also causing radial
and to some extent also tangential vibrations in the tire tread and belt, spreading
to the sidewalls

Running deflection of tire tread at leading and trailing edges, giving tire
belt/carcass vibrations

Adhesion mechanism (mostly
tangential vibrations)

Stick/slip tread element motions relative to the road surface, causing tangential tire
vibrations, also called ‘‘scrubbing’’

Rubber-to-road stick/snap (adhesive effect); giving either tangential or radial
vibrations

Aerodynamical (airborne)
Air displacement mechanisms Air turbulence: turbulence around tire due to the tire displacing air when rolling on

the road, and air dragged around by the spinning tire–rim
Air pumping: air displaced into/out of cavities in or between tire tread and road

surface, without necessarily being in resonance

AMPLIFICATION OR REDUCTION MECHANISMS
Pipe resonances Air displacement in grooves (‘‘pipes’’) in the tire tread pattern amplified by

resonances, so-called λ/2 resonators
Helmholtz resonances Air displacement into/out of connected air cavities in the tire tread pattern and the

road surface amplified by resonances
Horn effect The curved volume between the tire leading and trailing edges and the road surface

constitute something similar to an exponential horn used to amplify sound
Acoustical impedance effect Communicating voids in porous surfaces act like sound-absorbing material,

affecting source strength
Same, but affecting sound propagation to a far-field receiver

Mechanical impedance effect The road surface gives more or less reaction to tire block impacts depending on
dynamic tire/road stiffness proportions

Some tire vibrations may be transferred to the road surface, possibly radiating as
sound (speculation)

Tire resonance Belt resonances (mechanical resonances in the belt)
Torus cavity resonance (resonance in the air column of the tire)

also the amplification or reduction phenomena have
been included since they are mostly (but not entirely)
related to the aerodynamic mechanisms. These two
figures are taken from the Tyre/Road Noise Reference
Book.4

The various generation and amplification/reduction
mechanisms are active or effective in different fre-
quency ranges. There is no simple answer to the ques-
tion of which mechanism is the most important, since
their relative contributions vary for different tires,
roads, and operating conditions. It must be stressed
that for traffic noise impact considerations, not only
generation mechanisms, but also the propagation of
the sound from the source to the recipient is of great
importance. More details on frequency ranges for the
mechanisms and the relations between them are found
in Ref. 4 or as further reading in various reports.5–7

4 MODELING OF TIRE/ROAD NOISE
Several research institutes, universities, and R&D
departments of tire and road manufacturers are devel-
oping models intended to describe and quantify the
basic tire/road interaction mechanisms that lead to the

generation of noise. Probably, since it is more “handy”
to work with car tires, these studies have so far mainly
focused on passenger car tires. However, the noise gen-
erated by truck tires is often dominant and is expected
to become increasingly important in the future, there-
fore requiring more emphasis on truck tire noise mod-
eling in the near future.

The most frequently referenced model is probably
the one produced at Chalmers University of Technol-
ogy, Department of Applied Acoustics, Sweden. The
structure of this model is shown in Fig. 5 as an illustra-
tion of all components needed in advanced modeling.

To review the various models, which in general are
very advanced and complicated physical tools, in the
limited space of this chapter is impossible. Instead,
some references to models and modeling work are
listed in the References.6,8–23 (this list is by no means
complete, and we apologize for those not listed).

5 MEASUREMENT METHODS
5.1 Methods Mainly for the Study of Tires
A method developed for testing tires is specified in ISO
13325.2 This specifies the so-called coast-by method
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Figure 3 Vibration-related mechanisms of tire/road noise generation (tread impact and adhesion). (From the Tyre/Road
Noise Reference Book.4)
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Tire/Road Noise Simulation Model, Chalmers University of Technology
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Figure 5 Tire/road noise simulation model developed at Chalmers University, Sweden. (Picture used with permission.)

for measuring tire/road noise; that is, a test vehicle is
coasted past the microphone location with the engine
switched-off. There is a microphone on each side of the
vehicle (which often is simplified to only one side) at a
7.5-m distance from the center of the vehicle path and
at 1.2 m above surface level. The illustration in Fig. 7
is applicable also to this method, although ideally one
should measure on both sides of the test vehicle.

Laboratory drum facilities are often preferred for
noise studies of tires; in cases where drum surfaces
easily can be exchanged, the drums may also be
used for pavement studies. In particular, drums are
useful during the development phases of tires. In
general, the test tire rolls on the rotating drum;
but there are cases also when the drum is fixed
and the tire is driven around the drum. Two such
very different drum facilities are shown in Fig. 6.
Furthermore, the test tire may be rotated either on the
outer side of the drum or on its inner side. There is
no standard method for drum measurements, but the
setup of microphones in the close-proximity (CPX)
method described in the next section is frequently

used. The two major concerns about the laboratory
drum method are (1) representative drum surface and
(2) drum curvature.

Earlier, drum facilities used a drum surface that
was either just the plain steel surface or a sandpaper-
like surface called “safety walk.” Such surfaces give
noise emissions that are totally unrepresentative of
actual roads. Nowadays, many facilities use surfaces
that are made as replicas of actual pavements by use
of molding techniques. In principle, one may have
several such pavement replicas that can fairly rapidly
be exchanged on the drum.

Studies of drum curvature influence on noise
emission have indicated rather small or moderate
effects. For car tires it seems that drum diameters
down to 1.5 m are acceptable, for truck tires one would
prefer at least 2.5 m.24 In the United States most drum
facilities use 3-m drums (10-ft diameter) in order to
approximate the road geometry. Nevertheless, even
meeting such requirements, there is little doubt that
the curvature will influence noise to some degree,25
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Figure 6 Laboratory drum facilities at the Technical
University of Gdansk (TUG) in Poland4 (top) and at the
Institute for Safe, Quiet and Durable Highways (SQDH)
in the United States (bottom). Only the top part of the
TUG drum is visible above the floor. (Pictures used with
permission.)

although it may be neglected in many cases in relation
to other measurement errors.

5.2 Methods Mainly for the Study
of Pavements

An ISO standard for measurement of pavement influ-
ence on traffic noise (ISO 11819-1)2 was published in
1997. It is called the Statistical Pass-by (SPB) method
and relies on a roadside measurement on a statistical
selection of cars and heavy vehicles passing by the
microphone (a minimum of 80 vehicles of each cate-
gory). The measurements are processed in regression
analysis of noise versus vehicle speed, from which an
index called the Statistical Pass-By Index (SPBI) is
determined, which is the characteristic vehicle sound
pressure level for the particular pavement at a chosen
reference speed. This method satisfies the type testing
need above and is currently widely used. A revision
with the aim to improve certain details in the method
is underway. Figure 7 illustrates the SPB method.

To satisfy the needs of conformity of produc-
tion (COP) tests and general surveys, work is under-
way in the ISO to standardize a measuring method
for tire/road noise called the close-proximity (CPX)
method, which was previously called “the trailer
method.” Close proximity refers to the principle of
the method that means that microphones (in this case
two microphones) are positioned close to a test tire
that is rolling over the pavement test section. Four test
tires of different design have been defined in previous
drafts, but this will be reduced to two tires in future
drafts. The test tire is usually mounted on a trailer that
is towed by a car or van, but the test tire may also be
one of the normal four tires of a van or car. A commit-
tee draft, ISO/CD 11819-2, was accepted in 2000, and
a new ISO draft is underway in which the CPX method
is utilized for measurements comparing the noise char-
acteristics of pavements. The CPX method is already
widely used, essentially in Europe and the United
States, but it is agreed within the ISO that it cannot
replace the SPB method as the major method for clas-
sification of pavements; it is intended just for surveys
and for tests of conformity of production. Figure 8
shows one example of a vehicle designed for CPX
measurements according to the preliminary method
worked out within the ISO. Many more devices are
shown in the Tyre/Road Noise Reference Book.4

Measurements with the CPX method according to
the ISO work are based on measurement of the sound
pressure levels in the microphones. In United States,
however, it is preferred by some to use an intensity
probe (this also uses two microphones) and measure
sound intensity rather than sound pressure.26,27 Sound
intensity measurement is described in Chapter 45 of
this handbook.

Sound intensity measurement has some advantages
over sound pressure measurements, but there are also
disadvantages, limitations, and problems. The setups
used in the United States are usually similar to the
example in Fig. 9. U.S. researchers have obtained
excellent correlations between the sound intensity CPX
measurements and cruise-by measurements on a test
vehicle with similar tires.27 Researchers are arguing
about the pros and cons, but when this is written
the sound intensity method is being developed into
a possible national standard in the United States,
whereas it has been rejected in Europe and on the
international level due to its shortcomings.

The work to standardize the SPB and CPX methods
has been and is being performed within ISO/TC
43/SC 1/WG 33, while the European Union (EU)
project SILVIA further studied these methods and also
provided detailed guidance on their use.28

The ISO 133252 standard is sometimes also used
for comparison of pavements. A variation of this
is the so-called controlled pass-by (CPB) method,
mostly practiced in France, in which a few special
test vehicles and test tires are used as the measuring
objects running at constant speed past the microphone
on the pavements to be tested.

Many “low-noise” road pavements have significant
sound absorption characteristics. ISO/TC 43/SC 1/WG
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Figure 7 Typical setup for the SPB method, used at VTI. Recently the 2145 has been replaced with a B&K pulse system.4

Figure 8 Example of trailer used for measurements with the CPX method. This trailer is from the Technical University of
Gdansk in Poland. For characterization of pavements, the method requires the use of two or four reference tires, which
are used one at a time.4

38 is responsible for carrying out work on this, that is,
for measurement of absorption characteristics in situ.
One that is already worked out, ISO 13472-1,2 is a
free-field method, measuring a surface of a few square
metres, with special signals emitted by a loudspeaker
above the road and with microphone(s) picking up
the signal for further advanced processing. Another
method is being worked out with the intention to
arrive at an in situ method with a better low-absorption
resolution, utilizing a tube method, which measures the

absorption of a relatively small spot. These methods
are mainly used for research and development so
far.

Comparisons of the methods have been made.4,28

An international experiment to test the CPX method
and compare several of the trailers in use today was
conducted in the summer of 1998 in Europe.29 In
general, measurements conducted with the different
methods may have a good correlation to each other if
they are properly performed according to standards and
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Figure 9 Typical setup for the sound intensity
method.26,27 (Picture used with permission.)

“good practice.” On the other hand, if such concerns
are not observed, correlation may be very poor.

6 LEGAL AND OTHER REQUIREMENTS

The only legal requirements with regard to noise from
tires is Directive 2001/43/EC30 of the European Union,
amending Council Directive 92/23/EEC relating to
tires for motor vehicles and their trailers and to their
fitting. The directive requires new tires to meet the
limits indicated in Table 2, which are illustrated for car
tires in Fig. 10. The measuring method is the coast-
by method similar to ISO 13325,2 using a reference
surface according to ISO 10844.2 All measured and
limit values are normalized to 80 km/h for cars and
vans and for trucks to 70 km/h.

Table 2 Noise Emission Limits for New Tires in the
EUa Expressed as A-weighted Sound Pressure Levels

Type of Tire,
Section Width
(mm)

Limit
Value (dB)

Limits after
First

Tightening

Limits after
Second

Tightening

For cars (C1)
≤145 72 71 70
>145 ≤ 165 73 72 71
>165 ≤ 185 74 73 72
>185 ≤ 215 75 74 74
>215 76 75 75
Light trucks (C2)
Normal 75
Snow 77
Special 78
Heavy trucks (C3)
Normal 76
Snow 78
Special 79

a Note that the values in the third and fourth columns are
only indicative for tightenings in 2007–2009. Refer to the
directive30 for details. Final values will be decided after
further studies have been made by the commission.

For car tires (class C1), the limits depend on
tire section width; see Table 2. Reinforced tires are
allowed one extra decibel and “special” tires (e.g., for
off-road use) are allowed two extra decibels. For van
or light truck tires (class C2), as well as for heavy truck
tires (class C3), the limits do not depend on tire width
but rather on the use of the tires: normal , winter , and
special . Special tires are, for example, tires for use
on trucks partly driven off-road, for example, trucks
carrying building construction material, like gravel.

The broken lines in Fig. 10 show the nominal
limit values, identical to those of Table 2. However,
the measuring method requires that measured values
be truncated, meaning that decimals are deleted.
Furthermore, measured values shall be reduced by
1 dB. In practice, these two rules mean that a measured
level of 75.9 will become 74 dB when a comparison
with limits is to be made. It means that the effective
limit in relation to what one measures is 1.9 dB higher
than the nominal limit. The actual limits are therefore
indicated in Fig. 10 as solid lines. Also shown in this
figure are recently measured values, one point per tire.
These data were measured in 2000–2004 by various
organizations in Germany, Austria, Norway, and the
Netherlands.31–35

Figure 10 shows that the limits are substantially
above the actually measured noise levels of current
tires. Therefore, they are considered by all researchers
to have no significant effect. Nevertheless, the EU
Council of Ministers in the autumn of 2004 rejected a
proposal to bring the limits down to levels where they
would eliminate some tires.

In Japan, having no limits on tire noise, it has
been considered to introduce the same limits as in
Europe. However, a simulation study showed that the
limit values are so high that they would not affect the
Japanese traffic noise levels in any significant way.
The EU limits were then rejected.36

7 INFLUENCE OF TIRES

Figure 10 already gives a rough idea of how much
noise levels between different tires differ, namely 6 dB
in this selection. Data for a wider selection of car tires
is presented in Fig. 11. This indicates a range of 10 dB
between the best and the worst tire in a sample of
nearly 100 tires of approximately similar sizes (the
tires were all new or newly retreaded and available in
tire shops). For truck tires, a study indicated a range
of 10 dB between the best and the worst of 20 tires of
similar size, measured on a surface that had similarities
with an ISO surface, and 8 dB on another smooth
surface.37 Figure 10 indicates a difference between the
worst and the best truck tires of 8 dB.

If one includes a large number of tires, one may get
a range of about 10 dB, but when limiting the number
to (say) less than 10, it is common to get a range of
only 3 to 4 dB. In many cases, studies also concentrate
on fairly similar tires. In addition to the ranges quoted
above, one shall keep in mind that other variables like
tire width and state of wear also affect noise levels and
will increase the range further. When taking all such
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method on a dense asphalt concrete with a maximum aggregate size of 16 mm. The speed rating of the summer tires is
indicated.

effects into account, it seems that the range for tires is
approximately as large as for pavements.

In countries where people change from the normal
summer to winter or to M + S tires in wintertime, most
people expect that this leads to higher noise levels.
The main reason is the “more aggressive” tire tread
that winter tires need to have in order to carry away
or penetrate slush and snow. The all-season tires are
in an intermediate situation, with somewhat higher
air–rubber ratio in the tread pattern. However, Fig. 11
shows that the winter tires are no longer noisier than
the summer tires, except for a few types. The quietest
tires are found in the winter group, and not even the
average level is higher than for summer tires. If one
would fit studs into the tread pattern, which is common

in Sweden, Norway, Finland, Iceland, Canada, and
parts of Russia and United States, studs are generally
increasing the noise emission by about 3 to 6 dB. It
will then be possible to find certain studded winter
tires that are less noisy than normal summer tires! The
reasons are believed to be that winter tires generally
have softer rubber compound than the summer tires
and that their tread patterns are crossed by narrow
sipes, giving a lamellae-like pattern—all making the
tread block impact and footprint movements smoother.
The tread patterns are also much more elaborate than
in earlier times, not the least with the intention to
reduce noise emission, and especially interior noise.
However, traction tires that are intended for off-road
operations usually have a hard tread compound that,
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depth (MPD) (see ISO 13473-1) and indicated by diamonds connected by solid lines.4

in combination with very distinctive block pattern,
usually makes them noisy.

8 INFLUENCE OF PAVEMENTS

Large differences in tire/road noise emission have been
measured on various pavements. See, for example,
Fig. 12, which shows a range of 17 dB between the
most “quiet” and the most “noisy” surfaces that have
been measured. In Fig.12 noise levels are expressed
as levels of CPXI (close-proximity index) according
to ISO/DIS 11819-2, measured with the TUG trailer.4
The CPXI is simply an average value of noise levels
measured for the four reference tires provisionally used
in this method. It seems to be an incredibly large range,
but then one should not forget that the endpoints are
indeed extreme surfaces. If one would limit the surface
types to such that are safe surfaces for more general
use, the range shrinks to 9 to 11 dB. The surfaces
that are on the quiet side will probably also become
less efficient after some wear, and the most noisy
surfaces among the remaining would probably not be
considered in a noise-sensitive situation.

The type of Portland cement concrete (PCC)
surfaces widely used on U.S. high-volume roads,
which are generally textured with transverse tines,

are not included in the sample of Fig. 12. However,
comparing with measurements made in the United
States,37 the authors estimate that such pavements
would fall in the range 101 to 104 on the scale of
Fig. 12.

Figure 12 also indicates the texture of each surface
represented by the mean profile depth (MPD) as mea-
sured with the ISO 13473-12 method. The diamonds
connected with a line are the texture values, which
relate to the scale on the right. The MPD has been
found to be a good measure of surface texture for
describing influence on wet friction and is increasingly
used to characterize pavements. Note also that each
bar contains a photo of its texture (common scale). It
appears that the relation between the CPXI and MPD
is far from clear; one can imagine a relation only when
the surfaces are very rough.

In France, one can find a very comprehensive
database on national pavement influence on tire/road
noise; although there is one also in Germany. The
French database is updated periodically and its most
recent version is presented in Fig. 13. This version
has been processed by the authors from data obtained
from F. Besnard at SETRA.39 The figure shows a
compilation of a great number of measurements on
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Table 3 Factors or Parameters Having a Major Influence on Tire/Road Noise

Speed of the vehicle 25 dB (increase from 30 to 130 km/h)
Pavement (incl. extremes) 17 dB (from the best porous asphalts to the worst stone setts)
Pavement (conventional) 11 dB (if stone setts are excluded)
Truck tire type (conventional, one size) 10 dB (same size; a couple of decibels more if different sizes are considered)
Car tire type (conventional) 10 dB (including width range 145–255 mm)
Car tire type (conventional) 8 dB (same width)
Studs in tire (relative to no studs) 8 dB (for new studs at low speeds; less at higher speeds)
Load and inflation 5 dB (for ±25% variation around nominal recommended values)
Road condition (wet/dry) 5 dB (increase in heavy rain; light rain gives lower influence)
Temperature 4 dB (over range 0–40◦C; mostly decreasing noise with increasing

temperature)
Torque on the wheel (normal driving) 3 dB (over range 0–3 m/s2; increasing noise with increasing acceleration)

Source: From Sandberg and Ejsmont.4

French roads on various sites in different conditions
using the SPB method (ISO 11819-1).

Each group or column of data represents one major
pavement category, and each point in it represents
a measured pavement within this category. The
individual points show the range of measured values
for that particular pavement type, and the horizontal
bar in the middle of each noise level distribution shows
the arithmetic mean of all points. The noise differences
appear to be 10 dB over the range of pavements
if averages within each group are considered and
15 dB if individual values are considered. For the
truck traffic, these ranges shrink to 5 and 10 dB,
respectively.

9 OTHER PARAMETER INFLUENCE

The major factors or parameters that influence tire/road
noise are listed in Table 3. The authors have attempted
to list them in terms of their relative influence. Note
that this is just a rough estimation since each factor is
very much dependent on a number of conditions.

No other single factor has such a prominent
influence on tire/road noise as speed. It is well known
that the noise relationship with vehicle speed very
closely follows the ideal relation:

L = A + B log(V )

where L is the sound pressure level (SPL) in decibels,
V is the speed in kilometres/hour, and A,B are
speed coefficients (constants). The curve for coast-
by in Fig. 1 is a good example of this. If this curve
would be fitted into a diagram where speed scale is
logarithmic instead of linear, the noise–speed curve
will be essentially a straight line. However, on top
of this basic relation, there is often a “fine structure”,
at least if the pavement is smooth and the tire has a
nonrandomized pattern.

10 COMMON SPECTRAL FEATURES
AND THE ‘‘MULTICOINCIDENCE PEAK’’

Frequency spectra may have very different shapes
depending on the particular tire–pavement combina-
tion. However, Fig. 14 is an attempt to show some

common features. The figure contains spectra from
a great number of cars and trucks cruising past the
wayside microphone (7.5 m distance, 1.2 m height)
and captured when the A-weighted level is at its
maximum. The spectra are averages for each vehicle
group collected by means of the SPB method. Spectra
for two pavement types are shown: one stone mastic
asphalt (SMA, maximum 16 mm chippings) having a
“medium rough” texture, and one double-layer porous
asphalt (DPAC, maximum 11 mm chippings in the top
layer and 16 mm in the bottom layer, total thickness
80 mm). The SMA is the dominating type of pavement
on Swedish highways, and the DPAC is a state-of-the-
art noise-reducing pavement. Due to the averaging for
all vehicles, the spectra are smoother than they would
be for individual vehicles cruising by. There is also
a small contribution of power unit noise at frequen-
cies outside the range of 600 to 1200 Hz for trucks.
If a more rough-textured surface would be tested,
the levels at frequencies below about 800 Hz would
increase significantly, while the levels above about
1000 Hz would decrease somewhat. If a smoother sur-
face would be tested, the contrary effects would be
recorded.

In Fig. 14 it can be seen that the light vehicles
display a rather pronounced peak around 1000 Hz.
Tire manufacturers nowadays employ very advanced
methods to make sure that tread patterns are prop-
erly randomized, in order to avoid tonal components. It
follows that tire/road noise spectra should show broad-
band characteristics. However, typical A-weighted fre-
quency spectra often have a shape that contains a pro-
nounced peak at around 800 to 1250 Hz; see Fig. 14
for an average fleet of cars but also Fig. 15, which is
for individual tires. The measurements in Fig. 15 were
made with the CPX method on a laboratory drum cov-
ered with a replica of an ISO 10844 surface. However,
similar results were obtained on other fairly smooth
surfaces and for CPX measurements made on traf-
ficked roads. Narrow-band spectra do not reveal any
special features in this case, so it is justified to say
that randomization has been successful. However, one
cannot really say that the 50 spectra are of broadband
character, having one or two third-octave bands at 800
to 1250 Hz dominating the emission.



1066 TRANSPORTATION NOISE AND VIBRATION—SOURCES, PREDICTION, AND CONTROL

P
or

ou
s 

as
ph

al
t c

on
cr

et
e

m
ax

 6
 m

m
 c

hp
s

P
or

ou
s 

as
ph

al
t c

on
cr

et
e

m
ax

 1
0 

or
 1

4 
m

m
 c

hp
s

P
or

ou
s 

as
ph

al
t c

on
cr

et
e

m
ax

 6
m

m
 c

hp
s

A
-w

ei
g

h
te

d
 S

P
L

 (
d

B
)

86

92

90

88

84

82

80

78

76

U
ltr

a-
th

in
 s

ur
fa

ci
ng

 (
<

20
 m

m
)

m
ax

 6
 m

m
 c

hp
s

V
er

y 
th

in
 s

ur
fa

ci
ng

 (
20

−2
5 

m
m

)
m

ax
 6

 o
r 

10
 m

m
 c

hp
s,

 p
or

ou
s

V
er

y 
th

in
 s

ur
fa

ci
ng

 (
20

−2
5 

m
m

)
m

ax
 6

 o
r 

10
 m

m
 c

hp
s,

 d
en

se

D
en

se
 a

sp
ha

lt 
co

nc
re

te
m

ax
 1

0 
or

 1
4 

m
m

 c
hp

s

S
ur

fa
ce

 d
re

ss
in

g 
(c

hi
p 

se
al

)
m

ax
 6

 o
r 

8 
m

m
 c

hp
s

S
ur

fa
ce

 d
re

ss
in

g 
(c

hi
p 

se
al

)
m

ax
 1

0 
or

 1
4 

m
m

 c
hp

s

U
ltr

a-
th

in
 s

ur
fa

ci
ng

 (
<

20
 m

m
)

m
ax

 1
0 

m
m

 c
hp

s

V
er

y 
th

in
 s

ur
fa

ci
ng

 (
20

−2
5 

m
m

)
m

ax
 1

4 
m

m
 c

hp
s,

 d
en

se

C
em

en
t c

on
cr

et
e

va
rio

us
 s

ur
fa

ce
 tr

ea
tm

en
ts

P
or

ou
s 

as
ph

al
t c

on
cr

et
e

m
ax

 1
0 

or
 1

4 
m

m
 c

hp
s

U
ltr

a-
th

in
 s

ur
fa

ci
ng

 (
<

20
 m

m
)

m
ax

 6
 m

m
 c

hp
s

V
er

y 
th

in
 s

ur
fa

ci
ng

 (
20

−2
5 

m
m

)
m

ax
 6

 o
r 

10
 m

m
 c

hp
s,

 p
or

ou
s

V
er

y 
th

in
 s

ur
fa

ci
ng

 (
20

−2
5 

m
m

)
m

ax
 6

 o
r 

10
 m

m
 c

hp
s,

 d
en

se

D
en

se
 a

sp
ha

lt 
co

nc
re

te
m

ax
 1

0 
or

 1
4 

m
m

 c
hp

s

S
ur

fa
ce

 d
re

ss
in

g 
(c

hi
p 

se
al

)
m

ax
 6

 o
r 

8 
m

m
 c

hp
s

S
ur

fa
ce

 d
re

ss
in

g 
(c

hi
p 

se
al

)
m

ax
 1

0 
or

 8
 m

m
 c

hp
s

U
ltr

a-
th

in
 s

ur
fa

ci
ng

 (
<

20
 m

m
)

m
ax

 1
0 

m
m

 c
hp

s

V
er

y 
th

in
 s

ur
fa

ci
ng

 (
20

−2
5 

m
m

)
m

ax
 1

4 
m

m
 c

hp
s,

 d
en

se

C
em

en
t c

on
cr

et
e

va
rio

us
 s

ur
fa

ce
 tr

ea
tm

en
ts

90

88

86

84

82

80

78

76

74

72

70

68

A
-w

ei
g

h
te

d
 S

P
L

 (
d

B
)

SPB measurements on 283 pavements−light vehicles
(LAmax, temperature 20°C, normalized to speed 90 km/h)

SPB measurements on 166 pavements−heavy vehicles
(LAmax, temperature 20°C, normalized to speed 80 km/h)

Figure 13 Comparison of A-weighted sound pressure levels measured in France with the SPB method on a great number
of different pavements, classified into 11 categories.39 The figure is based on data collected over many years. The top half
contains data relevant to traffic by light vehicles (cars); the bottom half data is relevant to traffic by heavy trucks. Note:
chps = chippings.
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SMA 0/16, heavy vehicles (88.1 km/h)

SMA 0/16, light vehicles (103.7 km/h)
DPAC11+16, heavy vehicles (88.1 km/h)

DPAC11+16, light vehicles (108.4 km/h)
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Figure 14 Third-octave band spectra for an average of about 100 heavy vehicles and about 150 light vehicles traveling
at constant speed on two different pavements (see text); measured 2003 in Sweden with the SPB method.
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Figure 15 A-weighted third-octave band spectra
obtained for 50 different car tires running on a drum
with an ISO replica road surface at a speed of 90 km/h.40

The reason for this peak is the unfortunate coinci-
dence of several generation, amplification, and propa-
gation mechanisms, several of which happen to have
prominent features around 1000 Hz; the so-called mul-
ticoincidence peak.40 These mechanisms are further
identified and discussed in the reference. In addition,
the peak corresponds with the frequency bands where
the human hearing is sensitive.

11 LOW NOISE SOLUTIONS: TIRES

Figures 10 and 11 indicate that there are tires that are
much quieter than the majority of tires. Some of them
might be designated low-noise tires.4 The quietest tire
in Fig. 10 is, for example, 8 dB less “noisy” than
what the EU Directive allows. Evidently, there is a
substantial potential for improvements just by selection
of the quietest tires.

Low-noise solutions for tires may be sought in the
principles applied to modern winter tires: soft rubber
compounds, the extensive use of narrow sipes, not too
wide tires. As far as possible one should attempt to
reduce the multi-coincidence peak since this dominates
the A-weighted overall level totally. Further, it is
essential to design the tread in a way that optimizes the
impact of tread elements on the pavement, by suitable
directions and angles of the tread elements. Grooves
that can create pipe resonances shall be designed for
maximum “ventilation,” and they should not have a
constant width or a well-defined length.41

The major tire development centers work on
noise reduction for their tires, mainly because of
requirements for interior noise and mainly due to
pressure from the vehicle manufacturers. Some of this
extensive work also has a positive influence on exterior
noise.

Projects for development of quieter tires conducted
and reported openly are not many. An example is a
planned EU project SILENCE, which will have as
one of its many activities related to road and rail
traffic noise a work package aimed at development
of a quieter tire. A second example is the recently
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Figure 16 Prototype for a composite wheel. Note the
slots in the tread band, which are providing ventilation to
the grooves in the tread band.4

completed German Silent Traffic research program.42

However, no document on this matter seems to be
available in English. Another example is a project
run by the authors in which prototypes for a so-called
composite wheel are developed in cooperation with its
inventor H. E. Hansson.43 One such prototype is seen
in Fig. 16. The same principle was reported already
in 1990 to give very low noise emission,44 although
the version of Fig. 16 has serious problems with
frequencies generated by the periodic spoke impact.
When this was written, Michelin had just launched
its new “revolutionary” TWEEL construction,45 which
is a combined tire and wheel resembling the one in
Fig. 16.

Another innovative design tested recently is the
porous tread tire. This tire uses the carcass of a
conventional tire but has a tread that is not cut into
grooves, blocks, and other elements but is composed of
rubber granules a few millimetres in size that are bound
together with polyurethane and then form into a porous
band.46 See Fig. 17. This porous tread tire had, when
this was written, been tested only partly, but current
results indicate a noise emission that on both smooth-
and rough-textured pavements was substantially lower
than any pneumatic tire, including slick tires. Rolling
resistance was comparable to the conventional tire, but
wet skid resistance was poorer, the latter probably due
to the use on nonoptimized rubber compounds (the
rubber granules were produced from old scrap tires of
various qualities).46

12 LOW-NOISE SOLUTIONS: PAVEMENTS
A number of low-noise solutions for pavements
have been proposed of which some are already
implemented. The following is a list of such solutions:

Porous Pavements Asphalt or concrete pavements
designed with a high proportion of air voids give a
porous structure that absorbs some of the sound during

Figure 17 Two prototypes of the porous tread tire,
produced by B. Kalman (VTI, Sweden) and A. R. Williams
(UK, formerly at Dunlop Tyres).

its propagation and also reduces the aerodynamically
related mechanisms at the source. The most effective
design seems to be the double-layer porous asphalt, in
which a top layer has rather small chippings to create a
smooth surface to roll on and a bottom layer has much
larger chippings, which will provide effective escape
channels for water and air. The void content should
exceed 20% in order to be effective. Total pavement
thickness is usually 45 to 90 mm. Porous asphalt has
a potential for reduction of vehicle noise (including
tire/road noise) by 5 to 8 dB in new condition but the
problem is the durability. Clogging of the porosities
quickly reduces the acoustic durability and ravelling
(loss of chippings) limit the technical durability in
situations where substantial tangential tire/road forces
occur. Modifying the binder with, for example, rubber
may improve the performance in certain ways.

The DPAC pavement in Fig. 14 is an example
of a very favorable one and shows the spectral
effects achieved in such a case. The reductions are
basically caused by a combination of (1) reduced
air pumping due to excellent drainage, (2) reduced
horn effect due to the lower horn surface being
acoustically transparent, and (3) sound absorption
during propagation to the receiver.

Porous asphalt pavements are rather widely applied
already. For example, approximately 70% of the Dutch
national highways are covered with porous asphalt,
aiming at 100%. Most major expressways in Japan
have porous asphalt as a wearing course. Recently, the
use of porous asphalt has increased rapidly in large
Japanese cities.

Optimized Texture In this case the megatexture is
kept at a minimum and the macrotexture is aimed at
providing drainage by using as small chippings as is
consistent with requirements for appropriate wet skid
resistance. The chippings may be rather small but
they should provide a high degree of macrotexture
in the texture wavelength range of 2 to 6 mm.4
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Examples of such surfaces are surface dressings with
dominating chipping sizes in the range of 2 to 6 mm.
One proprietary surface dressing that is claimed to
be suitable for low-noise solutions is the Italgrip
pavement. Thin surfacings are usually thinner versions
of dense asphalt concrete or stone mastic asphalt
(SMA), which are easier to roll in order to obtain a
flat top surface with plenty of voids in between. They
usually provide some noise reduction, in general, based
on texture optimization principles, since they are often
based on rather small maximum chipping sizes and
attempt to obtain an open structure. Thin surfacings
have a potential for at least 4 dB of noise reduction
compared to a dense asphalt or SMA with a maximum
aggregate size of 16 mm.

Grinding; Exposing the Aggregate These are
special treatments often applied to cement concrete
pavements. Without special treatment, such pavements
tend to have too low macrotexture, and to improve skid
resistance increases in drainage are desirable. The old
way of achieving this (still widely used in the United
States but abandoned in Europe) is to provide laterally
orientated grooves, so-called tining. Tining usually
creates excessive tire/road noise; if the spacing is not
properly randomized, it may even cause tonal noise
components that are subjectively very objectionable
and have given concrete pavements a bad reputation.
A somewhat better way, with regard to traffic noise
emission is to give the tines or grooves a longitudinal
orientation. An alternative way to provide a suitable
macrotexture is to grind the surface by a machine, so-
called diamond grinding, which creates longitudinal
narrow grooves but also a smooth surface. Another
alternative way is to expose the aggregate, which is a
technique to remove, during the cement curing process,
the sand in the pavement surface, which then exposes
the aggregate (the chippings). If the chippings thus
exposed are small and closely packed together, such a
pavement may get noise characteristics almost as good
as the best (dense) asphalt pavements, which is also the
case for the diamond ground pavements.

Asphalt Rubber Pavements In Arizona, to a
smaller extent also in California and Texas, substantial
amounts of very small rubber granules have been
mixed into the binder of a pavement somewhat
similar to an SMA, however, with much higher
binder content than used in conventional mixes (up
to 10% by weight). The term used in Arizona
is asphalt rubber friction course (ARFC). ARFC
pavements have a dense structure that somewhat
resembles a texture-optimized surface and are also
somewhat softer than conventional asphalt pavements
and thus provide a softer impact between tire tread
and pavement chippings. The authors believe that
these properties combined contribute to the low-
noise emission. According to recent measurements
conducted both in the United States and Europe, the
ARFC pavements in Arizona are almost as quiet as the
European porous pavements48 despite their generally
somewhat denser structure.

Figure 18 Overview of test section with three types of
poroelastic pavement (Rosehill, Tokai, Site construction),
laid 2004 in Stockholm, Sweden, with a closeup view of
the Rosehill surface texture on the right.49

Poroelastic Pavements A poroelastic pavement is
one that combines the porous structure with a soft
aggregate. This is accomplished by adding substantial
proportions of rubber particles into the mix. The most
extreme pavement of this type is one that contains
rubber particles bound with polyurethane and just
minor additions of friction-increasing material such as
sand or metal fibers. Such pavements often have a void
content (by volume) of 30 to 40%. Sound reduction is
achieved due to the porosity (see above) but also due to
the softer impact between tire and pavement particles.
Figure 18 shows an example of a field experiment with
such pavements that took place in Stockholm in 2004.
Measurements on three poroelastic pavement types
showed tire/road noise reductions of 10 to 12 dB for
normal tires and 13 to 15 dB for studded tires.49 For a
vehicle cruising by with the engine on, corresponding
reductions were 6 to 8 dB. The Rosehill and Tokai
types (see Fig.18) were prefabricated panels, the “site
construction” was laid on-site with a small asphalt
laying machine. Layer thickness was 30 mm. Similar
field experiments with poroelastic pavements took
place in Japan in 2002 and 2003 (but were interrupted
in 2004).50 This technique is not yet ready for full-
scale application; further research is underway in Japan
and Sweden.
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CHAPTER 87
AERODYNAMIC SOUND SOURCES IN
VEHICLES—PREDICTION AND CONTROL

Syed R. Ahmed
German Aerospace Research Establishment
Braunschweig, Germany

1 INTRODUCTION

In the unsteady flow around a moving vehicle, aerody-
namic sound is generated at (a) abrupt changes in body
geometry, (b) gaps in the body structure, (c) leaking or
pliable seals, (d) appendages, and (e) interior heating,
ventilation, and air-conditioning equipment (HVAC).
Separated flow regions with fluctuating pressure exist
at (a), (b), (d), and (e) and cause the radiation of sound.
Leaking or vibrating seals and the flow from heating
and air-conditioning systems also create interior noise.
Structural vibration caused by the flow radiates sound
into the air enclosed in the vehicle and to the surround-
ings.

Aerodynamic sound becomes significant at vehicle
speeds above 130 km/h and increases approximately
with the sixth power of speed. At speeds of 70 km/h
and above, the aerodynamic sound becomes dominant
in the frequency range of 330 to 900 Hz and remains
so at higher speeds. At lower speeds, the tire/road
interaction sound dominates in the vehicle interior.
Interior sound affects the passengers’ comfort level
and has become the main focus for aeroacoustic
optimization of vehicles.

The prediction and control of sound needs an inter-
disciplinary approach since fluid mechanics, struc-
tural mechanics, sound generation, propagation, and its
structure-borne transmission are linked together. The
exterior sound radiated and transmitted into the vehi-
cle interior is a product of these coupled nonlinear
mechanisms. Computational fluid dynamics (CFD) and
computational aeroacoustic (CAA) methods address-
ing this problem are under development. Sophisticated
testing techniques and experimental facilities are cur-
rently industrial tools widely used for the analysis and
control of aerodynamic sound in vehicles.

2 IDEALIZED CONCEPTS OF SOUND
SOURCES

Any sound source can be viewed as comprised of a dis-
tribution of (a) mass flow (monopole), (b) fluctuating
pressure (dipole), and (c) fluctuating viscous force
(quadrupole) sound sources. A monopole source is cre-
ated by an unsteady volumetric addition or subtraction
such as by the exhaust pipe or intake of a piston engine.
It can also be generated by volumetric addition to the
interior of a car through a leaking door seal. A dipole
source is created by unsteady pressures acting on a
rigid surface. A von Karman vortex impinging on a
rigid body panel is such an example. A quadrupole
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Figure 1 Sound pressure sensed by an observer from a
moving sound source.

source develops due to a collision of two fluid ele-
ments as in a turbulent shear layer, creating fluctuating
viscous forces in the flow.

For an observer on the ground (Fig. 1), a moving
sound source produces a sound pressure pa at location
x and time t , given by

4πpa(x, t) = ∂

∂t

∫∫

S

[
ρvn

r(1 − Mar )

]

ret

dS

+ 1

c

∂

∂t

∫∫

S

[
Pr

r(1 − Mar )

]

ret

dS

+ 1

c2

∂2

∂t2

∫∫∫

V

[
Trr

r(1 − Mar )

]

ret

dV

(1)

where pa = magnitude of air pressure fluctuation
ρ = air density

vn = velocity normal to body surface
r = distance between observer and a point

on body surface
Mar = Ur/c; Mach number of (body) velocity

component Ur in direction of observer
dS = element of body surface S

c = speed of sound
Pr = component of pressure in direction of

observer
Trr = Lighthill tensor1 (fluctuating viscous-

stress tensor)
U = body velocity

dV = element of flow field volume V

The integrals on the right-hand side (rhs) of Eq. (1)
are the monopole, dipole, and quadrupole source
terms, respectively, which are to be evaluated at the
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“retarded” time (subscript “ret”). This is the time t at
which the sound signal is perceived by the observer
minus the time needed for the signal to travel the
distance between the body and the observer when
the signal was emitted. The expression in Eq. (1) is
usually known as the acoustical analogy associated
with the name of Ffowcs Williams and Hawkins1

(FWH analogy).

3 MONOPOLE, DIPOLE, AND QUADRUPOLE
SOUND SOURCES AND THEIR DEPENDENCE
ON SPEED, MACH NUMBER, AND FREQUENCY
The sound power (in watts) relationship of the indi-
vidual sound sources is, after Chanaud and Muster,2

PM ∼ S2
n Ma

Q2

(UL2)2
ρU 3L2 (2)

PD ∼ S2
n Ma3 F 2

(ρU 2L2)2
ρU 3L2 (3)

PQ ∼ S4
n Ma5 T 2

rr

(ρU 2L3)2
ρU 3L2 (4)

where PM,PD, PQ = sound power of monopole,
dipole, and quadrupole,
respectively

Sn = f L/U (Strouhal number)
Ma = U/c (Mach number)
Q = fluctuating volumetric flow rate
F = fluctuating force (due to

fluctuating pressure)
f = frequency
L = characteristic body length

From Eqs. (2), (3), and (4), an estimation of the
relative importance of the sound sources can be made.
With regard to speed, the sound power of the sources
varies as

PM : PD : PQ :: U 4 : U 6 : U 8 (5)

With respect to Mach number, the ordering is

PM : PD : PQ :: Ma : Ma3 : Ma5 (6)

With regard to frequency the dependence is

PM : PD : PQ :: f 2 : f 2 : f 4 (7)

The efficiency of sound generation of a source depends
upon the degree to which the fluctuations of mass
(monopole), pressure (dipole), or viscous stresses
(quadrupole) induce partially compressible fluctuations
in the flow, which are then radiated to an observer as
sound.

Experimental investigations of total sound radiated
exterior to an automobile are indicative of monopole
behavior for speeds below 120 km/h and dipole above
it. The lowMach number speed range of ground vehicles

makes the quadrupole contribution insignificant, as seen
from Eq. (6).

Since mass flow fluctuations are related to the
overall size of the body, the monopole contribution to
the frequency (f = U/L) for a body of 4 m length,
moving at 140 km/h, would be in the range of 10 Hz.
The length scale of the various separated flow regions
on the body, which are the sources of the fluctuating
pressures, is much smaller, say about 0.01L, then the
dipole contribution, which lies in the frequency range
of about 1000 Hz. The quadrupole sound, which is
intrinsically related to pressure fluctuations but scaled
to eddy size, is important at the highest frequencies.

4 LOCATIONS OF AERODYNAMIC SOUND
SOURCES ON VEHICLE BODY
The overriding consideration for ground vehicle body
shape is dictated by the requirements of utility rather
than aerodynamics or aeroacoustics. As noted in the
introduction, at various locations on the vehicle body
small or extensive flow separation regions exist with
fluctuating pressure as shown in Fig. 2.

Type (a) locations (Fig. 2) are, for example, hood
front edge, windshield base, windshield/front door
transition (A-pillar), around recessed window panes,
wheel wells, and the body underside. Multiple and
extensive separated regions may be present between
rear window and trunk lid (notch-back), and at the
base of fast-back or hatch-back vehicles.

Type (b) locations (Fig. 2) are at structure gaps such
as around doors, rain gutters, hood/windshield base,
trunk lid, and the like. Type (c) locations (Fig. 2) are
around doors, windows, trunk lid, sunroof, and the like.
Type (d) locations (Fig. 2) are at external rear-view
mirrors, windshield wipers, radio antenna, sunroof,
popup head lamps, and the like. Type (e) locations
are in the ducting and venting circuit of high-volume
air-conditioning equipment.

5 FLOW DETAILS AND ACOUSTICS OF SOME
TYPICAL VEHICLE BODY SOUND SOURCES
5.1 Flow at a Step Discontinuity
A backward- and forward-facing step can be present at
a window pane and elsewhere. A backward facing step
creates a pocket of separated flow, where the entrapped
flow recirculates causing pressure fluctuations that
increase dramatically in the vicinity of the flow
attachment point as seen in the variation of the pressure
coeffient Cp (Fig. 3).3

The effect of the flow disturbance can persist along
distances over 50 times the step depth. The sound pres-
sure level (SPL), for example, for 1 kHz frequency,
may rise 20 dB above the level upstream of the step.
Experimental results on a forward-facing step indi-
cate a reduction of 4 to 5 dB for increasing the edge
radius–step height ratio from 0 to 0.3, especially in the
high-frequency range of 4 to 20 kHz (see Section 5.2).

5.2 Flow in a Cavity
Due to functional requirements, at various locations on
the vehicle bodygaps existwith a cavity underneath. The
cavity air communicates with the external flow. Door,



1074 TRANSPORTATION NOISE AND VIBRATION—SOURCES, PREDICTION, AND CONTROL

d

d

b

a

c

a

a

a

a a

b

b

BS-JZ 598

Figure 2 Some locations of sound sources on an automobile body.

h

X
L

C
p

Cp

A
-w

ei
gh

te
d 

S
ou

nd
 P

re
ss

ur
e 

Le
ve

l d
B

Frequency = 1 kHz

0.2

−0.2

−0.4

0 1 2
x /L

3

80

90

100

110

120

h /L  =  0.192
Reh  =  5 × 104

SPL

Figure 3 Flow details and acoustics of a step discontinuity.3



AERODYNAMIC SOUND SOURCES IN VEHICLES—PREDICTION AND CONTROL 1075

hood, and trunk lid slits, hood rear-edge/windshield
base, rain gutters, open sunroof/window, and vehicle
interior, are such examples. Flow of air over narrow
cavities may produce high-frequency sound containing
single or multiple discreet tones and in openings backed
by a large volume, a low-frequency “wind throb.”

The boundary layer flow coming off the cav-
ity upstream edge changes into a shear layer over
the cavity mouth. This layer is inherently unsta-
ble and can oscillate. Its impingement on the cav-
ity downstream-edge produces sound. Additionally,
the fluctuating cross flow in the cavity mouth may
produce sound. The downstream disturbances travel
upstream, are enhanced at the cavity upstream edge
and feed the shear layer oscillation. Rockwell and
Naudascher4 categorized the oscillations as (a) fluid-
dynamic, (b) fluid-resonant, and (c) fluid-elastic res-
onant. Type (a) oscillations occur due to instability
of the shear layer. Resonant waves in the cavity air,
by themselves or coupled to other phenomena, lead
to type (b) oscillations. Fluid-elastic resonance oscil-
lations [type (c)] are generated when the cavity air
resonance is coupled to vibrations of the cavity sur-
face. The intensity of the radiated sound depends
upon how well the frequency of type (a) oscillation
matches with that of resonance of type (b) and/or type
(d) oscillation. A detailed discussion of cavity-flow
oscillation mechanisms is given by J. Milbank.5

Rossiter6 found different modes occurring in fluid-
resonant cavity oscillations. All predominant frequen-
cies of cavity sound were found to lie close to the
frequency bands of these modes. Work of Koch7

and others8,9 confirms this finding. Using Rossiter’s
semiempirical equation

K

2π
= Ma

c

c0

j − γR

1

KR

+ Ma
(8)

where K = ωL/c0 (dimensionless frequency)
L = streamwise cavity length
ω = 2π f (circular frequency)

c, c0 = local and ambient speed of sound
j = 1, 2, 3, . . . (mode number)

γR = phase shift of acoustic scattering at
cavity downstream edge

KR = ratio of convective speed of the shear
layer vortices to free stream velocity

the frequency of the modes can be estimated. Rossiter
used the values 0.25 and 0.61 to 0.66 for γR and KR ,
respectively.

For a cavity of L = 0.5 cm on a vehicle moving
at 72 km/h, using Eq. (8) with c = c0 = 340 m/s and
KR = 0.61, the resonance frequency for mode number
1 is about 1.8 kHz. As the human ear is very sensitive
to frequencies around 1 to 5 kHz, this sound inside the
vehicle can be very annoying. Door slits, uncovered
holes, rain gutters, and the like etc. are thus sources of
high-frequency sound.

At high speeds, the outer flow can induce sufficient
forces on the door3 to deform or pull out the door

panels, causing leakage past the sealing or, if the flow
is fluctuating, induce a similar response of the sealing,
even if no leakage occurs. The flow mechanisms in the
door slit, which can produce sound inside the vehicle,
have been explained by Callister and George.10

Defective sealings and other sound leaking areas
can be detected by placing an ultrasound emitter inside
the vehicle and traversing the suspected outside area
with a hand-held ultrasound receiver. The intensity of
the received signal is a measure of the severity of the
defect. Also a survey with a stethoscope inside the
vehicle during wind tunnel or road tests is a simple
means to detect air leaks.

Ethembabaouglu11 examined the sound attenuation
by various geometries of the cavity downstream edge.
A gradual slant or an elliptical edge was the most
effective configuration.

Wheel wells are another location where a complex
cavity flow is generated, which is mainly a source of
external sound. Wind tunnel results for a full-scale
vehicle (with stationary wheels) show sound with one-
third octave center frequencies between 3150 and
6300 Hz close to the vehicle.3

Badger and Jones12 modeled the “wind throb” due
to an open window or sun roof and found the frequency
of the oscillation is given by

f = c

2π

4
√

A√
0.96V

(9)

with A the area of the opening and V the volume of
the enclosure. For A = 0.06 m2 and V = 3 m3, the
oscillation frequency is about 16 Hz.

Since the natural frequency of the human head and
eyes lies in the range of 15 to 20 Hz, this can be a
source of serious discomfort and fatigue. Increasing
the value of A raises the frequency at which the throb
can occur and thus avoid it when the cruising speed
remains the same.

5.3 A-Pillar Flow

The A-pillar flow is one of the most often investigated
subjects both theoretically and experimentally. The
airflow coming off laterally from the windshield
separates as a sheath at the A-pillar and curls up into
a conical vortex, much like the flow observed over a
delta wing at incidence. The SPL values along a line
aligned with vehicle motion and across the vortex,
show a large increase in the vicinity of the flow
reattachment on the side window pane—a location
close to the driver’s ear. The window glass pane being
a poor sound insulator, the importance of this sound
source is evident. The high SPL levels generated by the
conical vortex are a consequence of its strong vorticity
content. Due to safety considerations, the outside rear-
view mirror is placed in the region of A-pillar flow,
enhancing the sound generating flow on the window
pane. Measures to inhibit the sound aim at matching
the geometry of the A-pillar and the rear-view mirror
to lower the vortex intensity of the flow.
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The A-pillar curvature is an important parameter
influencing the sound intensity. Large radii pillars are
less sensitive to yaw-flow modulation of the interior
sound. Sound modulation is an irritant, which lowers
the comfort feeling inside the vehicle.13

5.4 Flow around Exterior Rear-View Mirror

The exterior rear-view mirror is an essential item to
ensure driving safety and is placed in the viewing area
of the driver, which is near the A-pillar vortex where
high velocities exist. The mirror body may generate
a closed bubble type of wake with recirculating flow
inside or vortex shedding off its rim, depending upon
minute geometry details. This flow may be partially
or fully embedded in the A-pillar flow, creating a
complex unsteady flow impinging on the side window.
Wind tunnel results with a real car show an A-
weighted SPL increase of 4 to 6 dB by a mirror over
a one-third octave band of 1 to 10 kHz, inside the
car. Small grooves and gaps in the rear-view mirror
assembly are often sources of tonal sound. Tiny surface
protuberances at suitable locations of mirror body help
break up the periodic tone-generating flow.5,13

The mirror body and attachment need a detailed
matching with the local vehicle geometry. The goal
thereby is to inhibit the pressure fluctuations, divert
the flow away from or below the lower edge of the
window pane and away from the driver’s ear as well
as decrease its vertical extent.3

5.5 Windshield Wipers

Windshield wipers whether in use or stationary are
exposed to high velocities and the arm and wiper
blade can generate significant amount of interior sound.
Measures to reduce the sound focus on yaw-flow
optimized geometry of the wiper arm and deflection of
the airflow to above the wiper with an upward twist of
the hood rear edge or placing thewiper below the edge to
shield it from the airflow when stationary. Experimental
results quoted in Helfer13 report a significant decrease
in the SPL inside the vehicle over the frequency range
of 1 to 10 kHz due to such measures.

5.6 Roof Racks

Roof racks are a common feature on SUVs and
RVs and tonal sound from the rack crossbars can be
a source of annoyance. The crossbars are exposed
to the flow over the vehicle roof, and the periodic
shedding of von Karman vortices from them produces
a dipole-type tonal sound of a discrete frequency. With
speeds above 70 km/h, this sound is readily heard
inside the vehicle. A way out is the choice of a
nonsymmetric cross section of the crossbar, which can
significantly reduce the strength of the shed vortices
without compromising the structural integrity needed
for carrying the payload.14

5.7 Radio Antenna

The mechanism of “whistling” tones produced by a
radio antenna is due to vortex shedding as mentioned
for the roof rack. The use of a nonsymmetric
cross section is unsuitable here as it affects the
reception quality. The vortex shedding is actually three
dimensional as depicted in Fig. 4.3 At one point the
vortices are shed off the top (case A), and some
distance away they are shed at the bottom (case B).
Between these shedding nodes, there is an oscillating
flow that moves along the axis of the cylinder. Since
these flow mechanisms excite vibration of the thin
and long antenna, the fluid dynamics and structural
dynamics are coupled in the sound generation.

This tonal sound can be transmitted structure borne
into the vehicle interior. A vibration absorbing fixture
or tilted attachment of the antenna to the vehicle
may reduce the sound to some extent but affects the
radio reception. A helical strake of thin wire on the
antenna rod can break up the intensity of the vortex
shedding and sharply reduce the decibel level of the
interior sound. Experimental results on a real car3 have
shown an SPL reduction of about 15 dB at the original
whistling frequency for a straked antenna.

5.8 Underbody Flow

Almost all vehicles have strongly structured undersides
as exhaust pipes, mufflers, wheel axles, wheel cavities,

Case A Case B

Figure 4 Vortex shedding off a long thin cylinder.3
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and the like, are arranged on this surface. Most of
the car engines are mounted in the front and the
underside here is left open to improve the engine
cooling. The air drawn in by the cooling fan in the
engine compartment produces a complex turbulent
flow that is fed into the gap flow between the underside
and the road. This air flow interacts with the rough
understructure and with the faster moving airflow
along the sides. Since the vehicle body is elastically
mounted on the wheels, its movement and road
unevenness creates a time-varying ground clearance
that translates into a time-dependent flow on the
undersurface affecting also the global flow around the
vehicle. The fluctuating pressures on the underbody
are, due to its large plan form area, important for
interior sound. The contribution is primarily of the
low-frequency content. As is well known, the low-
frequency sound is more difficult to insulate with floor
carpeting. Wind tunnel results on a full-scale car with
blocked underside flow show a typical reduction of
about 2 to 5 dB at the driver’s ear location3 in the A-
weighted SPL for the one-third octave band of 50 to
150 Hz.

5.9 Rear-End Flow
At the rear end, all the characteristics of the upstream
flow merge to form a complex time-dependent wake
where viscosity effects dominate. Basically the wake
coming off the blunt base is a time-dependent struc-
ture, containing low-frequency circulating regions with
axes lateral and parallel to the vehicle base in an
elliptical bubble (hatch-back vehicles) or longitudi-
nal high-intensity vortices coming off the base slant
of fast-back vehicles with a small wake bubble in
the middle.3 The impinging of the fluctuating wake
flow on the trunk lid and vehicle base is a source of
interior sound. The large extent of the wake region
leads essentially to low-frequency sound, which can be
transmitted to the rear car interior. This can be readily
observed with a slightly open trunk lid during driving.
Reduction of vehicle drag through wake management
in this area has often a beneficial effect on the sound
generated.

6 SOURCES OF SOUND IN HVAC EQUIPMENT
A variety of components of the HVAC equipment
contribute to the interior sound of the vehicle,
which can be structure borne or aeroacoustic sound.
HVAC sound is mainly of concern in the vehicle
interior. It affects the comfort level, induces fatigue,
and may, through distraction, lower the driving
safety.

Components that generate aeroacoustic sound are
the air ducts and vents, blower and the manifold. Sud-
den area changes, sharp bends, and other separation-
prone details in the ducting lead to pockets of separated
flow that are then the sound sources. Structure-borne
sound is due to step motors, evaporator and heater,
and the control unit. Details of the internal flow in
these accessories as well as their mounting and loca-
tion need to be examined in detail to inhibit their sound
contributions.3

7 TEST FACILITIES FOR ROAD VEHICLE
AEROACOUSTICS AND SOME ILLUSTRATIVE
RESULTS
Aeroacoustic optimization of ground vehicles is mostly
done in wind tunnels and to some extent with road
tests. The tests are preferably performed at full scale,
due to lack of a similarity law for sound such as exists
for drag. Additionally, minute configuration details,
which can be decisive sound sources, often cannot be
duplicated on subscale models. The main advantage
of wind tunnels is the controlled test conditions
and the high accuracy of test techniques that ensure
reproducible results. However, simulation of some real
life situations like side winds, unbounded surrounding
air, and the like are difficult or impossible to realize in
a wind tunnel. Road tests are then the answer, but these
are fraught with many uncertainties due to changing
weather conditions and pavement qualities that are
uncontrollable. This makes repeatability of the tests
very difficult, and meaningful results can be obtained
only from averaging a number of carefully selected
test runs under consideration of the monitored weather
conditions.

7.1 Aeroacoustic Wind Tunnels3

Automotive wind tunnels are normally equipped with
either a 3

4 -open, slotted, or closed test section. The 3
4 -

open jet closed-circuit configuration seems to be the
preferred choice among European,3,13 Japanese,15,16

and newer tunnels in the United States.17 The open
test section allows ease of access as well as efficient
sound absorption of the plenum chamber where out-
of-flow and far-field measurements can be made.
However, the development of a shear layer around the
jet and its impingement on the collector are sources
of sound and flow oscillations (see Section 5.2) that
can contaminate the sound measurements. As evident
from Eq. (5), the sound power is strongly dependent
on the vehicle speed. This means that during wind
tunnel tests, the wind speed has to be maintained
very precisely. Consequently, sound measurements are
difficult to perform during road tests. The correct
location of appendages on the body is also of prime
importance as otherwise they may be exposed to a
different velocity field.13

Aeroacoustic tests in the wind tunnel place strin-
gent demands on the “background” SPLs in the test
section. The purpose of the acoustical experiments is
to simulate sound sources in the open atmosphere. The
requirement is then that the background SPL in the
empty test section should be significantly lower than
level with the test object installed. An A-weighted
SPL difference of about 10 dB over the frequency
range of 50 to 8000 Hz is accepted as sufficient in
the industrial practice. Another requirement is that the
sound reflected by the tunnel walls should not contam-
inate the sound emitted by the test object. Ideally in
such “anechoic” tunnels, the SPL decays at distances
r larger than the wavelength λ, as 1/r . This relation-
ship—also called the inverse square law —governs the
sound decay in the open atmosphere. Some details of
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the background sound suppression measures are avail-
able in the literature cited in Refs. 3 and 13.

A feeling for the out-of-flow background SPLs of
some modern full-scale aeroacoustic automotive wind
tunnels is gained from Fig. 5. The comparison of
newer tunnels with the older Mercedes Benz (MB)
tunnel (which is without an acoustical treatment)
shows the improvement in the acoustics of the newer
designs. The Audi tunnel in Germany achieves a
decrease of almost 50 dB (A-weighted overall sound
pressure level, OASPL) compared to the MB tunnel.
The Hyundai and Ford DTF tunnels show values
about 40 and 45 dB lower than the MB tunnel.
The General Motors tunnel in the United States
is about 10 dB quieter than MB tunnel; similar
figures for DNW in Netherlands are about 15 dB, for
Porsche slotted-wall tunnel in Germany and Volvo
tunnel in Sweden, about 12.5 dB. The Volkswagen
(acoustically untreated) tunnel is on par with the MB
facility.

7.2 Some Aeroacoustic Measurement
Techniques

A comprehensive overview of aeroacoustic measure-
ment techniques used in ground vehicle work is avail-
able in Callister and George10 and Ahmed.3 Basi-
cally there are three different types of measurements

performed: (a) inside the vehicle, (b) outside the vehi-
cle but inside the tunnel airflow, and (c) outside the
vehicle and tunnel airflow. Each of these requires a
different instrumentation and procedure.

7.2.1 Microphone Location Placing the data
acquisition microphones outside the airflow increases
the distance between the sound source and the data
acquisition point reducing the signal-to-background-
sound ratio. Also the sound signal, in an open-jet wind
tunnel, has to cross the shear layer of the jet to reach
the microphone. A refraction correction has then to be
applied to the sound signal.18

Microphone placement inside the flow with sup-
ports makes them producers of sound besides the scat-
tering effects on the sound to be measured. Hydro-
dynamic pressure fluctuations around the microphone
body enhance the signal. Commercially available
“nose cones,” slipped over the microphone head, alle-
viate the problem but are of little help when yaw flow
conditions are encountered.

7.2.2 Acoustical Mirror This device, developed
originally for aeronautical applications19 has found its
way in a number of automotive tunnels. It is a conve-
nient and robust system to directly identify the location
and spatial distribution of the sound intensity of sound
sources and is suitable for out-of-flow operation in
open-jet wind tunnels.
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Figure 6 illustrates the basic principle of this
device. The concave mirror on the left is a segment
of the ellipsoid of revolution indicated by the dashed
line. The two focal points are the locations of a signal
acquiring microphone and the sound source, respec-
tively. Sound waves emitted by the source are focused
on the microphone by reflection at the mirror, thereby
greatly enhancing the signal sensed by the microphone.
Since the measured SPL is directly related to the sound
intensity of the source, the sound intensity distribution
in a plane normal to the mirror axis can be surveyed
by moving the mirror parallel to such a plane. Tests
have shown that an elliptical mirror provides a better
amplification than a spherical or a parabolic mirror.

For an efficient reflection of the sound waves, the
wavelength λ of the oncoming sound waves should
be small compared to the mirror diameter D, (λ �
D). The frequency range of interest in automobile
aeroacoustics is from about 50 to 8000 Hz. With λ =
c/f and c = 340 m/s, the corresponding wavelengths
turn out to be 6.8 and 0.042 m. To capture the lowest
frequencies, the mirror diameter becomes very large.

The amplification of the sound signal of a point
source is shown in the inset of Fig. 6. The base width
of this curve is a measure of the spatial resolution of
the sound signal by the mirror. For the half width w
the relationship is19

w ≈ 0.54λ

(
S

D

)
(10)

with S as the distance between the mirror base and the
source. Choosing a value for S of 4 m, which is a

typical distance in a full-scale automotive wind tunnel
test, and D = 2.16 m, one obtains for the half width

w ≈ λ (11)

The spatial resolution of a mirror of this diameter
varies linearly with λ and would improve with higher
values of the frequency. A mirror of this diameter
is unwieldy, and smaller size mirrors are used in the
industrial practice.

An example of exterior sound measurement on
a real car with an acoustical mirror is presented in
Fig. 7.13 The tests were conducted in a wind tunnel at
a wind speed of about 140 km/h with the mirror placed
4 m away from the car. The OASPL results for the
lower frequency range (0.5 to 4 kHz) show the front
tire area and the trunk-mounted antenna as the major
producers of sound. For the higher frequencies (4 to
9.5 kHz), the hood front, tires, rear-view mirror, and
A-pillar area are the main sound contributors.

7.2.3 Spatial Transformation of Sound Fields
(STSF) The STSF technique enables the evalua-
tion of the spatial sound field with near-field acous-
tical holography. The principle of this Fourier-
transform-based technique is to measure the cross-
correlated spectra of an array of “scan” microphones,
which are traversed in a plane close to the vehicle
(inset in Fig. 813), and one or more fixed “refer-
ence” microphones.13,20 The cross-correlated spec-
tra are determined for each scan–reference micro-
phone combination as well as for reference micro-
phones among themselves. Using Helmholtz’s integral
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Figure 6 Working principle of the acoustical mirror.
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Figure 7 Measured sound pressure level map of a production car obtained with an acoustical mirror.13

relationship,20 this data is used to determine SPL and
sound intensity in other near- and far-field locations.
The cross-correlation process eliminates mostly the
self-induced signals of the array microphones through
averaging so that the array microphones can be placed
in the airflow. The location of the reference micro-
phones is critical to the success of this approach, and
exposure of these microphones to the airflow is to be
avoided.

A result of this technique is shown in Fig. 8.
The top right sound map shows some spurious sound
sources in the rear-view mirror wake, when the
traverse plane was too close to the vehicle surface. The
elimination of microphone self-sound for this distance
is incomplete. The lower maps, obtained at larger
distances from the body are free of this error, exhibit
somewhat lower SPLs.

7.2.4 Artificial Head Device The artificial head
is a replica of the human head with microphones
installed in the ear cavities. It is used for the
subjective assessment of the spatial sound field in the
vehicle interior. By hearing the recorded sound with
headphones, a more realistic relative ranking of a set
of different sample recordings can be obtained.21

7.2.5 Structure-Borne Sound Transmission
To help identify sources of interior sound, the transmis-
sion paths of structure-borne sound need to be investi-
gated. Often piezoelectric accelerometers are attached
to the critical body parts to evaluate their vibration
intensity and correlate with sound measurements inside
the vehicle. The mass of the accelerometer has to be
small so as not to alter the vibration characteristics of
the part studied.13

A nonintrusive method for the purpose is the laser
Doppler vibrometry.22 It is based on the principle
of reflection of a laser beam from a vibrating body
surface. The difference in the frequency of the incident
and reflected beam is a measure of the vibration
intensity at the point of reflection. This technique
allows a rapid scan of vibration-prone surfaces.

8 PROBLEMS AND PROSPECTS OF
COMPUTING SOUND GENERATION BY ROAD
VEHICLES3

An analysis of airflow-induced sound involves, as
mentioned in the introduction, the study of the
unsteady flow field and flow-induced structural vibra-
tions. This poses a formidable challenge to a purely
theoretical approach. Ignoring the nonlinear coupling
between the two, CFD and CAA may, in principle, be
used to directly compute the sound generation and its
propagation.

The flow around ground vehicles is for all practical
purposes fully turbulent with Reynolds numbers (Re)
around 7 to 8 million. It is adequately described by the
unsteady Navier–Stokes (NS) equations. An overview
of the CFD approaches to compute the ground vehicle
flow was given by Ahmed.23 The goal is to obtain the
unsteady pressure distribution on the vehicle body or
at least in areas of interest. The aeroacoustic part uses
the fluctuating pressures, in a following step, to predict
the sound with the help of some form of acoustical
analogy such as given in Section 2.

Some problems that arise with a purely CFD-based
sound analysis have been discussed by Hardin.24 In
brief these are:
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• The magnitude of the fluctuating pressures is of
the order of 10−2 to 10−5 of the mean pressure.
To capture such small values, the demands on
accuracy become extreme.

• Numerical schemes affect amplitude “dissipa-
tion” and phase shift through “dispersion” in
the propagating waves. High-frequency acous-
tic waves may thus be distorted.

• In CFD, grids are made dense in regions of
interest and sparse elsewhere. For example,
capturing the flow details in and around small
cavities requires extreme fine grids. Such
nonuniform grids can strongly distort the wave
propagation.

• For exterior problems, the propagation domain
is unbounded. A computation can be performed
only over a finite domain. This raises the
question of what boundary conditions are to be
specified at the finite domain boundaries.

• The introduction of the time dimension dramat-
ically increases the computational expense.

8.1 Some Computational Approaches

8.1.1 Lattice–Boltzmann Method (LBM) The
method is of interest for vehicle aeroacoustics and
offers an alternative to the conventional NS-equations–
based CFD approaches. The principle underlying the
method is briefly, as follows:

The movement of air is approximated as the move-
ment of discrete air “particles” on a grid (lattice). Thus
instead of the 1024 real-valued degrees of freedom
of air molecules, a finite number of the degrees of
freedom is allowed. As discussed by Rothmann and
Zeleski,25 the description of the motion need not be so
detailed, yet it gives—in macroscopic sense—realistic
fluid mechanic simulations.

The particles of the fictitious fluid move on a fixed
lattice. Initially, the particles, each of unit mass, are
located at the nodes of the lattice and possess equal
velocities oriented along the lattice spokes. During
a computation step, the particles hop to the next
node, collide with other particles arriving at the same
node and scatter along the lattice spokes according
to a set of prescribed “collision rules.” The collisions
cause the velocity and direction of movement of the
particles to change, but neither the total number of
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particles nor the vector sum of their velocities is
changed. This means that the mass and momentum is
conserved. Ensemble averages of the particle dynamic
behavior lead asymptotically to the incompressible
NS equations. Since the collision rules are framed to
conserve mass, momentum, and energy of a particle
ensemble after each computation step, the code mimics
unsteady flow.

The time accurate computation of the unsteady
aerodynamics makes the LBM method attractive for
the computation of aeroacoustics using, for example,
the unsteady pressure as input to the acoustical
analogy-based codes. A commercial version of the
LBM method, the PowerFLOW code, was used
by Uchida and Okumura26 to compute the sound
generation on the front side window of a detailed
vehicle model (Fig. 9). The simulation, done for a
vehicle speed of 100 km/h on a 16-processor Origin
2000 workstation required 47 h of computer time.

Figure 9 gives an overview of the numerical model,
the locations of the microphones on the window during
the wind tunnel test, and a comparison of the com-
putations with experiment. In general, the theoretical
results show a higher SPL at the low and vice versa
at high frequencies than the experiment. This example
demonstrates the possibilities that may be available in
future with more refinements of the code and denser
grids.

For details of boundary element method (BEM)
applications to sound radiation by a vibrating body, a
cavity or the performance of mufflers, reference could
be made to Seybert and Wu.27

8.1.2 CAA Methods The CAA approach uses
computational techniques to calculate all aspects of
sound generation and propagation directly from the NS

equations.28 Despite recent advances in prediction of
sound with CAA, work of direct interest to vehicles is
currently limited to simple basic geometries.

The low Mach number laminar boundary layer flow
over a vehicle door cavity with a lip was investigated by
Loh and Lin (see Ref. 28). They studied the influence
of boundary layer thickness on the resonance modes,
their frequency, and maximum SPL. Their results show
the existence of more than three resonance modes (see
Section 5.2) for both the thin and thick boundary layers.
In both cases, the maximum SPL at a point above the
cavity was due to the third mode. Kurbatski and Tam
(see Ref. 28) (also considering a laminar flow over the
same cavity) state that if the boundary layer becomes
thick beyond a critical value, no tone is emitted.

8.1.3 Non-CFD Methods A number of sound
estimation methods have been proposed in the liter-
ature based on measured fluctuating pressures at crit-
ical locations on the body and using this to predict
the exterior or interior sound generation in a vehicle.
The advantage of these methods is the inclusion of the
structure–vibration contribution to the sound in the
measured values.

Using the measured fluctuating pressure at various
outside locations on the front side- window of a
car, Haruna, Kamimoto, and Okamoto29 isolate sound
“sources” on the window pane by plotting pressure
isobars for various frequencies. Each of these sound
sources is accorded with a correlation area, which
is obtained by observing the correlation behavior of
the fluctuating pressure at the source and at points in
the neighborhood. The contour passing through points
with the highest correlation factor is the correlation
area for the source. The source sound intensity I at a
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distance r , radiated from n sources is given by

I = 1

(4π)2ρc3

(
cos�

r

)2 n∑
i=1

(paf Sc)
2 (12)

where � = angle between the surface normal at the
source and r

Sc = the correlation area.

Defining a standard intensity I0 as

I0 = 1

(4π)2ρc3

(
cos�0

r0

)2

(pa0f0Sc0)
2 (13)

where �0 = 0◦

pa0 = 2 ×10−5 (Pa)
f0 = 1 kHz
Sc0 = 1 m2

r0 = 1 m

The SPL value is obtained as

SPL = 10 log10
I

I0
(14)

A result of this method is shown in Fig. 10 for the
distance of 1 m for three different sets of frequencies
over the speed range of 50 to 150 km/h. The SPL
increases with the vehicle speed depending upon the
frequency considered. For the lower frequencies (100 to
200 Hz) the exponent is 5.3, for the higher frequencies,
it is 6.3.

An estimation method for the car interior sound has
been developed by Dobrzynski.30 The method uses the
measured external fluctuating pressure and pressure
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field correlation lengths to evaluate the SPL inside the
car. The model simulates the pressure by a distribution
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of point forces acting on a homogenous panel. The
forces produce bending waves in the panel that radiate
acoustic energy. The obtained relationship states: The
power of the sound generated is proportional to the
root-mean-square (rms) value of the fluctuating force.
The fluctuating force is the product of the pressure
and a correlation area, which is an area in which the
pressure fluctuations are in phase.

The intensity of surface pressure fluctuations (rms
value) and correlation area are determined from
experiment as a function of the frequency. The power
of the radiated sound from any panel can then be
obtained by adding the contributions of the correlation
areas. To apply the method in a practical application,
first all those locations on a vehicle body are identified
that contribute significantly to the pressure fluctuations
and evaluate there the fluctuating pressure intensity and
the correlation quantities.

Figure 11 shows the estimated contributions from
different areas of a fast-back-type full-scale car. The
location considered is the driver’s left ear of a right-
hand drive car. As seen, the major contribution comes
from the front vent and side window, which are
engulfed in the A-pillar flow. The large area of the
roof, which experiences low-intensity pressure fluc-
tuations, is a comparatively weak contributor to the
interior sound. The car rear, with a large flow separa-
tion, generates low-frequency sound perceived in the
vehicle interior. The windshield turns out to be the
lowest sound contributor of all the areas considered.
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für den Innenlärm von Personenkraftfahrzeugen, DLR,
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1 INTRODUCTION
Except for severe bearing defects or extreme struc-
ture–resonance amplification, gears are the main
sources of high-frequency vibration and noise, even
in newly built transmission and gearbox systems. The
gearbox overall noise level is usually no more than
5 dB above the noise level associated with the mesh-
ing gears. There are two possible solutions for reduc-
ing the noise of a transmission unit. Introducing an
enclosure to reduce noise radiation is the easiest but
creates maintenance difficulties. A more sophisticated
and efficient solution involves tackling noise prob-
lem at the source. This requires improvements in gear
design and manufacturing and results in the great-
est reduction of noise. Vehicle transmission units are
operated at many different loads and speeds. In design-
ing low-noise transmission and gearbox systems, it is
necessary to assess the noise and vibration sources
and be aware of measurement methods, test proce-
dures, and methods of diagnostics. Analysis tools for
gearbox inspection are based on the frequency- and
time-domain methods, including envelope and aver-
age tooth mesh analysis. To reduce noise radiated
by transmission and gearbox systems, it is impor-
tant to understand the effect of load, gear contact
ratio, and tooth surface modification on noise and
vibration.

2 DESCRIPTION OF TYPICAL VEHICLE
GEARBOX AND TRANSMISSION SYSTEM
A typical two-stage car transmission unit arrangement
with five forward manual gears and one reverse gear
is shown in Fig. 1. It transmits power from the engine
to the drive wheels, and it varies the amount of
torque. There are actually two sets of gears in the
drive train: the transmission and the differential. The
transmission allows the gear ratio to be adjusted,
and the differential lets the drive wheels turn at
different speeds. The differential pinion, driven by the
secondary shaft, turns the ring gear, which acts like a
single-speed transmission reducing revolutions/minute
(rpm) and increasing torque by a set ratio. Figure 2
shows two gear trains under load with the others free
running.

Two single-gear trains transferring power from the
input shaft to an additional countershaft divide up all
the basic gears of the truck transmission unit. The
gearbox output power is transferred to the axles via
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Engine

Figure 1 Kinematic scheme of the car gearbox.

40

39
18

70

Secondary
Shaft

Primary
Shaft

f3

f2

f1

Axle

Figure 2 Fourth-gear train under load.

a drop gearbox working either at a fix gear ratio or at
two gear ratios in the case that the drop gearbox is a
planetary gearbox.

3 SOURCES OF GEARBOX NOISE
AND VIBRATION

Gearbox noise is tonal. It means the noise frequency
spectrum consists of sinusoidal components at discrete
frequencies with low-level random background noise.
The frequency that is the product of the gear rotational
speed in hertz and the number of teeth are referred to
as the base tooth-meshing frequency. A simple gear
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TRANSMISSION AND GEARBOX NOISE AND VIBRATION PREDICTION AND CONTROL 1087

train (a pair of meshing gears extended optionally
by idler gears) is characterized by only one tooth-
meshing frequency. All the basic spectrum components
are usually broken down into a combination of the
following effects:

• Low harmonics of the shaft speed originating
from unbalance, misalignments, a bent shaft,
and resulting in low-frequency vibration, there-
fore without influence on the gearbox noise
level.

• Harmonics of the base tooth-meshing frequency
and their sidebands due to the modulation
effects, which are very audible; the noise
and vibration of the geared axis systems is
originating from parametric self-excitation due
to the time variation of tooth-contact stiffness in
the mesh cycle, the inaccuracy of gears in mesh,
and nonuniform load and rotational speed.

• Ghost (or strange) components due the errors in
the teeth of the index wheel of the gear-cutting
machine, especially gear-grinding machines
employing the continuous shift grinding method
that results in high-frequency noise due to the
large number of the index wheel teeth; these
ghost components obviously disappear after
running.

• Components originating from faults in rolling-
element bearings usually of the low-level noise
except for severe bearing defects as the cracking
or pitting of the inner or outer race or of the
rolling element itself.

The frequency of the components, which are
associated with the meshing gears, is an integer
multiple of the shaft rotational frequency. There are
subharmonic components as well. These components
are excited at the half of the teeth resonant frequency
in high-speed units (thousands of rpm) due to the
nonlinearity of tooth stiffness. Other subharmonics
originate from the rate at which the same two gear

teeth mesh together1 (hunting tooth frequency). All
these spectrum components are designated as orders
of the shaft rotational frequency.

4 PASS-BY VEHICLE NOISE TESTS
AND SIMULATIONS
The pass-by noise test requires the vehicle to be driven
through a test site at full acceleration according to the
International Organization for Standardization (ISO)
362 : 1994 Acoustic-Measurement of Noise Emitted by
Accelerating Road Vehicles—Engineering Methods
standard or the appropriate U.S. standards, namely
the Society of Automotive Engineers (SAE) J-1470,
SAE J-366, and SAE J-986. The A-weighted peak
noise level at time constant FAST, measured in the
decibel scale at a distance of 7.5 m (ISO) or 15 m
(SAE) from the center of the test track. To analyze
contributions of each individual simple gear train to
the overall noise level, it is preferable to measure
the time history of acoustic pressure and engine rpm
during the pass-by test, as shown in Fig. 3. In contrast
to a measurement with a stationary vehicle, during
a pass-by noise test, the effect of the relative speed
of the noise source and microphones is translated
into the Doppler phenomenon and causes a positive
(approaching) or negative (receding) frequency shift
(typically from 2 to 5%) in the signals received
by the microphones. As the Doppler frequency shift
can lead to considerable errors for order tracking
using a narrow-band pass filter, the noise source
relative velocity to the stationary microphone must be
evaluated using the instantaneous position and velocity
of the vehicle on the test track.

Both these quantities can be either measured
employing a radar system or estimated on the base
of the engine rpm and the transmission unit gear ratio,
including a mathematical model of the tire slip as a
function of the longitudinal and normal force acting
on the tire by the road surface.2

A noise multispectrum can be used as the input
data for order tracking controlled by the frequency of
receiving sound waves. A more suitable technique can
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Figure 3 Pass-by vehicle noise measurements.
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Figure 4 A-weighted noise level of the 27-tooth gear vs. vehicle position on test track.

be based on the Vold–Kalman order-tracking filter.3
An example dealing with the noise level of the first
three harmonic components, which are excited by the
27-tooth gear, as a function of the vehicle position on
the test track, is shown in Fig. 4. The filter bandwidth
is required to be equal to 0.1 order of the engine
rotational speed to reach the high selectivity of the
noise signal analysis. The bandwidth of the bandpass
filter in percentage to the basic frequency is equal to
0.1/27 × 100% = 0.37%, while the bandwidth for the
second-harmonic component is equal to half of 0.37%,
that is, equal to 0.18%. Both of the bandwidths are
very narrow in comparison to the extreme value of
the frequency shift due to the Doppler effect, which is
equal to 1% for trucks.

5 TEST STANDS
The operating conditions of gears can be simulated
using test stands to drive the gearbox in a similar way
as during the pass-by noise test. Two possible solutions
of the test stand arrangements are shown in Fig. 5.

In contrast to the open-loop test stand, the back-
to-back test rig configuration saves drive energy. The
torque to be transmitted by the gearbox is induced
by a planetary gearbox. The gearbox under testing
is enclosed in a semianechoic room. The quality of
the semianechoic room is of great importance for the
reliability of the results. The reverberation time should
be less than is required in the frequency range at least
from 200 Hz to 3 kHz. The input shaft speed is slowly
increased from a minimal to maximal rpm, while the
gearbox is under a load corresponding to full vehicle
“acceleration”. To simulate the gearbox operational
condition during deceleration, the noise test continues
slowly decreasing from a maximal to minimal rpm.

Noise is usually measured by microphones located
by the side of the gearbox under testing at the certain
distance. One or two microphones can carry out mea-
surements. Accelerometers attached on the surface of
the gearbox housing near the shaft bearings can extend
information about the noise sources. A tacho probe,
generating a string of pulses, is usually employed to
measure the gearbox primary shaft rotational speed.

Figure 5 Test stand arrangements.

6 FREQUENCY-DOMAIN ANALYSIS

The basic tool for signal processing in diagnostics is the
Fourier transform (FT) of signals. The base frequency
of all the exciting forces is related to the gearbox shaft
rotation frequency. The gearbox is tested during steady-
state rotation or run-up/coast-down. Clear information
about the origin of extensive vibrations cannot be given
by a single-frequency spectrum. Extensive vibration
is excited when the tooth-meshing frequency or its
harmonics meet the structural resonance frequency
of the gearbox structure. It should be mentioned
that any driven unit does not rotate at a purely
constant speed, but its speed slowly varies around an
average value. Spectrum components of the diagnostic
signal result from the simultaneous, amplitude and
phase modulation of the so-called carrying harmonic
components that correspond to the excitation at a
purely steady-state rotation. An amplitude modulation
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of harmonic signals arises from the nonuniform periodic
load, while a phase modulation is due to nonuniform
rotational speed. Rotational speed variations at fixed
signal-sampling frequency cause the smearing of the
dominating components in the frequency spectra.

An analysis of signals from machines running
in cyclic fashion is preferred in terms of order
spectra rather than frequency spectra. The order spectra
are evaluated using the Fourier transform of time
records that are measured in dimensionless revolutions
rather than seconds, and the corresponding spectrum
components are associated with dimensionless orders
rather than frequency in hertz. This technique is called
order analysis or tracking analysis, as the rotation
frequency is being tracked and used for analysis.
The resolution of the order spectrum is equal to the
reciprocal value of the revolution number per record,
which is an input data vector of the length, equal to a
power of 2, for the fast Fourier transform (FFT).

The signal–noise ratio is improved by averaging
in both the frequency and time domains. Signal

resampling to the fix sample number per revolution
is employed to eliminate the phase modulation effect
at a tacho pulse frequency.

An example of gearbox noise spectra in deci-
bels (Hanning time window and acoustic weighting
of the A-type) during the runup test under load is
shown in Fig. 6. The input shaft rotational speed was
slowly increased from 1800 to 3500 rpm. As the rota-
tional speed is increased roughly proportionally to the
elapsed time, the three-dimensional spectral map illus-
trates how the various harmonics fall along radial lines
and can thus be separated from the constant-frequency
components due to excessive amplification by a struc-
tural resonance. The three-dimensional plot of noise
order spectra in the form of a spectral map with the
rotational speed in RPM as the third axis is shown
in Fig. 7. Acoustical weighting of the A-type and the
rectangular time window are employed. The constant-
frequency components show up on hyperbolic curves
in the number of rotations—harmonic order plane. The
example in Fig. 7 corresponds to the gearbox described
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Figure 6 Running noise autospectra in rms (waterfall).

Figure 7 Running noise autospectra in rms (spectral map).
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by Figs. 1 and 2. The 40th harmonic, or in other words
the 40th order of the input shaft rotational speed as the
40-tooth tooth-meshing frequency, dominates running
autospectra in Fig. 7. The first five harmonics of the
tooth-meshing frequency are usually sufficient to set
up the frequency range for measurements.

The dependence of the overall noise level in deci-
bels and the levels of the 40-tooth gear tooth-meshing
frequency harmonics on the input shaft rotational speed
is shown in Fig. 8. The curve in this diagram, desig-
nated by Sum, is a sum of the power contributions
of the 40, 80, and 120 order components resulting
in a noise level excited only by the pair of the 40-
tooth and 39-tooth gears. As the pass-by vehicle noise
test is based on the determination of the maximum of
the overall noise level, the maximum of the gearbox
overall noise level (Total) and the maximum of the
noise level of each individual gear pairs can be chosen
as a gear quality criterion. Because of the low tooth-
meshing frequency of the 18-tooth gear, the maximum
of the overall noise level exceeds the maximum of the
40-tooth gear noise level only by 2 dB. Almost only
the meshing-gear pair contributes significantly to the
overall gearbox noise level at its maximum.

Gearbox shafts are running coherently, therefore, it
is possible to use the above-mentioned order analysis
technique. On the other hand, the orders of noncoher-
ently running systems, for instance, a gearbox during
gearshift, with close or crossing orders can be extracted
by the Vold–Kalman order tracking. The standard
method based on the Fourier transform enables only
speed-limited order tracking, while the Vold–Kalman
order-tracking filtering is without slew rate limitation.3

7 TIME-DOMAIN ANALYSIS BASED ON
SYNCHRONOUS AVERAGING

To study the excitation at each gear mesh cycle,
the time-domain analysis based on synchronous time-
domain averaging is more suitable than the frequency-
domain analysis. This technique is also known as a
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Figure 8 Overall A-weighted noise level (total) and level
of the 40th, 80th, and 120th harmonic components vs.
input.

signal enhancement, which has been treated by many
authors, for example, McFadden4 and Angelo.5 This
technique can be regarded as a “magnifying glass”
(Angelo), whereby one can “focus” on the shaft to
be examined. Noise and vibration signals are sampled
using a tracking technique in such a way that the length
of the time record is equal to the time interval of a gear
revolution. Time records are triggered synchronously
with a shaft rotation, and all the records contain the
same number of samples (equal to a power of 2).
The time-domain averaging of the samples on the
same position in all the records results in a comb
filtering with center frequencies coinciding with the
integer multiples of the rotational frequency. The
frequency response function of synchronous averaging
is discussed in the Chapter 46.

Averaging in the time domain results in the
reduction of the root mean square (rms) of an
uncorrelated random signal, which is an obvious
part of measured signals, that is, proportional to the
reciprocal of the square root of the average number.
For instance, if the averaging number equals to 100,
then the rms of random signals is reduced by 20 dB.
The responses of the gears, whose rotational frequency
is a fractional multiple of the trigger frequency, and
rolling bearings (fractional order of the rotational
speed) are considerably attenuated as well. Except
for timing gears, an ideal set of gears for even wear
on each tooth does not have a tooth number with a
common factor other than unity, which results in the
mentioned fractional multiple.

8 AVERAGE TOOTH MESH AND ENVELOPE
ANALYSIS
The averaged time records corresponding to a gear
rotation are corrupted by modulation signals, which
are in correlation with gear geometry errors or
varying gear load. The modulation signals give rise
to sidebands around the carrying components with
a frequency that is corresponding to the harmonics
of the tooth-meshing frequency. If all the spectrum
components, except harmonics of the tooth-meshing
frequency, are removed, then the purely periodic tooth-
mesh waveform without the modulation effects is
obtained. In view of this, the shape of this function
may be illustrated by only one period corresponding
to the time interval of one circular pitch rotation. In
this way filtered signals (second averaging) are called
average tooth-mesh signals.6 The average tooth-mesh
acceleration measured on the gearbox housing close to
the shaft bearing is proportional to the dynamic forces
acting between the teeth in mesh.

An example of the gearbox acceleration signal
averaging in the time domain is shown in Fig. 9. This
figure contains the individual gear responses produced
by each gear in mesh of the 40-tooth and 39-tooth
gear pair under load (see Fig. 2). The response of the
40-tooth gear corresponds to the result of averaging,
while the response of the 39-tooth gear is necessary to
separate from the response of the 18-tooth gear (see
Fig. 10) rotating at the same speed. Both these gears
on the gearbox secondary shaft are under load.



TRANSMISSION AND GEARBOX NOISE AND VIBRATION PREDICTION AND CONTROL 1091

2nd Averaging
10

5

0

−5

−10

10

5

0

−5

−10

 A
cc

el
er

at
io

n 
(m

/s
2 )

0 1 0.0 0.2 0.4 0.6 0.8 1.0

RevolutionTooth

40-Tooth Gear Response

2nd Averaging
10

5

0

−5

−10

10

5

0

−5

−10

 A
cc

el
er

at
io

n 
(m

/s
2 )

0 1 0.0 0.2 0.4 0.6 0.8 1.0

RevolutionTooth

39-Tooth Gear Response

Figure 9 Acceleration responses of the 40- and 39-tooth gear train, envelops, and averaged tooth-mesh signals.

An efficient way to separate both the responses is
the transformation of the time record into the frequency
domain using FFT. After putting some spectrum
components to zero (the 18 order harmonics with their
sidebands), the “frequency” signal is transformed back
to the time domain using an inverse FFT; see Fig. 10.

It can be noticed that both the average tooth-
mesh signals corresponding to meshing gears have the
same shape. This fact follows from Newton’s third
law. To assess a uniformity of tooth meshing during
a complete gear rotation, an envelope analysis can
be employed. The theory of analytic signals and the
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Figure 10 Time response of the main-shaft gears and
its FFT spectrum.

Hilbert transform is a tool for envelope detecting. In
contrast to the similarity of the averaged tooth-mesh
signals, the envelopes of signals generated by meshing
gears may differ from each other.

9 CEPSTRUM ANALYSIS

Analytical tools for gearbox noise and vibration can
be extended by exploitation of cepstra to discover the
periodicity in the frequency spectrum. The cepstrum
can be considered as a spectrum of a logarithmic
spectrum. The details are discussed in the Chapter 48.
Comparison of both these functions is shown in
Fig. 11. The spectrum frequency axis is replaced in the
cepstrum by a querence in time units. The cepstrum is
sensitive to the components spaced in the frequency
spectrum by a small difference. The cepstrum tooth-
meshing components are situated at the very beginning
of the querence axis as its frequency belongs to the
middle frequency range. The cepstrum is a useful tool
in fault diagnostics of rolling bearings that are an
obvious part of the transmission unit.

10 TRANSMISSION ERROR MEASUREMENTS

Noise and vibration problems in gearing are mainly
concerned with the smoothness of the drive. The
parameter employed to measure smoothness is the
transmission error7 (TE). This parameter can be
expressed as a linear displacement at a base circle
radius defined by the difference of the output gear’s
position from where it would be if the gear teeth
were perfect and infinitely stiff. Many references have
attested to the fact that a major goal in reducing gear
noise is to reduce the transmission error of a gear
set. Experiments8 show that decreasing TE by 10 dB
results in decreasing the A-weighted sound pressure
level by 7 dB.
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Figure 11 Spectrum and corresponding cepstrum.

The basic equation for TE of a simple gear set is
given as

TE(m) =
(

�2 − n1

n2
�1

)
r2 (1)

where n1, n2 are teeth numbers of pinion and wheel,
respectively, �1,�2 are angles of rotation of the
mentioned gears, and r2 is a wheel radius.

Transmission error results not only from manufac-
turing inaccuracies, such as profile errors, tooth pitch
errors, and run-out, but also from a bad design. The
pure tooth involute deflects under load due to the finite
mesh stiffness caused by tooth deflection. A gear case
and shaft system deflects due to load as well. While
running under load, one of the very important param-
eters, tooth contact stiffness, is varying, which excites
the parametric vibration and consequently noise.

There are many possible approaches to measur-
ing TE, but, as Smith points out,9 in practice, mea-
surements based on the use of encoders dominate.
The sketch of the gear set consisting of the 21- and
44-tooth gears under test and attached incremental
rotary encoders, designated by E1 and E2, is shown
in Fig. 12. Both the encoders generate a string of
pulses. As a consequence of Shannon’s sampling theo-
rem, a few pulses must be recorded during each mesh
cycle. It means that the number of pulses produced
per encoder revolution must be a multiple of the tooth
number. If five harmonics of tooth-meshing frequency
are required, then the number of pulses per gear revo-
lution must be at least 10 times greater than the number
of teeth. The encoder generating 500 pulses per revo-
lution seems to be an optimum.

There are two approaches on how to process
the pulse signals. The first one is based on the

E1

E2

n2 = 44T

n1 = 21T

Pinion

Wheel

Θ1

Θ2

Figure 12 TE measurement arrangement.

measurement of the time interval between adjacent
pulses using the high-frequency pulse generator (e.g.,
up to 1 GHz in the Rotec signal analyzer) and the
counter, which is triggered by the encoder output
signals. The instantaneous angular velocity is primary
information for TE evaluation and needs integration.
Henriksson and Pärssinen present an example of this
measurement.10 The second method is based on the
phase demodulation of the sampled pulse signals,
which is described below. This method gives as
primary information the instantaneous rotation angle
and is especially suitable for the FFT analyzers.11

A perfectly uniform rotation of gear produces an
encoder signal having in its frequency spectrum a
single component at the frequency that is a multiple
of the gear rotational frequency. The phase of this
carrying component is a linear function of time. As
the phase is the argument of the cosine function,
it can be associated with the gear rotation angle.
The nonuniform rotation results in small variation
of the rotation angle around the mentioned linear
function of time. In this case the basic frequency
of the pulse signal is modulated, which gives rise
to sidebands around the carrying component in the
frequency spectrum.

The phase modulation signal is a part of the phase
of an analytical signal that is evaluated using the
Hilbert transform technique. The complex analytical
signal is compounded from the real part, which is the
sampled pulse signal, and the imaginary part, which
is the mentioned Hilbert transform of the signal real
part. As the angle of the complex values ranges from
−π to +π, the phase of the analytical signal (as the
time function) contains jumps by reaching the value
of −π or +π radians. The true phase can be obtained
by the so-called unwrapping phase. The unwrapping
algorithm is based on the fact that the absolute value
of the difference between two consecutive samples of
the phase is less than π. The described algorithm is
called phase demodulation.

The Hilbert transform can be evaluated by using
either FFT or a digital filter (Hilbert transformer).
Before evaluating FFT, it is recommended to resample
the measured signal according to the gear rotational
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Figure 13 Frequency spectrum of phase-modulated signal generated by the E1 and E2 encoders.

frequency in such a way that the length of resampled
time record equals to a power of 2, namely to at least
2048 samples per gear revolution for the 500-pulse
encoder. The pulse signal order spectrum for the 2048-
sample record ranges to the value of 800 orders. There
is a space for ±300 sideband components around the
carrying component of 500 orders.

The gear speed variation at the tooth-meshing
frequency results in the phase modulation of the
impulse signal base frequency. As noted above the
phase-modulated signal contains sideband components
around the carrying component situated in Fig. 13 at
500 ± 21 k order for the 21-tooth pinion and at 500 ±
44 k order for the 44-tooth wheel, where k = 1,2,. . .:
Take notice of the fact that the dominating components
in both the sideband families exceed the background
noise level at least by 20 dB or even more. Both the
spectra were evaluated from time signals that are a
result of the synchronized averaging of 100 revolutions
of gears under testing.

Phase demodulation of the averaged pulse signals
results in the phase variation during a rotation of both
the meshing gears. As in the case of the average tooth-
mesh of the vibration signal, both the phase variation
signal can be averaged again to obtain an averaged
representative for angular vibration during the gear
tooth pitch rotation. Angle variations can be easily
transformed into arc length variations.

The arc length difference is not a final step
for evaluation TE. As both the encoder signals are
recorded separately, the true phase delay between
these signals is to be detected. This problem can be
solved thanks to the fact that the average tooth mesh
responses, for example, in acceleration of some point
on the gear case, to dynamic forces acting between
meshing teeth are theoretically the same. Therefore,
both the encoder pulse signals are sampled together
with the acceleration signal. A two-stage averaging of
the twice-measured acceleration signal gives average
tooth-mesh responses that are delayed against each
other. The lag for the maximum correlation gives the
value of relative delay.

Transmission error is given as the difference
between the angular vibration signals in the arc length
produced by the meshing gears. The result for three
times repeating tooth pitch rotations and two levels of
loading is shown in Fig. 14.

11 EFFECT OF GEARBOX DESIGN
PARAMETERS, GEAR QUALITY, AND
OPERATION CONDITIONS

The averaged tooth-mesh signals are contact ratio
sensitive. It is well known that contact ratio (simply,
though not quite accurately stated, contact ratio is
the average number of teeth in contact during a
mesh cycle) is one of the most important parameters
determining gear tooth excitation and thus noise level.
Three examples of the average tooth-mesh signals,
shown in Fig. 15, deal with helical gears under load
differing in profile contact ratio (εα) while overlap
ratio [face contact ratio (εβ)] is approximately equal
to 1.0. Total contact ratio (εγ) is indicated by the
diagram legend. The value of the profile contact ratio,
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which is less then 2.0, is called low contact ratio
(LCR) gearing while the gearing with this parameter
equaled to 2.0 or more is designated as high contact
ratio (HCR). The integer value for the profile contact
ratio and the overlap ratio result in considerable
reduction of gearbox vibration and noise. It can be
estimated that introducing the HCR toothing results
in reducing the noise level of gearboxes with LCR
toothing by approximately 6 dB. Experiments8 show
that the transmission A-weighted sound pressure level
decreases at approximately 10 dB per 1.0 increase (4.0
through 5.0) in contact ratio.

Evaluation of the averaged tooth-mesh signal is an
effective method for verifying contact ratio, detecting
a regular error in tooth profile geometry and improving
toothing by modification of tooth profile and load,
while the envelope of acceleration signal during a
complete revolution is important only for quality
control.

The gear tooth quality is given by the permissible
maximum values of individual variations. Individual
variations are those variations from their nominal
values, which are exhibited by the various parameters
of the gear teeth, such as pitch, profile shape, base
diameters, pressure angle, tooth traces, and helix angle.
It is known that a gear could be absolutely perfect
referring to these variations and yet be very noisy in
the conditions of meshing. We can find in the tolerance
data a few microns and have many times more
deformations due to the loading. In reverse some low-
noise gears are imperfect. An example of the effect
of the gear tooth quality on the noise level emitted
is shown in Fig. 16. However, it can be estimated
that an improvement by class 1 of DIN 3961 quality
results in a noise level reduction of approximately
1.5 dB. The data were taken from measurements on
a truck gearbox with gears finished by grinding. Gear
quality class is a weighted quantity that is influenced
mainly by the variations in the tooth profile (tooth
trace form or angle). The more significant difference
in noise levels can be identified when comparing
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Figure 16 Effect of mean gear quality on the A-weighted
noise level in at 1 m.

the tested gears, which are finished by grinding or
hobbing. The gearbox noise level correlates with the
gear geometry deviations if the gearbox structure is
stiff enough.

The research work on noise reduction employed
different methods to identify the dynamic properties
and to discover the dynamically “weak” parts of
gearbox structures. Using ribs increases stiffness of
the gearbox housing structure. In reality, the effect of
these improvements, which are limited by the given
gearbox structure, on the overall noise level is of small
significance. However, they are important because
after introducing these improvements the noise level
of newly built units varies in correlation with errors
of gear geometry. The most efficient improvement can
be reached when the noise problem is controlled at
its very source, which is the tooth contact of meshing
gears.

An example of the effect of gearbox load on
the rms value of gearbox acceleration is shown in
Fig. 17. The gearbox design input torque is equal to
1200 Nm. To prevent the increase of vibration and
consequently the noise level due to the teeth and
gearbox structure deformation, the modification of the
tooth profile and lead by crowning across the face
and tapering of the lead is introduced.12,13 Comparison
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Figure 17 Effect of load on rms acceleration.



TRANSMISSION AND GEARBOX NOISE AND VIBRATION PREDICTION AND CONTROL 1095

of the modified toothing with the toothing, which is
without modification, shows that the gear pair with the
modified surface meshes more smoothly at nominal
loading than the gears without modification. This
design improvement can result in reducing the noise
level by 3 dB.

12 TRANSMISSION FAULT DIAGNOSIS

Fault diagnosis is a topic discussed in Chapter 48.
As stated above, the recorded signals depend on the
operating condition given by rotational speed and load.
To demonstrate the effect of load on the vibration
signal, the response to the pitting on the tooth surface
is shown in Fig. 18. The vibration signal of the loaded
gears results only from time-varying tooth contact
stiffness and overlaps the deviations in gear geometry
or the local tooth defect.

It is well known that the vibration and noise
level during the gearbox life test are maintained at
a relatively stable level up to the moment when
gear tooth fatigue crack14 starts as a very quickly
developing process finishing with gear damage during
a few minutes.

Continuous even wear of teeth results in increas-
ing the higher harmonics of the tooth-meshing
component.15 More details on the diagnosis of the gear
faults are given in Taylor’s handbook.1
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CHAPTER 89
JET ENGINE NOISE GENERATION, PREDICTION,
AND CONTROL

Dennis L. Huff and Edmane Envia
NASA Glenn Research Center
Cleveland, Ohio

1 INTRODUCTION

A jet engine is an air-breathing propulsion system
that provides thrust for aircraft propulsion. Air is
drawn into the engine through an inlet, is compressed
through a fan and multiple compressor stages, heated
through a combustor, expanded through multiple
turbine stages, and exhausted from the engine nozzle.
Collectively, these components produce the engine’s
propulsive force (i.e., thrust). Unfortunately, they also
generate noise due to the conversion of a portion
of the energy of the flow fluctuations into sound.
The character of sound produced depends on the
particular engine component. The fan, compressors,
and turbines generate tones and broadband noise due
to the unsteady flow impinging on both rotating and
stationary blades. The combustor and jets produce
broadband noise due to turbulent fluctuations in the
flow field. In general, noise increases as the velocity
of the flow through the engine increases. Reliable noise
prediction methods are difficult to develop since they
depend on accurate prediction of the unsteady flow
field in and around the engine. Strategies for mitigating
engine noise include modifying the unsteady flow field,
redirecting the sound propagation, absorbing the sound
using acoustical treatment, or combinations of all three.

2 BACKGROUND

Aircraft noise has been a problem near airports for
many years. It is a quality-of-life issue that impacts
millions of people around the world. Solving this
problem has been the principal goal of noise reduction
research that began when commercial jet travel became
a reality. While progress has been made in reducing
both airframe and engine noise, historically, most of
the aircraft noise reduction efforts have concentrated
on the engines. This was most evident during the 1950s
and 1960s when turbojet engines were in wide use.
This type of engine produces high-velocity hot exhaust
jets during takeoff, generating a great deal of noise.
While there are fewer commercial aircraft flying today
with turbojet engines, supersonic aircraft, including
high-performance military aircraft, use engines with
similar exhaust flow characteristics. The Pratt &
Whitney F100-PW-229, pictured in Fig. 1a, is an
example of an engine that powers the F-15 and F-
16 fighter jets. The turbofan engine was developed
for subsonic transports, which in addition to better
fuel efficiency also helped mitigate engine noise
by reducing the jet exhaust velocity. These engines

were introduced in the late 1960s and power most
of the commercial fleet today. Over the years, the
bypass ratio (i.e., the ratio of the mass flow through
the fan bypass duct to the mass flow through the
engine core) has increased to values approaching 9 for
modern turbofans such as the General Electric GE-90
engine (Fig. 1b). The benefits to noise reduction for
high bypass ratio (HBPR) engines are derived from
lowering the core jet velocity and temperature and
lowering the tip speed and pressure ratio of the fan,
both of which are the consequences of the increase
in bypass ratio. The HBPR engines are typically very
large in diameter and can produce over 100,000 lb
of thrust for the largest engines. A third type of
engine flying today is the turboshaft, which is mainly
used to power turboprop aircraft and helicopters. An
example of this type of engine is shown in Fig. 1c,
which is a schematic of the Honeywell T55 engine
that powers the CH-47 Chinook helicopter. Since
the noise from the propellers or helicopter rotors is
usually dominant for turboshaft engines, less attention
has been paid to these engines insofar as community
noise considerations are concerned. This chapter will
concentrate mostly on turbofan engine noise and will
highlight common methods for their noise prediction
and reduction.

Over the years, aircraft noise reduction research has
led to significant progress as indicated in Fig. 2, where
noise levels from a few representative aircraft–engine
combinations are shown using their noise levels in
EPNdB (effective perceived noise level in decibels)
as a function of the approximate year they entered
service. While some of the noise reduction is due
to design changes for engine and aircraft, most
of the reduction comes from cycle changes to the
engine such as the introduction of higher bypass ratio
turbofan engines. Commercial aircraft use the EPNdB
noise metric and distinguish takeoff and approach
conditions. The three main certification points are
takeoff (also called “sideline”), takeoff with cutback,
and approach (see Chapter 125 for more information
on aircraft noise metrics). The certified noise levels are
regulated by organizations such as the Federal Aviation
Administration (FAA) in the United States and are
recommended by members of the International Civil
Aviation Organization (ICAO) to provide international
standards. Takeoff noise levels are usually dominated
by the engine, while approach levels consist of sources
from both the airframe and engine. In fact, some
aircraft are dominated by airframe noise sources such

1096 Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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High bypass ratio turbofan engine (GE90-115B).
(Illustration provided by General Electric Company.)

(b)

High–performance military engine (F100-PW-229).
(Illustration provided by Pratt & Whitney,

A United Technologies Company.)

Turboshaft engine (T55).
(Illustration provided by

Honeywell International Inc.)

(a)

(c)

Figure 1 Various aircraft engine types.
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as landing gear, flaps, and slats during approach.
For more information on these noise sources, see
Chapter 9. Military aircraft are not included in Fig. 2
since they are exempt from certification. However,
there has been increased sensitivity by the general
public to noise from these aircraft near air bases
over the past few years. General aviation aircraft and
rotorcraft are also not included in Fig. 2. In addition
to EPNdB, other metrics such as A-weighted sound
pressure levels for low-altitude flyovers are used.

Aircraft engine noise is primarily an aerodynamic
source and is not produced by structural vibra-
tion. However, there are some cases, particularly for
propeller-driven aircraft, where structural vibrations
from the engines couple with the aircraft structural
and acoustic modes in the cabin and cause high lev-
els of interior noise. This distinction has given rise to
the term aeroacoustics when describing aerodynami-
cally generated noise. Engine noise is caused by the
interaction of flow field’s coherent and random fluctu-
ations (i.e., turbulence) with the solid surfaces inside
the engine producing tonal and broadband components
of noise, respectively. Noise can also be produced by
fluctuations in the flow field that radiate sound (such as
jet noise). For more information on the fluid mechanics
associated with aerodynamic noise, see Chapter 9.

3 ENGINE NOISE SOURCES
The major noise sources for a modern turbofan engine
are shown in Fig. 3. The relative sound pressure
levels from each component depend on the engine
architecture and power setting. At takeoff condition,
the fan and jet noise usually dominate. For approach
condition, the fan usually dominates since the jet
velocity is reduced. Noise from other components such
as the compressor, combustor, and turbine is generally
less than that from the fan and the jet. This is why most

of the noise reduction research over the past 25 years
has emphasized fan and jet noise reduction. The noise
radiated from the inlet includes contributions from both
the fan and compressor but is primarily dominated by
the fan. Aft-radiated noise is dominated by the fan
and jet, but there can also be significant contributions
from the combustor and turbine, which are highly
dependent on the particular engine. The noise levels
shown in Fig. 4 represent an average from engines
that were available in 1992 that powered a medium-
sized twin-engine aircraft such as the Boeing 757 or
767 (nominally 400,000 lb takeoff gross weight with
60,000 lb thrust from each engine). Engine component
noise levels are also available for other aircraft types
such as small business jets, small twin-engine aircraft
such as the Boeing 737, and large four-engine aircraft
such as the Boeing 747.1

Typical radiation patterns (called source directiv-
ities) from various engine noise sources are shown
in Fig. 5. Source directivity depends on the engine
architecture, power setting, and noise source. Direc-
tivity can be used as a criterion to select only those
engine noise sources that contribute to the community
noise metrics. For example, tones from the turboma-
chinery can be analyzed using modal decomposition
and expressed in terms of their cutoff ratio. The cutoff
ratio is a measure of how well a mode can propagate
inside the engine duct. Highly cut-on modes tend to
radiate along the axis of the engine (both upstream and
downstream) and do not impact the community since
they are directed away from the ground and attenu-
ate through the atmosphere. On the other hand, modes
that are just cut-on propagate 90◦ from the engine axis,
and acoustical treatment in the nacelle is most effective
since the sound waves propagate directly into the liner.
Modes that propagate from 30◦ to 60◦ from the for-
ward engine axis are the most difficult to control. The

Figure 3 Dominant turbofan engine noise sources.
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Figure 4 Typical engine effective perceived noise levels. It should be noted that the locations for the microphones are
not the same for all three certification points.

use of modal analysis to characterize turbomachinery
tones was pioneered by Tyler and Sofrin2 and is still
used today to understand engine noise sources.

4 NOISE REDUCTION STRATEGIES

Most of the engine noise reduction advances have
come from changing the engine cycle and incorpo-
rating low-noise technologies. During the 1960s and
1970s, low-noise design guidelines were developed
that include eliminating inlet guide vanes in front of
the fan, incorporating acoustical liners in the fan duct
and the core, increasing the spacing between rotors
and stators, using lobed mixers on the exhaust, and
developing “wide-chord” fans with lower tip speeds.
Many of these advances have dual benefits for reducing
noise and increasing the propulsive efficiency. Some
of the techniques that have been developed over the
past 25 years are highlighted for each engine compo-
nent below.

4.1 Fan Noise

Fan noise research requires simulation of conditions
representative of the engine operating during takeoff
and approach. Static tests use an inflow control device3

(ICD), which resembles a large mesh golf ball that is
usually much larger than the diameter of the fan and

is mounted on the inlet. It was discovered during the
1970s that running a fan without flow conditioning
caused large-scale turbulence and ground vortices to be
ingested into the fan producing extraneous fan noise in
the process. The purpose of the ICD is to break up the
turbulence into small eddies that decay rapidly to levels
representative of atmospheric turbulence entering the
engine in forward flight. Unfortunately, many good
noise reduction ideas tested before this discovery were
prematurely discarded because of contaminated data.
An alternate approach is to run the fan in a wind tunnel
with appropriately low levels of free-stream turbulence
to simulate the forward flight conditions. If the wind
tunnel is large enough, angle of attack simulations can
also be done to make sure inflow distortions into the
fan are not a major noise source.

Since it is difficult to extract the fan noise from
engine spectra that contain other sources, most of the
research on fan noise is done in fan rigs where the
fan source can be isolated. Results from decades of
tests have shown that fan tip speed and pressure ratio
control the overall fan noise levels. For subsonic tip
speeds, the interaction of fan wakes with the stators
is the dominant source. This dependence has been
demonstrated in recent source diagnostic tests at Boe-
ing and the NASA Glenn Research Center.4,5 Methods
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Figure 5 Typical noise radiation from turbofan engines.

for reducing this noise at the source include decreas-
ing the fan tip speed, reducing the fan pressure ratio,
increasing the fan/stator spacing,6 sweeping and lean-
ing the stators to reduce tones,7,8 selecting favorable
fan blade–stator vane ratios to reduce the tones,6 and
reducing the number of stators to reduce the broadband
noise.4,5 For supersonic fan tip speeds, the self-noise
generated by the fan becomes an important contributor,
especially for inlet-radiated noise. With the exception
of multiple pure-tone (MPT) noise, less is known about
the source mechanisms associated with the rotor self-
noise since noise measurements are typically domi-
nated by rotor–stator interaction source. Special exper-
iments have been done to help isolate this source,4,5

but no noise reduction strategies have been successful
beyond tip speed and pressure ratio changes, both of
which affect fan aerodynamic loading.

Multiple pure tones, or “buzzsaw” noise, is associ-
ated with the rotor operating at supersonic tip speeds.
This source is due to small blade-to-blade geometric
differences (e.g., stagger angle) that cause the shocks
on each blade to have a unique propagation character-
istic upstream of the fan. Depending on the particular

fan, tones at multiples of the shaft order frequencies
can be heard in the far field as the aircraft approaches
an observer. Noise reduction methods for this source
include rearranging the fan blades on the fan disk
to modify the frequency content, using tighter manu-
facturing tolerances to minimize blade-to-blade differ-
ences, optimizing acoustical treatment in the inlet to
absorb these tones, or using blade sweep to reduce the
strength of the blade shocks and capture the associated
normal shocks inside the fan blade passages.

Another fan noise source is the interaction of
inflow distortions or inlet surface boundary layers
with the fan. This source is believed to be secondary
for well-designed nacelles where inflow distortions
and boundary layers are minimized for performance
and operability reasons. Depending on the diffusion
downstream of the inlet throat and the tip clearance
between the fan case and the fan tip, the boundary
layer on the inlet may not interact with enough of the
fan blade span to be a major noise source.

Acoustical treatment is used in turbofan engines
primarily to reduce turbomachinery noise from the
fan, compressor, or turbine. Since the liners need to
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endure harsh environments (high temperature, cyclic
weather conditions including ice and jet fuel by-
products), materials are limited and often not optimal
for maximum noise reduction. Liners usually consist
of a face sheet with porosity to provide desired
resistance without significantly increasing the skin
friction. Sometimes a fine wire mesh is used in
place of the porous face sheet. The face sheet covers
cavities that are sized to provide the desired impedance
over a range of frequencies for noise attenuation.
Metal honeycomb is a common structure for the
cavities. In some applications, multiple layers of
liners are used that are designed to different peak
attenuation frequencies to provide a wider bandwidth
of suppression. Single, double, and sometimes triple
degrees of freedom liners are used in modern engines.
Cost and weight are also factors considered for liner
selection. It is most common to use acoustical liners
in the fan inlet and the bypass duct downstream of
the fan on both the nacelle and the core cowl. The
design of a liner starts with determining the “hard-
wall” (no acoustical treatment) spectra and choosing
a frequency range where attenuation is needed. It is
best to use a perceived noise level (PNL) weighting
(Chapter 125), which usually targets 2 to 4 kHz.
Recent improvements in manufacturing methods have
helped minimize the splices associated with the
circumferential segments that make up the liner. The
splices cause a spatial discontinuity of the acoustic
impedance that could cause the fan noise to increase.
Reducing the number of splices and circumferential
extent of the splice increases the effectiveness of the
liners. Higher bypass ratio engines have shorter inlets
and nacelles to minimize aerodynamic drag, which
compromise the available treatment area. So even
though higher bypass ratio engines are quieter at the
source, acoustical treatment can be less effective due
to less treatment area.

To overcome the problem, several alternate meth-
ods have been developed recently such as scarf inlets
and active noise control. Scarf inlets resemble a sugar
scoop in that the lower lip extends further upstream
than that at the top of the inlet. This redirects the
inlet-radiated fan noise away from the ground. Acous-
tical treatment is used to absorb the acoustic rays
that impact the sound pressure levels on the ground.
While this idea was first developed in the 1970s, only
recently modern computational fluid dynamic (CFD)
methods have provided improved aerodynamic predic-
tion methods to help make scarf inlets more practi-
cal. Boeing has developed a scarf inlet that integrates
acoustical treatment to optimize the inlet for lower
noise.9 Despite these advances, scarf inlets have not
yet entered service.

Active noise control is still in its infancy for tur-
bofan applications. While this technique has been suc-
cessful in mitigating noise in simple configurations,
such as plane waves in a ventilation duct, its applica-
tion to reduce turbofan noise has proven to be very
challenging. This is primarily because of the com-
plexity of the noise source, which typically consists
of many circumferential and radial modes for even a

single tone. Nonetheless, over the past 10 years, active
noise control research has made significant strides (in
idealized configurations), progressing from single fre-
quency/mode cancellation to multiple frequency/mode
cancellation involving both the inlet- and aft-radiated
fan noise. A typical active noise control system con-
sists of ring(s) of actuators to provide the cancella-
tion source, a set of error microphones to monitor the
cancellation level, and a control algorithm to provide
real-time optimization of the noise cancellation. (A
summary of active noise control systems is included in
Chapter 63). The source actuators have been placed in
various locations of the inlet and aft fan duct and some-
times imbedded in the acoustical treatment. One test,10

performed by BBN and NASA, used actuators embed-
ded in the stators to provide more control over the
radial spinning modes (Fig. 6). However, the number
of error microphones and source actuators needed to
reduce a complex fan noise source (especially at higher
frequencies) is too large for practical applications. In
addition, the actuators need to be robust, produce high-
amplitude sound output, and be effective over a range
of frequencies. Creative ways to reduce the system
requirements and cost are needed to make active noise
control feasible for aircraft engines. Another strategy
for active noise control is to integrate it with the acous-
tic treatment to make the liners more effective. An
example of this hybrid active/passive approach has
been developed by Northrop Grumman.11 A summary
of active noise control research for fans can be found
in an article by Envia.12

4.2 Jet Noise
Jet noise reduction research is also typically done in
model-scale rig tests. This noise source is distributed
along the jet plume and is responsible for the low-
frequency rumble that can be heard as the aircraft is
flying away from an observer. Since most of the jet
noise is generated external to the engine, noise reduc-
tion methods are difficult to implement. It is important
to simulate forward flight effects when evaluating jet
noise reduction concepts since the strengths of the
shear layers from the exhaust nozzles vary with for-
ward flight speed.13 Generally, there is less jet noise
in flight compared to the static condition. Reduction
methods that work well for static tests often have a
reduced benefit when forward flight simulations are
included. Many engine noise tests are done on static
test stands, which require corrections for jet noise
using either model-scale data that includes forward
flight or correlations based on previous experience.
This raises the level of uncertainty and sometimes
leads to incorrect jet noise assessments. Another major
consideration is running the jets at realistic tempera-
tures. Cold jets display different characteristics in the
noise spectra than hot jets,14 and noise reduction con-
cepts need to work for a range of operating conditions.

The major parameter controlling jet noise is the
exhaust velocity gradient. The common rule of thumb
holds that the jet noise varies with the velocity raised to
the eighth power for jets with subsonic flows. This was
first derived by Lighthill.15 For a single-flow, round jet
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Figure 6 Active noise control for fan noise reduction.

with subsonic exhaust velocities, the jet noise spectra
consist of broadband noise with a peak frequency that
scales with the Strouhal number (fD /U , where f is
the frequency, D is the jet diameter, and U is the
fully expanded jet velocity). The most common and
effective way to reduce jet noise is to simply reduce
the exhaust velocity. For higher bypass ratio turbofans,
the core stream velocity is reduced as more energy is
extracted from the turbine. This reduces the relative
velocity between the core and the bypass streams and
between the fully mixed jet and the ambient air.

There are two basic types of exhausts on turbofans:
internally mixed, where the core flow mixes with
the bypass flow inside the nacelle, and separate flow
nozzles, where the flows mix downstream of the
nacelle exit plane. Lobed mixers are used for internally
mixed engines to provide both noise reduction and
performance benefits. They resemble cookie cutters
located at the core nozzle exit (Fig. 7). The purpose
is to mix the flow streams in a way that lowers the
peak velocity exiting the engine without introducing
additional turbulence that causes high-frequency noise.
It also provides a favorable static pressure and
temperature profile at the exit that can improve the
engine thrust. Many experiments have been carried
out that investigate different mixer designs by varying
the penetration of the lobe into the bypass and
core flows, the number of lobes, and the shape of
the lobes. CFD methods are now able to aid the
design of complex nonaxisymmetric mixers. While the
performance assessments are fairly reliable, the link
to noise generation and propagation is still a research
topic. The optimum mixer design is dependent on
the engine configuration and operating parameters. It
is difficult to derive general noise reduction design
guidelines other than being careful not to mix the flow

so aggressively that high-frequency noise generation
penalty negates the low-frequency noise reduction
benefit. In some applications, acoustical treatment is
added to help absorb the high-frequency noise if it
is generated inside the engine. Generally speaking,
mixer designs with good aerodynamic performance
(i.e., mixing with low losses) are also good acoustical
designs.

Separate flow nozzles are common on larger
engines. Until recently, there were no noise suppres-
sion methods implemented on engines for reducing the
jet noise from these exhaust systems. In 1996, NASA
worked with several U.S. companies to investigate the
use of tabs and chevrons to mix the core and bypass
flow streams for jet noise reduction. Chevrons, which
resemble a sawtooth pattern on the trailing edge of
the nozzle (Fig. 7), were found to reduce the jet effec-
tive perceived noise level by about 3 EPNdB with-
out significant thrust loss. The success of all engine
noise reduction methods is based on the amount of
noise reduction that can be achieved without signifi-
cant thrust loss. Similar to the internal mixers, the key
is providing just enough mixing of the flow streams to
impact the turbulence in the jet without increasing the
high-frequency mixing noise. The penetration of the
chevrons into the core and bypass flow is small but
sufficient enough to generate streamwise vorticity into
the shear layer, which reduces the velocity gradients
in the plume. Over the past few years, chevrons have
been introduced on new engines such as General Elec-
tric’s CF34-10. Proceedings from a jet noise workshop
sponsored by the AeroAcoustics Research Consortium
(AARC) provide a good overview of recent progress
in jet noise control and prediction.16
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Figure 7 Lobed mixer (top) and chevron nozzle (bottom)
are two practical methods for jet noise reduction.

4.3 Compressor Noise

There has not been much research done on compressor
noise for many years. If it is a problem, it is usually
identified as tones radiating from the inlet. These
tones are easily identified using narrowband spectra
in the far field, knowing the shaft rotational speed and
the number of rotor blades in the compressor stages
(blade passing frequency = number of blades × shaft
rpm/60). For compressors, rotor–stator interaction is
the dominant noise source, especially due to the close
rotor–stator coupling that may excite the potential field
interaction between the adjacent blade rows in addition
to the viscous wake interaction. The interactions are
also more complex than those of the fan since multiple
stages are involved. The blade passing frequencies
and higher harmonics associated with each blade
row create many tones in the spectra. Fortunately,
transmission losses across the rotors and stators block
the radiated noise from the stages deeper in the engine
core. Attention is usually given to the first one or two

stages that do not get this benefit. The blade–vane ratio
and tip speeds are carefully chosen to take advantage
of cutoff using the theory of Tyler and Sofrin.2 Another
strategy is to select blade and vane numbers that
produce counterrotating circumferential modes that
are more efficiently blocked by upstream blade rows
(the acoustic waves tend to hit the blades broadside
and reflect rather than being transmitted through the
blade row).

4.4 Combustor Noise

In modern turbofan engines, combustion noise is usu-
ally the lowest priority for noise reduction. Most of the
research that was done in the 1970s is still used today
to understand this source and provide design guide-
lines. Combustion noise propagates through the tur-
bine stages and peaks at downstream angles centered
around 120◦ from the inlet axis and has a broadband
character that peaks anywhere from 400 to 600 Hz.
It is sometimes hard to distinguish this source from
the jet noise. Combustion noise is usually most appar-
ent at low engine power settings such as idle. As the
engine speed increases, the combustion noise becomes
masked by the jet noise. Cross-correlation techniques
using unsteady pressure measurements in the combus-
tor, turbine exit, and far field have been used with
limited success to identify this source. Examples of
combustion noise reduction methods include increas-
ing the number of fuel nozzles in the burners, decreas-
ing the fuel–air ratio, decreasing the burner pressure,
and decreasing the flow through the combustor.17

4.5 Turbine Noise

The character of turbine noise is similar to that of
compressor noise in that it is mostly tones radiating
from the multiple stages of the turbomachinery. The
tones radiate aft through the shear layer between the
core and bypass streams. This causes the tones to
scatter into adjacent frequency bands and appear as
haystacks when measured in the far field. Since there
can be many tones, even with narrow-band analysis
this source may appear as broadband noise. It is
also difficult to distinguish aft-radiated fan noise from
turbine noise. A common diagnostic technique is to use
acoustical treatment in the tail-cone near the turbine
exit and compare the spectra with the total spectra
from the engine over a range of speeds. Turbine noise
reduction concepts are challenging since the engine
cores need to be compact to reduce engine weight,
making less room available for conventional noise
reduction approaches. Modern turbofans use fewer
stages in both the compressor and turbine components
with increased aerodynamic loading on the blades,
which can increase the noise. Common noise reduction
concepts include selecting the blade numbers and
rotational speeds for cutoff or increased transmission
loss18 and using acoustical treatment. Engines that can
run the turbines at higher rotational speeds benefit from
placing the tones at frequencies that are high enough
to be less annoying.
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5 ENGINE NOISE PREDICTION METHODS
To predict the noise from an engine, one must predict
the noise from its constituent components, namely
fan, jet, compressor, combustor, and turbine. Once the
noise levels from individual components are predicted,
they can be combined to develop a system-level noise
prediction for the engine. The current state of the art
in the engine system noise prediction capability is
exemplified by the Aircraft Noise Prediction Program
(ANOPP code)19 which actually includes provisions
for both the engine and airframe. In its current
form, the engine noise modules in ANOPP are
empirically based owing to the complexity of the
sources involved, but eventually it is hoped that those
modules would be replaced by more sophisticated
physics-based prediction capabilities. In the following
sections an overview of the methodologies being used
(or developed) for predicting noise from the various
engine sources are discussed.

5.1 Fan Noise
Fan noise prediction methods can be grouped into
three broad categories: empirical, analytical, and com-
putational. In the first category methods, of which
Heidmann’s20 is a good example, experimental data
are used to construct correlations between appropriate
fan noise metrics and operating parameters. Typically,
the chosen noise metric is the EPNdB and the operat-
ing parameter is either the fan tip speed or its pressure
ratio. The correlations are often constructed for over-
all fan noise levels, but improved results might be
obtained by developing separate correlations for each
of the contributing mechanisms of fan noise (see ear-
lier discussion). While it takes experience and skill to
discern the appropriate correlation relationships, once
constructed these methods are easiest to use. The main
shortcoming of the empirical methods is that their appli-
cability is limited by the range of data used to construct
the correlations. As a result, they cannot be reliably used
to predict noise when the fan design and/or operating
conditions lie outside of the envelope of the databases
used to construct the correlations. These methods are
widely used, principally as part of system-level predic-
tion codes for engine design evaluation studies.

As the name suggests, the methods in the second
category are analytical in nature, relying on first prin-
ciples as well as phenomenological considerations of
the noise generation and propagation processes. Most
of the methods in this category are based on the acous-
tic analogy theory developed by Lighthill.15 In the
acoustic analogy theory, the aerodynamic and acoustic
aspects of the problem are treated separately. Mathe-
matically, this is done by a rearrangement of the exact
equations of the motion so that a linear wave equation
is obtained whose left-hand side describes the prop-
agation of sound and its right-hand side represents a
“known” aerodynamic source that generates the sound.
The aerodynamic source is to be measured, computed,
or otherwise modeled independently. The solution to
the wave equation is given formally in terms of inte-
grals that describe convolution of the source distribu-
tion and propagation characteristics. Depending on the

level of approximations involved in the description of
the fan geometry and/or flow conditions, the solution
can be expressed either in closed form or may require
the use of quadrature schemes to evaluate the solution
integrals. The overall fidelity of these methods is pred-
icated on the level of approximations used to describe
the source(s), the fan geometry, and flow conditions.
Many examples of analytical methods exist, among
them that developed by Ventres et al.21 It should be
noted that when very simple descriptions of fan geom-
etry and flow conditions are used (i.e., flat-plate blades
and uniform background flow), the aerodynamic and
acoustic aspects of the problem can be combined into
a single problem and solved simultaneously. Examples
of such methods include one developed by Hanson.22

The analytical fan noise prediction methods can often
be used to predict the trends, but they cannot be reli-
ably used to predict the absolute levels correctly. A
good example of a fan noise prediction code in this
category is called V072,23 which is used to predict tone
levels produced as a result of the interaction between
the fan wakes and fan exit guide vanes. Another class
of methods in this category use Kirchhoff formula
to compute the radiation of sound away from the
source region once the appropriate information (usu-
ally acoustic pressure and velocity perturbations) are
given in sufficient details over a surface enclosing the
source region.

The third category of fan noise prediction methods
encompasses those approaches that, like the analytical
methods, start with the equations of motion but make
little or no approximations regarding the fan geometry
or flow field. The resulting coupled system of unsteady
flow equations, therefore, retain their complexity and
can only be solved numerically through the use of
appropriate computational algorithms. These methods,
generically called computational aeroacoustics (CAA)
methods,24 include linearized frequency-domain meth-
ods (e.g., LINFLUX25) on the one end of the modeling
spectrum and nonlinear time-domain methods (e.g.,
BASS Code26) on the other. If, in addition to sound,
the flow turbulence is also to be predicted, the compu-
tational complexity grows significantly. Depending on
the range of turbulence scales to be computed directly,
the calculation is referred to as unsteady Reynolds
averaged Navier–Stokes (URANS), large eddy simula-
tion (LES), or direct numerical simulation (DNS). The
latter approach can be used to compute the unsteady
flow down to the smallest turbulence eddy sizes where
viscosity converts the kinetic energy to heat. While
the application of LES and DNS methods for predict-
ing noise from realistic fan configurations is still years
away, with recent advances in computer hardware and
computational algorithms, the CAA methods that com-
pute only the sound field (like LINFLUX) are begin-
ning to take their place in the “tool box” of fan noise
prediction methods. Figure 8 shows a comparison of
the predicted and measured modal acoustic power lev-
els for two different stators. The V072 code predicts
the change in the total power from one stator to the
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Figure 8 Example of fan tone noise prediction capability. Results shown are for rotor–stator interaction noise at a
simulated approach condition.

other accurately but fails to predict the modal distribu-
tion correctly. The LINFLUX code, on the other hand,
predicts both the trends and absolute levels rather well.

5.2 Jet Noise
Jet noise prediction methods can also be grouped into
the same three categories as those for fan noise. The
empirical methods, such as the SAE,27 StoneJet,28 and
Fisher and Morfey,29 rely on correlations between the
noise level (typically third-octave sound power level)
and such jet parameters as the nozzle diameter, exhaust
velocity, and exhaust temperature. Correlations are
typically developed for round single-stream cold
jets, so more complicated jet configurations (e.g.,
hot, multiple-stream, nonaxisymmetric, nonconcentric,
etc.) are represented by a round jet with equivalent
velocity, temperature, and diameter. Methods like
the SAE27 make no distinction between the various
noise-producing regions of the jet, while others (like
StoneJet28) divide the flow field into regions with
different source characteristics. Due to the differences
in the principal mechanisms involved, there are
separate correlations for subsonic and supersonic jets.
As in the case of fans, the empirical jet noise prediction
methods are widely used as design evaluation tools.

Most widely used analytically based jet noise
prediction methods are based on a variant of the

acoustic analogy theory due to Lilley,30,31 which
accounts for sound refraction and other effects due to
nonuniformities in the background flow (assumed to be
parallel and transversely sheared) as part of the wave
operator. A notable exception is the JET3D code,32

which uses Lighthill’s original theory. As in the case
of the fan, the aerodynamic source of jet noise must be
calculated separately. This is usually done through the
use of CFD, which provides both the background flow
through which sound propagates, the source strength
distribution in the form of intensities, and integral
time and length and scales of turbulence. The most
widely known example of these methods is the MGB
code, which is named after its original developers
Mani, Gliebe, and Balsa.33 Over the years, it has been
shown that the approximations employed in the MGB
code are too restrictive, and, as a result, a number of
improved jet noise codes have been developed. These
include the JeNo code,34 the Tam model,35 and the
Morris model.36 The distinction among these codes lies
in subtle, but important, differences in the modeling
and interpretation of the aerodynamic sound source.
When high-fidelity CFD is used to model the source,
often reasonably accurate predictions are obtained
using these methods. As an example, measured and
predicted spectra for a single-flow subsonic round jet
at two far-field angles (relative to the engine inlet
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Figure 9 Example of jet noise level prediction capability. Results shown are for a single-flow, subsonic jet (Mach number
M = 0.9.)

axis) are shown in Fig. 9. The predictions include
those from the JeNo code as well as a variant of the
MGB code called MGBK.37 The level of agreement
between jet noise predictions and experimental data
varies for more complex nozzle designs and is a current
research topic. These methods generally apply when
the jet exit velocity is subsonic relative to the ambient
speed of sound. The methods for calculating noise
from supersonic jets38 have not yet been developed
to the same level of fidelity and utility as the ones for
subsonic jets.

Over the past decade, significant progress has been
made in applying CAA to jet noise prediction and, as
in the case of fans, less is modeled a priori and more
is computed directly. A host of methods39 including
URANS, LES, and DNS have been used to compute
the jet noise directly from the first principles. Of
course, it will be some time before the CAA methods
can routinely be used for design work. To put the
scale of the challenge in perspective, the landmark

DNS simulation by Freund40 required a massively
parallel computer running several months to compute
the unsteady field for a jet at the Reynolds number
of Re = 3500. By contrast, a realistic jet from a
turbofan engine at takeoff has a Reynolds number
closer to 107. Since the computational complexity (as
measured by the number of grid points) is thought to be
proportional to Re9/2, much more powerful (and cost
effective) computers are needed for CAA to become
a practical design tool. For now, CAA is principally
a diagnostic tool to investigate the myriad of subtle
physical processes that contribute to jet noise.

5.3 Core Noise (Compressor, Combustor,
and Turbine)

Unlike the fan and jet components, the prediction tools
for core noise are mostly empirical and are based on
work that was done in the 1970s. This is mainly a
reflection of the fact that for modern turbofans the
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dominant sources are the fan and jet, and so they have
historically received most of the development work.
The most widely used tools today for predicting core
noise are a collection of correlations for predicting
compressor, combustor, and turbine noise.17,20,41–43

The correlations are used to fit experimental spectra
in regions where the particular component is thought
to dominate. Since the overall core levels are below
the fan and jet noise, only portions of the spectra
can be matched, which makes this procedure difficult
especially as the noise levels from other sources are
similar and there are no distinguishing characteristics
in the spectra. Source diagnostic tests are used to help
isolate the sources and are the basis for many of the
correlations available today. With the progress that has
been made in developing noise reduction technologies
for the fan and jet components, the core noise is
beginning to receive more attention as the next obstacle
to be tackled for designing quiet aircraft engines. It is
likely that within the next decade, analytical as well as
computational tools will be developed to help improve
the core noise prediction capability.

6 FURTHER READING
For more information on aircraft and engine noise, there
are a few excellent references available. One is the
book by Smith44 published by theCambridgeUniversity
Press that provides a comprehensive overviewof aircraft
noise. Another is a technical report originally published
by NASA in 1991 that has since been published by
Springer.45 In this report, each noise source is explained
in detail, and a comprehensive list of references is also
provided at the end of each chapter.
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AIRCRAFT PROPELLER NOISE—SOURCES,
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1 INTRODUCTION

A thorough understanding of propeller noise requires
knowledge of sources, propeller noise measurements,
propeller noise prediction methodology, and methods
of control. Since the study and control of propeller
noise has been the subject of research since the
early 1900s, there is an extensive body of literature
on the subject that allows the reader to thoroughly
investigate all aspects of propeller noise, its prediction,
measurement, and reduction.

Prediction of propeller noise is fairly complicated
but is tractable analytically if computerized methods
are used. Even personal computers can be used to pro-
duce accurate and almost instant predictions for most
general aviation and commuter aircraft propellers. It
should be noted, however, that accurate predictions of
noise require methodology that addresses the influence
of the flow field in which the propeller operates. Pre-
dictions may be made both in the time domain and the
frequency domain. Noise reduction methods can be
based both on experimental tests and theoretical pre-
dictions. The contribution of piston engine noise (par-
ticularly at lower propeller rotational speeds) makes a
substantial addition to aircraft flyover noise.

2 DESCRIPTION OF PROPELLERS, THEIR
INSTALLATION, AND THE CHARACTER OF
NOISE PRODUCED

Propellers are open rotors. In smaller general aviation
and ultralite aircraft they operate with fixed pitch.
In larger general aviation and commuter aircraft
they operate with adjustable blade pitch to improve
aircraft performance. Smaller aircraft have two-blade
propellers, while larger aircraft have three to as many
as eight blades. Also, advanced propellers have used
the counterrotation concept with two blade rows on the
same axis of rotation. The front and rear blade rows,
with sometimes different blade numbers, operate in
opposite direction of rotation.

Most propellers are mounted on the nose of the
aircraft or on the nose of nacelles on the aircraft
wings. There are only a few pusher installations due
to blade structural problems and noise associated with

interaction with disturbances created by the fuselage,
wing, or tail surfaces.

Propeller noise can be described as mostly tone
like. Tones produced by an aircraft during a flyover
are primarily associated with the production of pro-
peller thrust and torque forces (called loading noise)
and the volume of the blades (called thickness noise).
At high subsonic or supersonic operating conditions,
the blades also produce tone noise due to nonlinear
effects. However, this mechanism is not significant for
the conventional propellers used in general aviation
and commuter applications. Counterrotation propellers
produce tone noise due to the interaction of the two
blade rows. Under static conditions the ingestion of
atmospheric turbulence and ground vortices or vortices
originating on the aircraft also causes tonelike noise.
This disappears as the aircraft accelerates for takeoff.
There is also a broadband noise component of propeller
noise due to interaction of the blades with turbulence
from atmosphere or from the wake of any upstream air-
craft structure with the blade leading or trailing edges.

3 PROPELLER NOISE SOURCES
The spectrum of the propeller noise has both dis-
crete and continuous components. The discrete com-
ponents are called tones. The continuous component
of the spectrum is called the broadband noise. In this
chapter the classification of propeller noise sources will
be based on the mathematical model of the acousti-
cal analogy,1 which is used universally in the pro-
peller industry. There are three kinds of propeller noise
sources. These are the thickness, the loading, and the
nonlinear or quadrupole sources. These sources gener-
ate the thickness, loading, and quadrupole noise. The
thickness and loading sources are blade surface sources
while the quadrupole sources are volume sources in
the vicinity of the blades. All these three sources can
be steady or unsteady from the point of view of an
observer sitting on the blade surface. The unsteadi-
ness can be further classified as periodic and aperiodic
or random. As a general rule, steady and periodic
sources produce tone noise while random sources pro-
duce broadband noise. It is important to remember
that the most important source of broadband noise for
propellers is the random loading source. Furthermore,
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for general aviation and commuter aircraft propellers,
the thickness and loading sources are the most impor-
tant sources of noise generation.

The thickness noise is generated by the blade
volume, which causes the displacement of the air (i.e.,
pushing the air out near the leading edge and sucking
the air in near the trailing edge) as a propeller blade
rotates. The thickness noise source is also said to be of
monopole type. The monopole strength per unit area
is the density of the undisturbed air times the local
normal velocity of the blade surface. The thickness
noise source is a strong function of the propeller
helical tip speed, but it also depends on the spanwise
distribution of blade airfoil shape, blade chord, and
blade thickness (particularly near the blade tip). This
source is, in general, steady or periodic (e.g., when
the aircraft forward velocity vector is not parallel
with the propeller axis). There is no experimental
evidence of broadband noise generation by random
thickness sources (which exist when the blade surfaces
have random vibration), although this is a theoretical
possibility. Therefore, for all practical purposes, the
thickness sources of a propeller generate only tones.
The directivity of the thickness noise peaks in or near
the plane of the propeller disk.

Loading noise sources depend on blade surface
pressure. Loading noise source is said to be of the dipole
type. The dipole strength per unit surface area is the
local blade surface pressure, and the dipole axis is along
the local normal to the surface. Blade surface pressure
generates thepropeller thrust and torque. For thefirst few
harmonics of a low-speed propeller, the Gutin formula2

gives the noise level in terms of the net thrust and
torque. In general, it can be shown mathematically that
the loading noise of a propeller at moderate or high tip
speeds cannot be related to its net thrust and the torque.
Nevertheless, the Gutinmodel is a usefulmental picture.
From this simple point of view, the loading noise is said
to be generated by the thrust and torque.

The steady and periodic loading sources produce
tones. Steady loading sources from the blade steady
surface pressure produce the useful thrust and torque.
The periodic loading sources are generated by peri-
odic surface pressure fluctuations. These are caused
by any phenomenon that is periodic, for example, by
the nonuniform inflow into a propeller at an angle of
attack during the climb and descent. Counterrotation
propellers experience unsteady loading due to the aero-
dynamic interaction of the front and rear blade rows.
Random pressure fluctuations on the propeller blades
are produced by the ingestion of atmospheric turbu-
lence or vortices that originate on the ground or on the
fuselage. One must be careful in interpretation of the
noise generation process when turbulence is ingested
into the propeller disk. Hanson3 has shown that when
turbulent eddies are sucked into a static propeller, they
are stretched to such an extent that the blades intersect
each eddy for many revolutions at the same region
of blade surface. Such a phenomenon produces peri-
odic surface pressure fluctuations that generate tonelike
noise. For a propeller in forward flight, the atmospheric
turbulent eddies do not have enough time to stretch

considerably and, thus, blade–turbulence interaction
is a very inefficient phenomenon in producing tonelike
noise.

In general, spatially random pressure fluctuations on
the blade surface produce broadband noise. Turbulent
eddies, which pass completely through the propeller
disk in a time scale much shorter than the period of the
revolution, and intersect the blades at random locations,
produce broadband noise. The directivity of the loading
noise peaks out of the propeller disk. Note that the
thickness and the loading noise of a propeller at an
observer position are not, in general, in phase. This
means that there is a possibility of partial or even full
cancellation of thickness and loading noise at some
points in space. Hanson4 showed that at some points
in space, sweeping the blades also has a favorable effect
in reduction of the peak values of both the thickness and
loading noise. This idea can be used in the reduction of
the level of radiation in the direction of peak directivity.

For piston engine-driven aircraft Dobrzynski has
reported5 that additional propeller tone noise is
generated by nonuniform torque transmitted to the
propeller due to impulses generated by the engine
firing. Such impulses generate both unsteady thickness
and unsteady loading noise.

Quadrupole sources are important when the flow
over the propeller airfoil is transonic or supersonic.
The quadrupole or nonlinear noise then should be
added to the thickness and loading noise. Note again
that thickness, loading, and nonlinear noise are not, in
general, in phase. The quadrupole source strength per
unit volume is basically the Reynolds stress. For pro-
peller noise prediction, one should only be concerned
with the steady sources. Fortunately, Hanson and Fink6

have shown that the quadrupole sources are not signif-
icant noise generators for conventional propellers but
could be important in generation of the noise of highly
loaded high-speed propellers such as propfans.

For a single propeller, the tones are harmonics of
the blade passage frequency (BPF). This is so even for
the tones generated by blade–turbulence interaction.
The BPF is the product of the shaft frequency and
the blade number. For counterrotation propellers, the
number of blades on the front propeller may be
different from that on the rear propeller so there will be
two different BPFs. As in the case of single propellers,
the tones will be the harmonics of the BPFs as well as
additional tones called interaction tones.7

4 PROPELLER NOISE MEASUREMENTS
Propeller noise measurements are made (1) under
static conditions, (2) with ground-mounted micro-
phones as an aircraft flies overhead, (3) on the surface
of an aircraft, and (4) in wind tunnels to simulate flight
under controlled conditions. Propeller noise measure-
ments are also made within the cabin of an aircraft
to address passenger comfort, but this is beyond the
scope of this chapter as it is influenced by interaction
of the propeller noise with structural response of the
fuselage and with cabin volume resonances.

In the past, many experimental research programs
were conducted where the noise of a propeller was
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measured while the propeller, or the aircraft on which
the propeller was mounted, was stationary. At that time
it was not recognized that the noise sources dominating
the static propeller were different than those that
dominated a propeller in flight. Under static conditions
the ingestion of atmospheric turbulence or ground or
fuselage vortices caused tonelike narrow-band random
noise to be a dominant mechanism so the levels
measured could not be related to that which occurred
during an aircraft flyover. The reader is cautioned to
use static measurements only as an indication of noise
under static conditions.

Ground-level measurements of propellers during
aircraft flyovers are important not only for research
programs but also for noise certification and evaluation
of the impact of propeller aircraft noise on the envi-
ronment. For research programs, microphones should
be mounted flush with the ground surface since micro-
phones mounted above the ground produce results that
are influenced by the constructive and destructive inter-
ference of the sound propagating directly from the
aircraft to the microphone and the sound propagat-
ing from the aircraft that is reflected from the ground
to the microphone. Note that, when comparing fly-
over measurements with noise predictions, propagation
effects must be considered. Also, recent research has
shown that the engine on propeller-driven airplanes
is a significant noise source. Intermittent combustion
engines commonly found on general aviation aircraft
are known to produce tones that may occur at the
same frequencies as propeller noise, so this must be
considered in any research program. Also, shielding
and scattering effects from the aircraft fuselage and
wings may influence the noise reaching the ground.8
Measurements of propeller noise are also made on
the surface of multiengine aircraft to provide infor-
mation for design of fuselage treatment to reduce
cabin noise. These measurements are made with micro-
phones mounted flush with the fuselage surface.

Measurements of propeller noise are made at full and
model scale in wind tunnels. In some cases acoustically
treated tunnels are used where the microphones are
placed in the tunnel flow. Therefore, microphone
configurations that minimize self-noise caused by
interaction with the tunnel flow are needed to allow
the accurate sensing of the propeller noise. In other
cases an open jet tunnel is used for measurements.
Here, an anechoic chamber surrounds the open jet
and microphones are placed outside the jet in still
air. This eliminates the problem of interaction between
the microphone and the tunnel flow but introduces the
requirement to correct the data for the passage of the
propeller noise through the shear layer surrounding the
open jet. The advantage of tunnel testing is that operating
conditions can be precisely controlled, and there are no
flight safety concerns that exist in aircraft flyover tests.

5 PROPELLER NOISE PROPAGATION
EFFECTS
In this chapter the effects of propagation from the
propeller source to the point where it is heard or
measured are briefly discussed. A more extensive

discussion of these effects can be found in Ref. 9 and
elsewhere in this book.

5.1 Doppler Frequency Shift
This is the upward shift in frequency observed as
a sound source approaches a stationary listener to a
lowering of frequency after the sound source passes by.
For propeller aircraft flyover noise where the source
is dominated by tones, this effect must be addressed
in any accurate prediction procedure. For propeller
noise heard or measured where both the propeller
and listener or measurement equipment is traveling
at the same speed, there is no Doppler frequency
shift. In acoustical wind tunnels where the propeller
and measuring equipment are stationary, there is no
Doppler frequency shift even though the propeller is
experiencing the wind tunnel airflow. It should also
be noted that additional Doppler frequency shift can
also occur during aircraft flyover tests if significant
wind conditions exist. This, of course, would not occur
during aircraft noise certification flights where low
wind speed is a requirement.

5.2 Atmospheric Refraction Effects
As sound from an aircraft in flight propagates to
the ground, refraction occurs due to the change in
temperature and pressure that occurs naturally in the
atmosphere. Refraction also occurs as propeller noise
propagates through the fuselage boundary layer to a
measurement location on an aircraft.

5.3 Scattering and Shielding by Wing and
Fuselage
With a wing-mounted propeller the noise reaching the
fuselage can be affected by the presence of the fuselage
or wing. At higher frequencies the fuselage acts like an
infinite plate when receiving normal incidence sound
and produces perfect pressure doubling (an increase
of 6 dB compared with the level that would occur if
the fuselage were not there). At nonnormal incidence
the sound is scattered and measured levels are less. As
the measuring point on the fuselage is moved toward
the opposite side of the aircraft from the propeller,
shielding further reduces noise. This is an area in need
of further research. Some recent works on this problem
are reported by Dunn and Tinetti.8

5.4 Atmospheric Absorption
As sound propagates through the atmosphere, there is a
reduction in level due to absorption. This is in excess
of the reduction in level that occurs due to normal
spherical spreading (6 dB per doubling of distance
from the source). In general, noise at high frequencies
is absorbed more as it propagates. Procedures to
calculate this effect as a function of temperature and
relative humidity of the atmosphere are available,
but the effects are small unless the aircraft noise
propagates to the ground from a high altitude.

5.5 Ground Reflection Effects
For noise certification of propeller-driven airplanes
the measuring microphone is sometimes mounted
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above the ground. Therefore, the sound from the
airplane propagates directly to the microphone and
also propagates to the ground and is reflected to the
microphone. The direct and reflected sound travels in
two path lengths so it is combined at the microphone
with constructive and destructive interference. If the
noise of the flyover is to be predicted accurately, the
effect must be included in the prediction procedure.

5.6 Excess Ground Attenuation

When the sound of a propeller propagates laterally
while the aircraft is on or near the ground, it has been
found that the noise level is less than that found when
the aircraft flies overhead even though all effects of
propagation have been considered. Wing and fuselage
shielding may explain some of this effect, but other
effects may occur that are not understood analytically.
One possibility is that noise propagating near the
ground from the aircraft to the measuring station is
being absorbed by the ground cover.

6 PREDICTION METHODS AND
COMPARISON WITH MEASUREMENTS

Since 1919 attempts have been made to predict the
noise of propellers. Morfey,10 Farassat and Succi,11

and Metzger12 provide references for this work. Early
work was hampered by a lack of computers for pro-
cessing the complex calculations of theoretical formu-
lations. Also, these early efforts were hampered by
limitations in experimental equipment for measuring
noise. Some progress was made in the time period up
to the early 1950s, and the advent of computers at that
time led to the development of methods that addressed
a significant portion of the propeller noise generation
process. Between the 1950s and early 1970s some
progress was made in refining the prediction meth-
ods. Empirical methods were also developed in this
time period that provided an indication of the effects
on noise of some operating and geometric parameters
without having to use computer calculations.

Since the early 1970s there has been a renewed
interest in propeller noise prediction. This has been
driven by the need to design propellers for general avi-
ation and commuter aircraft to meet international noise
certification limits, to evaluate environmental impact
of aircraft noise around airports and in national parks,
and as the basis for controlling propeller aircraft cabin
noise. Both empirical and theoretical methods were
developed in this time period. The empirical meth-
ods were generally refinements of earlier methods, but
some also used regression analysis of propeller air-
craft databases to define improvements. In the 1980s
the need to control the noise of the propfan high-
power advanced high cruise speed turboprop inspired
the development of new methodology. Most of the
recent theoretical methods have been based on the
acoustical analogy proposed by Lighthill in 1952.13

Also, computational aeroacoustic methods based on
the Euler equation have been developed.14 Prediction
methodology in the time domain is discussed in this
chapter’s Farassat references. Prediction methodology

in the frequency domain is discussed in this chapter’s
Hanson references. Prediction methodologies by both
authors have reached a stage in development where
predictions compare quite well with measurements.

Prediction of propeller noise is fairly complex but
is tractable analytically if computerized methods are
used. Even personal computers can be used to produce
almost instant predictions for most propellers. It should
be noted, however, that accurate predictions of noise
require detailed analysis of the influence of the effect
of the flow field in which the propeller operates. Also,
it has been established that engine noise is a contributor
to aircraft flyover noise (particularly at lower propeller
rotational speeds). Some methodology is available to
address this noise source, but it is less well developed
than propeller noise methodology.

6.1 Empirical Methods
Prediction of propeller noise has occupied researchers
for decades. Complex theoretically based methods do
exist that have been extensively refined for use in
optimizing propeller designs. There is, however, a need
for a simple empirically based method for preliminary
design studies.

In May 1977 an empirically based graphical pro-
cedure for predicting sound pressure levels produced
on the ground by propeller-driven airplanes in flight
was published in the Society of Automotive Engineers
(SAE) Aerospace Information Report 1407.15 Over the
years, as additional sets of sound pressure level data for
propeller-driven airplanes became available, the proce-
dure was refined. The refined procedure was developed
over a period of several years by the SAE Aircraft
Noise Committee with the intent to publish it as an
Aerospace Recommended Practice (ARP).16

Comparisons of flyover measurements and the ARP
empirical predictions, in some cases, show good agree-
ment. For example, comparison with the data of
Dobrzynski and Gehlhar17 showed remarkably good
agreement. These flyover tests used propellers with
two to six blades with the diameter reduced by 5%
for each increase in blade number. Figure 1 shows
the comparison of the the Dobrzynski measurements
and the ARP predictions. ARP empirical predictions
in the figure are surprisingly good for the two-, three-,
and four- blade propellers, but predictions for the five-
and six- blade propellers show noticeable disagree-
ment with the measurements. This is probably due to
the presence of engine noise in the flyover noise data,
which is not addressed in the ARP prediction proce-
dure. Other studies using more refined methods that
include the ability to predict engine noise support this
opinion.

Since the ARP method does not address the effect
on noise of blade planform, airfoil thickness, and
airfoil shape, the agreement between prediction and
measurement shown in Fig. 1 may not be the norm.
The agreement shown in the figure does indicate that
the ARP is satisfactory for preliminary design studies.
However, the reader is cautioned that propeller thrust
is not a parameter used in the ARP so the influence,
on thrust, of changing horsepower cannot be assessed.
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Figure 1 Measured and ARP-predicted effect of blade number on flyover noise level.

6.2 Theoretical Time-Domain Methods

Time-domain (TD) methods are of more recent origin
than the frequency-domain (FD) methods. There are
two reasons for the surge in interest in TD methods
since the early seventies. First, the development of
high-speed digital computers has made it possible to
seek a numerical solution to the propeller acoustics in
TD. Second, advances in generalized function theory
have helped both in formulating the governing wave
equation of acoustics of rotating blades and solving
this equation. The most significant development in
this area was the publication of a study by Ffowcs
Williams and Hawkings1 in 1969 based on Lighthill’s
acoustical analogy. These authors derived the Ffowcs
Williams and Hawkings (FW-H) equation, which is
a generalization of Lighthill’s jet noise equation.13

The FW-H equation is a linear wave equation in
terms of the density perturbations in the air with three
inhomogeneous source terms known as the thickness,
loading, and quadrupole sources. We have already
discussed the classification of propeller noise sources
in Section 3.

There are many equivalent solutions of the FW-H
equation in TD.18 In general, time-domain methods
require the detailed propeller geometry, kinematics,
and the steady and unsteady blade surface pressures
from aerodynamic codes. For a propeller in forward
flight, the most important cause of the unsteady blade
surface pressure is the nonuniform inflow into the
propeller caused either by the flow field of the intake
system or the nonaxial flow into the propeller disk.
The calculation of the unsteady blade loads is difficult
and time consuming on a computer. However, such
calculations are becoming available and should result
in more accurate prediction of propeller noise in TD.

A more recent advance in TD noise prediction
is the realization that to include the most important
nonlinear effects one should use the FW-H equation
applied to a penetrable data surface that encloses the
propeller blades.19 In the conventional application of
the FW-H equation, the blade surface itself that does
not allow fluid penetration is the data surface. This use
of the FW-H equation with penetrable (or permeable)
data surface appears to be the ideal method for the
prediction of high-speed propeller noise.

Time-domain methods complement frequency-
domain methods in understanding propeller noise gen-
eration. Technically, both methods require the same
amount of information for noise prediction. In specific
cases, one may be able to accept approximations to
blade geometry and loading. In general, it is prudent
to use as little approximations of the input data as pos-
sible to ensure the quality of the predicted data. In the
development of propeller noise prediction codes, one
should pay much attention to devising efficient algo-
rithms for number crunching. It is, therefore, highly
recommended that one use existing propeller noise pre-
diction codes or do a thorough study of the propeller
noise literature before embarking on code develop-
ment.

6.2.1 Farassat Two formulations of Farassat are
used in the propeller noise prediction code ASSPIN
(Advanced Subsonic and Supersonic Propeller Induced
Noise).20 This code includes only the thickness and
loading source terms of the FW-H equation. The
propeller blades are divided into panels each of which
radiates independently to the observer. The observer
can be stationary with respect to the ground or
be moving with the aircraft. The selection of the
formulations is based on the following criteria. For
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panels traveling at subsonic speed, formulation 1A21

is used exclusively for noise prediction. For panels
traveling at transonic or supersonic speeds, the Mach
number in radiation direction Mr is calculated first
at emission time or times. If the Doppler factor |1 −
Mr | > 0.05 at all the emission times, formulation 1A
is used to predict the noise generated by the panel.
Otherwise, formulation 322 is used. Thus, for panels
traveling at transonic or supersonic speeds, ASSPIN
uses both formulations 1A and 3 depending on the
size of the Doppler factor at the emission times of the
panel. ASSPIN has also been used for counterrotation
propeller noise prediction.

References 22 and 23 present results of TD noise
prediction for two supersonic propellers (propfan) and
comparison with measured data. The comparisons are
generally good to excellent, particularly in the region
of maximum noise radiation. Further comparisons of
TD predicted and measured high-speed propeller noise
for nonaxial inflow are presented in Ref. 24. In an
accompanying study in the same journal, Hanson has
presented similar calculations in FD with favorable
agreement with TD results under almost identical
geometric, kinematic, and aerodynamic input data as
used in the TD predictions.

Farassat now advocates the use the FW-H equation
with penetrable data surface for high-speed propellers
and propfans. Since the flight speed of the aircraft is
subsonic, only formulation 1A is used on the penetra-
ble data surface in this case. An unsteady aerodynamic
code supplies the input data. The computation time
and complexity is considerably reduced compared to
the use of ASSPIN.

Formulation 1A is used in the National Aeronautics
and Space Administration (NASA) comprehensive
aircraft noise prediction code, and the helicopter rotor
noise prediction code WOPWOP. All NASA codes
use this highly efficient formulation using exact blade
geometry and kinematics. These codes are run on a
desktop computer.

6.2.2 Dobrzynski Dobrzynsk25 developed a
method that allows the prediction of A-weighted noise
level as a function of time for flyovers of general
aviation aircraft. The contribution of both engine and
propeller noise as measured by a microphone at ground
level is predicted. The starting point for development
of this method was predictions of the noise of 11
general aviation aircraft using a time-domain method
based on Farassat’s solution of the FW-H equation.
These results were calibrated relative to actual flyover
measurements of the 11 aircraft.

The method predicts noise as a function of
propeller blade number, propeller diameter, propeller
revolutions/minute (rpm), propeller power absorbed,
and flight altitude. The most significant parameter is
the propeller tip helical Mach number. This is the
square root of the sum of the propeller rotational tip
speed squared and the flight speed squared with the
resulting value divided by the speed of sound.

A unique feature of Dobrzynki’s method is the
ability to include engine noise. This is a function
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Figure 2 Propeller and engine noise contributions to
flyover A-weighted noise level.

of operating engine power and rpm as compared
with maximum engine power and rpm. The separation
of propeller and engine contributions deduced from
flyover noise measurements and modeled in Ref. 25
is shown in Fig. 2. Engine noise generally dominates
the flyover noise of a piston engine powered general
aviation aircraft at times before and after the flyover
of the aircraft. The propeller noise shows a sharper
peak in amplitude near the time when the aircraft is
directly overhead. This propeller noise peak dominates
the peak flyover noise of most general aviation aircraft.
As aircraft flyover noise is reduced by optimizing
propeller design, the total aircraft noise is more
influenced by engine noise. It is possible that an engine
muffler may be required at some point to achieve
significant reductions in general aviation aircraft noise.

Dobrzynski’s report shows remarkably good agree-
ment between predictions and measured flyover time
history as well as maximum A-weighted flyover noise
levels for most of the general aviation aircraft con-
sidered. The most significant discrepancy was found
for an aircraft with very short engine exhaust pipes
leading from each cylinder and exiting the aircraft just
below the wing/fuselage. The lack of any muffling of
the exhaust and the presence of reflecting surfaces at
the point where the exhaust flow exits the aircraft is
believed to cause a significant noise level compared to
more typical aircraft.

6.3 Theoretical Frequency-Domain Methods

Hanson4,6,7,26–35 has been one of the prime developers
of the frequency-domain methodology for propeller
noise prediction. The reader interested in a single
summary of this approach should review Ref. 9. His
extensive work since the 1980s has been the basis
for design of both single rotation and counterrotation
propfans and general aviation/commuter propellers.
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His work has been the basis for several propeller
noise prediction methods. The first is the Unified
Aeroacoustic Analysis for High-Speed Turboprop
Aerodynamics and Noise.36 His work was also the
basis of two other methods, the Propeller Acoustical
Change Estimation (PACE) Model37 and the General
Aviation Integrated Noise (GAIN)38 Method, for
predicting the noise of conventional single-rotation
propellers used on general aviation and commuter
aircraft. These methods are discussed below.

6.3.1 Propeller Acoustical Change Estimation
Model PACE36 is a theoretical frequency-domain
method. Its purpose is to provide a user-friendly tool
for estimating propeller noise based on propeller geom-
etry, operational information, and propeller installa-
tion information. It utilizes code from two previ-
ously developed propeller noise prediction programs:
NASA’s WOBBLE prediction code38 and the Federal
Aviation Administration’s (FAA’s) V/STOL propeller
noise prediction program.39–42 These computer predic-
tion codes were modified and integrated along with a
graphical user interface to produce PACE. The result
of this effort is a PC-based program that can be used
without the need for an in-depth understanding of
aeroacoustics.

The PACE model has some limitations. First, the
model does not include the effects on noise of nonuni-
form inflow generated by the nose of the aircraft in
tractor installations or the disturbances of the wing and
other aircraft surfaces on flow into pusher propellers.
Nonuniform inflow can produce higher noise levels
than uniform inflow, so PACE may produce lower
predictions than actual noise levels. Second, the noise
levels produced by the PACE model include only pro-
peller noise and exclude other noise sources such as
engine noise. As propeller rpm is reduced, the aircraft’s
engine may become a more significant contribution
to the total aircraft noise. Third, the model does not
include the noise created by interactions of ground vor-
tices or atmospheric turbulence with the propeller. This
would result in predicted noise levels less than actual
noise levels at flight speeds below 35 kt (particularly
at static conditions). Finally, the PACE model does
not include a method for predicting nonlinear effects
that occur when the propeller speed nears sonic condi-
tions. Under conditions where the combination of flight
and rotational Mach numbers approaches the speed of
sound, the predicted noise levels will be less than the
actual noise levels.

6.3.2 General Aviation Integrated Noise (GAIN)
Method The GAIN computer program was devel-
oped in a NASA/FAA/industry funded program to pre-
dict the flyover noise of general aviation aircraft. It was
completed in August 2001 and will be available to the
public in August 2006. It is PC based and includes the
capability to predict propeller performance and noise
and intermittent combustion piston engine noise. It is
a fairly complete user-friendly method. The following
discussion on the various modules of the GAIN code
are based on information from the users manual.38

The performance module of GAIN is designed to
predict propeller blade loading and overall perfor-
mance at normal operating conditions. The code can be
used for either fixed-pitch or constant-speed (variable-
pitch) propellers. It contains airfoil data for Clark-Y,
NACA 4-digit, and NACA 16-series airfoils and is
capable of calculating unsteady lift coefficients due to
angular inflow to the propeller and/or installation flow
fields. The code can be run for an isolated propeller,
a propeller at an inflow angle in either the pitch or
yaw direction, or a propeller in an aircraft flow field.
The user can select between seven built-in aircraft flow
fields or provide a separate file containing aircraft flow
field data

Thickness and loading tone noise predictions are
made by use of a program based on the frequency-
domain approach of Hanson.39 The theory utilizes the
thickness and loading terms of the FW-H equation for a
uniformly moving medium. The analysis incorporates
the influence of angular inflow, due to aircraft angle of
attack (pitch and yaw) or due to the aircraft installation
flow field. In the presence of angular inflow, both the
monopole and dipole source distributions are unsteady
in the propeller reference frame, due to varying blade
section relative speed.

Propeller quadrupole tone noise predictions in
GAIN are based on the time-domain approach of
Brentner.43 The theory utilizes the quadrupole term
of the FW-H equation and requires numerical evalu-
ation of source integrals over a volume surrounding
the propeller blade. After calculation of the time-
domain pressure field, a Fourier transform is used to
extract the frequency components of the radiation field.
Quadrupole effects are typically fairly small for gen-
eral aviation propellers so a number of approximations
in the quadrupole source modeling have been made
in GAIN. The quadrupole module is included in the
GAIN program to provide the user with an option for
assessing the importance of quadrupole source effects,
for situations where they might become important
(such as cases involving high subsonic relative Mach
numbers near the tip of the propeller blade).

The broadband noise source that is modeled
in GAIN is the interaction of the boundary layer
turbulence with the trailing edge of the propeller blade.
The code is based on the analysis of Amiet and
Schlinker44,45 in which the boundary layer turbulence
is assumed to produce a “frozen” pressure field that
convects past the trailing edge. The frozen pressure
field of the boundary layer turbulence is represented
by an empirical model. Linear acoustics theory is used
to calculate the sound radiated by the interaction of this
frozen pressure field with the trailing edge. Additional
information on this can be found in Ref. 9.

The engine on an aircraft produces noise that
may be significant in aircraft flyover measurements.
GAIN provides aircraft intermittent combustion (pis-
ton) engine tone and broadband noise predictions. The
approach is an empirical method based on interpola-
tion of a database of experimental measurements of
engine noise spectra. The user can select one of three
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Figure 3 Measured and PACE-predicted one-third octave band spectra of aircraft flyover noise level.

engine options: Lycoming O-320 D1D, Lycoming O-
360 A-series, or Lycoming O-320 D1D with Cessna
172 Standard Muffler. Additional information can be
found in Ref. 25, 46, and 47. After execution of the
noise source modules, the GAIN postprocessor mod-
ule applies noise propagation effects (Doppler fac-
tors, spherical spreading, atmospheric attenuation, and
ground reflection) to each noise source.

Validation studies have shown that the GAIN pre-
dictions agree quite well with high-quality flyover
noise measurements. Figure 3 shows the agreement
for measurements of a typical general aviation aircraft.
The one-third octave band spectra are those that occur
when the highest A-weighted noise level occurs. The
importance of engine noise in accurate prediction of
aircraft flyover noise can be seen in Fig. 3. It can be
seen that the tones that are indicated by three spikes
in the spectrum below 500 Hz are in reasonable agree-
ment with the measured peak in the spectrum. How-
ever, above 500 Hz, the agreement between the pro-
peller alone prediction and the measurement becomes
greater with increasing frequency. If the engine noise
prediction is added to the propeller noise prediction, it
can be seen that the agreement with the measured spec-
trum is quite good. The corresponding overall noise
level and the A-weighted noise level for the measured
and predicted spectra are also in good agreement. This
good agreement has been found in many other com-
parisons of GAIN predictions with general aviation
propeller aircraft flyover measurements.

6.4 Computational Fluid Dynamics–Based
Computational Aeroacoustic Method
Because of the advances in computational fluid
dynamics (CFD) and availability of powerful digital
computers, the calculation of propeller noise in the
near field is now feasible by this method, which is now
known as the CFD-based computational aeroacoustic
(CAA) method. Such a methodology is based on very

sophisticated turbomachinery codes. This approach
is computer intensive. One of the chief advantages
of this method is the capturing of the nonlinear
effects that can be important for highly loaded high-
speed propellers operating in asymmetric flow fields.
However, it must be emphasized that the accuracy of
most unsteady turbomachinery codes deteriorate with
distance from the propeller. Therefore, the best one can
hope for is the accurate prediction of unsteady surface
pressure on the fuselage that is the cause of aircraft
cabin noise. Lim et al.14 have demonstrated that near-
field noise can be accurately predicted using this
approach. Since the other time-domain and frequency-
domain methods described in this chapter produce
quite accurate results and are much less computer
intensive, computational aeroacoustic methods are not
often used for conventional propeller noise studies.
However, for high-speed propeller noise prediction,
coupling this method in the near field to the FW-
H equation with penetrable data surface for radiation
calculation appears to be an ideal and highly accurate
method of noise prediction.

7 METHODS OF CONTROLLING PROPELLER
NOISE

The major objective in controlling propeller flyover
noise is to meet the level required for certification. Pro-
peller noise is the natural result of the production of the
thrust required to permit an aircraft to fly. Both experi-
mental and analytical studies have been conducted for
many years to establish methods to reduce propeller
noise while maintaining the thrust required for aircraft
flight. The most beneficial elements of noise reduction
are: reduce propeller rpm, reduce propeller diameter,
increase the number of blades, reduce the blade width,
thin the blade airfoils particularly near the tip, and use
a round or elliptical blade tip rather than a square tip.
Other elements of noise reduction are: blade planform
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sweep and unequal circumferential blade spacing. Fur-
ther discussion of propeller noise reduction technology
can be found in Ref. 9 and 48.

It should be noted that there are penalties for
reducing rpm to reduce noise. For a given engine
reducing rpm reduces power. If power is maintained
at the lower rpm by using a larger engine, there will
be a cost and weight impact.

The reduction of propeller and propfan noise at high-
speed cruise was the subject of considerable research in
the 1980s. Blade sweep was found to be beneficial in
reducing cruise noise reaching the fuselage.4 Reductions
of about 5 dB were found in tests comparing noise
produced by unswept and swept blade propellers.

Noise of counterrotation propellers consisting of
two blade rows rotating in opposite direction has been
addressed by Hanson. He showed that, in addition
to the noise sources of single-row propellers, noise
due to acoustic and aerodynamic interference must be
included in predictions of counterrotation propellers.

Experimental programs have been conducted over
the years in attempting to find the propeller modifi-
cations that reduce noise. However, the benefits of
changes in configuration were difficult to quantify
because of the cost of building and testing a suffi-
cient number of propellers with systematic variations
in configuration. For example, the experimental pro-
gram conducted by Dobrzynski and Gelhar17 where
the number of blades was incrementally increased from
two to six used propellers that did not have system-
atic differences. As the number of blades increased by
one, the diameter was reduced by 5%. However, blade
geometry for the different propellers was not changed
in a consistent manner due to cost constraints in the
program. Figure 1, based on information from Ref. 17,
confirms that increasing blade number while reducing
diameter reduces noise. With this set of data it was
also shown that increasing the number of blades to
more than four did not further reduce the measured
noise. However, the predicted noise continued to be
reduced as number of blades was increased. This was
attributed to a level of engine noise, which prevented
the reduction in propeller noise to be observed.

The cost and complexity of the test programs such
as that described above can now be overcome by use
of computer-based noise predictions. Even though the
strategy for reducing propeller noise involves complex
trade-offs, these can now be addressed with user-
friendly PC-based computer programs with remarkably
accurate results.

Reference 49 summarizes a systematic analytical
study to determine the noise reduction potential of
increasing the number of blades. This study made use
of the PC-based PACE method described elsewhere
in this chapter. The reference for this study was a
two-blade variable-pitch propeller. The effect on noise
of (1) increasing the number of blades to three and
four, (2) reducing the blade width as the number of
blades was increased, and (3) reducing diameter was
evaluated. The study addressed the fact that reducing
the diameter of a propeller at a given rpm increases
slipstream velocity. This increase in velocity increases

aircraft drag. This increase in drag was calculated for
each diameter studied to keep aircraft performance
constant. All of the blade geometric characteristics
used in the study were based on a single generalized
configuration contained in PACE. The propellers with
the highest blade width that met the required thrust
were identified. These configurations are the most
likely to meet structural requirements.

The results of the study showed that increasing the
blade number from two to three and reducing diam-
eter by 9% (while reducing blade width) reduced the
A-weighted noise level by about 13 dB. Increasing
the blade number to four was found to be unaccept-
able as the required thrust could not be achieved. It
should be noted that the noise reductions predicted do
not include the influence of engine noise because the
PACE program does not include engine noise. Reduc-
ing the blade airfoil thickness near the blade tip and
rounding the square tip reference blade was found to
reduce noise in some cases by less than 2 dB. It should
be noted that the effect of the interaction of the pro-
peller with the flow field induced by the nose of the
airplane is not included in PACE. This interaction has
been found to be important in studies using the GAIN
program described elsewhere in this chapter. Also, the
added tone noise caused by torque impulses generated
by engine firing are not a part of PACE so could not
be included.

It should be emphasized that the structural accept-
ability of the configurations of the above study were
not established, so it is not likely that the full A-
weighted noise level reduction of 13 dB can be
achieved in a production configuration. Furthermore,
as propeller noise is reduced, the noise of a typi-
cal piston engine will become more significant in the
total peak aircraft flyover noise, thus limiting the noise
reduction that can be achieved. Repeating the above
study using the GAIN code (which includes the flow
field effects and the engine noise contribution) and
establishing the structural limits for promising config-
uration changes would provide practical guidance for
reducing general aviation aircraft flyover noise.
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HELICOPTER ROTOR NOISE: GENERATION,
PREDICTION, AND CONTROL

Hanno H. Heller and Jianping Yin
German Aerospace Center (DLR)
Institute of Aerodynamics and Flow Technologies (Technical Acoustics)
Braunschweig, Germany

1 INTRODUCTION
Helicopters are highly versatile flight vehicles. They
can fly straight ahead, land and take off vertically,
and even fly sideward and backward. Their most
distinctive capability is that of hovering. Almost
no other aircraft can do all that in a controlled
manner (the vectored thrust Harrier is a notable
exception in the fixed-wing realm). These singu-
lar “talents” are made possible by the helicopter’s
unique lifting and propulsion systems (including its
tail-rotor-related antitorque system), but are, how-
ever, accompanied by very complex aeroacousti-
cal phenomena on the rotors with inherent and
equally complex noise generation and radiation mech-
anisms. Although rotor noise usually dominates,
there are helicopters where engine noise could
prevail.

To appreciate the complexities of rotor aeroacous-
tics, this chapter starts with a discussion of rotor kine-
matics, followed by an elaboration on rotor source
characteristics with emphasis on impulsive types
(high-speed impulsive and blade–vortex interaction
impulsive noise). The subsequent section deals with
theoretical aspects of rotor noise prediction featur-
ing Lighthill’s acoustical analogy, integral formula-
tions [such as Ffowcs Williams and Hawkins (FW-
H) and Kirchhoff formulations], and computational
aeroacoustics (CAA) methods. The chapter concludes
with description of rotor noise reduction measures,
specifically active reduction of blade–vortex interac-
tion noise, passive reduction of high-speed impulsive
noise, and reduction of tail rotor noise.

2 ROTOR KINEMATICS
Unlike on fixed-wing aircraft, the entire lift (upward
pushing force to raise the helicopter’s mass) as well
as the propulsive thrust is solely generated by the
main rotor utilizing a highly complex blade control
system. A helicopter main rotor can be considered a
“rotating wing.” Under conditions of forward flight,
the tip of that rotating wing (i.e., the rotor blade tip)
experiences high speeds on the “advancing side” of
the rotor azimuth due to the combination of the rotor
rotational speed (e.g., 220 m/s at the tip) and the flight
speed (e.g., 50 to 80 m/s), as can be seen in Fig. 1.
Since these two speeds simply added together, the
blade tip at and around the azimuthal angle of ψ = 90◦
sees “incoming flow” speeds between, say, 270 and
300 m/s. A fraction of a second later, that same tip

on the “retreating side” of the rotor azimuth (i.e.,
near ψ = 270◦) is exposed to lower flow speeds, of,
say, between 140 and 170 m/s, because now the flight
speed is subtracted from the tip speed.

If the blade pitch (i.e., the geometrical angle of
a blade with respect to the rotor plane) stayed the
same, then the lift, which the rotating wing provides,
would vary dramatically during a rotor revolution. The
helicopter would tend to wobble around. The technical
answer is to control that flow angle of attack in such
a way as to attain low values on the advancing side
and higher ones on the retreating side, with smoothly
varying values in between.

This is achieved by controlling the kinematic
motions of the rotor blade. While spinning around, a
rotor blade executes flapping motions (vertical to the
rotor plane), pitching motions (about the blade axis),
and lead-lag motions (in the rotor plane). For these
three motions bearings or hinges at the blade root are
required. These are mechanically quite involved. Many
of the heavier helicopters feature bearings and thus
articulated rotors. For light- and medium-weight heli-
copters, some manufacturers employ flexible hinges
(semirigid rotors), thus taking advantage of elastic
elements at the blade roots and the thereby possible
“natural” flapping (and other) motions of the blades,
depending on the equilibrium of the acting forces: lift,
weight, centrifugal, and other accelerating forces.

On the advancing side, the elastic blade tends
to move upward. This induces a vertical flow speed
component such that the effective flow angle of
attack is slightly reduced, causing a reduction in the
lift—which is the desired effect. On the retreating
side, the enormous centrifugal forces (some 20 tons!)
pulling outward on the blade tips reduce the local
coning angle, which increases the effective flow angle
of attack, resulting in higher lift—which, again, is the
desired effect. In this way, the lift across the rotor
plane remains, inherently so to speak, fairly uniform.

To attain forward speed, the blade pitch must be
actively increased on the rear arc (i.e., near ψ = 0◦)
and decreased on the forward arc (i.e., near ψ = 180◦).
This way, more lift is generated at the rear and less
at the front, thus pushing the nose of the helicopter
down; the rotor now blows air slightly backward and
downward thus driving the helicopter forward.

To actually affect the blade pitch, the pilot through
his control inputs changes the tilt of the swash plate
on the rotor hub (Fig. 2). A typical swash plate may
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Figure 1 Aerodynamics and acoustics of rotor during high-speed straight level flight.
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Figure 2 Main rotor head kinematics.

consist of a lower stationary portion whose motions
are mirrored by the upper rotating portion, which in
turn is linked to the leading edge of each blade. Thus,
by acting on the swash plate, the pilot is able to control
the pitch of the blades as they rotate. A swash-plate
tilt with respect to the rotor shaft results in up and
down motions of the blade control rods. The blade
pitch then follows these sinusoidal control rod motions,
affecting the blade lift and, thus, the blade flapping
motions (with a certain phase delay depending on the
blade stiffness), up during one half of the rotation,
down during the other. This way, the pitch of the
rotor blade could be lower in the forward arc and
higher in the rear arc to result in forward flight. The
opposite would be the case for a backward flight.
Likewise, sideward flights to the left or the right could

be controlled by appropriately changing the tilt of the
swash plate. Pushing the entire swash-plate assembly
up or down (rather than tilting it) would simply cause
a simultaneous pitch change of all blades by the same
amount across the rotor plane, resulting in an upward
or downward flight without any horizontal movement.

The tail rotor—while preventing the helicopter to
turn in the opposite rotational direction of the main
rotor—is also instrumental for position control in
sideward flights, turns, and the like. Most importantly,
the tail rotor counteracts the moment of the main rotor.
The thrust of the tail rotor is adjusted such that it exactly
compensates that main rotor push, thus allowing the
helicopter to fly straight ahead. A tail rotor experiences
“dramatic” inflow changes similar to those occurring
on the main rotor in that its forward-moving blade tip
“sees” high speeds and the backward-moving blade
lower speeds. The tail rotor also operates in the shed
aerodynamic wake of the upstream main rotor and also
in the wakes of the main rotor hub and of the fuselage.
The flow conditions near and around a helicopter tail
rotor are extremely complex. Therefore prediction of tail
rotor aerodynamics and noise is likewise an extremely
complex problem, which presents a major issue for
designers.

3 ROTOR NOISE GENERATION
Sources of helicopter noise are its main rotor, its
tail rotor, the engines, and the drivetrain components.
The dominant noise contributors though are the main
rotor and the tail rotor since they operate in the
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Table 1 Classification of Rotor Noise

Physical Mechanism Acoustic Source Type Spectral Character Rotor-Specific Noise Type

Volume displacement Thickness noise Discrete frequency Impulsive noise
Nonlinear effects

(predominantly at high
blade tip Mach
numbers)

Noise from periodic
shock separation

Discrete frequency HS impulsive noise

Rotating blade forces Deterministic loading
noise

Discrete frequency Rotational noise

Blade–vortex interaction
(BVI) (predominantly at
moderate speed
descent)

Deterministic loading
noise

Discrete frequency BVI impulsive noise

Turbulent inflow,
blade–wake
interference, flow
separation

Nondeterministic
loading noise

Stochastic Broadband noise

Main rotor wake–tail rotor
interaction (specifically
main rotor tip vortex–tail
rotor interaction)

Deterministic loading
noise

Contains discrete
frequency and
stochastic components

‘‘Periodic’’ broadband
noise

free atmosphere and thus radiate noise unobstructedly
into the surroundings. Engine noise often plays a
lesser role, although for large helicopters engine noise
could dominate at takeoff. Rotor noise including
main rotor and tail rotor noise can be classified
into discrete-frequency rotational noise, broadband
noise, and impulsive noise (also of discrete-frequency
character), as shown in Table 1.

Accordingly, rotational noise comprises thickness
noise (i.e., noise generated from the periodic vol-
ume displacement by the rotating blades) and loading
noise (rotating lift and drag forces). The former is
more important in the low-frequency range of the rotor
noise spectrum (i.e., at the blade passage frequency
and first few harmonics, but it contains mid-, and

high-frequency components too, being of impulsive-
type nature). At low rotational speeds and for low
blade loading, the thickness noise line spectrum can
be exceeded by the broadband noise components.
Broadband noise is a result of turbulent inflow con-
ditions, blade/wake interferences, or even blade self-
noise (“airframe noise”).1–6

Of greater importance are impulsive-type noise
sources, resulting in the familiar “bang, bang, bang”
sound. Of these, there are two kinds: High-speed (HS)
impulsive noise and blade–vortex interaction (BVI)
impulsive noise. As shown in Fig. 3 (flight envelope:
climb–descent rate vs. flight speed diagram), the
former appears predominantly at high flight speeds,
independent of the climb or descent rate, while the

V
er

tic
al

 S
pe

ed
 (

m
/s

)

F
lig

ht
 P

at
h 

A
ng

le

Forward Speed (m/s)

Tail Rotor
Noise

15

10

5

0

−5

−10

−15 −12° −10°

−8°

−6°

−4°

−2°
0°

2°

4°

6°

8°

10°12°

0 10 20 30 40 50 60 70 80 90

Blade/Vortex
Interaction

Impulse Noise

High-Speed
Impulse Noise

C
lim

b
D

es
ce

nt

Figure 3 Helicopter operational flight envelope.



HELICOPTER ROTOR NOISE: GENERATION, PREDICTION, AND CONTROL 1123

Frequency
S

ou
nd

 P
re

ss
ur

eL
ev

el
 (

dB
)

Frequency

S
ou

nd
 P

re
ss

ur
eL

ev
el

 (
dB

)

One Rotor Revolution

S
ou

nd
 P

re
ss

ur
e 

(P
a)

High Blade-Tip Mach Number

One Rotor Revolution

S
ou

nd
 P

re
ss

ur
e 

(P
a)

Low Blade-Tip Mach Number

Figure 4 Pressure amplitude time history signatures and corresponding sound pressure level spectra for high and low
tip speeds.

latter occurs predominantly during moderate speed
descent. Tail rotor noise has almost all characteristics
of main rotor noise. The flow around the tail rotor
is the sum of the interacting flows generated by
the wakes of the main rotor, the fuselage, the rotor
hub, as well as the engine exhaust and empennage
flows in addition to its own wake. It is known for
most helicopters that tail rotor noise dominates at
moderate speed straight flight conditions and during
climb, though. Tail rotor noise broadband component
are of low levels and need not actually be considered.
As mentioned above, engine noise could dominate for
some helicopter during takeoff as discussed in Refs. 7
and 8.

3.1 Main Rotor High-Speed (HS) Impulsive
Rotor Noise

A rotor blade is not infinitely thin but has a finite
thickness. Also, its chordwise surface profile is curved,
probably more so on the upper surface than on the
lower surface. As the air over the upper curved surface
moves faster than over the slightly lesser (or not at
all) curved lower surface, the difference in pressure
(lower pressure on top, higher pressure on the bottom)
provides the wanted upward suction, or lift.

For conditions of high-speed forward flight, this
increase in speed on the upper curved surface may
now result in the surface MAT (advancing tip Mach
number) to assume values above 1, even if the “local
inflow Mach number” toward the blade was only 0.9.
That is, that Mach number is slightly supersonic, how-
ever, only for the very short time span, when the blade
moves through the “advancing side rotor azimuth” near

� ≈ 90◦. When this occurs, an aerodynamic shock
appears in the flow immediately above the upper blade
surface. The supersonic flow above the blade surface
suddenly—across a shock front—assumes subsonic
values: upstream of the shock front local flow speeds
are supersonic, behind the shock front they are sub-
sonic with a sudden steep pressure rise. The sudden
appearance (and disappearance) of such an aerody-
namic shock on the blade causes an impulsive sound
signal (Fig. 4). For a four-bladed rotor, for example,
which spins around 5 times a second, 20 such impulses
(“bangs”) per second would occur. The phenomenon is
termed high-speed (HS) impulsive rotor noise.9–15 HS
noise is most strongly radiated into the forward arc,
that is, the flight direction, and roughly along the rotor
plane—not much above and not much below. Thus,
HS noise is heard when a helicopter approaches from
far away; once the helicopter is overhead, HS noise
disappears and loading noise, and/or tail rotor noise,
tends to dominate.

For lesser flight speeds, when advancing tip Mach
numbers, MAT, are lower (say below 0.85 or so)
and in the absence of HS noise, loading noise and
thickness noise take over acoustically. Loading noise
has a maximum in a downward (and upward) direction.
Hence, when the helicopter flies overhead, one hears
its characteristic “thud/thud/thud” noise.

3.2 Main Rotor Blade–Vortex Interaction (BVI)
Impulsive Noise

When a blade (a lifting surface) moves through the
air, a strong vortex is shed from its tip. The vortex
trail shed from the tip of a rotating blade assumes



1124 TRANSPORTATION NOISE AND VIBRATION—SOURCES, PREDICTION, AND CONTROL

Figure 5 Epicyclical tip vortex trails and interaction of blades.
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an epicyclical pattern. A subsequent rotor blade may
collide with such a vortex (Fig. 5), causing sudden
local velocity changes, and, hence, local lift changes.
Conditions for such collisions occur invariably during
descent flights at moderate speeds (typically at flight
speeds of 25 to 50 m/s and descent angles of 5◦ to 8◦).
Under these circumstances, the vortex trails are sucked
into the rotor plane to cause a sequence of multiple
interactions, each time a blade hits a vortex trail. This
phenomenon, BVI impulsive rotor noise, is discussed
in Refs. 16–24. The intensity of BVI impulsive noise
depends on the ratio of flight and descent speeds, that
is, on the flight angle and the through-flow through
the rotor plane, or, conversely, on the tip path plane
angle and the advance ratio (ratio of flight and blade

tip speeds); it grows with thrust coefficient and blade
tip Mach number.

From the kinematics of BVI (as illustrated in Fig. 6
from wind tunnel results on a model main rotor), it
becomes evident that such strong interactions would
occur in the first rotor quadrant (near � ≈ 45◦ ± 20◦)
on the advancing side, where a blade’s leading edge
would encounter the vortex trail in a parallel manner
and, thus, over a fairly extended radial blade span, with
the consequence of a very strong impulse. The same
would be the case at the fourth rotor quadrant (near
� ≈ 315◦ ± 20◦) on the retreating side, where, again,
the interaction would occur over an extended regime of
the leading edge. In contrast, near the second quadrant
(90◦

< � < 180◦) and the third quadrant (180◦
< � <

270◦), interactions would be a very localized event
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over a very small extent of the blade leading edge,
thus causing a very weak acoustical signal. Hence, one
speaks about advancing side BVI and retreating side
BVI.

Blade–vortex interaction noise differs in its acous-
tical directivity compared to HS noise. Wind tunnel
research has shown that advancing side BVI radi-
ates most strongly in a forward/downward direction
(roughly 45◦ to 60◦ down from the rotor plane) while
retreating side BVI exhibits its directivity peak in a
downward/backward direction, again roughly 45◦ to
60◦ down from the rotor plane.

3.3 Tail Rotor Noise
Although the tail rotor operates in the strong wake
of the main rotor (of particular importance being the
interaction of the tail rotor with the tip vortices shed
by the main rotor blades) and of the fuselage, certain
aeroacoustical features are quite similar to those of the
main rotor.

The main acoustical components are again thick-
ness noise (especially on high-speed tail rotors) and
loading noise. Furthermore, the combination of flight
speed and tail rotor rotational tip speed may result
in locally transonic inflow speeds, again causing the
appearance of shocks and the associated acoustical
events. Also, the impingement of the main rotor wake
flow onto the tail rotor may cause blade–wake interac-
tions with impulsive sounds to occur. The periodicity
of this interaction noise may be one per main rotor rev-
olution when the ratio of the rotor revolutions/minute
(rpm) between main rotor and tail rotor is an inte-
ger number instead of one per tail rotor revolution
for self-generated tail rotor BVI noise. Due to this
source’s largely forward/upstream directivity, it can
often be detected well ahead of the approaching heli-
copter, although directivity details may depend on the
relative position of the tail rotor and the main rotor.
Tail-rotor-related thickness noise exhibits a directiv-
ity downward (and maybe upward), clearly detectable
when the helicopter flies overhead. In general, though,
tail rotor noise is heard under conditions of straight
level flight or climb, that is, when the strong main
rotor BVI noise components (occurring only under
descent flight conditions) are inherently absent. For a
helicopter in descent flight, the tail rotor noise would
be drowned by the main rotor BVI noise. But as said,
a tail rotor may also generate its own BVI noise.

In some light- to medium-weight helicopters the
open tail rotor is replaced by a fan-in-fin or “fene-
stron.” Rotor stator interactions must then be consid-
ered along with sound wave scattering on the duct lips.
Tail rotor noise is discussed in Refs. 25 to 27.

4 ROTOR NOISE PREDICTION
Several modern approaches have been developed to
predict helicopter rotor noise, known under the des-
ignations Lighthill’s acoustical analogy (aeroacous-
tical source terms), integral formulations, such as
Ffowcs Williams and Hawkings, FW-H, as well as
Kirchhoff formulations (as part of using aerodynamic
field information hybrid methods), and computational

aeroacoustics (CAA) (use of aerodynamic methods for
direct noise calculations). CAA methods are designed
to accurately capture the unsteady flow and noise
radiation, but, presently, solving acoustical problems
involving “three-dimensional rotors” by means of
CAA is still too expensive and impractical. Therefore,
integral formulations, such as FW-H and Kirchhoff
formulations, are still very useful for the purpose. A
general schematic of alternative rotor noise prediction
approaches appears in Fig. 7.

To predict rotor noise, say in terms of sound
pressure time histories at an observer point, noise may
be broken down into three source types occurring on
a rotor, namely thickness noise, loading noise, and
compressibility noise.

Hence, the acoustical analogy approach utilizes
three corresponding aerodynamic source terms: the lin-
ear thickness noise term (with the characteristics of an
aerodynamic monopole), the linear loading noise term
(with the characteristics of an aerodynamic dipole),
and the non linear compressibility noise term (with
the characteristics of an aerodynamic quadrupole) as
inputs into appropriate acoustical codes, such as the
FW-H formulation,28,29 which in turn is based on the
classical Lighthill formulation of aerodynamic noise.30

The monopole source term can be computed solely
from information on blade geometry and kinematics,
the latter depending on rotor operational conditions.
The dipole source term can be determined in several
ways. One approach is based on inviscid potential flow
methods, such as lifting line or lifting surface theory,
or unsteady panel methods based on singularity theory
to yield, respectively, high-resolution unsteady blade
loadings or high-resolution unsteady blade pressures.
Another approach to determine the acoustic dipole
source term is based on solutions of Euler equations,
which, again, provide high-resolution blade pressure
information. The characteristics of the inviscid poten-
tial flow methods are as follows:

• In lifting line theory (see Ref. 31) the lift is con-
sidered to be generated by a single (“bound”)
vortex filament at the blade quarter chord along
the blade span. Pressure equalization at the
blade root and tip generates root and tip vor-
tices. Blade rotation and forward motion cause
these “wake” vortices to follow a complicated
epicyclical path to constitute the wake. Often
this vortex wake is taken as time invariant
(“prescribed wake”), although it is presently
fully recognized that a free wake model must
be included into the lifting line code, as must
the elastic properties of the blade, to arrive at
better simulations. The output of the calcula-
tion is only the lift distribution over the blade
span as input into the acoustical codes, with-
out regard to the details of blade planform, tip
shape, profile, and the like.

• If the lift variation over the chord is of
importance, the lifting surface method (see
Ref. 32) accounts for it with a distribution
of lifting lines over the blade chord. The
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Figure 7 Helicopter rotor noise prediction schematic (alternative methods).

concept allows for both including or neglecting
blade thickness as the distribution is spread
over a blade chord. Thus, nonrectangular blade
planforms with twist and blade tip modifications
can be simulated and the ensuing pressure data
be used as input into the acoustical codes.

• Unsteady panel methods in combination with
free wake model (see Ref. 33) permit the model-
ing of the aerodynamics of the rotor and espe-
cially the aerodynamic interactions among the
rotors.34 In essence, all geometric parameters
of a real blade (profile geometry, planform,
twist, tip shape, etc.) can now be accounted for.
The calculations yield the pressure and velocity
distribution on the upper and lower blade sur-
faces. Accordingly, a more realistic simulation
of blade geometry and, correspondingly, more
detailed aerodynamic information is available
as input for the acoustical codes.

• The alternative method to arrive at the dipole
source term is to compute the acoustic near-
field blade pressures by means of an Euler
solver. Blade loading is evaluated by integrating
the pressure over the surface grid of the blade
used for the aerodynamic computations (see
Ref. 35). This method inherently accounts for
the blade’s geometrical details.

Linearized potential flow methods to compute the
dipole source term need only moderate computation

time and are well suited for application in prediction
schemes of rotor noise for blade tip speeds well below
those where major supersonic flow regions on the blade
would appear, that is, at low to moderate forward
speeds. Their inherent drawback is their inability
to account for compressibility effects as needed to
compute the quadrupole source term. At higher speeds,
though, the quadrupole source term must be included,
even if only in an approximated form, once supersonic
flow regions and shocks near the blade tip appear
during forward flight (see Ref. 36).

Treatment of such nonlinear effects is the domain
of “field methods” such as full potential or Euler
methods.37 If the rotor is encompassed by a shock,
the quadrupole field must be accurately evaluated
through appropriate volume integration procedures.
This, however, is a very involved process.

Here, the combination of computational fluid dyna-
mics (CFD) and Kirchhoff methods38 is to determine
the near-field aerodynamics by means of full poten-
tial or Euler/Navier–Stokes equations, accounting for
all nonlinear compressibility effects, which are then
integrated onto the Kirchhoff surface. The Kirchhoff
surface should completely surround the rotor at an
appropriate distance. Starting from that surface around
the nonlinear near field of the rotor, computation of the
subsequent sound propagation into the far field requires
only linear equations.
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Hence, the Kirchhoff surface divides the flow
region into an inner part where nonlinear effects pre-
vail (and where the flow solution is obtained by solving
the Euler equations) and an outer part where linear
acoustic wave propagation prevails. This combination
of the Euler and Kirchhoff methods provides better
agreement of measurements and prediction than the
direct computation of the acoustic far field solely by
means of an Euler approach.

The combination of CFD and the FW-H formulation
based on penetrable surface (P-FW-H)39,40 represents
a more appropriate and, in fact, more flexible technique
to compute the acoustic radiation at high tip speeds
for conditions of hover or level flight compared to the
Euler–Kirchhoff approach. The reasons are:

• The Kirchhoff solution is very sensitive on
the location of the integral surface because
the Kirchhoff method requires placing the
integral surface in the region where the flow is
completely governed by a homogeneous linear
wave equation.

• Current CFD simulation could only support
information that is close to the source region,
where nonlinear effects cannot be avoided. The
error due to nonproper location of the Kirchhoff
surface can be large, especially if the integral
surface is positioned in the nonlinear region,
even if in a slightly nonlinear region.

• P-FW-H has all the advantage embedded in the
Kirchhoff formulation and is valid even if the
integration surface is located in the nonlinear
region and the region containing vorticity so
that it is less sensitive to the placement of the
integration surface.

• Input quantities are directly available from CFD
codes, which is not the case for the Kirchhoff
formulation.

In summary, then, (a) linearized inviscid potential
flow methods in combination with the acoustical
analogy approach and (b) analyses using Euler results
in combination with acoustical analogy approaches are
suitable for rotor noise predictions at low to moderate
tip speeds. For high-tip-speed cases, including those
where shock delocalization occurs, CFD and FW-H
and Kirchhoff approaches may be better qualified.
Here, the CFD-based computationally expensive flow-
field calculations are confined to the near-field inside
the FW-H and Kirchhoff surface where nonlinear
effects prevail. Prediction of the far field sound
pressure field can be realized with the FW-H and
Kirchhoff surface integration.

Predicting the noise of a helicopter already in the
design stage is thus a rather involved undertaking.
While it might be possible to predict the noise from
an isolated main rotor, already accounting for the
realistic fuselage refraction effects adds another level
of complexity. Even more complicated would be the
computation of the interaction effects of main and
tail rotor unsteady aerodynamics/acoustics to arrive

at a viable far-field noise prediction. Often empirical
or semiempirical prediction schemes are employed,
based, for example, on flyover noise measurements
from which the noise for different specific flight
conditions (takeoff, low-speed and high-speed level
flight, and climb flight) are determined. From these the
directivity pattern on a fictitious hemispherical surface
around the helicopter (e.g., at a radius of 100 m) is
derived. This “acoustical directivity hemisphere” is
then “flown over the landscape,” to obtain a (fairly
accurate) acoustical footprint for the helicopter under
consideration. But already extrapolating these findings
toward another helicopter is quite uncertain.

A rough indication of the noise of helicopters may
be obtained from noise certification data, as published
by the national aviation authorities. Here, albeit for
very specific flight conditions, the overall, weighted
noise levels are available. Such data can be—with
limitations—also used for land-use planning purposes.

5 ROTOR NOISE REDUCTION

Reducing rotor noise really constitutes a balancing act.
As in any noise control effort, different noise sources
need to be “equalized” such that none dominates above
the other. In the case of a helicopter, there would be
a need to balance the relative noise levels of main
rotor and tail rotor, including the interaction sources
(and in some cases engine noise). Corresponding
considerations are important in the design of a quiet
helicopter. For a helicopter, of course, there is the
added complication that different sources dominate at
different flight conditions.

5.1 (Active) Noise Reduction of Main Rotor
BVI Noise

Blade–vortex interaction noise intensity can be
reduced in three ways: (1) by decreasing the vortex
strength (the maximum velocity near the vortex core)
as such, (2) by minimizing the intensity of the very
interaction process, and (3) by increasing the distance
the vortex passes the blade, that is, the “miss dis-
tance” (Fig. 8). All this can be achieved, for example,
by appropriately controlling the blade pitch “at the
right moment” during the rotor rotation either by blade
pitch control through the higher harmonic control, or
HHC, technique or by the “individual blade control,
or IBC, technique. The difference is that for HHC, the
(additional) control actuators act on the “stationary”
portion of the swash plate thus causing the identical
blade-pitch variation on all blades during any rotor
revolution, while for IBC, the actuators are attached
to the rotating portion of the swash-plate, such that
the pitch motion of each blade during any rotor rev-
olution can be controlled individually. Evidently, the
latter method offers greater flexibility. The two kinds
of blade control are illustrated in Fig. 9. Only the IBC
technique will be discussed further.

The above-mentioned BVI impulsive noise mini-
mization methods are based on the following tech-
niques:
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Figure 8 Illustration of BVI noise reduction concept
by means of blade higher harmonic control (HHC) or
individual blade control (IBC).

1. The strength of a vortex as it separates from
the blade tip is largely a function of the local
tip speed and of the blade pitch. There is an
optimum blade pitch that results in minimum
vortex strength. If this “optimum” blade pitch
could be attained just for the brief instant
in time when that particular vortex is shed,
which, one or two rotor revolutions later,
interacts with a blade, then BVI noise should
be less. Such, in fact, could be achieved by
means of the IBC technique.

Normally, the blade pitch varies sinusoidally
once per revolution (the cyclic pitch change).
By means of the IBC technique, an additional

blade pitch variation ofwhateverwaveform can
be superimposed, so that the blade pitch, in
addition to its sinusoidal cyclic pitch change,
would experience changes of the desired kind
(Fig. 10). Thus, the blade would locally change
its pitch several times during a revolution rather
than only once.

2. The very same technique can be utilized to
effect the second of the above-cited noise
reduction methods. If the blade pitch can be
affected in any manner during each rotor revo-
lution, one may also optimize its value for the
same purposes during the very blade–vortex
interaction process, that is, when the vor-
tex comes into contact with a blade’s lead-
ing edge, to thus minimize the local airload
changes.

3. Finally, it should be possible to optimize
the blade pitch during the vortex-shedding
process as such so that the vortex, during the
interaction process, passes the blade at some
distance below or above, and not “square-
on.”∗ Alternatively, it should be possible to
slightly change the path of the tip during the
encounter such that the blade passes above or
below the vortex.

The basics of these blade control techniques
have been developed in the German Dutch Wind

∗Actually, this is not quite correct since maximum BVI does
not occur when the vortex cuts directly across the blade but
at some, albeit very small, distance from it. But in any case,
if the miss distance “vortex-to-blade” is made as large as
possible, the interaction intensity is much reduced.
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Inputs
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Inputs
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Inputs
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for a b -bladed rotor
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pitch motion: n /rev, n = 1
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Figure 9 Active blade root control concepts.
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Figure 11 Ground signature noise reduction employing IBC versus baseline case (from flyover noise tests).

Tunnel, DNW, and later validated in flight tests on
a real helicopter, a EUROCOPTER BO105, in a
cooperative effort. Here, the “flight-worthy” actuators
were installed above the swash plate and controlled in
such a way as to achieve maximum noise reduction.
The tests were successful: compared to the condition
without blade control, the very BVI impulsive noise

was reduced by some 6 dB, that is, reduced by 50%
(Fig. 11).41 IBC may also be favorably employed in
reducing rotor blade vibrations. BVI noise reduction
methods by the HHC technique are discussed in
Refs. 42 to 44. A state-of-the-art survey on rotor noise
reduction by means of harmonic or individual blade
control appears in Ref. 45. BVI noise may, however,
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also be passively reduced by means of appropriate
shapes of the blade planform.46,47

The most beneficial possibility for rotor noise
reduction lies in cutting back the rotational speeds
and to thus reduce the tip speed, but such a measure
has adverse effects on the rotor stability and power,
and even on the gears, by requiring a larger torsional
momentum and perhaps incurring a weight penalty.
However, helicopters featuring variable rotational
speeds are being developed for this purpose.

An interesting method to reduce BVI noise has
been proposed in Ref. 48. Here it is stated that for
a given descent angle the rotor tip path plane angle
can be increased through a “negative acceleration” (=
deceleration). For a deceleration of 0.1g a significant
reduction in BVI noise was observed. This beneficial
effect is caused by the blades no longer directly
intersecting the vortex trails. Technically, this could
be achieved by some sort of an additional drag device
during descent. In that case, the tip path plane angle
corresponds to one at smaller descent angles without
drag device. Hence a “clever” combination of the
variables flight speed, descent angle, deceleration , and
(perhaps) added drag can lead to a significant (BVI)
noise reduction.

5.2 (Passive) Main Rotor High-Speed
Impulsive Noise Reduction

There is no way to actively reduce high-speed
impulsive noise. The only route is via optimization
of the blades’ geometry and airfoil shape. The point
is to try to avoid the appearance of an aerodynamic
shock above the surface of the blade tip area.

For one, it would be advantageous to make a
blade near the tip as thin as possible. Obviously,
there are structural limitations to such an approach,
the more promising way being the reduction of
the local flow speed into the rotor blade along the
outer span. An appropriate backward sweep should
have the desired beneficial aerodynamic effect in
minimizing the strength of the aerodynamic shock.
Now the local inflow velocity component toward the
blade’s leading edge is distinctly reduced, thus also
reducing the supersonic area on the blade. This way,
the occurrence of an aerodynamic shock is largely
avoided. Wind tunnel tests have proven this technique,
which represents the current state of technology, as
many of today’s helicopters feature main rotor airfoil
shapes of such kind.

While such a rotor blade planform would be
desirable to reduce the noise during high-speed
forward flight, it might actually be worse under
descent flight conditions when it comes to BVI.
Here the alignment of the blade leading edge and
the vortex trace, if parallel, would cause maximum
BVI impulsive noise. So, the art of a blade designer
is to make a blade that (1) fulfills the performance
requirements while (2) being quiet under all flight
conditions, that is, both under conditions of high-
speed level flight and of moderate speed-landing
approach.

5.3 Tail Rotor Noise Reduction

Of the several measures to reduce tail rotor noise,
the following will be mentioned: (1) reduction of
rotational speed and hence tip speed; (2) utilization
of many blades rather than only two, such as on
the “fenestron”/“ducted fan” solutions, where the
blade passing frequency is increased (this means that
the generated sound is attenuated more by distance
because of its higher frequency content, although
this effect is counteracted by the higher auditory
sensitivity of the human ear at frequencies around
and above 1 kHz; sometimes uneven blade spacing
is used); (3) changing the tail rotor sense of rotation
and variation of tail rotor position with respect to the
main rotor will eventually change the characteristics
of tail rotor and main rotor wake interaction, which
may induce some noise reduction; (4) shrouding the
tail rotor, which increases its performance and allows
lesser rotational speeds, albeit at the cost of additional
weight, or even (4) elimination of the tail rotor
altogether; the latter has been realized in the medium-
weight American helicopter Explorer. The technique
is called NOTAR (for “NO TAil Rotor”). The physics
behind the NOTAR approach is based on the Coanda
effect/boundary layer control along the length of the
tail boom, combined with the use of a direct jet
thruster at the end of the tail boom. Unfortunately,
this technique can only be used on smaller helicopters,
as the weight penalty for such a device providing the
required quite substantial amount of tail thrust on even
a medium-weight helicopter is prohibitive. The means
to reduce helicopter noise by use of a quiet tail rotor
are discussed in Ref. 25.

6 CURRENT DEVELOPMENTS

New design helicopters, undoubtedly, will feature
advanced blade geometries and airfoil characteristic
shapes, inherently generating less noise and vibra-
tions. New blade control techniques are developed to
minimize noise and vibration, probably not so much
by technically elaborate individual blade control tech-
niques, but by employing local blade control tech-
niques, where the shape of a blade in the tip area as
such is dynamically changed by employing advanced
piezoelectric devices embedded in the very blade sur-
face. This would eliminate the need for elaborate and
heavy actuators on the hub. Such novel techniques
could also avoid early flow separation during high-
speed and maneuvering flights, reducing additional
power requirements. Ultimately, the entire conven-
tional control system within the rotating system (con-
trol at the blade root or on flaps in the outer blade
region) might become replaced by such elegant, light,
and mechanically much less involved local control sys-
tems that act where they are needed, that is, in the
outboard regime of the blade.
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1 INTRODUCTION

Brake noise remains a concern throughout the auto-
motive industry despite efforts over a number of
decades to reduce its occurrence. The earliest work
was on drum brakes but, as disk brakes gradually came
into widespread use on cars and trucks, the focus of
research shifted to these, as they have a much greater
propensity to generate noise. The focus of many recent
studies is on disk brake noise, the way in which a
disk brake system generates noise, and current meth-
ods to reduce the noise. Comprehensive treatments of
the subject are available in the literature.

2 BRAKE NOISE—A FUGITIVE PROBLEM

Problems with brake noise were reported as long ago
as the 1930s. Since then much research work has been
conducted; the reader is referred to reviews by Crolla
and Lang,1 Ionnidis et al.,2 and Kinkaid et al.3 to gain
an overview of the development of knowledge in this
area.

A schematic of a disk brake is shown in Fig. 1. The
disk is bolted to the wheel and axle and thus rotates
at the same speed as the wheel. The calliper does not
rotate and is fixed to the vehicle. Hydraulic oil pressure
forces the brake pads onto the disk, thus applying
braking forces that reduce the speed of the vehicle.

From the dynamics point of view, a braking
system can be represented schematically as shown in
Fig. 2, which depicts two dynamic systems connected
by a friction interface. The normal force N is a
result of the hydraulic pressure P and is related
to the friction force Ff . It is the combination of
the friction interface and the dynamic systems that
makes the understanding and elimination of brake
noise so difficult. As described in the next section,
brake noise usually involves a dynamic instability
of the braking system. Of course, brake systems
are not manufactured to be unstable (as they would
never sell) but many of them are conditionally stable
systems that drift in and out of instability depending
on operating conditions. A diagram depicting this
situation is shown in Fig. 3.4 Because of this, brake
noise has been described as being fugitive. Three
overlapping “stability” parameters of friction, pressure,

Pad

Calliper

Hydraulic
Supply

Piston

Axle

Disk

Figure 1 Schematic of a disk brake showing the disk,
brake pads, and calliper. This type of brake has a floating
calliper.

and temperature are depicted (although there could
be more, such as humidity). Within the area, marked
“unstable,” changes to the parameters have little or
no effect, and the brake has a high propensity to
generate noise. Within the “conditionally stable” areas
the brake would generally be quiet unless the operating
conditions caused the system to move into the unstable
area. Such conditions may be excessive cold or heat
and a consequential change in the characteristics of the
friction material. The stable area may be regarded as a
well-designed brake, where the system may only move
into the unstable region if there are dramatic changes
in the system parameters.
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Pad and
Associated
System

N = PS

Disk and
Associated
System

υpad

Ff

υdisk

Figure 2 Schematic showing a disk brake as two
dynamic systems connected by a sliding interface of area
S. The normal force N is a result of the pressure P and is
related to the friction force Ff .

3 BRAKE NOISE CLASSIFICATION
Noise, vibration, and harshness (NVH) engineers
classify brake noise and vibration using a variety of
different words, such as judder, groan, moan, hum,
howl, squeal, squeak, squelch, wire brush, although
none of these terms has a strict definition. In this
chapter the types of vibrations/noise are grouped into
three categories, which are chosen for distinct physical
reasons.

Judder (around 10 Hz or Less) Judder occurs at
the frequency of wheel rotation or a multiple of it. It
is a forced vibration caused by non-uniformity of the
disk and is generally felt rather than heard. There are
two types of judder: cold and hot judder. Cold judder
is commonly caused by the brake pad rubbing on the
disk during periods when the brakes are not applied.
Hot judder is associated with braking at high speeds
or excessive braking when large amounts of heat can

be generated causing transient thermal deformations of
the disk.

Groan (around 100 Hz) Groan occurs at low
speeds and is the first of the unstable brake vibrations.
It is particularly noticeable in heavy goods vehicles
coming to a stop and in automatic cars edging forward
in a queue of traffic. It is thought to be caused
by stick-slip behavior of the brake pads at the disk
surface and the velocity dependence of the friction
coefficient. The velocity dependence is because the
dynamic coefficient of friction is lower than the static
coefficient of friction.

Squeal (>1 kHz) Brake squeal is an unstable vibra-
tion caused by a geometric instability rather than a
negative coefficient of friction–velocity slope. It is
split into two categories; low frequency squeal (1 to
4 kHz), where the length of a brake pad is less than the
length of the diametrical nodal spacing in the disk, and
high-frequency squeal (>4 kHz), where the length of a
brake pad is greater than the diametrical nodal spacing
in the disk. A hologram taken by Fieldhouse,5 depict-
ing the vibration of a squealing disk brake is shown in
Fig. 4. The disk is rotating at 10 revolutions/minute
(rpm), the squeal frequency is 10.75 kHz, and the
nodal diameters are rotating about the center of the
rotor at about 1344 Hz.

4 MECHANISMS OF NOISE GENERATION

Of the three categories of brake noise/vibration,
judder is a forced vibration, and groan and squeal
are unstable (self-excited) vibrations. Den Hartog6

distinguishes between forced and self-excited vibration
as follows:

In a self-excited vibration the alternating force that
sustains the motion is created or controlled by the
motion itself; when the motion stops the alternating
force disappears .

Changing
Temperature

Changing
Pressure

Temperature Effects

Changing
Coefficient
of Friction

Pressure Effects Frictional Effects

Stable

Conditionally
Stable

Unstable

Figure 3 Diagram showing the way in which frictional, pressure, and temperature effects affect the stability of a disk
brake system.
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Figure 4 Vibration of a squealing brake.4 The disk is
rotating at 10 rpm, the squeal frequency is 10.75 kHz,
and the nodal diameters are rotating about the center of
the rotor at about 1344 Hz.

In a forced vibration the sustaining alternating force
exists independently of the motion and persists even
when the vibratory motion is stopped .

Several mechanisms that cause dynamic instabili-
ties in braking systems have been suggested and are
described below.

Negative Friction–Velocity Slope This character-
istic is illustrated in Fig. 5. At low speeds the dynamic
coefficient of friction µ is related to the static coeffi-
cient of friction µstatic by µ = µstatic − αvr , where α is
the gradient and vr is the relative velocity between the
pad and the disk. As mentioned above, this is thought
to be the mechanism responsible for groan. In general,
a viscous damping force is proportional to velocity. In
a braking system with a low disk velocity, the action
of the sliding interface is to act as a negative damper
because the slope of the force–velocity graph is nega-
tive. Once the negative damping caused by the sliding
interface exceeds the damping in either the brake or
the pad system, self-excited vibration ensues, generat-
ing a noise.7 The amplitude of vibration is determined
by the nonlinearities in the system such as a positive
force velocity slope at high velocities, as shown in
Fig. 5. To determine the amplitude of vibration of an
unstable system, a full nonlinear analysis needs to be
conducted. Because this is computationally expensive,
it is rarely done in practice.

Sprag-Slip This mechanism for brake squeal was
first proposed by Spurr8 and developed by Jarvis and
Mills.9 They showed that it is possible for unstable
vibrations to occur even when the coefficient of friction
is independent of relative velocity between the pad and
the disk. A simple illustrative model of a brake-disk
system that behaves in this way is shown in Fig. 6. In
this example, vibrations occur due to the constrained

Relative veloctity,υr
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µ = µstatic − αυr

µstatic

Figure 5 Graph showing the relationship between the
dynamic coefficient of friction and the relative velocity
between the disk and a pad.

cpad

kpad
mpad

mdisk

υdisk

kdisk
cdisk

θ

Figure 6 Simple two-degrees-of-freedom model illus-
trating sprag-slip behavior.

interaction of the degrees of freedom in the system.
If the sliding components are oriented with respect to
each other such that the normal force increases as the
components slide over each other, then an unstable
vibration occurs. This is because an increase in the
normal force causes the disk to move laterally, which
results in a sudden reduction in normal force; the
normal force then increases as before due to the sliding
action and the cycle repeats, leading to a sprag-slip
limit cycle. For the system shown in Fig. 6, the system
is stable provided that 1

2 (µ − tan θ) sin 2θ < cpad/cdisk.
In a disk brake system, the contact point between the
piston and the brake pad backing plate changes slightly
because of wear, dirt, thermal deformation, and the
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like, which may help to explain the intermittent nature
of brake squeal.

Flutter Flutter is an unstable vibration that results
from an interaction between modes of vibration. This
type of instability is possible even when the coefficient
of friction is constant. North10 was the first person to
consider this mechanism as a cause of brake squeal.

The equation of motion of a brake system may be
written as:

Mẍ + Cẋ + Kx = 0 (1)

where M, C, and K are the mass, damping, and
stiffness matrices of the brake system, respectively,
and ẍ, ẋ, and x are the acceleration, velocity,
and displacement vectors, respectively. The stiffness
matrix K is given by

K = �

K + Kfriction (2)

where
�

K is the system stiffness matrix, and Kfriction
is the friction stiffness matrix that couples the normal
and the tangential forces in the sliding interface and is
asymmetric. This means that K is not symmetric. The
lack of symmetry in the stiffness matrix causes one or
several modes of vibration to become unstable, which
means that these modes have a negative damping ratio.
Brake designers can currently check this out using
finite element methods to model a brake system. An
eigenvalue analysis of a model of a brake system can
then be conducted and the real parts of the eigenvalues
examined; if some of them are positive, then the
system is potentially unstable at the natural frequencies
associated with these eigenvalues. Ouyang11 has also
shown that in certain situations it is necessary to
consider moving, rather than stationary, loads when
conducting stability analysis.

5 METHODS TO ELIMINATE BRAKE NOISE

It is not possible for engineers to design a guaranteed
noise-free brake using current knowledge and state-
of-the-art techniques, although finite element analysis
is frequently used to design braking systems, for
example.12,13 Consequently, brake systems undergo
extensive testing to minimize the risk that they will be
noisy when installed in a vehicle. Typically, braking
systems will be installed in a special test rig so that
they can be tested at a variety of different speeds,
different hydraulic pressures, different directions of
rotation, and so forth. All of these data are recorded
along with temperature and noise generated by the
brake. The data is then processed and plotted on a
graph similar to that shown in Fig. 7, in which the
percent occurrence of noise is plotted against the noise
level in decibels. The noise level, and the duration
of the noise that can be tolerated by drivers, can
be estimated, so that a line can be drawn on the
graph separating it into two regions: acceptable and
unacceptable. Provided that no data point from the test
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Figure 7 Diagram showing the way in which data from
a brake test would be plotted. If any data from the test is
in the unacceptable region of the graph, then the brake
system would fail the noise test.

is in the unacceptable region, then the brake is deemed
to be acceptable from the point of view of noise.

Discussion of specific methods to eliminate brake
noise follows.

Judder To eliminate judder, designers should ensure
that (i) the off-brake running clearance between the
disk and the pad is sufficient, by careful attention to
the detailed design and tolerances, and (ii) there is
careful attention paid to the thermal characteristics of
the system.

Groan The approach to this problem is tackled in
three ways. The first is to change the characteristics
of the friction interface by changing the brake pad
material. The second is to change the dynamic
characteristics of the system by adjusting the modal
properties of the system,14 such that the natural
frequencies of the dynamic systems on either side of
the sliding interface are not in close proximity. The
third method is to apply damping materials to the pad,
such as shims or “insulators,”15 or antiseize grease.
These add viscoelastic damping to the system such that
the inherent damping in the system is greater than the
negative friction-induced damping and thus the brake
system remains stable. It is possible, however, that in
some circumstances this can make the situation worse
rather than better.7

Squeal Brake squeal is perhaps the most annoying
of all brake noise and is probably the most difficult
noise problem to solve. The methods use to reduce
groan are also used to reduce squeal. Additionally the
disk may be smoothed using sandpaper, the pads may
be chamfered at the edges and/or have slits machined
in them. The center of pressure between the pistons and
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the pad backing plate can also be adjusted by the use of
shims. Brooks et al.16 suggest that moving the center
of pressure toward the leading edge of the brake pad
can have a beneficial effect, reducing the propensity
of a brake to squeal. It has also been shown by Baba
et al.17 that there is some benefit if the part of the disk
that is attached to the wheel has variable wall thickness
to disrupt the rotational symmetry.

6 SUMMARY

This chapter has described the various types of
noise generated by a brake system. The fugitive
nature of the problem has been highlighted, and
the various mechanisms that cause brake noise have
been discussed. Because of the difficulty in predicting
brake noise, an experimental method used to test
a brake system’s propensity to generate noise has
been described and the current “fixes” to brake noise
problems have briefly been mentioned.

Acknowledgment The authors gratefully acknowl-
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the University of Huddersfield.
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1 INTRODUCTION
Noise produced by wheel–rail interaction is a major
concern in railway operations. Prediction methods for
this noise using engineering models are available.
A distinction must be made between (1) rolling
noise, which is caused by small-scale vertical profile
irregularities (roughness) of wheel and rail, (2) impact
noise caused by discrete discontinuities of the profile
such as wheel flats, rail joints, or welds, and (3) squeal
noise occurring in curves. In each case, the noise is
produced by vibrations of the wheels and track. The
role of the dynamic properties of the wheel and track,
along with the factors that affect sound radiation, needs
to be considered. Control measures for rolling noise
can be sought in reduced surface roughness, wheel
shape optimization and added damping, rail support
stiffness, or local shielding. The use of track-side noise
barriers, which are becoming common for railways, is
discussed in Chapter 58. For squeal noise, mitigation
measures include friction control by lubrication or
friction modifiers.

2 ROLLING NOISE
2.1 Overview of Rolling Noise
A train running on straight unjointed track produces
rolling noise.1 This is a broadband, random noise
radiated by wheel and track vibration over the range
of at least 100 to 5000 Hz. Its overall sound pressure
level increases at a rate of roughly 30 log10(V ) where
V is the train speed.

Rolling noise is induced by small vertical profile
irregularities of the wheel and rail running surfaces.
This is often referred to as roughness, although the
wavelength range is between about 5 and 250 mm,

which is longer than the range normally considered
for microroughness. The corresponding amplitudes are
much less than a micron at short wavelengths, increas-
ing to tens of microns at longer wavelengths. Wheel
and rail roughness may be considered incoherent and
their spectra simply added.2

In Fig. 1 a flowchart is given of the mechanisms
involved in the excitation of rolling noise. This is the
basis of theoretical models.3–5 The roughness causes
a relative displacement between the wheel and rail.6
Depending on their respective point mobilities, Yw and
Yr , the wheel and rail are caused to vibrate. Local
elasticity between them results in a third mobility,
Yc, corresponding to the contact spring. The vibration
velocity amplitude of the wheel and rail, vw and vr , at
frequency ω = 2πf due to a roughness amplitude r is
given by

vw = −iωrYw

Yr + Yw + Yc

(1)

vr = iωrYr

Yr + Yw + Yc

(2)

where roughness of wavelength λ excites frequencies

f = V/λ (3)

where V is the train speed. In practice, coupling
is present in other coordinate directions as well as
vertical, leading to more complex matrix equations,6
but the excitation remains vertical roughness. Typical
vertical mobilities of the wheel, track, and contact

Wheel 
Roughness

Rail
Roughness 

Σ Σ NoiseInteraction

Wheel 
Vibration

Track 
Vibration

Wheel 
Radiation

Track 
Radiation

Figure 1 Schematic flowchart of the wheel–rail rolling noise model.
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Figure 2 Typical mobilities at the wheel–rail contact in the vertical direction. . . . . . . , wheel; , track; — — —,
contact spring.

spring are shown in Fig. 2. From this it can be seen
that the track has the highest mobility for frequencies
between about 100 and 1000 Hz. At these frequencies
the rail vibration at the contact point is approximately
equal to the amplitude of the roughness; see Eq. (2).

Figure 3 shows typical predicted contributions to
rolling noise of the vibrations of the wheels, rails, and
sleepers (cross ties). In the present example the wheel
and track have similar contributions to the overall
noise, with the track contributing slightly more than
the wheel.

If the roughness or train speed changes, the levels
of all components in a given frequency band increase
at the same rate, so that the relative importance
of each component in a given band remains the
same. However, as train speed increases, the relative
importance of higher frequencies increases, so that the
balance of wheel and track in the overall noise level
changes.

2.2 Roughness and Contact Filtering
The wheel–rail contact exists over an area approxi-
mately 10 to 15 mm in length and width. These dimen-
sions depend weakly on the wheel diameter and load.7
Wavelengths that are similar to, or short in compar-
ison with this, are attenuated in their excitation of
the wheel–rail system. This is expressed as a filter
effect,8,9 as shown in Fig. 4a. Typical roughness spec-
tra are shown in Fig. 4b. These can be seen to fall
in amplitude toward shorter wavelengths (higher fre-
quencies). To use these spectra for other speeds, the
one-third octave band spectra can be simply shifted
to the right or left according to Eq. (3). As speed
increases and the spectrum is shifted to the right, the
excitation at high frequencies increases more than that
at low frequencies, leading to changes in the balance
of wheel and track components of the sound radiation.
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Figure 3 Typical predicted contributions in one-third
octave bands from the wheel, rail, and sleepers to the
wheel–rail rolling sound power level from the passage
of a single wheel along the track at 100 km/h. ,
total (overall A-weighted level 110.9 dB); — — —, wheel
(overall A-weighted level 105.2 dB); . . . . . . , sleepers
(overall A-weighted level 96.1 dB); — ·— ·, rail (overall
A-weighted level 109.4 dB).

2.3 Wheel Modes

A railway wheel is a lightly damped resonant structure,
and it is therefore instructive to consider its modes
of vibration.10 Some of the modes of a wheel are
shown schematically in Fig. 5. Each mode can be
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Figure 5 Schematic view of modes of vibration of a
railway wheel (isometric view): , deformed shape;
— — —, undeformed shape; . . . . . . , node lines.

characterized by the number of nodal diameters and
nodal circles. Typically, the axial modes with no nodal
circles occur from around 200 Hz upward, whereas
those with one nodal circle occur above about 1.5 kHz.
Radial modes also occur above about 2 kHz.

Since rolling noise is excited by vertical roughness,
modes with a large radial component are of greatest
importance. These are the one-nodal-circle and radial
modes. The one-nodal-circle modes contain significant
radial motion due to coupling as a result of the
asymmetry of the wheel cross section. Similarly,
the radial modes contain considerable axial motion.
Modes with zero or one nodal diameters experience
considerable coupling with the motion of the axle and
are consequently more heavily damped than modes
with two or more nodal diameters.

The modes of importance in rolling noise, the radial
and one-nodal-circle modes with two or more nodal
diameters, usually occur at frequencies above 1.5 kHz
and correspond to the part of the frequency range in
which the wheel component of noise is greatest, as
seen in Fig. 3. They can be seen as the sharp peaks in
the point mobility shown in Fig. 2.

2.4 Track Vibration and Decay Rates

A railway track is effectively an infinite waveguide,
and therefore its vibration is characterized not by
natural modes but by propagating waves.11,12 The
frequency response of the track is seen from Fig. 2
to be much flatter than that of the wheel. At low
frequencies, the support structure, consisting of ballast,
sleepers, and usually a resilient rail pad beneath
the rail, prevents the propagation of waves. In this
frequency region the sleepers are strongly coupled
to the rails. Above a few hundred hertz, free waves
propagate in the rails as bending or torsional waves.
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Above about 1 kHz, cross-sectional deformation of the
rail occurs and additional wave types occur as a result.

The periodic, or quasi-periodic, support of the
rails at the sleepers is only significant at frequencies
where the rail half-wavelengths are an integer fraction
of the sleeper spacing, the so-called pinned-pinned
frequencies. Here standing-wave patterns are formed
with nodes at the sleepers. The most important such
frequency is at about 1 kHz in the vertical direction
for a sleeper spacing of 0.6 m. These are not included
in the curve in Fig. 2, which represents a continuously
supported rail. Their influence is greater for stiff pads
than for soft pads and is much smaller for lateral
vibration than for the vertical direction. The pinned-
pinned behavior does not have a large influence on the
noise radiation except through its effect on roughness
growth.

The rail vibration determined by Eq. (1) corre-
sponds to the contact point. As waves are transmitted
along the rail, a large section of rail can vibrate due
to the excitation of each wheel. This is limited by the
damping of the track, measured in terms of the decay
rate with distance, as discussed further in Section 3.5.

2.5 Sound Radiation

The sound radiation from the wheel and rail can be
determined in terms of sound power W simply by
using the standard expression

W = ρcSσ〈v2〉 (4)

where ρc is the acoustic impedance of air, S is the
surface area of the radiating body (both sides), and 〈v2〉
is the spatially averaged mean-square normal velocity.
For the rail W represents the power per unit length
and S the perimeter length. The parameter σ is the
radiation efficiency (or ratio) and can be evaluated
by analytical or numerical models. At high frequency
σ → 1, whereas at low frequency it is considerably
less than 1 depending on the dimensions of the wheel

or rail and the mode shape. Figure 6 shows radiation
efficiencies of a wheel in various modes of vibration13

and of a rail vibrating vertically or laterally.14 This
infinite (two-dimensional) model of rail radiation gives
good results at frequencies above about 250 Hz, but at
low frequencies the decay of vibration along the length
of the rail is quite rapid and the source becomes more
like a point source. Corrections to the calculation using
the two-dimensional model can be applied for this.14

The directivity of sound radiation from wheels and
rails is not particularly strong and can be approximated
by simple monopole or dipole directivities, particularly
if only the average sound pressure during the passage
of a train is required.

2.6 Measurement Methods for Railway Noise
The international measurement standard for exterior
noise from trains15 has long been considered to provide
inadequate control of the measurement situation. It
prescribes a measurement position at 25 m from the
track and 3.5 m above rail head level. Its greatest
inadequacy lies in the potentially quite large variability
that can arise due to the surface roughness of wheel
and rail, and to a lesser extent the variability due to
track construction. This standard is being revised to
include a specification of a rail roughness limit. If
the rail roughness is below this limiting spectrum,
it is anticipated that the results should be relatively
insensitive to the actual rail roughness (although they
will not be completely unaffected by it) due to the
presence of the wheel roughness, which is generally
greater than the rail roughness limit.

In parallel, efforts have been made to develop
measurement standards in connection with the intro-
duction of vehicle noise emission limits as part of
the European Community Technical Specifications for
Interoperability.16 These differ in the details of the
roughness limit and the specifications for the track at
the test site.

For the measurement of rail and wheel roughness,
several different measurement systems have been
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developed.17,18 Various comparisons have been made
between the results measured by different systems,2,19

but the case remains that the results obtained depend
on the measurement system used and the way in which
the data are analyzed, so that great care is needed.

3 REDUCING ROLLING NOISE
3.1 Introduction
According to the flowchart in Fig. 1, reductions of
rolling noise can be sought by reducing the input
(the combined surface roughness), modifying the
response and radiation of the wheels and track, or by
introducing shielding to reduce sound transmission.20

If the combined roughness is reduced, the whole noise
output is reduced in proportion; for other changes the
overall reduction depends on the relative importance
of the wheel and track and on any interaction between
them. Moreover, combinations of measures are not
wholly additive in their effect.

3.2 Reducing Roughness
Vehicles that are braked by cast-iron blocks acting on
the wheel tread are common in Europe. These develop
a corrugation pattern on the wheel running surface
that yields higher rolling noise levels. Replacement
by disk-braked stock can yield reductions of typically
10 dB,21 and, as most modern passenger stock is disk-
braked, this has led to considerable reductions in noise
over the last two decades. Alternative, for example,
composite, brake block materials can also be used in
the tread brake system to similar effect. Indeed, North
American freight stock is usually tread-braked using
composite blocks. However, other problems such as
wheel heating have to be overcome before these can
be introduced on a like-for-like basis.

Rail roughness develops at some locations into a
near periodic corrugation. Considerable understanding
of the mechanism of its development has been
produced in recent years,22 involving track dynamic
behavior as well as metallurgy. Strong antiresonances
of the track system such as the pinned-pinned mode
can induce high dynamic forces enhancing corrugation
formation. Nevertheless the case remains that the usual
remedy is grinding of the rail head using special
grinding trains. The use of such grinding trains has
other advantages in terms of maintaining rail transverse
profiles and removing cracks and other surface damage
before they develop into rail failures.

3.3 Wheel Damping and Shape
It might appear that the light damping of a wheel
(see Fig. 2) makes it an ideal candidate for added
damping treatment. However, the coupling with the
track introduces considerable effective damping that
must be exceeded if a damping treatment is to be
effective against rolling noise. Thus, although the
wheel itself has damping loss factors around 10−4 to
10−3, the effective loss factor increases to around 10−3

to 10−2 when coupled to the rail.10

Additional wheel damping can be provided
by constrained layer treatments or tuned absorber

systems.23,24 In some situations overall reductions of
over 6 dB have been obtained,25 but in such situations
the starting point is clearly one in which the wheel
dominates in the sound radiation. Where the track is
the dominant source initially, the overall reductions
will be limited to only 1 or 2 dB unless simultaneous
noise reduction of the track is applied.

It is also possible to reduce the wheel component
of noise by optimizing its shape. A symmetrical web
cross-sectional design is around 2 to 3 dB quieter
than a curved web cross section due to reduction
of the coupling between radial and axial motion. A
thicker web is also beneficial, due to the increase in
modal frequencies. This means that less modes are
excited in the frequency range below the cutoff of
the contact filter. Similarly, a reduction in diameter
increases the modal frequencies while also reducing
the radiating area. In one study, a combination of these
features (with an 18% reduction in diameter) led to
predicted reductions in wheel noise of over 10 dB.26

Very small wheels are used in some specialist low-
floor freight wagons and have been found to have
wheel components of noise of up to 20 dB less than
more usual standard designs. However, the smaller
diameter leads to a slightly shorter contact patch, and
consequently to a lessening of the contact patch filter
effect and a small increase in noise from the rail.27

Resilient wheels can also lead to a reduction in the
noise from the wheel, due to isolation of the wheel
tread from the remainder of the wheel, and increased
damping, but this too can lead to an increase in noise
from the rail.28

3.4 Rail Pad Stiffness and Rail Damping

The stiffness of the pad inserted between the rail and
the sleepers has a moderate effect on the input mobility
of the rail but a much greater effect on the decay of rail
vibration with distance and the coupling between the
rails and sleepers.29 The effect is summarized in Fig. 7.
This shows that as the pad stiffness is reduced, the rail
becomes progressively decoupled from the sleepers,
leading to reduced sleeper noise, but the rail vibrates
over a greater distance due to its reduced decay rate,
giving greater rail noise. The wheel noise is virtually
independent of these changes. An optimum can be
envisaged where the overall noise has a minimum.
However, this corresponds to a rather stiff pad. In fact
the modern trend in track design is toward the use
of softer pads to minimize track component damage
due to high impact loads and also to reduce the
likelihood of rail corrugation. Therefore, there is a need
to increase the track decay rates without increasing the
rail pad stiffness.

The results of Fig. 7 do not take account of the
nonlinear stiffening of the rail pads under train loads,
particularly prevalent for softer pads, which tends to
reduce the slope of the dependence of noise on pad
stiffness.30 Rail pad properties also change over time.

In an attempt to increase the rail decay rates, several
rail damper systems have been developed in recent
years.31,32 The most successful of these depend on
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using a damped mass–spring system added to the rail.
The maximum damping effect is produced at the tuning
frequency of the system, but due to the use of high
damping materials, considerable damping is achieved
over a broad frequency range.

An example of the effect of using such dampers
is given in Fig. 8.32 Here the noise from the track
has been reduced by about 6 dB. The actual reduction
achievable depends on the pad stiffness—for tracks
with stiff pads the reductions are unlikely to exceed 2
to 3 dB.
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3.5 Local Shielding

As an alternative to the various structural measures
mentioned above, or to complement them, it is possi-
ble to use a combination of low barriers close to the
rail and vehicle-mounted shields. The success of such
a system relies on ensuring that any gap through which
direct sound can be radiated is minimized. Effec-
tive experimental configurations have been shown to
demonstrate reductions of 10 dB.33 In other cases,
where the loading gauge and track structure gauge
requirements prevented the barrier and shields from
overlapping one another, reductions of less than 3 dB
have been found.34

4 IMPACT NOISE

Impact noise is generated when the wheel rolls
over a discrete discontinuity in the rail surface, for
instance, at rail joints, welds, or points and crossings.35

Additionally, discontinuities can occur on the wheel
surface, for example, “wheel flats” due to sliding of the
wheel during braking in imperfect adhesion conditions.

Noise is generated by a similar mechanism to that
applying for rolling noise, a vertical relative displace-
ment input between the wheel and rail. The relative
contributions of wheel and track vibration to the noise
radiation follow the same pattern as for rolling noise.
However, since large discrete inputs are involved, the
nonlinearity of the contact spring becomes important
and in extreme cases the wheel–rail contact force can
become zero.36,37 Very large dynamic forces occur on
reestablishment of contact (impact).

Although the same mitigation measures can be used
as for rolling noise, the most effective is adequate
maintenance. Good wheel slide protection can prevent
the formation of wheel flats. Monitoring systems
can be used to detect wheel flats and to recall
those vehicles for wheel reprofiling provided they are
properly installed. Similarly, good maintenance of rail
joints and straightening of rail welds is important
for minimizing impact noise. The use of swing nose
crossings can eliminate gaps at high-speed crossings
to reduce impacts and hence noise.

5 WHEEL SQUEAL

5.1 Mechanisms

When a railway vehicle traverses a sharp curve, the
front axle of each bogie (truck) tends to run in flange
contact on the outer rail and with a significant angle
of attack, see Fig. 9a. The rear wheelset runs in flange
contact at the inner rail at low speed, but its angle of
attack is much less than the leading axle.

As a result of the large angle of attack at the
leading wheelset, the leading inner wheel experiences
a considerable lateral sliding velocity in addition to
the forward velocity of the vehicle; that is, in order to
traverse the curve it must slide sideway as well as roll
forward. This induces a frictional (or creep) force. In
common with many dry friction phenomena (see also
Chapter 92), this leads to dynamic instability since at
large sliding velocities the frictional force falls with
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Figure 9 Excitation of squeal noise (a) attitude of typical
two-axle bogie in a sharp curve showing forces acting on
each wheel and (b) typical rolling friction characteristic.

increasing sliding velocity; see Fig. 9b. This can be
seen as introducing a negative damping to the system.
At large amplitudes the motion becomes a stick-slip
type of oscillation. The vibration usually corresponds
to one of the modes of vibration of the wheel, and
a squealing noise is produced with a strongly tonal
character.

The wheel modes of relevance to squeal noise
are those with a large lateral component at the
wheel–rail contact point and a small radial component.
Thus the zero-nodal-circle modes (see Fig. 5) are
usually excited in curve squeal. Although the rail also
vibrates at the squeal frequency, the noise radiation is
dominated by the wheel.

Models for squeal noise due to the above mech-
anism have been developed by Rudd,38 Fingberg,39

Heckl,40 and de Beer.41 In addition to the above mech-
anism, squeal noise is also generated at the flange
contact with the outer rail.42 This generally produces
a higher frequency, more intermittent noise, often in
the frequency region above 5 kHz, although it can
also occur at lower frequencies. Other forms of curv-
ing noise occur, for example, due to low-frequency
stick-slip in the longitudinal direction involving tor-
sional modes of the wheelset. Names such as “graunch-
ing” and “judder” describe some of these lower fre-
quency phenomena. Further research is needed into
these various phenomena. The discussion in the fol-
lowing section is limited to the squeal noise generated
by lateral slip at the rail head.

5.2 Reduction of Curve Squeal
Since squeal noise involves a dynamic instability, the
addition of a small amount of damping to the wheel
can often eliminate the excitation and produce noise
reductions of tens of decibels. As well as the damping
systems described in Section 3.3, ring dampers have
been found to be effective.43,44 Resilient wheels also
increase the damping sufficiently to reduce the instance
of squeal noise.45

Rail damping has also been applied and found
to reduce curve squeal, although it is not clear
according to the mechanism described above how this
is achieved. Such a measure is attractive as it only
needs to be applied at the locations where problems
occur.

Other solutions are based on modifying the friction
behavior. Squeal noise is less prevalent in wet weather
and so water sprays have been used effectively.
Lubrication using grease is also commonly used,
although this is normally only applied to the gauge face
of the rail, not to the running surface where it would
compromise braking performance. This, therefore,
does not modify directly the friction behavior at the
leading inner wheel. Instead, it modifies the attitude of
the bogie in the curve.

Friction modifiers have been introduced in recent
years that can also be applied to the rail head.46

Rather than reduce the overall friction level, these
aim to reduce the “negative friction” characteristics,
introducing instead a positive slope of the friction
curve and eliminating the instability.

6 CONCLUSION
Theoretical models for rolling noise are well developed
and can be used to design intrinsically quieter wheels
and tracks. Models for impact noise and curve
squeal are also quite well developed, although many
aspects remain to be solved. Further information
about reducing rolling noise, in particular, and railway
noise, in general, can be found in chapters of various
books.47–50
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1 INTRODUCTION

Noise and vibration are important considerations for
the comfort of operators and passengers in surface
transportation vehicles, off-road vehicles, aircraft, and
ships. Noise and vibration energy is transmitted from
the sources to the passenger, operator and crew by
airborne and structure-borne paths. The amount of
noise and vibration energy reaching people depends
upon the strength of the individual sources and the
effectiveness of structural paths. The strength of the
individual sources and of the paths varies from vehicle
to vehicle and depends on vehicle operating conditions
including power plant settings, speed, and also upon
the frequency range considered. For many types of
vehicles, aircraft, and ships, the dominant path for
low-frequency noise (below about 400 to 500 Hz) is
structure borne. In most cases, in the mid- to high-
frequency range, airborne paths from the noise sources
to occupied spaces tend to dominate. The relationship
between airborne and structure-borne paths also varies
from vehicle to vehicle and is somewhat different for
aircraft and ships, since the flow noise caused by
the turbulent boundary layer fluctuations is a more
important source of excitation than with the other
vehicle types. Interior noise level criteria depend upon
the vehicle type and the occupied space considered.
For passengers, speech communication and privacy
are the main concerns, while for truck, railroad
vehicle, and ship engine room operators and crew,
hearing protection and speech communication remain
as important issues.

2 INTERIOR ROAD VEHICLE NOISE
AND VIBRATION

The interior noise in the occupied spaces of auto-
mobiles, buses, and trucks is mainly caused by the
engine, exhaust, transmission, power train, tire/road
interaction, and wind/structure interaction. Many of
the same noise and vibration problems exist in rail,
off-road vehicles, and passenger ships as in surface
transportation vehicles. Airborne and structure-borne
paths from noise and vibration sources are also of
concern with these other vehicles and means of trans-
portation. Some of the discussion in Section 2 of this
chapter is also relevant to these other types of vehicle.
With automobiles, trucks, and buses, structure-borne

noise usually tends to be dominant below about 400
to 500 Hz, while airborne noise from tire/road inter-
action and airflow/structure interaction (wind noise)
tends to dominate in the mid- and high-frequency
ranges.

Chapter 95 describes the relative contributions
from different noise and vibration sources and paths to
the vehicle interior. Interior noise levels depend also
upon vehicle operating conditions and in particular
on speed. During acceleration, engine noise tends to
dominate; while during cruise conditions, above about
80 km/h, tire noise becomes the major contributor,
and at higher speeds above about 120 km/h, wind
noise becomes dominant. Improper sealing around
vehicle doors, windows, dashboards, windshields, and
the like causes excessive external turbulent pressure
fluctuations from airflow over the vehicle (wind noise)
to be transmitted to the vehicle interior. This is
known as aspiration, as discussed in Chapter 95. Some
luxury vehicles have multiple door seals to accomplish
effective sealing to reduce the transmission of these
external turbulent pressure fluctuations to the occupied
interior.

To reduce airborne and structure-borne noise reach-
ing the vehicle’s occupants, various well-known tech-
niques are often used, including (1) increasing struc-
tural damping, (2) improving the transmission loss of
body panels and windows, (3) increasing the use of
sound-absorbing materials in the engine, passenger,
and luggage compartments, and (4) vibration isolation
of mechanical components. Hirabayashi et al. have
described how all four of these techniques are used the
in the automotive industry to reduce noise and vibra-
tion in vehicles.1 Rao has provided a useful review
of the use of vibration damping materials in automo-
biles and commercial aircraft.2 Polce et al. have also
presented a detailed study on improvements in cabin
noise obtained by using damping treatments.3 Add-
on constrained layer, spray-on, and integral damping
materials are often used. Table 1 lists various locations
on a typical automobile, such as illustrated in Fig. 1,
where these are often used.

Damping materials are generally more effective at
reducing structure-borne vibration (particularly panel
resonances) rather than at reducing the airborne
sound transmitted through panels. Of the damping
approaches, spray-on damping material is easiest to
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Table 1 Automotive Applications1

Engines and
Power Trains

Body
Structures

Brakes and
Accessories

Oil pans Dash panels Brake insulators
Valve covers Door panels Backing plates
Engine covers Floor panels Brake covers
Push rod covers Wheelhouses Steering brackets
Transmission covers Cargo bays Door latches
Timing belt covers Roof panels Window motors
Transfer case covers Upper cowl Exhaust shields

Wheelhouse

Dashboard Panel Door Panels

Hood Panel

Roof Panel

Cargo
A-Pillar

Figure 1 Locations in a typical automobile where
damping treatments are often applied.2

apply, but constrained damping layers comprised of
a viscoelastic layer constrained by a thin surface
layer normally provide higher damping for the same
weight or less weight through shearing action in the
viscoelastic layer. The oil pan (or sump) of an engine
can be responsible for radiating 50% of the sound
power of an engine.2,4 Figure 2 shows the A-weighted
interior sound pressure level in a vehicle at the driver’s
ear position with: (a) a regular galvanized steel oil
pan and (b) with the oil pan replaced by a high
damping laminated steel oil pan.2 The A-weighted
sound pressure levels were obtained during a stationary
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Figure 2 A-weighted sound pressure levels obtained
during a stationary engine runup tests for two different
oil pans with increasing engine rpm.2

engine run up test with increasing engine revolutions
per minute (rpm). Figure 2 shows that reductions in
the A-weighted interior noise level of about 5 dB were
obtained with the laminated steel oil pan.

Water-based spray-on damping materials are also
used in automobile manufacture. Their advantage is
that they can be sprayed robotically on areas such
as floor panels and other locations that are hard
to reach (such as wheel housings).2 Thicknesses
of between 1 and 3 mm are normally used. The
disadvantage of the use of such materials is that
they require costly spray and robotic equipment.2 It
is believed that the use of body and floor panel
damping is effective mostly at reducing structure-
borne interior automobile noise in the 100- to 500-
Hz range. Although increased damping normally has
disappointing results in increasing sound insulation,
spray-on damping materials do also add mass , which
can also reduce airborne sound transmission through
areas such as floor panels.

The use of laminated glass to reduce automobile
interior noise continues to increase.5 Figure 7 in
Chapter 95 shows the effect of using laminated glass in
reducing wind noise and tire/road noise. The reduction
in airborne noise by the use of the laminated glass is
probably caused by the material impedance mismatch,
which results in sound reflection at each interface layer;
while the reduction in structure-borne noise is likely
caused mostly by the increase in vibration damping
produced by use of the laminated glass. At some
frequencies the damping loss factor for the laminated
glass is twice that of the standard tempered glass. The
increased damping can reduce sound transmission in the
coincidence frequency region.

The use of laminated vibration-damped steel
(LVDS) is now being studied for its capability in
reducing airborne and structure-borne noise reaching
the passenger compartment from the engine and power
train components. See an example of an LDVS dash
panel in Fig. 3. The advantage of LVDS is that no
add-on damping treatment is needed. Improvements in
sound quality and speech interference level through the
use of LVDS must be considered in light of cost and
other factors.

In the automotive industry, materials used to
enclose a noise source (such as the engine) or the
passengers (the cabin enclosure) are usually termed
barrier materials. Such barrier materials are required
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Figure 3 Dashboard panel made of laminated vibration
damped steel.2

to reduce airborne sound reaching the cabin from noise
sources, including the engine, fan, exhaust system,
tires, and wind. Below the coincidence frequency
region, the sound transmission loss (TL) of such
materials is mostly dominated by the mass/unit area
(m) of a partition (see Chapters 54 and 56). For single-
layer partitions this means that TL increases by 6 dB
for each doubling of frequency or by 6 dB at a
given frequency if m is doubled. Multilayer partitions,
particularly with intervening air gaps between layers,
can achieve TL results quite a lot better than mass
law would predict, and the TL for such panels can
be more like 12 dB/octave rather than 6 dB/octave.
Great care must be taken to avoid air leaks for high

values of TL to be achieved in practice. Figure 4 shows
locations where barrier materials are often applied in
an automobile.

Once airborne and structure-borne sound has pen-
etrated into the cabin, the sound can be absorbed
effectively by the use of sound-absorbing material.
See Chapters 54 and 57. Generally, thicker sound-
absorbing materials are better than thinner ones, and
a material works best if its thickness approaches one-
quarter wavelength of the sound. This thickness can
only be approached at quite high frequency in an
automobile. Figure 5 shows locations where sound-
absorbing materials are often applied.

A variety of theoretical methods, such as statis-
tical energy analysis, finite element analysis, bound-
ary element analysis, and computer-aided engineer-
ing methods are used to predict sound and vibration
energy transmission from exterior sources to the vehi-
cle interior as described in many publications.6–31

Because of complicated structural geometries, analyt-
ical approaches must often be supplemented with lab-
oratory noise testing in anechoic rooms, wind tunnels,
and actual tests with real full-scale vehicles on dedi-
cated test tracks. Chapter 95 discusses noise sources
and paths, methods of modeling, and noise reduc-
tion approaches in more detail. With automobiles and
trucks, it is insufficient to simply reduce noise reaching
the passenger compartment. Passengers expect differ-
ent types of vehicles such as passenger cars, sports

Metal Sheeting, Roof
Dashboard and Floor Package

Tray

Trunk
(Boot) Floor

Rear Cabin
Barrier

Mass Backed
Carpeting

Figure 4 Typical locations in an automobile where ‘‘barrier’’ materials are utilized.

Interior Hood
(Bonnet Liner)

Trunk
Carpeting

on Floor and
Side Panels

Interior Head
Liner

Interior
Floor Carpeting

Upholstery
on Seats

Interior
Trim on
Doors

Figure 5 Typical locations in an automobile where sound-absorbing materials are utilized.
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cars, sport utility vehicles, luxury cars, and light trucks
to have distinctive sounds. In some cases, manufactur-
ers’ brand names are often associated with a particular
vehicle sound, and it is important not just to reduce
interior noise but also to consider the quality of the
sound. See Chapter 67 for more detailed discussion
on sound quality.

3 NOISE OF RAILROAD CAR AND RAPID
TRANSIT SYSTEM VEHICLES

The main concern in the design of railroad passenger
cars and rapid transit system (RTS) vehicles is the
provision of a comfortable noise environment for
the passengers. A balance must be achieved between
acoustical privacy and speech interference. Passengers
want the sound pressure level to be low enough so that
they can carry on conversations and use cell (mobile)
telephones easily. On the other hand, they do not
want the level to be so low that their conversations
can be overheard by other passengers nearby. The
noise environment in railroad car and RTS vehicles
is caused by a variety of sources that depend mostly
upon the power plant setting and vehicle speed. At low
speed, interior noise is caused mainly by the power
plant and air-conditioning systems. Wind noise is
normally unimportant for slow or medium-speed RTS
vehicles, but it can become the dominant noise source
with railroad systems when they are operated at very
high speeds. The balance between acoustical privacy
and speech interference changes with speed and it is
difficult to optimize this balance without the use of
artificial masking noise during low speed or stationary
operations of the vehicles. Various power plants are
used to propel the railroad and RTS vehicles, and in
some high-speed railroad vehicle designs several sets
of traction motors are used to drive each passenger
car, instead of just the locomotive, or individual
electric motors are employed to drive the vehicle
wheels directly. Wheel–rail noise becomes important
at medium and high speeds and depends upon rail
roughness and wheel wear.32–34

Soft rubber wheel suspensions have been used on
some rapid transit systems (e.g., Mexico City) in
an attempt to reduce noise. Rubber or elastomeric
damping blocks have also been built into the wheel
systems of some other passenger railcars and crew
locomotives.35 If damping blocks and damping rims
are implemented, they should be properly tested to
demonstrate that they can be used safely in service.

Figure 6 shows the A-weighted interior noise level
at moderate speeds for one particular railcar.35 It is
observed that the A-weighted sound pressure level
increases at a rate of 9 to 10 dB for each doubling
of speed in the range of measurements shown.
Subjectively, this amounts to approximately a doubling
of linear loudness (in sones) for a doubling of train
speed. It should be emphasized, however, that this
result may be somewhat different for other railcar
designs.

Figure 7 shows acceleration levels measured on
the railcar floor with conventional solid wheels and

SPL = SPL0 + 10 log (V /V 0)3
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speed.35
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Figure 8 Comparison of interior noises for solid wheel
and low-noise wheel.35

low-noise wheels. Figure 8 shows a comparison of
the interior A-weighted sound pressure level of the
same railcar as in Fig. 6 with conventional wheels
and with the low noise wheels. Figure 8 demonstrates
that in this particular railcar, at the speeds shown,
the wheel/rail interaction noise is very important. This
study shows that there is not complete correspondence
between the reduction in the floor acceleration level
and the reduction in interior sound pressure level,
achieved by the use of low noise wheels. This indicates
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the presence of other noise sources, such as power
plant, wind noise, and air-conditioning noise.

As is described in Chapter 96, it is normal practice
to set target noise level goals for passenger comfort and
to specify maximum power plant and air-conditioning
system source sound powers from equipment manu-
facturers and suppliers in order to achieve the noise
targets. Target A-weighted equivalent interior sound
pressure levels of between 65 and 70 dB are com-
monly chosen. To achieve such target noise levels, the
vehicle structure must also be carefully designed from
the start so that the noise and vibration paths suffi-
ciently attenuate the power plant, wheel/rail, wind, and
air-conditioning noise reaching the passenger compart-
ments. The contribution to the internal noise caused by
wheel/rail interaction can be predicted from knowledge
of the roughness of the rails. It is important for the rail
roughness levels to be defined at the beginning of the
acoustical design process. Both airborne and structure-
borne paths must be considered. Cabin wall airborne
sound transmission properties, structural damping, and
interior sound absorption all affect the transmission of
sound and vibration and the resulting sound pressure
level in the cabin interior. Accurate prediction of the
interior cabin noise can only be made with a knowl-
edge of all of the external and internal cabin noise and
vibration sources and paths.

Chapter 96 discusses noise sources and noise
level targets in high-speed railroad cars. Chapter 97
describes target noise levels in rapid transit system cars
and the acoustical design processes commonly used to
achieve them. There is extensive literature on noise
and vibration sources and paths in rail vehicles.36–44

Squeal noise is a problem experienced on curved
tracks.39,42

4 INTERIOR NOISE AND VIBRATION OF
OFF-ROAD VEHICLES

Off-road vehicles are used for a variety of tasks includ-
ing earth moving, road, railway and airport construc-
tion, and use on building sites and in agriculture, as
described in Chapter 98. The vehicles are provided
either with wheels or tracks for propulsion. Cabs are
used to protect the operator from rollover and other
operational hazards, from the weather, and from noise
and vibration. One of the main concerns with these
vehicles is to provide a safe acoustical environment
for the operator inside the cab. To achieve this, the
time-averaged A-weighted equivalent sound pressure
level inside the operator cab should be no higher than
about 75 dB. Since noise levels vary with time as vehi-
cles undertake various activities such as earth mov-
ing or grading, noise measurement methods to record
the sound pressure levels generated have been stan-
dardized internationally, which take account of this
operational variability. A-weighted internal cab noise
measurements are normally made with a single micro-
phone in the presence of the operator. The microphone
is oriented horizontally at the operator head height and
pointed forward or in the direction in which the oper-
ator normally looks.

Interior noise levels depend upon the strength of
the noise and vibration sources and paths including the
power plant, exhaust, transmission, hydraulic systems,
mounting systems, and wheel and/or track ground sur-
face interactions. It is important to ensure that the
sources are vibration isolated from the vehicle struc-
ture and that proper care is taken to achieve satisfactory
operator sound isolation by providing a suitable trans-
mission loss (sound reduction index) for the cab enclo-
sure. Air leaks should be minimized if the cab noise
level can only be achieved with windows closed. Struc-
tural damping and interior sound-absorbing material, if
properly used in the design stage, can help achieve the
necessary interior cab noise level design goals.

Analytical models, which are often employed in
the design of off-road vehicle cabs, include statistical
energy analysis, finite element analysis (FEA) and
boundary element methods (BEM).46.47 The track
undercarriage can become a dominant noise source for
tracked vehicles. Experimental confirmation that cabin
noise goals have been achieved is necessary during
prototype vehicle development and testing. The sound
pressure level depends on vehicle operations including
earth moving and other working cycles. Chapter 98
discusses the interior noise and vibration of off-road
vehicles and methods to reduce the interior noise.

A-weighted sound pressure levels in off-road vehi-
cle cabs have been measured to be as high as
107 dB. See Ref. 48. By proper passive noise con-
trol approaches, these levels can be reduced con-
siderably as described in Chapter 98. Approaches
vary from mostly experimental to almost completely
theoretical.45–47 Both structure-borne and airborne
noise and vibration paths to the cab interior must
be considered.46 A quite sophisticated study of the
noise transmitted into the operator cab of an agricul-
tural machine using both scale models and theoretical
FEA and BEM has been reported.46 Figure 9 shows
the operator cabin studied by Desmet et al. The scale
model was used to obtain experimental results. Both
FEA and BEM meshes were used for the cabin struc-
ture and acoustical space. A comparison between the
measured and predicted sound insertion loss (IL) of
the model cabin is shown in Fig. 10.

5 AIRCRAFT CABIN PASSIVE NOISE
AND VIBRATION CONTROL

As discussed in Chapter 99, low interior cabin noise
is important for passenger and crew comfort. High
cabin noise levels experienced in passenger jet aircraft
in the 1960s and 1970s have now been considerably
reduced by the use of turbofan engines instead of noisy
pure jet engines. Obtaining satisfactory cabin noise
environments, which satisfy both speech interference
and speech privacy criteria, remains a difficult problem
since there is a large variety of noise sources that
become dominant during different aircraft operating
conditions. As is the case with surface transportation
vehicles, with aircraft there are many different noise
sources that contribute to the acoustical environment
inside aircraft cabins.
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Figure 9 Operator cabin of an agricultural harvester
machine.46
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Figure 10 Measured and predicted agricultural cabin
sound insertion loss.46

The dominant cabin noise sources are mainly
those exterior to the aircraft cabin and include power
plant noise and vibration and turbulent boundary
level excitation. The relative strength of the sources
depends upon the aircraft operating conditions and
flight speed. Internal cabin noise sources include air-
conditioning systems, hydraulic systems, and electrical
and mechanical equipment. These sources are mainly
of concern with aircraft during ground operations

before takeoff. Power plant noise tends to be dominant
at low flight speeds during takeoff and landing,
while the noise generated by turbulent boundary layer
excitation of the cabin walls is dominant at higher
speeds, after takeoff and during subsequent climb,
during landing descent, and in cruise conditions.

In the front of the cabin, turbulent boundary layer
noise tends to peak at high frequency. While, in the
middle to rear of the cabin, the boundary layer noise
peaks at a much lower frequency. This is because the
turbulent eddies in the thick boundary layer at the
rear of the aircraft are larger than those in the thinner
boundary layer at the front of the cabin. Jet noise is
likewise more pronounced at the rear of the aircraft
cabin for wing-mounted engines since jet noise is
predominantly radiated downstream. See Chapters 83
and 89. For passenger aircraft with rear-mounted jet
engines, the engine noise is mainly experienced at
the rear part of the cabin. In cruise conditions, the
noise from the engines is mostly structure borne and
is caused by small out-of-balance forces created by
minor aircraft engine manufacturing imperfections.

To reduce interior cabin noise caused by engine
noise and boundary layer noise, it has been normal
practice to make use of lightweight damping materials.
In the case of propeller aircraft, passive dampers are
sometimes used, which are tuned to the blade passing
frequency and/or the second and third multiples
and that are attached to the fuselage interior skin
panels.

In the case of jet passenger aircraft, constrained
layer dampers are normally used and are placed at the
center of skin pockets between the stringers and ring
frames. Figure 11 shows a typical “stacked” damper
system, and Fig. 12 shows the skin pockets of a
passenger jet aircraft where they are usually located.
In most designs, a layer of viscoelastic damping
material is constrained by a thin metal constraining
layer of metal or Kevlar. A spacer is located between
the base structure (airplane fuselage skin) to move
the viscoelastic damping material as far as possible
away from the neutral axis of the fuselage skin. The
spacer is normally slotted to reduce its weight and
minimize its bending stiffness. Ideally, the spacer
should also have high shear stiffness. By this means,
the shear distortion in the viscoelastic damping layer
is magnified as the aircraft skin flexes in bending, and
the damping effectiveness of the stacked damper is
increased. Since the aircraft fuselage skin gets very
cold at cruising altitude and the stacked damper is in
close contact with the aircraft skin, special viscoelastic

Base Structure

Constraining Layer
Damping Material

Spacer with
Slots

Figure 11 Stacked constrained layer damper system.2
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Skin Pocket

Frame
Stringer

Figure 12 Interior of fuselage skin showing pockets
between the stringers and ring frames.2

Constraining Layer

Damping Layer

Stringer

Figure 13 Use of constrained layer damping with an
aircraft stringer.2

material must be used that has a maximum damping
loss factor at the skin temperature during normal cruise
conditions.

Viscous constrained damping layers are often used
on aircraft stringers. Figure 12 shows the location of
stringers on an aircraft fuselage skin. Figure 13 shows
how the damping material is constrained between an
aircraft stringer and the fuselage skin, which in this
case acts as the constraining layer. Damping layers
are also often applied to ring frames. Since the ring
frames are in contact with the cabin air, they are
not as cold as the fuselage skin and the viscoelastic
material used is normally selected to have a maximum
damping loss factor closer to the normal cabin air
temperature.

In some parts of the aircraft cabin, separated flow
and shock waves can occur near abrupt changes in

the airplane geometry. For example, such geometric
changes usually occur near the cockpit and can cause
intense noise to be experienced nearby in the cabin.
Cabin noise in propeller-driven aircraft poses a spe-
cial problem, which is somewhat different from the
interior noise of passenger jet aircraft. The interior
noise from the power plants of propeller-driven air-
craft is dominant over the entire flight regime, not just
during takeoff and landing. Propeller noise occurs at
the fundamental blade passage frequency and the first
few integer multiples, and for wing-mounted engines
this noise can be intense if the propellers pass close
to the passenger cabin fuselage. The propeller noise,
being predominantly low frequency, is difficult to con-
trol using passive methods. There is obviously a limit
to the amount of mass, which can be added to reduce
airborne sound transmission. Sound-absorbing materi-
als are not very effective either at low frequency. The
cabin noise levels can be reduced to some extent by
the use of damping materials, which will also improve
speech intelligibility. However, vibration transmitted
from the engines to the airframe and thus resulting in
cabin noise is also a matter of concern.49,50

6 ACTIVE CONTROL OF AIRCRAFT CABIN
NOISE AND VIBRATION

Although passive noise source and path control
methods have been improved considerably in recent
years, in some cases aircraft cabin noise environments
are still unsatisfactory. This is particularly true in the
case of propeller-powered aircraft, and active control
methods have been successfully employed to reduce
the low-frequency cabin noise at the fundamental blade
passing frequency and the first few multiples.

Active noise control systems are particularly suc-
cessful in the low-frequency region in which the cabin
sidewall sound transmission loss is poor and at which
the blade passing frequency occurs. The active con-
trol is achieved by introducing multiple secondary
sources in the cabin and the use of active headsets
or “silent” seats. In the case of silent seats, small
secondary sources are located in the top of the pas-
senger seats in order to create a zone of “silence”
near to the passenger’s head. Structure-borne noise is
also reduced on some aircraft by locating active 180◦
out-of-phase vibration sources near to aircraft engine
mounts. Attenuation of broadband cabin noise is a
more difficult task but can be undertaken provided suf-
ficient numbers of secondary 180◦ out-of-phase noise
sources are located inside the cabin. Since jet power
plant noise has been successfully reduced in recent
years, and in any case is minimal during cruise con-
ditions, broadband turbulent boundary layer noise is
becoming recognized as an increasing problem during
cruise conditions. Active noise control of aircraft cab-
ins is discussed in Chapter 100. Active control of the
structure close to the engine can also be undertaken
to reduce structure-borne noise reaching the passenger
cabin.51 See Chapter 64 for further discussion on active
vibration control, and Chapter 63 for further discussion
on active noise control.
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Figure 14 Percentage of passengers choosing various criteria needing improvement on a cruise ship.52

7 CONTROL OF SHIPBOARD CABIN NOISE
AND VIBRATION

Many of the same noise problems exist in passenger
ships as in surface transportation vehicles and aircraft.
Airborne and structure-borne paths from noise and
vibration sources can be of similar and sometimes of
equal concern during different ship operations. The
main sources include the power plant machinery and
the propulsion units including screws and propellers.

Noise levels can be intense in the engine room
compartments of ships, and consideration needs to be
given to providing low enough sound pressure levels
so that speech communication is possible and audible
alarm signals can be heard. Crew comfort must also
be considered in crew rest areas so that they can
recuperate from the high noise levels experienced in
engine rooms and other high-noise regions of ships.
Noise levels in rest areas must be low enough so
that the effects of noise on sleep and overall crew
performance are minimized. Figure 14 shows that the
acoustical environment on cruise ships often receives
most complaints.52

Some A-weighted noise level criteria for crew
rest areas are as low as 45 dB, while others permit
levels as high as 60 dB in such areas. Noise levels in
passenger spaces in ships are generally low enough that
speech communication and sleep interference are not
issues; providing passenger comfort is the predominant
concern in this case. Acoustical prediction methods
and the design of ships to achieve effective noise and
vibration control are discussed in Chapter 101. Various
studies have been made on the noise in ships.52–54

Studies have been made using sound intensity to
identify noise sources in ships. In one shipboard study
the sound intensity field was measured close to a
double cabin window to try to identify the source of
ship cabin noise problems.53
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1 INTRODUCTION
Interior noise in automobiles, buses, and trucks is caused
primarily by the engine, exhaust, transmission, and
driveline components (power train noise), tire/pavement
interaction (road noise), and airflow around the vehicle
(wind noise). From the source, vibration or sound energy
is transferred by airborne or structure-borne paths to the
passenger cabin interior. Generally speaking, structure-
borne noise is the dominant component of vehicle
interior total noise below 400 Hz, and airborne noise
starts to become dominant above 400 Hz. For different
applications, dominant noise sources or paths may be
different. For example, power train noise is dominant
during the accelerations of most vehicles; tire/road
noise is the dominant noise source when a vehicle is
cruising on a smooth road at about 80 km/h; and at high
speeds of above 130 km/h, wind noise will surpass other
noise sources and becomes the dominant noise source
inside a vehicle. Testing and prediction are important to
understand the cause of noise in the passenger cabin for
a particular application and to optimize noise reduction
methods. This chapter begins with a description of the
primary sources of noise and vibration and how sound
is transmitted to the passenger cabin of the vehicle. This
discussion is followed by a summary of how test-based
and computer-aided engineering (CAE) methods are
applied to predict roadnoise,windnoise, andpower train
noise and to evaluate acoustic noise reduction solutions.
The chapter closes with a summary of noise reduction
methods currently used for automobile, bus, and truck
applications.

2 VEHICLE NOISE SOURCES
2.1 Road Noise
Road noise is generated by events that occur at the
tire/pavement interface. The source mechanisms are

complex and change depending on speed and the
pavement and tire combination.1,2 Airborne sound
radiation from the tread blocks and the sidewall of
the tire can be a noise source for vehicles that do not
have a well-sealed door and floor structure. Most of the
time, road noise refers to structure-borne noise due to
vibrations caused by vehicle tire/road surface impacts
transmitted through the suspension mounts and that
then excite the vehicle structure to generate low-
frequency sound (<400 Hz). Tire/wheel imbalances
can also introduce structure-borne road noise in the
same fashion. Figure 1 shows a spectrogram of road
noise of a typical vehicle. As can been seen in
Fig. 1, the road noise of a typical vehicle is dominant
at low frequencies (below 400 Hz). Tire ring noise
(∼260 Hz) can also be discerned with this vehicle.

2.2 Wind Noise

Wind noise is the dominant source of cabin noise
at high vehicle speed (>130 km/h). As the noise
treatments for engine noise and road noise become
more and more efficient, wind noise starts to become
a serious issue for all vehicle manufacturers. To study
vehicle wind noise, vehicle manufacturers are using
wind tunnels similar to the ones used in the aerospace
industry. Some manufacturers even designed and built
their own acoustically treated wind tunnels. Ford
and Daimler Chrysler have recently invested in new
quiet acoustical wind tunnel facilities for wind noise
testing.3 Comprehensive reviews of wind noise have
been organized by George.4 and George and Callister.5

The performance of vehicle door sealing systems is
critical for the control of wind noise. At high speeds,
the door on a vehicle tends to move outward due to the
difference between the aerodynamic pressure outside
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Figure 1 Typical vehicle road noise spectrogram. (The x axis represents time in seconds, and the y axis represents
frequency, Hz.)
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Figure 2 Wind noise level inside passenger compartment with and without aspiration.

the vehicle and that inside the cabin. If the door seal
does not have enough ability to remain in tight contact
with its mating surface, air can travel through the seal
and cause aspiration. The loss of the seal material
elasticity over time and the variation of the seal gap
along the door perimeters can also cause aspiration to
occur. From the dynamic performance point of view,
if a seal takes a longer time to respond to its mating
surface vibration, aspiration occurs. When aspiration

occurs, it is the most dominant source of wind noise in
the passenger cabin. Figure 2 illustrates interior sound
with and without aspiration.

Aspiration noise is a major wind noise concern,
especially from the viewpoint of the passengers. Aspi-
ration noise is usually broadband high-frequency noise;
it is very directional and easily perceived by passengers
inside a vehicle. Passengers may attribute aspiration
noise to poor vehicle quality, whereas they will more
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readily tolerate louder overall wind noise (other than
aspiration), surmising that such noise has been caused
by strong wind conditions outside the vehicle. To avoid
aspiration noise situations, some vehicles have as many
as three layers of seals. Low interior noise levels will
not be achieved if aspiration occurs.

The next important source of wind noise is referred
to as shape noise. A turbulent boundary layer is formed
by the flow over a vehicle, with a large separated
flow at the A-pillar, roof line, underbody, wheel wells,
and rear of the vehicle. Aeroacoustic sound is gener-
ated by the turbulence in these separated flow regions.
Aeroacoustic sound is treated as an acoustic source and
transmitted into a vehicle’s interior through a conven-
tional noise transmission mechanism. Hydrodynamic
pressure fields associated with these turbulent flows
also load the surfaces of the vehicle. The hydrody-
namic flow is treated as a dynamic pressure loading on
the surface of the vehicle and causes the vehicle sur-
face to vibrate and to generate structure-borne noise,
which directly radiates into the vehicle interior.

2.3 Power Train Noise
Power train noise includes sound from all sources
associated with generating and supplying power to
move the vehicle, except the tires and brakes, which
are covered separately. Power train sources include the
engine, transmission, intake and exhaust system, and
driveline. All of the power train components are both
sound and vibration sources. The sound energy created
by the vibration of the surfaces of these components
and the aerodynamic loads within these components
is radiated as airborne sound. The mechanical shaking
forces and other vibration induced by the component
are transmitted mechanically through the attachment
points and structure-borne paths to the cabin.

For power train noise, all operating conditions are
considered, including engine startup (cranking noise),
idle conditions (stabilized warm idle), high-speed
operation, and transient events such as engine runups
[wide open throttle (WOT) or partial open throttle (POT)
operation] and transmission shifts. The frequency range
of interest for powertrain noise covers the entire range
of human perception—approximately 20 to 20,000 Hz.

Figure 3 shows the engine noise of a typical vehicle
measured in the passenger compartment when the
vehicle is undergoing an engine runup in a WOT
condition. Some discrete frequency lines are apparent
in the engine WOT spectrogram. These lines represent
sound spectrumpeaks that are related to the engine speed
or engine order changes during runup. These engine-
order-related sounds dictate how an engine sounds
during its operation. Many research studies have been
focused on understanding how to design engine order
sounds in order to create and enhance vehicle brand
images.

3 NOISE AND VIBRATION PATHS
Noise and vibration transmission from the source to
the interior of the vehicle are commonly referred to
as either structure-borne or airborne paths. Structure-
borne paths are characterized by direct mechanical

connections through the structure to the panels on
the surface of the passenger cabin where the energy
is radiated as sound to the interior acoustical space.
Airborne noise paths refer to cases in which sound
generated outside the passenger cabin is transmitted
through the vehicle panels to the interior space.

3.1 Structure-Borne Noise
Low-frequency road noise is a classic example of
structure-borne noise. The interaction of the tire patch
and the pavement is the source. Vibration of the tire
is transmitted to the wheel and to the spindle. From
the spindle, the vibration energy is transmitted through
various paths consisting of many different combina-
tions of suspension components, chassis members, and
body panels. For different vehicles or different oper-
ating conditions, the dominant path may be different.
The dominant path usually includes well-coupled com-
ponents that are resonant at an excitation frequency of
importance. For unibody automobiles, structure-borne
noise tends to dominate road noise from 300 to 500 Hz
and might be important up to 800 Hz, depending on
the source and the vehicle design. For a body on frame
vehicle, the structure-borne noise may be dominant
only up to 300 Hz depending on the performance of
the isolation system between the body and frame.

Structure-borne paths are also responsible for low-
frequency engine noise including engine boom noise
(<100 Hz) and engine moan noise (100 to 200 Hz).
The shaking forces of the engine are transmitted
through the engine mounts and into the chassis
and vehicle body. On some occasions, the dynamic
forces of other power train components are well
coupled structurally to the panels surrounding the
passenger cabin and will radiate sound into the cabin.
Problems occur when exhaust system hangers, high-
volume air-conditioning (HVAC) piping, electrical
system wiring harnesses, or similar structures are
poorly designed and efficiently couple vibration energy
directly to passenger cabin panels. Such problems are
usually unanticipated and must be resolved at the
prototype stage. The coupling between the power train
component excitation and the vehicle cabin cavity
is also a significant source of vehicle interior low-
frequency boom noise (<50 Hz)

3.2 Airborne Noise
Airborne sound transmission in automobiles, trucks,
and buses is similar to transmission loss behavior in
buildings. For road noise, the sound generated at the
tire propagates under the vehicle and is transmitted
by airborne paths through the floor panels. Road
noise also propagates around the body of the vehicle
and is transmitted through windows and passenger
cabin panels. Sometimes, road noise travels through
the engine compartment or trunk and is transmitted
through body panels into the passenger cabin. Airborne
noise tends to dominate the high-frequency band of
road noise. It starts to become important at frequencies
from 300 to 800 Hz depending on the vehicle design.

The sound radiated by power train components is
also transmitted by airborne paths to the passenger
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Figure 3 Typical vehicle interior engine noise with wide open throttle engine.

cabin. For example, sound from the engine, transmis-
sion, and intake manifold is transmitted through the
dash panel. Sound from exhaust components is trans-
mitted through floor panels.

Most wind noise is transmitted from the source
to the cabin by airborne paths. Aspiration noise is
generated directly in the cabin. Aeroacoustic sound is
transmitted through glass and panels. Hydrodynamic
loads cause sound radiation from the panels or
glass that experience the dynamic pressure of the
hydrodynamic loads.

4 CABIN NOISE CRITERIA
There are many different events that affect the user’s
evaluation of the quality of automobiles, trucks, or
buses. The automotive industry still depends heavily
on subjective evaluation of either trained experts or jury
testing with perspective customers. However, a great
deal of recent attention has been paid to the development
of objective measures of noise, and such metrics are
becoming more prevalent. Cabin noise is a competitive
quality characteristic of automobiles. Thus, thresholds

and criteria are largely company specific. Also, different
objective measures are used for various events because
they correlate better to customer preferences. A set of
example events and criteria used include:

Road noise: Overall level, spectrum levels, speech
intelligibility

Wind Noise: Overall level, spectrum levels, direction-
ality, impulsiveness

Power Train Noise: Overall level, speech intelligibil-
ity, order tracking

It is still common to use A-weighted sound pressure
level as an objective measure for some applications,
particularly stationary events such as road and wind
noise. The overall level is often decomposed into a
frequency spectrum when diagnostic information is
desired.

It is worthwhile to note that many large vehicle
manufacturers are increasingly using psychological-
acoustics terms to better correlate their vehicle quality
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Figure 4 Frequency response function between force excitation at the spindle and sound pressure at the driver’s ear
location for 98 nominally identical Isuzu Rodeo vehicles. (From Ref. 8. Reprinted with permission.)

to customer perceptions. In these types of studies,
loudness, sharpness, roughness, and pitch variation are
often used to describe the product performance. Many
of the vehicle original equipment manufacturer (OEM)
researchers are developing their own metrics for the
purpose of product evaluations.

Comparison of sound pressure level is widely used
to evaluate power train noise. However, sound qual-
ity metrics are increasingly used, especially for luxury
vehicles. Based on human perception studies, targets
for various engine harmonics are set so that an ideal
overall sound signature of the power train is achieved
to meet the vehicle’s marketing image—for example,
sporty, safe, reliable, and so forth.6,7 Desired signa-
tures can be achieved either through passive design
changes, primarily through intake and exhaust system
design, or by active means through sound cancella-
tion and/or addition. To improve the sound quality
of the power plant, unwanted power train noise—for
example, gear whine—must be reduced in level suffi-
ciently so that it is masked by the desired sound.

Speech interference indices are sometimes used
to assess the ability of the customers in the vehicle
to hold a conversation or listen to music during
vehicle operation. Transient events, such as power train
runups, require specialized metrics. Door slam, wiper
noise, and road impact events are all important quality
characteristics of automobiles and require specialized
description to characterize a customer’s evaluation of
the vehicle.

5 PREDICTION METHODS

The purpose of testing and analysis is either to assess
and understand the behavior of existing hardware,

particularly if noise performance goals are not met,
or to optimize the design of future vehicles. One
key issue for automobiles, trucks, and buses, and one
that will be emphasized in this discussion because
it is pervasive, is to accomplish these predictions
in the presence of variation.8–10 Typical variation is
illustrated in Fig. 4. This type of variation occurs in all
automotive vehicle applications and must be accounted
for when implementing test or prediction.

Because automobiles, trucks, and buses are rel-
atively complex, testing and prediction for NVH
characteristics is a significant challenge with current
tools. NVH stands for noise, vibration, and harshness.
While the terms noise and vibration are familiar to
most, harshness is a relatively specialized term that
describes the perception of a vehicle product. Harsh-
ness describes the total sound and vibration a cus-
tomer feels when he or she operates a vehicle. A
harsh vehicle would be one that gives rise to a sen-
sation of one with hard tires, which would give the
impression of a harsh ride. A quality operating system
(QOS) for test and prediction is critical for improv-
ing the performance of noise and vibration prediction
process over time. A QOS is used to provide a his-
torical basis for how well a process performed in the
past to avoid repeating the same mistakes. The QOS
should include formal validation exercises and ongo-
ing performance checking of the tools used to make
noise and vibration prediction assessments. The qual-
ity of the data should drive the decision-making pro-
cess.

5.1 Test-Based Methods
A nonexhaustive list of test-based tools used in
automotive applications includes:
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Road test Structural damping
Wind tunnel testing Laser doppler vibrometer
Wide open throttle Modal analysis
Idle test Operating deflection

shape
Acoustical holography Transfer path analysis
Acoustic reciprocity Shaker testing/hammer

testing
Acoustic absorption Point and transfer

mobilities
Acoustic intensity Static sealing
Sound power testing Static stiffness
Reverberation room Chassis dynamometer
Transmission suite Power Train

dynamometer
Noise reduction testing Test-based SEA
Acoustic reciprocity Pass-by testing
Laser holographic

interferometry

Many of these methods are discussed in other chapters.
In this chapter, the focus of the discussion will be on
the best practice for the most common methods applied
to automobiles, trucks, and buses.

For test-based approaches, transfer function anal-
ysis is often coupled with a body panel contribution
analysis. The panel motions are correlated with the
forcing functions to determine which motions are con-
tributing to sound in the passenger cabin interior. This
is accomplished with either an array of accelerometers
or with a scanning laser.

An experimental transfer path modeling approach is
often used for predictive models and path identification
since the source, path, and receiver are typically inde-
pendent for this application.11–13 Improvements are
achieved either at the source or by reducing, or in some
cases increasing, the magnitude of the transfer path

Chassis roll testing is often used to simulate road
events. Large-diameter rollers are used to make the
surface appear as flat as possible. Both smooth surface
rollers and replicate castings of rough road surfaces
are used. This provides a controlled environment for
road noise testing.

Because of the complexity of the vehicles involved
and the variability in the vehicles, systematic and for-
mal testing processes are important. There are two
main strategies for testing: One factor at a time testing
(OFT) and design of experiments (DoE). Both strate-
gies are common. In either case it is necessary to
design the experiment to resolve the effect of interest
in the presence of the natural variation in the prod-
uct. The testing should be conducted in a fashion that
is robust to significant variation across the ensemble
to be able to discriminate against the variation. One
means of identifying sources of variation in test pro-
cedures is to do component variance studies .14,15 Once
measurement variation is reduced as much as practical,
it is important to periodically check that the test pro-
cess continues to conform to the measurement quality
standard.

Proponents of the OFT approach chose this method
to simplify the process of determining which factor is

responsible for the change in the response. However,
this approach ignores interactions between factors
whereby one factor may depend on the setting or
value of another factor. The OFT approach is also
not efficient. As each factor is studied in turn, data
collected to study other factors is ignored. Each set of
data supplies information on only one factor.

Experiment designs (e.g., factorial) provide an
alternative to the OFT approach. These designs allow
the study of interactions between factors. The structure
of factorial designs allows all the data from the
experiment to be used to study each factor, which
results in a significant increase in efficiency over
OFT. The interested reader is directed to references
on experimental design.16,17 Most of the experiment
design literature discusses single-number response
variables. However, the same data collection and
analysis techniques documented in the literature can
be applied spectral band by spectral band.18,19

5.2 CAE-Based Methods

The CAE-based tools used in automotive noise and
vibration prediction include (not exhaustive):

Finite element analysis Computational fluid
dynamics

Finite difference techniques Acoustic ray tracing
Boundary element analysis Analytical solutions
Statistical energy analysis Porous element FEM

Most of these methods have been discussed in detail
in other chapters. In this chapter the application of the
most common methods for analysis of automobiles,
trucks, and buses will be discussed.

When using analysis to assess program perfor-
mance, it is important to understand how well the
numerical model represents the hardware. Generally,
this is accomplished by doing correlation studies. A
corporate process controlled by a quality operating sys-
tem is important to provide a historical perspective
about analysis performance so every model does not
require ongoing correlation. Important components of
the quality operating system include capturing the per-
formance of the models and charting the results at the
end of the analysis effort. This allows statistical pro-
cess control techniques to be applied to the analysis
process to identify common and special case variation
in the analysis process.

It is also possible to assess the ability of analysis
to span the design space. This assessment is accom-
plished by comparing the predicted design sensitivities
to those obtained from OFT or designed experiments.
These data provide confidence that analytical results
will provide meaningful data when used in optimiza-
tion studies for configurations where correlation is not
possible.

Finite element models (FEM) and Statistical energy
analysis (SEA) are used most widely for noise and
vibration prediction. The unique aspects of application
of these methods to automotive applications will be
discussed.
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Figure 5 Illustration of a vehicle FEM model (element
size = 250,000).

5.2.1 Finite Element Analysis Noise and vibra-
tion prediction models of automotive vehicles for the
frequency band of interest are generally large. The
time and effort required for creating and exercising
finite element analysis for noise and vibration pre-
diction of vehicles is dominated by development and
validation of body models, often with over 250,000
elements. (See Fig. 5.) Here, the quality operating sys-
tem becomes vital for managing the data for highly
detailed geometry, property values, plus the connectiv-
ity of the model parts. In general, the quality operating
system should also be used to supervise the relation-
ship between model building and analysis software,
even when the codes are provided by the same vendor.

Because of the large number of elements in these
finite element models, most analyses are limited to lin-
ear approximations of the body and other major struc-
tural components. Even so, the computational effort
is large enough that model reduction is necessary.20,21

Dynamic reduction and component mode synthesis,22

as well as tools for reusing previous results when ana-
lyzing changes, are widely used for automotive appli-
cations. For example, modal superposition methods are
widely used to reduce finite element models from sev-
eral hundred thousand physical degrees of freedom
(DOF) to a few thousand modal DOF for vehicle or
body or a few dozen modal degrees of freedom for sim-
ple components such as control arms. Finite element
models are discussed in Chapter 7.

Finite and boundary element models have also been
developed to predict the performance of the compos-
ite acoustical material systems used for noise reduc-
tion in passenger cabins.23–26 These models are used
to predict wave propagation behavior in acoustical
materials and the structural backing plates. The result-
ing model is either incorporated into the deterministic
FEM method of the vehicle or noise reduction proper-
ties are derived to be incorporated into SEA models.

Vehicle level models are used to compute the
response of the vehicle to sinusoidal or random inputs
in the form of either applied loads or enforced dis-
placements. These frequency responses are processed
to evaluate performance. The quality operating sys-
tem should be used to address how the bridge is built
between CAE-based prediction and objectives that are
based on true performance improvement.

5.2.2 Statistical Energy Analysis Application
of SEA models in the automotive industry began in
approximately 1986. Currently, this technology is in
widespread use across the vehicle manufacturer and

supplier base. Commercial codes with extensive pre-
processing capabilities have been developed primarily
for automotive applications. SEA technology is capa-
ble of both airborne and structure-borne modeling. The
most extensive use of SEA is for modeling airborne
noise transmission into the vehicle interior. A review
of SEA modeling for automotive applications can be
found in the references.27,28

The SEA models in use today tend to be full
vehicle models. Having a full vehicle model allows for
simulation of events such as four-tire airborne noise.
It also allows for multievent optimization of the noise
control treatments. As a result, the industry trend is
to have a general full vehicle SEA model, which is
modified to the particular properties of a vehicle, rather
than a single-use model or partial model.

For an SEA model, the vehicle structure is idealized
into mode groups along natural boundaries where
possible. Body panels and the greenhouse glass are
modeled as plate bending and inplane mode groups.
The body structure, such as the pillars and the
rocker panels, tend to be modeled as beams at
low frequencies and transition to plates at higher
frequencies. Subsystem boundaries tend to be at
natural changes in impedance for the body structure.
For example, joints would occur at the B-pillar or
the front rail at the shocktower. The interior cabin
space is often subdivided into several different acoustic
mode groups. An SEA model describes how energy
is transferred among different systems outside and
inside a vehicle. A typical vehicle SEA model is
composed of three parts: a vehicle interior model,
vehicle structural model, and vehicle exterior model.
For a steady-state SEA, the analytical solution requires
simply that the input power must equal the output
power for each acoustic or structural subsystem in
each frequency band. Steady-state and transient SEA
models are discussed in Chapter 17.

Transient SEA analysis at its most basic level
simply includes time-dependent terms in the power
flow balance equations. Although this may not at first
seem to significantly add to the complexity of the
solution, in actuality, the adoption of a numerical
method is required for a transient solution. In this
numerical method, each time step is solved as a
function of the energy in each subsystem during the
previous time step and of the change in energy with
respect to time. So a solution technique that is purely
analytical and closed form for a steady-state solution
needs to use a numerical approach when a transient
solution is calculated.

Statistical energy analysis models have been suc-
cessfully applied to airborne noise reduction events.
These events include engine noise reduction, induction
noise, tire noise reduction, and interior noise due to
exhaust noise. SEA modeling for wind noise is actively
being pursued as well.31 Transient SEA for modeling
vehicle transient sound phenomenon has been devel-
oped for modeling impact sound events such as door
slams.29 SEA for structure-borne events is not being as
actively pursued at this time. The analyst community
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SEA Structural Model

SEA Interior Model

SEA Exterior Model

Figure 6 Typical SEA models (including vehicle interior,
structural, and exterior models).

tends to use deterministic methods such as the finite
element method for structure-borne events.

Figure 6 shows the SEA models for a sports
utility vehicle. The complete vehicle model includes
separate SEA models for interior, structure, and
exterior. There are two distinct ways to represent the
sound package in current SEA models. One way is
to explicitly model the sound package layup (pure
CAE modeling). This is accomplished by representing
the substrate as a plate bending subsystem and
modeling the acoustic modes in the interstitial air
in the fiber/foam material as an isothermal acoustic
space. The carpet/barrier is modeled as either a
limp mass or a bending subsystem with appropriate
properties.30,31 The alternative modeling scheme is
to use test/analysis data for the layup and import
the consolidated properties as a transmission loss into
the SEA model (CAE/test hybrid method). Data for
the structure-borne noise reduction is also provided for
coupling the plate vibration to the acoustic space. The
hybrid method often yields more reliable predictions
at low frequencies where model densities of the SEA
systems are low and less accurate. Both pure CAE and
CAE test techniques are in active use.

Statistical energy analysis models have been subject
to rigorous validation.32–35 These model validations
include:

1. Component impedance comparison (modal
density)

2. Component testing (e.g., barrier TL measure-
ments)

3. Damping measurements
4. Acoustic intensity scans
5. Response plot comparisons
6. Thermogram comparisons (test based—ana-

lytical)
7. Doe sensitivity assessment
8. Source determination
9. Hardware prove out–response comparisons

The SEA models have been shown to span the design
space. Validations by both One Factor at a Time
and designed experiment have been reported in the
literature.30,35

6 NOISE REDUCTION
Noise reduction strategies in automobiles, trucks, and
buses include a large menu of potential solutions
depending on the source, path, and application. In most
cases, vehicles are sensitive to weight and cost and
solutions must be highly efficient.

Noise reduction typically starts at the source.
Suppliers of components usually face challenging
specifications for noise. Most components, such as
engines, motors, and tires, are becoming quieter while
maintaining or improving performance and price.

The challenge of the vehicle manufacturer is
usually to control the paths. The airborne paths are
usually treated by closing up openings (i.e., with
seals), adding mass to panels and windows, and adding
sound absorption inside the passenger cabin. Structure-
borne noise is treated by optimizing the mount (e.g.,
using isolators, impedance mismatch), damping of
resonant systems, or building in vibration breaks. A
few particular examples of noise reduction strategy
applied to automobiles will be discussed.

A large proportion of the airborne noise in auto-
mobiles occurs in the front of the vehicle. Road noise,
power train noise, exhaust noise, intake noise, front-
end accessory drive noise, and wind noise are all
transmitted through the dash panel, front floor panels,
and windscreen glass. There are two main strategies
for achieving noise reduction. The classical technique
is to provide a mass backed isolation material over
sheet metal surfaces to increase mass and improve
transmission loss. Recently, similar noise reductions
have been achieved with significantly reduced weight
by eliminating the mass backed decoupling layer on
the dash panel and significantly increasing the inte-
rior acoustic absorption. Another important strategy
is minimizing the number of penetrations from the
engine compartment to the interior. These penetra-
tions include accelerator cable, brake, steering column,
several heating ventilation and air-conditioning system
penetrations, engine computer, and electrical cabling.
Some vehicles have been designed to keep the num-
ber of penetrations to as few as 8. Less well designed
vehicles can have as many as 18 penetrations through
the dash panel. Managing the sealing of these penetra-
tions and their associated noise control treatments is
critical. The most important frequency range is in the
critical speech intelligibility frequencies from 800 Hz
to 4 kHz.

Other strategies for noise reduction include dash
doublers, pillar sealers, damping materials in doors,
door panels, and greenhouse glass. In a luxury car,
the sealing systems/isolators are effective enough that
the dominant acoustic path is the windscreen glass. In
this case further noise reduction can be achieved by
using laminated glass for the side windows as well
as for the windshield and backlight glass. Laminated
glass, due to its high internal damping, radiates
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Wind noise comparison—
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Figure 7 Wind noise in vehicle interior when laminated side widows are used.

much less sound when it vibrates. The multilayer
structure of laminated glass also eliminates or shifts the
coincidence frequency region of 2 to 3 kHz (the value
for monolithic glass) and therefore yields a much better
sound insulation performance. Figure 7 illustrates a
typical wind noise performance improvement achieved
by the use of laminated glass.

Interior acoustic absorption plays a significant role
in noise reduction. There are several surfaces available
for application of noise control treatments including
the headliner, the seats, and the floor treatment.36,37

For road noise, the noise reduction strategies in
order of consideration are:

1. Optimizing point mobilities either using isola-
tors or by structural design to minimize force
transmission

2. Damping materials to minimize panel vibration
3. Sound insulation to block airborne noise paths
4. Tire geometry and properties to reduce source

noise
5. Selective increases of the stiffness of body

components

In general, body-on-frame vehicles are quieter than
unibody vehicles because of an extra level of isolation
(frame-to-cab isolation). However, some body-on-
frame vehicles have poor performance in the low-
frequency range because of flat body panels and
minimal sound packages.

7 CONCLUSIONS
Automobile, bus, and truck NVH data show a trend
of continuous improvement. New vehicles have been
quieter than the models they have replaced. New
tools and processes are being developed to meet these
aggressive NVH targets.

Computer-aided engineering tools are being widely
used across the manufacturing base to support automo-
bile, bus, and truck noise issues. However, application
of these techniques to automobiles, trucks, and buses
is challenging. To be fully integrated into the design
process, these techniques must account for the natu-
ral variation across the ensemble. And to effectively
use these tools, a quality operating system must be
implemented to continually learn from experience and
achieve systematic improvement of both the modeling
process and the resulting product.
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CHAPTER 96
NOISE MANAGEMENT OF RAILCAR INTERIOR
NOISE

Glenn H. Frommer
Mass Transit Railway Corporation
Kowloon Bay
Kowloon, Hong Kong

1 INTRODUCTION

With increasing rail services worldwide and passen-
ger expectations for improved privacy and mobile
telephones, noise inside railway cars is becoming
an increasingly significant concern. This development
presents a challenging task for the noise control engi-
neer. Balancing the technical and commercial skills
obtained from a wide variety of noise control applica-
tions is necessary for a cost-effective achievement of
this requirement.

Well-tried methodologies to manage and achieve
noise and vibration specification for railcars are now
available. The use of such methodologies requires that
the noise control engineer is completely knowledgeable
about all relevant prediction and control techniques for
noise and vibration control. These approaches can be
used wherever commercial specifications for noise and
vibration requirements are identified.

2 STANDARDS FOR NOISE CONTROL IN
RAILCARS

While some minor changes to the final noise environ-
ment can be made once the vehicle is completed, it is
not possible to reach the high levels of performance
required for satisfactory speech intelligibility and pri-
vacy if the interior noise performance is not incorpo-
rated at the outset of the vehicle design. It is necessary
to survey passenger expectations, consult possible lev-
els of achievement with manufacturers, and agree on
a set of practicable standards with the owner/operator
before launching into the noise and vibration design.

For example, in Hong Kong, the Mass Transit
Railway Corporation (MTRC) system regularly notes
that about 7% of its passengers use a mobile telephone
at any one time, and this is expected to increase
with the widening use of third-generation (3G) mobile
phone technology. For best speech intelligibility, it has
been found that the A-weighted sound pressure level
inside a railway car should not exceed 79 dB when
traveling in a tunnel and 70 dB at top speed on open
track. The reverberation time should also be kept short,
between 0.6 and 1.0 s.

The specification used by the MTRC is given in
Table 11 and has since become a standard for railway
passenger car service in the Asia–Pacific region. These
requirements were based primarily on English. How-
ever, further research has shown that speech intelligibil-
ity requirements are not very different for Cantonese and

Mandarin but should be checked for other languages.2
At standstill the noise from the air-conditioning and ven-
tilation system as well and the door opening and closing
should be considered, as these could impact intelligibil-
ity and provoke an emergency evacuation.

Table 1 specifies target/acceptance A-weighted
sound pressure levels with target levels slightly more
restrictive than the acceptance levels. Experience
with commercially driven noise and vibration design
development has shown some safety factor should
be included into the design process. Here the
target/acceptance level provides that degree of design
safety. In essence, the differences are a contractual
means to incorporate imprecision and inaccuracy of
the modeling and performance.

2.1 Safety Criticality
A noise control engineer tasked with establishing,
delivering, and controlling the internal noise environ-
ment of a railway car must be able to work very
closely with designers, consultants, manufacturers, and
contract engineers. The noise control engineer must
become familiar with the contractual requirements for

Table 1 Internal A-weighted Sound Level
Specifications—Airport Express Train

Condition
Target/

Acceptance

Specification
Test

Method

External top speed
135 km/h,
braking and
acceleration

ISO 3095 80/83 dB
(135 km/h)

External
0 km/h—7.5 m

ISO 3095 70/72 dB

Internal top
speed—free field

ISO 3381 65/70 dB
(135 km/h)

Internal top
speed—tunnel

ISO 3381 74/79 dB
(135 km/h)

Internal stand still ISO 3381 60/65 dB
Door opening and

closing
ISO 3095 and 3381 65/70 dB

T60 (125 Hz) ISO 3382 1 s ±0.2 s
T60 (250–4 kHz) ISO 3382 0.4 s ±0.2 s
RASTI 0.55

(minimum)
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the rolling stock and, in particular, the requirements for
the reliability, availability, maintainability, and safety
(RAMS) of the vehicle fleet. These four factors are
critical to safe operations of a railway, and there can
be no compromise on passenger safety. There will be
many and possibly significant changes to the vehicle
design throughout the manufacturing process, and the
noise control engineer must have his or her own con-
sistent means of achieving the agreed upon internal
noise specification.

2.2 Developing the Specification
There are essentially two methods of meeting the
noise and vibration specification. The first requires the
owner/operator to prescribe all steps and all specifica-
tions in detail. The advantage of this method is that
the manufacturer can accurately price the work tak-
ing advantage of standard designs and components in
a straightforward design and build contract. However,
given that the new design of the rolling stock will
probably change to meet RAMS requirements, this
procedure has a high element of risk.

The second method is to prescribe noise and vibra-
tion performance contractually, including general out-
lines of the plans, submissions, and achievements that
the manufacturer must provide during the continu-
ing design and manufacture of the rolling stock. The
owner/operator may perceive the above contract strat-
egy as a means to gain confidence that the noise
requirement would be met. On the other hand the man-
ufacturer may perceive the contract strategy as a means
to minimize and control the risks of not meeting the
client’s specification. A mature owner/operator would
take advantage of both the confidence building and the
risk control of the latter method and develop a com-
mercially beneficial partnership. Care, however, must
be taken to allocate the proper type of resources to
the process and overall management regardless of the
method chosen. The remainder of this chapter will fol-
low the latter contractual methodology.

2.3 External Noise
It is an a priori assumption that the achievement and
control of the specified internal noise values for the
rolling stock are commensurate with maintaining a
minimum external noise emission of the vehicle. In
a typical rolling stock contract the maximum external
noise levels at standstill and at maximum speed are
specified as are the internal levels at both standstill
and top speed. Recent changes in the International
Organization for Standardization (ISO) standards for
noise measurement of railcars reflect the need to
standardize the roughness of the wheel–rail interface.3

Experience has concluded that a robust design
philosophy is one where the external A-weighted
sound pressure level emissions for all electrical and
mechanical equipment shall be about 10 dB below that
for the wheel and rail noise at top vehicle speed and
during braking and acceleration. In addition the wheel
and rail profiles and hardness as well as the track and
primary vehicle bogie stiffness should be optimized
and maintained for a minimum wear scenario.4 This is

Source, Path,
and

Receiver Study

Noise and
Vibration

Specifications
Preliminary

Noise
Prediction

Design
Development

Final Noise
Prediction

Commissioning

Figure 1 Noise assurance plan.

far from trivial and is outside the scope of this chapter.
The reader is referred to descriptions of rolling noise
simulations in the literature, for example, TWINS.15

3 NOISE ASSURANCE PLAN

The conceptual heart of the methodology is the noise
assurance plan (NAP). Shown diagrammatically in
Fig. 1, a requirement for the NAP is specified within
the contract documents with the particular specifica-
tion. The NAP contains six main stages: source–path–
receiver study, noise and vibration specification, prelim-
inary noise prediction, design development, final noise
prediction, and commissioning.

3.1 Noise Management Plan (NMP)

The contractual arrangements for rolling stock will
have particular stages connected to payments, and the
noise control engineer must devise and implement
a strategy for achieving the specified performance
through a noise management plan. The management of
the noise control must be structured to fit the overall
contractual deliverables for the rolling stock while
allowing the manufacturer the flexibility to design
an acceptable low-noise vehicle. Thought must also
be given as to level of manpower resources needed
to achieve the desired noise performance as well as
training other members of the design team.

A possible NMP, included as Table 2, shows
how a proposed set of tasks can be grouped into
particular rolling stock stages that can fit into an
overall contractual program requirement for design,
manufacturing, and commissioning. The tasking can
also be used to determine the skills and remuneration
for specialist subconsultants undertaking this work for
the client or manufacturer. The task number and title
shown in Table 2 allow a unique definition to fit into an
overall contract program while permitting a description
and verification of a deliverable for payment.

3.2 Source Pathway Receiver Considerations

In the first stage of the rolling stock contract, the
manufacturer will propose and agree on the basic
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Table 2 Noise Management Plan (NMP)

Rolling Stock
Contract Stage

Task
Number Task Title

Number Title

1 Source, Path,
Receiver
Study

1 Preparation of Project
and Noise Plan

2 Conceptual
Low-Noise Design

3 Noise Source Study
2 Noise and

Vibration
Specification

4 Car Body Study

5 Preliminary Prediction
of Reverberation
Time

6 Preliminary
Subsupplier
Specifications

3 Preliminary
Noise
Prediction

7 Preliminary Noise
Prediction

8 Progress Meetings
9 Documentation

4 Design
Development

10 Systematic
Low-Noise Design

11 Preparation of Final
Subsupplier
Specifications

12 Testing of Bogie and
Car Body

5 Final Noise
Prediction

13 Final Noise Prediction

14 Documentation
15 Progress Meetings

6 Commissioning 16 Inspection, Test, and
Approval of
Components

17 Assembly Test
18 Progress Meetings
19 Documentation
20 Predelivery Factory

Test
21 Documentation
22 Commissioning
23 Documentation

design, methodologies, and plans, stating how they
will achieve the required level of RAMS. The noise
control engineer must similarly require an NMP stating
how the noise and vibration specifications will be
met. Experience indicates that excessive detail is not
overly beneficial at this juncture. The focus must
be forming a team with a high level of practical
experience. However, it is necessary that there is
sufficient contractual authority and control given to
noise control engineering to ensure that the final result
will be achieved. With weight, performance, design,
and power considerations, a firm but flexible hand is
needed.

Once the detailed NMP is agreed upon, attention
can then be focused on the achievement of the spec-
ification. A source–pathway–receiver study focuses
on the various noise and vibration sources that exist
within the rolling stock, as shown in Fig. 2. There
are both airborne sources and structure-borne sources.
Examples of the airborne noise are noise from the
wheel–rail interface transmitted through the floor,
walls, and roof and noise from the ventilation system.
Examples of structure-borne noise are the reradiated
noise through the vehicle floor, walls, and roof from
the bogie and vibrating or rotating mechanical equip-
ment and air turbulence from a pantograph reradiated
through the roof and walls.

The emissions of each of the sources identified in
Fig. 2 must be specified, controlled through prototype
testing, subsystems testing, and during the final
commissioning phase. General guidance on noise
sources and pathways is given below.

3.3 Noise and Vibration Specification

From an understanding of the impact on the pas-
sengers, the source–path–receiver study implies val-
ues for the noise and vibration sources and transmis-
sion reduction and radiation values (Table 2, task 3).
Together with a car body study and a preliminary pre-
diction of reverberation time, this initial assumption
results in a set of preliminary assumptions for the
noise and vibration specification of the electrical and
mechanical components of the vehicle. A listing of
possible sources and pathways is given in Table 3.

3.4 Noise and Vibration Specification

Specifications for the main equipment should include
sound pressure and or sound power levels as well
as vibration levels in three dimensions. It is also
essential to identify how the data will be tested

Table 3 Noise Specification

Main Equipment
Traction motor
Variable voltage, variable frequency (VVVF) inverter
Static inverter
Driving gear with gear coupling
Bogies
Gangway
Bodyside doors
Air-conditioning unit
Compressed air supply and brake system
Sound Transmission Loss, Transfer, and Radiation

Index
Floor
Lower sidewall
Sidewalls in driver’s cab
Sidewall between windows
Windows
Entrance doors
Sidewall above the windows
Roof
Bellow
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Turbulent Boundary Layer
Excites Body Panels
That Radiate Sound

Air-Conditioning
Equipment Noise

Internal Noise Field
Determined by Absorption

in Vehicle Interior

Damping
Applied to
Control
Structure-Borne
Input

Ancillary Equipment
(Structure-Borne

and Airborne
Input)

Wheel–Rail
Rolling Contact

Transmission of
Wheel–Rail Noise
through Body
Panels and Leaks
in Body Structure

Vibration Excited
in Suspension
Passed into Body
through Vehicle
Support Points

Panel Vibrate
and

Radiate Sound

Radiated Wheel
Rail Noise

Figure 2 Source–path–receiver study.

and analyzed (A-weighted, octave, or one-third-octave
values), the relevant international norms and standards
to be used, and who will be testing the equipment
(approved laboratory, consultant, or manufacturer and
their qualifications). Experience has shown that the
specification should be written in two parts, a general
specification detailing the standards and measurements
methods and the particular specifications detailing the
acceptance criteria. Note that this is a preliminary set
of subsupplier specifications based on a number of
design assumptions that must be confirmed and closed
out in the further design development.

3.5 Preliminary Noise Prediction

A preliminary noise prediction will be concluded from
the noise and vibration specification with the help of
a predictive model (Table 2, task 7). Model use will
be discussed in more detail below. At this time it is

most informative to provide noise level predictions
along the length of the vehicle, as the owner/operator
may allow noise levels directly over the bogey area to
be slightly higher than noise levels in the middle of
the car. The preliminary prediction not only indicates
how successful the design will be at achieving the
specification but will also indicate the critical design
challenges to be faced in the systematic low-noise
design task.

3.6 Design Development

The next stage in achieving the internal noise level
will require that the contractor or his or her special-
ist consultant participates in the design development
of the vehicle. As noted above, there may be sig-
nificant discussions on the design of components to
meet RAMS requirements and in particular a low-
weight fire performance. Designs of the floor, walls,
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and roof as well as electrical and mechanical sub-
systems and air-conditioning and ventilation systems
may be redesigned. The noise control engineer must
ensure that the materials to be used and their installa-
tion will meet the agreed performance. It is strongly
recommended that a tracking mechanism for sources,
materials, drawings, and installation methods be estab-
lished at an early time in the design development pro-
cess and audited at regular intervals during the design
and manufacturing process.

3.7 Final Noise Prediction
Once the detailed design has been completed and
Table 2, task 4, is approved, the finalized noise and
vibration specification allows the manufacturer to pur-
chase the specified equipment and material. However,
throughout the manufacturing and subsupplier phase,
the noise control engineer must ensure that the instal-
lations are correct and the subsystems function as
required. Vigilance regarding design and specification
changes in this stage through the engineer’s instruc-
tions must also be weighed. As noted above, there is
a need to track and audit the key subsystems, and the
engineer may require tests for key elements of the vehi-
cle; for example, the floating floor and silencers on the
traction motor and the air-conditioning units (Table 2,
tasks 16 and 17). The noise control engineer should
be available to accept design changes during the tests
and provide a proper paper trail. With confidence now
at a high level, the commissioning tests should show
compliance with the internal noise specification for the
vehicle.

The noise control engineer must consider how to
best present the results and estimations to higher man-
agement for decisions. Information will be presented
both to the design team responsible for RAMS and per-
haps to more senior management if decisions must be
taken impacting cost, program, or future maintenance.
The author has found the use of simple bar charts and
graphs to be most helpful. Additionally, noise simula-
tions are exceptionally useful. These employ internally
recorded noise levels from vehicles that have been
mixed to a sound quality that will mimic the perti-
nent predictions. While the use of complicated and
detailed sound quality has not been used in this area
previously, there is no doubt a possible benefit for the
noise control engineer to exploit this technique.

A word of caution is, however, necessary. These
simulations and predictions will typically be played
in executive offices or meeting rooms and as a result
may not give the psychologically relevant results that
the noise control engineer may prefer. Forethought is
needed to prepare the simulations accordingly.

3.8 Commissioning
The resources used in tracking individual components
and the testing of subassemblies assure that the
final product will generally achieve the specifications.
While the intention is that there are no surprises at
this point, there can be some surprises. Experience
has taught that the assembly of the air-conditioning
unit may present some unwanted structure-borne noise

issues, and a mismatch of the rotational frequency
of the ventilation fans could create a low-frequency
resonance experienced throughout the vehicle. The
engineer should allow some additional resources for
this last stage.

4 GENERAL DESIGN GUIDANCE
4.1 Mathematical Models
The prediction of the internal noise in a railway car
will depend on many different forms of mathematical
modeling. There are an increasing number of analytical
models to predict internal noise within railway cars:
Finite element modeling (FEM), boundary elements
modeling (BEM), and statistical energy analysis (SEA)
(see Chapters 7, 8, and 17). Rolling noise is predicted
by TWINS and modeling of pantograph noise can
be undertaken with computation fluid dynamic (CFD)
modeling (see Chapter 7). Given the number of
airborne and structure-borne sources, the modeling
is difficult and imprecise, incorporating a number
of assumptions, for example, coupling factors and
damping. This raises doubt as to the robustness and
veracity of any one approach.

Considering the complexity of the overall design,
it is this author’s experience that it is best to keep
the models as simple as possible and use base model-
ing on measurable and controllable parameters. As a
result those models based on the measurement of sound
power and vibration levels of airborne and structure-
borne sources, sound reduction, and radiation values
in existing railway cars combined with spread-sheet
transparency of results tend to give a more robust pre-
diction then more theoretical approaches.6 However,
the use of the more analytical methods to examine and
optimize subsystem performance is advisable and cost
effective. SEA is particularly helpful in prioritizing
noise control efforts for maximum cost-effectiveness
but is not suitable for the prediction of overall absolute
noise levels.7

4.2 Validation
For railcars that are of newer design, the choice of
model will be a critical one. One way of examining
the robustness and sensitivity is to require validation
of all modeling and or procedures within the tendering
phase or in the stage 1 deliverable of the NAP
(Table 2, task 2). Generally, the models should be
able to predict the internal A-weighted sound pressure
levels at any position within the vehicle to ±2 dB
with all external and internal conditions prescribed.
The engineer must note that a validation requires a
comparison between known and controllable inputs
and measured outputs, for example, noise levels along
the car. No “tuning” of the model should be allowed
once the physical parameters of the railway car are
input. Typically, a validation is proven on a previous
project. There is much confusion with modelers with
the erroneous assumption that verification is the same
as a validation.8

4.3 Noise Sources
As detailed above, achievement of a low level of
internal noise in railway cars will depend on the control
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and mitigation of airborne and structure-borne noise
sources with full cognizance of the RAMS requirement
for the vehicle. Once the RAMS targets and the
means to meet the targets are agreed, there should
remain significant flexibility allowing the noise control
engineer to meet his or her goal.

There are three major speed regimes regarding
external noise generation:

• From 5 to approximately 50 km/h, the propul-
sion noise will dominate and will increase by
approximately 10 log(vehicle speed).

• From 50 to approximately 220 km/h, the main
noise source will be the wheel–rail interface
with noise for disk-braked vehicles increasing
roughly as 25 log(vehicle speed).

• Above 220 km/h, air turbulence will be the
dominant source and will increase as 80
log(vehicle speed).9

For most intercity and mass-transit trains, the dominant
airborne noise source will be the wheel–rail interface
or rolling noise.

Within the bogey there are essentially two lev-
els of vibration control: a primary and a secondary
suspension. It is the secondary suspension that pro-
vides the ride quality of the vehicle while the primary
suspension controls the car body motion. Both suspen-
sions will effect the transmission of vibration from the
wheel–rail interface and the propulsion system into
the vehicle through the center pin, as will any further
connection of the bogie to the vehicle frame, antiroll
bars, and horizontal dampers.

An essential element of the control of the wheel–
rail or rolling noise is to ensure that the tread surface
of the wheel and the contact patch on the rail is as
smooth as practically possible. For the rail this can
be achieved by regular grinding and for the wheel by
regular turning and lubrication of the wheel flange. The
regularity of grinding and wheel turning is dependent
on the operational characteristics and economics of the
system. Rail maintenance models are normally used to
predict the optimal maintenance conditions.10

It is best to employ disk brakes rather than tread
brakes to maintain the smoothest wheel tread. Tread
brakes can cause wheel flats and roughen the running
surface of the wheel. The increased wheel roughness
gives an increased mechanism to excite the natural
modes of the wheel and exacerbate rail vibration. Wheel
profiles and to some extent rail profiles can be designed
to minimize airborne noise emissions. However, the rail
industry tends to be conservative, and the use of unusual
designs will take some time for acceptance.

The second important factor is the use of contin-
uously welded rail. Rails with fish plates or bolted
connections between rails will cause the well-known
clickity-clack noise that could defeat even the best low-
noise railway car design.

Another area of focus is the propulsion system
consisting of the traction motor, gearbox, and the
coupling. Most common traction motors rely on
air cooling for controlling the motor temperature.

Excessively high temperatures will cause bearing and
insulation failure and possibly an underfloor fire.
Typically near the exit of the motor, the fan will draw
cool air in over the internal structures of the motor
and exhaust the hot air. This can be very noisy and
contain pure tones if the fan is not designed correctly.
The better fan designs include variably spaced blades
where attention has been placed on the blade edge
design. A good design can essentially remove all pure
tones from the fan noise spectrum, and attention to
individual blades design can provide an additional 3
dB to 5 dB attenuation in the A-weighted noise level.

Nonetheless, the noise from the traction motor is
generally very high, and additional silencing is needed
both on the inlet and exit of the traction motor. The
design of the silencing is difficult since it must pro-
vide an A-weighted noise level attenuation of 10 dB
to 15 dB, while not significantly increasing the pres-
sure drop through the motor, and be easily demount-
able for thorough maintenance. An increased pressure
drop will cause increased heating exacerbating bear-
ing wear. It has been found best to work with the
traction motor manufacturer, establishing a test facility
where sound power from the motor can be readily mea-
sured and combine this with the possibility for building
and testing various silencer designs. Silencing mate-
rial can either be fiberglass, mineral wool, or sintered
aluminum with the choice of the material dependent
on the cost and application. Maintenance aspects must
also be considered.4

The gearbox is another key noise source. The use
of FEM for gearbox design can be very beneficial
in determining the thickness of the material and
optimizing the gearbox weight. The design of the
gearbox should ensure that there are no gear meshing
frequencies close to any of the natural frequencies for
the gearbox itself. If there are, the pure tones from
the natural gear meshing frequency will be emitted as
airborne noise and could enter the vehicle.

The design of the air-conditioning and or heating
systems will depend on the requirement for passen-
ger fresh air. A general rule is to supply of the order
of 3 litres/second/passenger. It is also suggested that
the issue of thermal comfort is considered in the over-
all design of the railway vehicle. Generally, fresh air
is taken in through the bulkheads and through the
overhead vents in the air-conditioning or ventilation
system. Heating is supplied in the foot panels. How-
ever, fresh air inlets will be a noise source particularly
in tunnels. The fresh air channels in the car bulkheads
must be designed with the appropriate mitigation and
packaged with mineral wool or fiberglass.

A vehicle may have two air-conditioning or ventila-
tion units on opposite ends of the vehicle roof, incorpo-
rating the use of vehicle return air and blending this with
a fresh air source. The units are self-contained consisting
of exhaust and evaporator fans, a compressor, coolant
storage, and heat exchanger. The units feed into a set of
ducts such that both units supply the middle of the vehi-
cle while only one unit supplies each end. The airflow
through the ducts and the ventilation outlets must also
be noise controlled as must the break-out noise from the
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underside of the unit and ducts. There is also a chal-
lenge to control of the vibration and reradiation of noise
from the compressor and fans. Caution must again be
exercised in that noise attenuation does not prohibit ade-
quate airflow to passengers. There are not a large number
of air-conditioner manufacturers that include noise and
vibration requirements into their performance specifica-
tion and as such the noise control engineer has a huge
task to ensure compliance to the noise and vibration
specification. Note that there are other environmental
restrictions in place regarding the choice of coolant and
use of additives to transformer oils.

4.4 Sound transmission

Given the air and structure-borne sources noted above,
achievement of a controlled and low internal noise
level will depend on the success in implementing a
“box within a box” construction philosophy. Well-
known from isolation treatments and aircraft and ships,
the internal environment within the railway car must be
as mechanically independent from the outside structure
as practical. However, the need to provide safe, cost-
effective, light-weight structures while safely including
all of the electrical and mechanical services is demand-
ing. There is a need to balance the sound transmission
and the sound radiation capabilities of the surfaces.

The sound transmission through the vehicle floor,
doors, windows, roofing, and bellows between vehicles
are key elements. As noted above analytical models
can assist in the design of the floor. However, attention
is needed to provide a design that is safe for fire
protection as well as mechanically coherent. Typical
sound transmission control (STC) values for flooring
for low values of internal noise will be in the upper
40 to low 50 dB. This is typically a double-walled
construction with plywood internal flooring placed
on rubber blocks supported by steel or aluminum
profiles with beams—a floating floor. The design of
the floating floor will depend on the chosen elastic
material and floor design. Weight must be minimized.
The rubber used must have fire retarding properties
as well as the preferred elastic properties to ensure
a proper overall high value of sound transmission
class. There will also be many cables and possibly
hydraulic piping through or directly attached to the
underside of the floor. All attachments shall be
elastic wherever possible to avoid the transmission of
vibrations along the vehicle. Care must be taken to
ensure that resonances are well damped.

The design of the internal walls of the vehicle is
likewise important. Where possible this should be a
double-wall construction.However, due to the structural
and mechanical requirements on the walls, some walls
are made with a honeycomb core, similar to marine
bulkheads. The detailed connection between theflooring
and thewall including the connections between the seats,
the wall, and the floor is likewise critical.

Window construction is typically double-walled
windows. These can have asymmetrically thick glass
and possibly contain a rare gas to increase the noise
transmission loss. Detailed care in the connection
of the window to the wall is essential to avoid

any openings and to minimize vibration transmission
between the walls and windows.

The doors must be designed to compromise the
conflicting requirements between mechanical require-
ment to withstand forces from passenger movement
and the flexibility for high noise reduction. Sliding or
plug doors can be used for a low-noise design, but the
future maintenance will be much less for the plugged
doors. Doors tend to be a single-leaf construction, and
the use of handles within the doors for maintenance
access further increases noise transmission. Another
critical factor is the rubber trim between doors and
the vehicle body. Gaps will provide a source for air-
borne noise to enter the car and will become worn
more quickly with sliding doors.

The design of the driver’s cab also deserves special
mention. The client should include additional noise
control criteria in the cab referring to occupational
health and safety requirements. In addition to all of the
noise sources noted above, there is an additional noise
source through the windscreen and possibly through a
separate ventilation or air-conditioning system. Some
adjustments may need to be made on-site in a mock-
up to examine the placement and connection of the
installed equipment.

4.5 Reverberation Control

In predicting the internal noise of the vehicle, it is also
necessary to treat adequately the surfaces for a con-
trolled reverberation time while at the same time ensur-
ing these surfaces are maintainable without fire loading
or excessive cost. For example, the simulations accu-
rately represent the effects of sound absorption on the
vehicle ceiling and the effect of cushioned seats. There
are a number of standard software packages available,
and they will all display similar trends. However, given
the fact that the reverberation times are 1 s and below
and that there are many reflecting services within the
vehicle, modeling should be applied cautiously.

4.6 Fabrication

A value engineering process is normally undertaken
to optimize the design and manufacturing process as
the final component of the detailed design prior to
fabrication. This may present challenges to the low-
noise design, and the noise control engineer must
ensure that the tracking process established earlier is
sufficiently robust to maintain the essential elements
of the low-noise design. This refers to the materials,
their performance, the installation, and their fixation.

The author has found it most useful to incorporate
testing on subsystem prototypes and one of the
prototype vehicles at an early stage in fabrication. This
needs to be specified within the NMP, usually in stage
3. The testing uses a large shaker to provide vibrations
to the steering pin of the bogey and loudspeakers to
provide airborne noise. Typically, the internal noise
levels of the vehicle will be checked along with
vibrations of surfaces. Sound intensity measurements
will be required to measure the sound transmission and
determine the sound radiation of some surfaces.
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4.7 Commissioning and Maintenance

The final stage of the NAP is the commissioning
tests. These tests will identify the noise levels within
the cab and throughout the railway cars. It is
essential that the surface of the wheels and the rails
are prepared accordingly to provide the appropriate
running surfaces. It is normal to include descriptions
for the wheel and track within the specifications for
the rolling stock should testing be undertaken by the
manufacturer. As a final deliverable, the manufacturer
or owner/operator should establish fleet averages and
variations for the different car types.

The internal noise of the vehicle will change as
the railway ages. A railway car can be operated for
30 years and with upgrading 40 years. A railway oper-
ator will normally have a planned rolling stock main-
tenance regime with different types of maintenance
undertaken at regular intervals. A best practice is to
maintain the noise control measures as well, allow-
ing only a small degradation of the internal noise
levels. The degradation of internal noise levels will
mostly depend on the state of the ventilation and air-
conditioning system and the rubber trim around the
doors and possibly windows. The exhaust or ventila-
tion fans could be operating at slightly different speeds
and gaps could be forming in the rubber trim. It is best
practice to monitor the internal noise levels regularly
and schedule maintenance accordingly.

Given the attention and care to internal noise
performance throughout the vehicle lifetime, the
railway operator can look forward to a cost-effective
operation with satisfied regular customers.
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Göteborg, Sweden, December 2002.

8. D. E. Post and V. G. Lawrence, Computational Science
Demands a New Paradigm, Phys. Today, January 2005,
pp. 35—41.

9. J. J. A. Van Leeuwan, Generic Prediction Models for
Environmental Railway Noise, in Noise and Vibration
from High-Speed Trains, V. V. Krylov, Ed., Thomas
Telford, London, 2001.

10. P. J. Remington, Wheel and Rail Excitation from
Roughness, in Noise and Vibration from High-Speed
Trains, V. V. Krylov, ed., Thomas Telford, Lon-
don, 2001.

11. P. Nelson, Transportation Noise Reference Handbook,
Butterworth-Heinemann, Cambridge, UK, 1987.



CHAPTER 97
INTERIOR NOISE IN RAILWAY
VEHICLES—PREDICTION AND CONTROL
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1 INTRODUCTION

The interior noise level in a railway vehicle is one of
the key parameters for the comfort of the passengers.
It is therefore important to apply the principles of low
noise early on in the design, both to ensure that the
desired noise level is achieved and to minimize the cost
of low-noise design. A large number of noise sources
and paths, both airborne and structure borne, are
present in modern railway vehicles. The contribution
from the structure-borne paths is normally dominant
in the low-frequency range, while the contribution of
the airborne paths usually dominates in the middle
and high frequencies. The acoustical strength of
the noise sources can be controlled by means of
specifications. The overall acoustical design is often
optimized by applying prediction models based mainly
on a statistical energy analysis approach. Optimization
of the transmission of structure-borne noise from the
equipment to the car body is usually made using
finite element modeling techniques. The contribution
from aeroacoustic sources is a special topic mainly of
relevance for high-speed vehicles and is not the main
concern in the control of noise in rapid transit railway
vehicles.

2 ACOUSTIC DESIGN PROCESS

The acoustical design process, from the conceptual
design of the vehicle through to the production stage,
consists of a number of separate tasks, as described
in detail below. The acoustical design process also
involves noise management in the form of a noise
assurance plan describing the process, responsibilities,
and methods of corrective action as covered in
Chapter 96.

2.1 Noise Specifications

The basis for the whole design process is naturally the
target internal noise level. Today the noise levels in
the public spaces of the vehicle normally fall below
legal or official limits. Consequently, the desired noise
levels, when developing a new train type, can be set
according to the train manufacturers estimate of which
noise levels meet present-day standards. More often
a client, for example, an operator, prepares the noise
specifications.

Legal limits or limits set forward by trade unions
may apply when considering the noise exposure of
the driver. With the exception of the noise problems
related to the driver’s cab of diesel locomotives,

driver’s cab noise issues are more a matter of providing
a proper working environment for intellectual work
than of preventing hearing damage.

When measuring the noise level, it is preferable
to use the equivalent continuous A-weighted sound
pressure level, LpAeqT , (averaged over typically 5 to
10 s) rather than the maximum noise level, LpAFmax
or LpASmax (maximum level during short time). The
continuous level gives a much more statistically stable
result than the second where a single event will
determine the noise level. The later is not a good
descriptor of the overall noise level in the train.

It is not fully certain whether the A-weighted sound
pressure level provides a good correlation to the sound
quality experienced by the passengers.1 Dedicated
specification of sound quality parameters is not yet
standard and is normally limited to expressions like
“rattling noise must not be present.”

In addition to the above parameters, limits for
the presence of pure tones and impulses are often
specified, typically as a level penalty based on rules
originating from evaluation of annoyance caused by
pure tones and impulses in the environment. The
internal noise specification should include a description
of the roughness of the rails as function of wavelength
in the range 0.01 to 0.2 m at the test site for the noise
measurements. If this is not the case, the roughness
levels have to be defined at the onset of the acoustical
design.

Over the years a trend toward demanding still lower
levels has been observed. Very low noise levels affect
the mass and cost of the vehicle, so the question
regarding reasonable noise levels should be raised. An
optimum acoustical comfort is supposedly achieved
when the variations in the noise level during a journey
is kept small, as stated in Ref. 2. This means that the
difference between standstill noise levels and driving
noise levels should be reduced. Likewise the very
low noise levels found in trains designed for a speed
of, for example, 180 km/h but running at 100 km/h
when used in local traffic, result in reduced comfort
due to lack of privacy and to information-carrying
background noise (passenger conversation or use of
cellular phones). A possible solution could be to
utilize the public address (PA) system or the high-
volume air-conditioning (HVAC) system to provide
masking noise. A noise level that provides a reasonable
compromise between privacy and speech interference
is generally considered to be the optimum noise level.
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Table 1 Checklist for Tender Documents

Cause Effect

Low floor designs Insufficient height for floor construction
Low floor height/big wheel diameter Insufficient height for floor construction
External/internal dimension ratio Insufficient width for wall construction
Low weight Need for double constructions with sufficient building height
Layout Low-noise area above major noise sources
Layout Acoustically weak components located close to noise sources
Design, internal No separation between noisy and low-noise areas
Design, internal Restrictions in use of absorbing panels
Design, external Restrictions in use of skirts
Material selection Restrictions in use of optimal acoustical materials
Aluminum profiles for car body Low mass-to-sound-transmission ratio
Seat selection Insufficient sound absorption
Fire requirements Restrictions in use of optimal acoustical materials
Vandalism protection Restrictions in use of optimal acoustical constructions, e.g., seats
Choice of equipment Client specification of noisy components, e.g., self-ventilated

motors, piston compressors

It seems that an A-weighted noise level of 65 to 68 dB
should be the target.

With the currently used layout of trains with no
or very few internal doors, a significant jump in
the specified noise level is not possible (e.g., for a
compartment adjacent to a vestibule and the vestibule).
The reason being, even with highly absorbing interiors,
only a limited lengthwise attenuation of the noise level
of the order of 1 to 2 dB per metre is possible. This
fact can result in the specified level in the compartment
determining the acceptable level in the vestibule. The
consequence could be a requirement to install thicker,
heavier, and more expensive external doors.

One solution to this problem, which is even more
severe in the intercommunication gangway area, is to
install internal doors or to accept that the noise level in
the passenger area close to the vestibule or gangway
is higher than in the rest of the compartment.

2.2 Equipment Specifications
The internal noise levels are determined by a great
number of factors, including the airborne and structure-
borne noise source strength of the equipment used
on the train. Therefore equipment specifications have
to be prepared to set targets for the noise and
vibration design by subsuppliers. The task of setting
limits for the allowable contribution for each type
of equipment is difficult and has to be based on
a proper balance between the different equipment,
using information of source strength for state-of-the-
art equipment. For further discussions of handling
equipment specifications see Chapter 96.

2.3 Conflicting Requirements
As an interaction is present, the acoustical requirement
should not be separated from other requirements of
the train: reliability, availability, maintainability, and
safety (RAMS). For example, when setting a floor
height above head of rail and a wheel diameter, the
allowable construction height of the floor has also been
defined. The allowable space for the floor has a major

impact on the noise properties of the whole car, a fact
that sometimes is not recognized. A related problem
is found in the articulation area of low floor trams
where the restricted space most often hinders use of
the more efficient double-wall construction, thereby
resulting in an insufficient sound transmission loss of
the construction. These space restrictions inherently
lead to a conflict relative to the mass of the vehicle, as
lack of space calls for heavier constructions. Table 1
summarizes some of the conflicts that should be
examined at the tendering phase, and then followed
by corrective action as needed.

3 PREDICTIONS OF INTERNAL NOISE

When predicting internal noise, it is necessary to
describe both the airborne and the structure-borne
source properties, as opposed to external noise prob-
lems where only the airborne noise is considered. Two
types of propagation paths thus exist, which are treated
separately. For example, a separation into convenient
subpaths could yield:

• Sound power of source to sound pressure
outside the train, for example, a window

• Transmission through the window
• Radiated sound power from inside of window

to noise level in train

The structure-borne path is usually treated in
a similar way using several subpaths. Unlike the
airborne noise, the structure-borne noise is considered
independent of the external acoustical environment
(e.g., running in a tunnel).

4 PREDICTION METHODS

A number of analytic tools are available for the
prediction of the internal noise level: statistical energy
analysis (SEA), boundary element modeling (BEM),
and finite element modeling (FEM). An analytic model
of a complete railway vehicle becomes extremely large
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in number of subsystems or elements. The resulting
complexity makes it difficult to maintain the necessary
overview.3 Furthermore, a great number of details are
not defined at the outset, indicating that use of BEM
or FEM models cannot be justified. For SEA models,
a violation of the assumption of weakly coupled
structures cannot be avoided, especially when using
the SEA model for external and internal air volumes.
Therefore, use of semiempirical tools seems to be
advantageous for modeling of complete cars. SEA and
FEM models are, however, considered to be extremely
helpful to optimize subsystems.

Semiempirical tools work by dividing the car into
sections along the car body and into levels in the
vertical direction. This results in several elements, one
or more at each section and level. For the airborne
noise, the sound pressure level on the outer side of
each element is determined based on the geometry
of the car body and the position of the individual
noise sources. The contribution to the internal noise
level from each element is determined from the sound
pressure level over the element and the airborne
noise transmission loss. Likewise the structure-borne
noise level of each element is calculated on the basis
of the propagation loss of the car body structure
and the coupling loss from, for example, the car
body sidewall to the interior trim. The structure-borne
radiated noise from each element is then calculated
based on the structure-borne vibration level of the
element and the radiation index of the element.
The total sound power radiated to the inside of
the car is found by a summation of the airborne
and structure-borne contributions from all elements.
The resulting sound pressure level distribution can
then be calculated using a dedicated room acoustic
ray-tracing/image source modeling program as, for
example, discussed in Ref. 4. This kind of modeling is
said to be semiempirical because it is based on classical
vibroacoustic calculations, subsequently verified and
adjusted by means of measurements.

In the case of early concept studies or quick
checks of the airborne noise contribution from critical
elements close to the source, a rough estimation can
be made using the difference of the A-weighted total
level for the source strength and the weighted sound
transmission loss for the element in question. For
the detailed studies the modeling is normally done
using octave bands. In the opinion of this author the
statistical uncertainty of the underlying data does not
justify a modeling in, for example, one-third octave
bands.

5 SOURCES
Data on the airborne and structure-borne source
strength of the noise sources is needed as input to the
model. Suppliers are sometimes able to provide the
airborne noise source strength, but data on structure-
borne noise is rarely available. This implies that
the source strength has to be based on experience
with similar constructions using data from a databank
or using values from handbooks. The true source
strength of the structure-borne sources, that is, the

power injected into the receiving structure, is quite
difficult to establish.5 Therefore, the more simple
approach of just using the free velocity level, Lv , of
the mounting brackets as the descriptor is very often
applied beneficially. The velocity level is used, since
the sound pressure level is proportional to the velocity
level. It is also possible to use the excitation forces
as a descriptor, but this asks for a very complicated
setup if the force shall be measured directly. A more
complete description of the properties of the equipment
in question is obtained when the complex mobility of
the mounting brackets is known.

Table 2 gives an overview of the major sources
and their relative importance. Diesel engines are
included since these are used in both suburban trains
and modern low-floor trams. Diesel engines can be
mounted both as underfloor units and as roof-mounted
units using a diesel-electric propulsion system.

As a rule of thumb, the velocity level of the
structure-borne noise sources decreases with frequency
while the level of the airborne noise sources generally
peaks in the middle frequency range. Taking the
airborne and structure-borne properties of the vehicle
structure into account, the net result is that the
contribution from structure-borne noise to the A-
weighted noise level dominates in the frequency range
up to 200 to 400 Hz. In the remainder of the frequency
range the airborne noise is normally dominating.

5.1 Discussion of Major Sources

Wheel–Rail Contact The roughness of the rail
and the wheel excite the wheel and rail, causing
airborne and structure-borne noise. The structure-borne
noise propagates to the car body through the bogie
structure while the airborne noise from the wheels
and the rails propagates around and along the vehicle.
The source strength is proportional to the combined
roughness,6 indicating that the combined roughness
should be minimized. For well-maintained systems the
rail controls the roughness at the longer wavelengths
while the wheels dominate at the shorter wavelengths.

In addition to the combined roughness the source
strength depends on a number of factors, such as
wheel type, train speed, stiffness, and loss factor of
rail pads and sleeper type, and can be calculated using
prediction tools such as TWINS. The impact of train
speed on the airborne source strength, Lv , is calculated
as 30 log(v/vref) where v is the speed and vref is a
reference speed.

The frequency content shifts somewhat toward
higher frequencies at increasing speeds as the higher
modes of the wheel will be excited. When predicting
internal noise of suburban trains and trams, this effect
is normally disregarded due to its limited influence.

Bogie Connections to Car Body In addition
to the source strength of the wheel–rail contact, the
structure-borne input to the car body is influenced by
the bogie design and the flexibility of the resilient
element used for connecting the various elements to
the bogie frame and car body. At each connecting point
between the bogie and car body, three translational and
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Table 2 Overview of Sources and Their Importance to the Internal Noise

Source Airborne Source Structure-Borne Source See Chapter

Wheel–Rail contact + + + + + + 93
Bogie connections to car body + + +
Traction motor, self-ventilated + + + + + + 72
Traction motor, liquid cooled + + + + 72
Cooling units for liquid-cooled motors + + + + 71
Traction gear ++ + + + 69, 88
Axle gear ++ + + + 69, 88
Diesel engines + + + + + + 84
Turbo gear for diesel engines + + + ++ 69, 88
Diesel engine intake ++ 85
Diesel engine exhaust ++ + 85
Diesel engine cooling units ++ + 71
Traction inverter + ++
Transformers + ++
Braking system + ++ 92
HVAC unit, driver’s cab + + + + 111
HVAC unit, passenger saloon + + + + 111
Auxiliary inverter + +
Hydraulic equipment + + + + 76
Air compressor + + 74
Brake resistors + ++
Warning horns, whistles ++ +

three rotational components are present. A simplified
approach is needed to enable a feasible description of
the source strength that must also include the influence
of multiple connections.

For engineering purposes the cross-coupling con-
tributions are ignored, and a conservative estimation
of the source strength per octave band is obtained by
an energy summation of the maximum translational
component independent of direction of the different
connections in the octave band in question. The effect
of train speed on the structure-borne source strength,
Lv , is calculated using 25 log(v/vref).

Traction Motors Electrical traction motors are
normally of the asynchronous type. There are two
major noise generation mechanisms, a mechanical
source due to bearing and magnetic forces and an
aerodynamic source caused by the cooling air. For
liquid-cooled motors this latter source is moved from
the motor to the cooling unit.

Independent of motor cooling scheme, the mechan-
ical noise dominates at lower speeds as the restricted
switching frequency of the semiconductors controlling
the motor speed and power results in a nonsinusoidal
current being supplied to the motor. The motor torque
fluctuates with frequencies related to the pulse pattern
used.

The typical controlling scheme results in a torque
that pulsates with a fixed frequency between approxi-
mately 600 and 800 Hz at low train speeds. At inter-
mediate speeds the frequency of the pulsating torque
changes with train speed, often in a quite complicated
way, with a frequency span often between 600 and
1000 Hz. At higher train speeds a block-type pulse pat-
tern is used, reducing the level of the pulsating torque.

This means the pure tone problems can be found at
speeds up to 50% of maximum speed.

The presence of pulsation torque at low speeds
aggravates the pure-tone problem as the masking
from the broadband wheel–rail noise is missing. The
magnitude of the pulsating torque in the motor air
gap is considerable; a value corresponding to 30%
of the nominal torque is quite normal creating a
high structure-borne noise level at frequencies where
structural resonance problems can hardly be avoided.

Some remedial actions are, however, at hand:

• The pulse frequencies can be changed to avoid
a resonance condition.

• At lower train speeds with fixed pulse fre-
quency, dynamic absorbers can be applied,
thereby decreasing the mobility of the structure.

• Structural changes and use of soft resilient
mountings, possibly combined with block-
ing masses, can reduce the transmission of
structure-borne noise to the car body.

For self-ventilated motors the fan noise follows a
50 to 55 log speed dependence. The source strength
is normally rather high, as the fan has to work for
both driving directions, which means that a noisy
radial straight blade design is applied. Absorption-type
silencers have been used on traction motors to reduce
airborne A-weighted noise levels by as much as 10
dB to 13 dB without reducing the airflow or causing a
significant increase in motor temperature.

For vehicles with a single-floor construction both
the airborne and structure-borne contribution from the
motors has significant impact on the internal noise,
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whereas structure-borne noise has the greatest impact
where double-floor construction is used.

Cooling Units The noise from roof cooling units is
a key element in the external noise. It is important to
place such units away from openings connecting the
outside of the vehicle to the interior, for example, the
exhaust air openings for the HVAC system. Sufficient
space, 50 to 100mm, should be left between the
underside of the unit and the roof of the train to avoid
coupling through the cavity. Proper balancing of the
fans can reduce structure-borne noise problems.

Gearbox The main problem with gears is the
structure-borne noise. The main transmission is nor-
mally through the torque reaction arm connected to
the bogie frame. The transmission of structure-borne
noise can be reduced by using soft rubber bushings
(Shore A < 50◦) in combination with a low mobility
of the source and receiving structure. Due to lack of
masking from other sources, natural frequencies of the
supporting structure being excited by the tooth mesh
forces at low to middle speed of the vehicles should
be avoided. The source strength of gears follows a
25 log speed dependence and a 10 to 15 log power
dependence.

Diesel Engines Diesel engines are particularly
troublesome as both the airborne and structure-borne
source strength is high. During both idling and
acceleration, masking noise from other sources is
absent. Consequently, a highly efficient mounting,
most likely double elastic, is needed in combination
with a high sound transmission loss of the car body
structure adjacent to the engine. For roof-mounted
engines, an enclosure closed toward the roof reduces
the problems of airborne noise, provided adequate
cavity height is observed. It is the experience of the
author that, provided the Shore hardness is below 50◦,
a mounting system using rubber mounts can be very
efficient. The source strength of diesel engines follows
a 20 to 25 log speed dependence and a 4 to 6 log power
dependence.

Traction Inverter and Transformers Besides
noise from fans, which affect the external noise,
the main problem here is pure-tone excitation (as
discussed for the traction motor). A well-designed
resilient mounting can minimize the contribution from
this equipment.

Heating, Ventilation, and Air-Conditioning Units
HVAC units are sources of both airborne and structure-
borne noise. Structure-borne noise problems are more
pronounced when using reciprocating piston-type com-
pressors. The excitation originates from the unbal-
anced forces and moments of the compressor and from
the pressure pulsations in the cooling circuit. When
a reciprocating compressor is used, a well-designed
resilient mounting of the complete unit can reduce the
structure-borne noise sufficiently. With adequate space
between the unit and the neighboring car body struc-
ture as described above, the remaining airborne noise

problem originates from the fresh air supply fan(s). For
high air exchange rates the A-weighted sound power
level of the fan can be up to 85 to 90 dB. The tradi-
tional solution is to introduce a baffle-type absorbing
silencer between the fans and the first air outlets. An
active solution has not yet been implemented in trains.
The silencer can often have a length of 1 to 1.5 m,
which indicates that the air duct concept has to take
the silencer into account. Likewise the return air ducts
should be designed with absorption in order to avoid
break-out noise from the mixing chamber. Another
problem of HVAC systems are the duct connections
between the outside and interior of the train for fresh
air intake and exhaust air outlet. It is necessary to
ensure that these openings will not degrade the sound
transmission loss of the train element in question. The
aforementioned silencers will often help achieve the
necessary sound transmission loss.

Hydraulic Equipment Hydraulic systems incorpo-
rating an engine-mounted pump and hydraulic motors
for driving fans and generators are sometimes used
on diesel and diesel/electric trains. The structure-borne
source strength caused by pressure pulsations of these
systems is very high, and severe pure-tone noise prob-
lems can be present. These systems should always be
equipped with in-line silencers of the reactive type in
order to reduce the level of the pressure pulsations.
Furthermore, resilient mounting of the high-pressure
pipes is necessary. Blocking masses are quite often
necessary as the source mobility of the pipes is high.

Brake Resistors and High-Power Cables Brake
resistors and high-power cables can be a source of
structure-borne noise with the excitation mechanism
due to magnetic forces and frequencies similar to
those described for traction motors. Bundling of the
cables minimizes the external field and can reduce
the source strength. As the brake resistor structure
normally is quite lightweight, a resilient mounting of
the unit and/or use of blocking masses at the mounting
positions can be helpful.

5.2 Typical Source Strength
Figure 1 shows typical source strengths of some of
the sources discussed above. The levels stated are for
low-noise equipment normalized to a train speed of
130 km/h. The structure-borne properties shown are
the level at the interface to the car body.

6 PATH
6.1 Airborne Noise
Exterior Sound Field around Car The sound pres-
sure level outside the car is attenuated as the distance to
the sources increase due to geometrical spreading and
diffraction. Figure 2 shows the calculated A-weighted
sound pressure level at the outer surface of a typical car
running in free field using a typical source spectrum

Sound Transmission Loss of Car Body and
Elements The highest sound pressure level is nor-
mally found under the train adjacent to the bogies,
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indicating a need for a high sound transmission loss.
Because of the desirable low mass design, a double
construction is required. The double-wall resonance
frequency should be as low as possible (50 to 100 Hz),
which means the cavity height should be a minimum of
50 to 60 mm to match the surface mass of typical floor
constructions. Car bodies made of extruded aluminum
profiles present a special problem, as the sound trans-
mission loss of the double-wall profiles is lower than
expected per the mass law in the middle-frequency
range. The low sound transmission loss is caused by
an acoustical unfavorable mass/bending stiffness ratio
resulting in a low coincidence frequency. A sufficient
cavity height is therefore particularly important. The
cavity should be completely filled with highly effi-
cient absorption material such as mineral wool or
fiberglass in order to achieve the maximum sound
transmission loss in the middle- to high-frequency
range.

Rigid connections between the inner floor and the
car body will reduce the sound transmission loss above
the double-wall resonance. A floating floor, that is,

resilient support of the upper floor, can result in 5 to
15 dB higher sound transmission loss. The resilient
supports can be either point supports or line supports.
The line support principle can offer better results, as
the local mobility differences are greater than what can
be achieved with point supports.

Sandwich panels are becoming increasingly popular
as this construction offers low mass and high bending
stiffness. If a foam-type core material with a fairly
low shear modulus (<20 MPa) is used, a favorable
combination of high static stiffness and a sound
transmission loss similar to a single panel of the same
mass can be obtained.7

Double-glazing windows should be asymmetric,
and double lip seals should be used for doors.

Typical Sound Transmissions Losses Examples
of sound transmissions losses for constructions used in
trains are shown in Table 3.

Figure 3 shows the sound transmission loss plotted
against octave band center frequency for some typical
floor constructions.

6.2 Structure-Borne Noise

Receiver Properties Reducing the mobility of the
mounting position on the car body especially when
a resilient element is present between the source and
receiver can reduce the transmission of structure-borne
noise to the car body. A reasonable target for the
mobility level, in the frequency range of 30 to 1600
Hz, is −100 to −90 dB re 1 m/Ns for underfloor-
mounted equipment and −90 to −80 dB for roof-
mounted equipment. The expected mobility levels can
be calculated using FEM.

Damping of the Car Body Traditional sprayable
damping compounds in 3 to 5 mm thickness are used
to increase the mechanical losses of steel car bodies.
This measure has also been applied to aluminum car
bodies, but due to the much higher bending stiffness
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Table 3 Examples of A-weighted Sound Transmission Losses

Item
A-weighted Sound

Transmission Loss, Rw (dB)

Floor, single-leaf plywood, 15 mm with floor cover 28
Floor, single-leaf plywood, 15 mm with steel constrained layer damping and

floor cover
39

Floor, double wall, 1.25-mm steel, 30-mm cavity with rigid fixed 15-mm
plywood with floor cover

37

Floor, double wall, 1.25-mm steel, 45-mm cavity with resilient supported
15-mm plywood with floor cover

49

Floor, 40-mm closed aluminum profile with rigid fixed 15-mm plywood 35
Floor, double wall, 70-mm closed aluminum profile, 35-mm cavity with

resilient supported 15-mm foam sandwich
42

Floor, double wall, 60-mm closed aluminum profile, 55-mm cavity with
resilient supported 20-mm foam sandwich

44

Sidewalls 37–49
Double-glazed window 33
Roof 50
Entrance door 34–38
Single-leaf bellow 26
Double-leaf bellow 42

80

70

60

50

40

30

20

10

0
31.5 125 250 500 1k 2k 4k63

Octave Band Center Frequency (Hz)

S
ou

nd
 T

ra
ns

m
is

si
on

 L
os

s 
(d

B
) Single Leaf

Single Leaf,
Constrained Layer Damped
Double Wall,
Rigid Connections
Double Wall,
Flexible Connections

Figure 3 Sound transmission loss for typical floor
constructions.

the damping is only efficient above 400 to 500 Hz,
that is, above the frequency range where the structure-
borne noise normally has an influence.

In cases where space restrictions hinder the use
of floating floors, an improvement of the structure-
borne noise properties can be achieved by applying
constrained layer damping to the car body structure
at the point of excitation and the surrounding area.
Normal floor plates of plywood have sufficient bending
stiffness to work as the constraining layer.

Typical Propagation Losses For a rough estima-
tion, the typical structure-borne propagation losses in
the range of 63 to 500 Hz are of the order of 5 dB/m in
the vertical direction and 1 to 3 dB/m in the lengthwise
direction. The actual losses will depend on the specifics

of the car body structure and can be determined using
SEA calculations combined with measurements.

Typical Structure-Borne Sound Transmission
Losses and Radiation Ratios The structure-borne
sound transmission loss, TLv , describes the difference
between the vibration level on the outer skin of the car
body and the vibration level on the interior surface.
Resilient mounting of the inner panel as used for, for
example, floating floors increases the structure-borne
transmission loss. Resilient mounting of lightweight
panels on a significantly heavier structure such as the
car body side should be used with caution to avoid the
risk of increased vibration levels on the inner panel.

The TLv of, for example floating floors is controlled
partly by the transmission through the resilient supports
and partly by airborne excitation via the cavity.8 This
means that the properties of the resilient support are less
critical with a small cavity height and vice versa.

Measured radiation ratios are considerably higher
than those found by the classical Maidanik method.9
Since the majority of the surfaces radiating structure-
borne noise to the interior are part of a double con-
struction, the radiation ratio differs probably because
of the forced wave excitation from the acoustical field
in the cavity.

7 RECEIVER

The receiver is the passenger area or the driver’s
cab. Besides using internal doors to separate noisy
areas such as entrances and gangways from the rest
of the passenger area, it is very beneficial to maximize
the amount of absorption. Increasing the absorption
decreases the sound pressure level and the reverbera-
tion time and improves the privacy and RASTI figures.
Absorption can also help reduce standing-wave prob-
lems. Cushion seats with cloth cover can provide large
absorption areas if the specific flow resistance of the
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cloth is of the order of 1 to 3 times ρairc, and the cush-
ion material has good absorption properties. Materials
with these properties that also meet strict fire require-
ments are available. The ceiling can also provide a
high absorption area when the specific flow resistance
is approximately 2 times ρairc. This can be achieved
with a thin permeable sheet, thus avoiding any risk of
contamination by fibers.

8 VALIDATION
The acoustical model of the vehicle will be based on a
number of assumptions and simplifications. To validate
the acoustical model before the train is running on the
track, a number of measurements should be carried
out. Performing these validation measurements allows
for corrective action at as early a stage as possible.

1. One must verify that the equipment has met
specifications.

2. One must verify that the car body elements
have the calculated properties.

3. One must verify that the complete car has the
modeled properties.

Testing of equipment follows relevant International
Organization for Standardization (ISO) standards and
procedures as defined in the equipment specifications.
Testing of important car body elements, such as floor,
sidewall, windows, and intercommunication gangways
should follow ISO 140 procedures. The sample size
for floors can be as little as 1.5 m2 for initial
investigations. For final measurements the sample size
should follow the ISO recommendation, that is, 10 m2

in order to obtain reliably low frequency results. The
measurement results shall include the airborne sound
transmission loss, the radiation ratio, and the structure-
borne sound transmission loss. For testing of the
airborne noise properties of the car, the interior of
the car is used as sending room and the transmitted
sound power through the element under investigation
is measured using intensity. Practical experience shows
that shielding of the other surfaces improves the
accuracy of the measurement. The structure-borne
properties are investigated using an electrodynamic
shaker as source while the radiated noise to the interior
of the car is measured using the intensity technique.
Again shielding improves the accuracy. This method
can also be used to measure the global pressure/force
or pressure/velocity transfer function. However, this
method is rather time consuming if you need the
transmission properties from several connection points
in threedirections.Usinga type1 reciprocity technique10

the pressure/velocity transfer function can be readily
determined for all connections and directions by

measuring the free velocity at the uncoupled connection
pointswhen exciting the interiorwith anomnidirectional
sound source of known volume velocity strength.

9 VERIFICATION

Testing methods and procedures for commissioning
measurements are defined in ISO 3381 for internal
noise.11 This standard has recently been revised.
The revised standard offers more well-defined test
conditions, enabling repeatable and comparable results.
The revised standard prescribes that the surface
roughness of the rails at the test site must be measured
and under a certain limit.
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1 INTRODUCTION

Off-road vehicles are self-propelled machines used
largely for infrastructure development and mainte-
nance or agricultural applications. Common uses for
such vehicles include earth moving, automobile and
railway construction, communication networks, airport
and building construction, various kinds of repair and
maintenance, and farming. Modern off-road vehicles
can be self-contained vehicles or machines attached
to tracked or wheeled industrial tractors. The fol-
lowing are some of the uses of these off-road vehi-
cles: (1) preparation of agricultural or building sites,
(2) earth moving, (3) road laying, and (4) as cranes.
Common machine types that perform these functions
include tractors, tracked bulldozers, graders, loaders,
cranes, vibratory compactors, excavators, and other
types of track/crawler or wheeled vehicles.

Most off-road machines are equipped with cabs
that provide safety and comfort for operators. The
A-weighted sound pressure levels inside cabs during
machine operation are usually in the range of 65 to
85 dB. The interior noise level depends on a number
of factors. Among the most significant factors are the
operation of the machine and various vibroacoustical
properties such as the efficiency of the cab vibration
isolation, cab wall sound transmission loss, structural
damping, interior sound absorption, and the features
and locations of the dominant noise sources. Interior
noise reduction is effective if two main problems are
solved: first, if the dominant noise source and path
contributions to the cab noise are well understood
and, second, if optimal noise reduction methods are
used.

2 TYPICAL CONSTRUCTION DETAILS AND
MAIN NOISE SOURCES OF OFF-ROAD
VEHICLES

Off-road vehicles are usually powered by a diesel inter-
nal combustion engine (ICE) coupled with a mechan-
ical drive. The internal combustion engine may be
located within a hooded enclosure (Figs.1a–d) or in
a diesel compartment (Fig.1e). Some off-road vehicles

such as cranes may have an electrical drive, where the
diesel engine powers an electric generator that in turn
powers the machine implement. Most off-road vehicles
(graders, loaders, excavators, tracked dozers, etc.) are
equipped with specific attachments (buckets, blades,
etc.) that, as a rule, do not emit significant noise during
operation cycles. The primary noise sources for such
machines are typically the ICE body (mechanical noise
source), the exhaust, and intake of the ICE (air dynam-
ical noise sources). The internal combustion engine
cooling system fan is an aerodynamic noise source
in off-road machines, and transmission elements are
mechanical noise sources. Hydraulics pumps and lines
are fluid-borne or fluid-structural noise sources. If a
vehicle attachment is characterized by significant emis-
sion of noise and vibration (such as a vibratory com-
pactor), these attachments usually become the domi-
nant noise source. In general, a track undercarriage is
a dominant noise source of a tracked off-road vehicle
during dynamic operating cycles.

The shock interaction of two or more objects, fric-
tion of interacting surfaces, aerodynamic turbulence
of airflows, forced oscillations of solid bodies, influ-
ence of variable magnetic forces, and pressure pul-
sations in hydraulic systems may each be signifi-
cant contributors to cab noise. Considering the causes
and characteristics, noise sources in off-road vehi-
cles may be divided into the four following classes:
mechanical, aerodynamic, hydraulic, and electromag-
netic.

Table 1 contains typical sound power level spectra
of primary noise sources of off-road vehicles.1 It is
shown that noise emitted by the ICE exhaust and intake
systems is characterized by distinct low-frequency
components; noise emitted by the ICE body has high-
frequency characteristics, and the other noise sources
have mid- to high-frequency characteristics. Table 1
also presents A-weighted sound power levels varying
from 85 dB to 105 dB for several types of off-road
machines. It is shown that the ICE body and vibrating
attachments are the noisiest sources, while the ICE
intake is the quietest source for most types of off-road
machines.

1186 Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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Figure 1 Examples of off-road vehicles: (a) excavator, (b) tracked dozer, (c) loader, (d) vibratory compactor, and (e) crane
(engine compartment type): (1) machine attachment (bucket, dozer, crane boom, etc.), (2) cab, (3) internal combustion
engine, (4) ICE exhaust pipe, (5) ICE intake, (6) muffler, (7) ICE enclosure, (8) vibration active attachment (vibrating roller),
and (9) diesel compartment.

Table 1 Average Sound Power Level Spectra of Typical Noise Sources of Off-Road Vehicles

Sound Power Levels (dB) in Octave Frequency Bands (Hz)

No. Type of Noise Source 63 125 250 500 1000 2000 4000 8000
A-weighted Sound
Power Level (dB)

1 ICE body 90 100 96 98 100 100 98 95 105
2 ICE exhaust system (with

presence of a muffler)
95 105 100 90 90 87 85 80 95

3 ICE intake 82 92 86 80 80 80 75 73 85
4 ICE cooling fan 85 95 100 97 95 92 87 82 100
5 Vibrating roller 100 102 96 104 101 90 83 72 105
6 Track 75 78 85 83 82 85 78 69 90
7 Hydraulic pump 78 80 86 92 92 85 80 76 95
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3 OFF-ROAD VEHICLE INTERIOR NOISE
MEASUREMENT PROCEDURE
Two international standards are most often employed to
measure noise at the operator station for a large major-
ity of off-highway vehicles.2,3 Other standards for mea-
suring operator noise have been developed for specific
machine types (e.g., agricultural machines), but their
approach is similar to the procedures in Refs. 2 and 3.

The operator is in the driving position during mea-
surements. The microphone is oriented horizontally,
pointing in the direction in which a person occupying
the operator’s seat would normally look. The micro-
phone is located 200 ± 20 mm from the medium
plane to the side of the operator’s head where the time-
averaged A-weighted sound pressure level is highest.

Measurements can be made for stationary and
dynamic conditions. The time-averaged A-weighted
sound pressure level, in decibels, is determined either
by using Eq. (1) or by using digital integration sound
level meters:

LpAeqT = 10 log


 1

T

T∫

0

p2
A(t)

p2
0(t)

dt


 dB (1)

where T = measurement period
pA(t) = instantaneous A-weighted sound pressure

of the sound signal, Pa
p0(t) = reference sound pressure

(p0 = 2 × 10−5 Pa)

Measurements are taken with the doors and win-
dows closed and the ventilating system(s) running.
The minimum number of measurements at each micro-
phone position is three. It is necessary to have two of
the readings be within 1 dB of each other. If this con-
dition is not satisfied, additional readings are taken
to meet the requirement. The reported value of the
time-averaged A-weighted sound pressure level will
be the arithmetic mean of the two highest values that
are within a 1-dB range of each other.

Other measurement techniques (e.g., sound inten-
sity) are also suitable for scientific and detailed studies
of these kinds of vehicles.4–6

4 OFF-ROAD INTERIOR NOISE LIMITS
Off-road interior noise limits are settled by each
country considering domestic legislation and may have
obligatory or recommendation status. Table 2 contains
permissible levels at operator position of off-road
vehicles accepted by several countries.

At the same time, low interior noise as well as
sound quality can play a significant role in product
differentiation and commercial success. Thus, interior
noise levels are being driven lower by market pressures
and competition.

5 INTERIOR NOISE CHARACTERISTICS
Characteristic spectra of interior noise of two off-road
vehicles are presented in the Fig. 2. Experimental inves-
tigations show that off-roadvehicle interior noise is char-
acterized by dominant contributions of low-frequency

Table 2 Off-Road Interior Noise Level Limits

Country
Interior A-weighted Sound
Pressure Level Limit (dB)

United States 85
Japan 73
European Union countries 85
Russia 80

components. In contrast, themajor contributions to exte-
rior noise (e.g., noise emitted by the ICE body, vibrat-
ing roller, etc.) are characterized by higher frequency
content.1,7 This suggests that cabs of off-road machines,
as a rule, have relatively high sound isolation.

All off-road vehicles may be conventionally divided
onto three groups considering dominant interior noise
contributions:

Group I is characterized by dominant noise emitted by
the ICE.

Group II is characterized by dominant noise emitted by
vibration-active attachment and lower contribution
emitted by internal combustion engine.

Group III is characterized by similar noise contribu-
tions emitted by the ICE and by an undercarriage
drive.

Average interior levels of wheel and tracked off-
road vehicles and vibratory compactors with enclo-
sures adjoined to cabs are presented in the Table 3.

Separating the vehicle cab from the engine compart-
mentbyanairgapcanyieldadditionalA-weightedsound
pressure level reduction of 3 to 5 dB. Interior noise in
wheel and trackedvehicles in static conditions is1 to3dB
lower than indynamic conditions and is in the rangeof 70
to 75 dB. A vibratory compactor’s interior A-weighted
sound pressure level measured during dynamic condi-
tions is about 10 dB higher than static conditions and is
dominated by the ICE and the vibrating roller drum.

Interior noise depends significantly on the operating
conditions. Reducing the engine speed is one way to
provide lower noise emissions of off-road vehicles.

L (dB)
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70

60

50

40
63 125 250 500 1000 2000 4000 8000

f (Hz)

2

1

Figure 2 Average characteristic sound pressure level
spectrum of interior noise in some off-road vehicles for
specific conditions of work: (1) vehicles without vibration
active attachments (e.g., excavators, loaders, tracked
dozers, graders) and (2) vehicles with vibration active
attachments (e.g., vibratory compactor).
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Table 3 Interior Noise in Diesel-Powered Off-Road Vehicles During Typical Operating Conditions

Interior A-weighted Sound Pressure Levels for
Various Work Conditions (dB)

Vehicle Group Vehicle Type Stationary Condition Dynamic Condition

I Wheel excavators, loaders, graders 70–75 71–77
II Self-propelled vibratory compactors 73–76 80–86
III Tracked dozers 70–75 72–78

Such measures may reduce the interior A-weighted
sound pressure level by 2 dB to 3 dB.

Interior noise levels also depend on the year of
vehicle production. Around 25 to 30 years ago the
interior A-weighted sound pressure level in most off-
road vehicles was about 90 dB to 95 dB.

6 PREDICTION OF AIRBORNE NOISE IN CABS
An example of predicting airborne sound contribution
in a tracked dozer cab is presented below. The calcu-
lation scheme of the noise generation processes inside
a tracked dozer cab is shown in Fig. 3. The following
noise sources are considered in the calculation scheme:
the ICE body located in engine compartment, exhaust
and intake pipes located outside and above the enclo-
sure, and the crawler undercarriage.

There are several dominant noise propagation paths
into the cab: from the engine compartment through
the partition, through the enclosure panels, and then
through the cab elements (excluding the cab floor and
the partition), from the exhaust stack and intake port
through cab elements, through the undercarriage, and
then through the cab floor and other panels.

Sound pressure levels are predicted in octave bands,
and the A-weighted sound pressure level is estimated
using the A-weighting filter correction of a sound level
meter.

The primary assumptions of the prediction method
include the following statements1: The sound field
in the cab is quasi-diffuse, the sound sources are
incoherent, and the sound pressure at the receiving
point is determined by the energy summation principle.
The cutoff frequency (frequency where the field is
regarded as quasi-diffuse) for the aforementioned

1

7

6 3 5

4 2

8

Figure 3 Scheme of main noise contributions consid-
ered in the prediction model of the airborne noise emitted
by a tracked dozer: (1) crawler undercarriage, (2) enclo-
sure, (3) intake, (4) engine, (5) exhaust, (6) cab, (7) partition,
and (8) engine compartment.

assumptions is estimated by Eq. (2):

fdif = 200
3
√

V
Hz (2)

where V is the cab volume (in m3).
An analytical description of the primary noise

source contributions into the off-road vehicle interior
sound field is presented below. The noise contribution
from the diesel engine that propagates into the cab
through the partition, located between the engine com-
partment and the cab (e.g., a firewall), is determined
by the Eq. (3):

Lint
eng part = Lenc

W + 10 log

(
χenc

Senc total
+ 4ψenc

Benc

)

+ 10 log
Spart

n∑
i=1

Senci

− SIpart

− 10 logAcab + 6 dB (3)

where Lenc
W = total sound power emitted within

the enclosure, dB
χenc = coefficient of the effect of the near

sound field of the enclosure
(Fig. 4)1

�enc = coefficient of the sound field
diffusivity violation under the
enclosure (Fig. 5)1

Senc total = total area of the enclosure panels, m2

Benc = enclosure constant, m2, which is
estimated as follows:

0
0

1

2

3

x

1 2 3 4 R/Imax

Figure 4 Diagram of the χ-coefficient estimation
depending on the ratio of the distance R and the maximum
linear dimension of the noise source lmax.
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Figure 5 Dependence of the coefficient ψ of the sound
field diffusivity violation in a closed room on the ratio of
the room constant (Ar ) to the room area (Sr ).

Benc = Aenc

1 − αenc

where Aenc = equivalent enclosure sound absorption,
m2, estimated by the following
equation: Aenc = αencSenc total

αenc = average coefficient of sound absorption
of the enclosure

n∑
i=1

Senci
= area of the enclosure panels, where

sound propagates into the
environment, m2

Senci
= area of the ith panel of the engine

enclosure where sound propagates
into the environment, m2

n = number of panels where sound
propagates into the environment

SIpart = average sound isolation of the partition,
dB

Spart = area of the partition located between
the diesel compartment and the cab,
m 2

Acab = equivalent cab sound absorption, m2,
estimated by the following equation:
Acab = αcabScab

αcab = average coefficient of sound absorption
of the cab

Scab = total area of cab shielding elements
(glass, floor, walls, ceiling, etc.), m2

Measured sound absorption coefficients of cabs and
enclosures are presented in the Table 4. Magnitudes
of Lenc

W and SIpart may be determined by theoretical
predictions or from experiments. 1,7

The exhaust contribution to the interior noise is
estimated by the Eq. (4):

Lint
exh = LWexh − 20 log

Rexh

r

− 10 log

m∑
i=1

Scabi

m∑
i=1

Scabi
× 10−0.1(SIcabi

+ tcab
difi

)

+ 10 log

m∑
i=1

Scabi

Acab
+ DIexh − x + 6 (4)

where LWexh = sound power level generated by the
exhaust (to be predicted or
measured), dB

Rexh = distance between the exhaust pipe end
and the nearest panel of the cab, m

r = distance from the exhaust pipe end to
the microphone position where
exhaust noise was measured, m

Scabi
= area of the ith cab panel through

which noise penetrates
into the cab, m2

n = number of cab panels where sound
penetrates into the cab

SIcabi
= ith cab panel sound isolation, dB

tcab
difi

= ith cab panel sound isolation
correction (depends on location of
the panel relatively the exhaust
pipe), dB, tcabdifi

= 5 dB for the
ceiling and the side panels of the
cab, tcabdifi

= 8 dB for the back panel
DIexh = exhaust directivity index, dB

x = radiation correction, which depends on the
spatial angle of sound radiation,
x = 10 log �, where � is the
noise source spatial angle of sound
radiation, in other words, x = 5 dB,
for � = π (“ 1

4 space” radiation),
x = 8 dB, for � = 2π (“half-space”
radiation), x = 11 dB, for � = 4π
(“full-space” radiation)

Acab = as already defined in Eq. (3)

Table 4 Magnitudes of Average Coefficients of Sound Absorption of Close Volumes

Octave Frequency Bands Magnitudes of Average Sound Absorption Coefficients

Descriptor 63 125 250 500 1000 2000 4000 8000

αcab 0,09 0,15 0,18 0,25 0,25 0,25 0,25 0,28
αenc 0,08 0,12 0,16 0,2 0,26 0,3 0,3 0,35
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The undercarriage contribution to the interior sound
field of an off-road vehicle propagating through a cab
floor is determined by the Eq. (5):

Lint
undercar floor = LWundercar − 10 log

Rundercar

r

− SIfloor + 10 log
Sfloor

Acab
+ 1 dB

(5)

where LWundercar = sound power emitted by the under-
carriage, dB

Rundercar = average distance from the under-
carriage to the floor

SIfloor = average sound isolation of the floor
r = distance where undercarriage noise

is measured, m, (r = 1 m)
Sfloor = floor area, m2

Other contributions, such as intake noise (Lint
int pipe),

noise propagating through the enclosure underneath
opening considering ground reflection (Lint

open), under-
carriage noise propagating through the cab walls
(Lint

undercar walls), and noise emitted by the engine that
is transmitted through the enclosure and cab panels
(Lint

eng encl) are each determined in a manner similar to
the components already considered. The total spectrum
of the off-road interior noise is estimated by Eq. (6):

Lint
airborne = 10 log (10

0.1Lint
int pipe + 100.1Lint

open

+ 100.1Lint
eng enc + 100.1Lint

eng part

+ 10
0.1Lint

undercar floor + 10
0.1Lint

undercar walls

+ 100.1Lint
exh) dB (6)

Examples of interior noise in a tracked dozer cab is
presented in Figs. 6 and 7. It follows from analysis of
Fig. 7 that the dominant noise components propagate
into the cab by the first and second pathways (from
engine compartment through the partition between the
cab and diesel compartment and from engine compart-
ment through the enclosure underneath opening). This
suggests that the most effective noise reduction would
be achieved by increasing the sound isolation of the
partition and from decreasing the opening underneath
the enclosure. The next step would be to enhance the
ICE exhaust muffler’s efficiency. The predicted results
also help determine the magnitude of the required noise
reduction level for each component to achieve certain
interior sound field goals.

This prediction method allows one to solve at least
two important tasks:

• Theoretically predict interior sound field
parameters of an off-road vehicle at the design
stage

• Separate noise source contributions into
interior sound field for already produced
vehicle

80

L (dB)

70

60

50

40

30
63 125 250 500 1000 2000 4000 8000

f (Hz)

84

3

1

7

2 5 6

Figure 6 Example of theoretically predicted interior
noise spectrum of a tracked dozer: (1) exhaust noise
contribution, (2) intake noise contribution, (3) diesel
noise contribution propagating through the partition
between the engine compartment and the cab, (4) diesel
noise propagating through enclosure underneath opening,
(5) diesel compartment noise propagating through the
enclosure panels, (6) undercarriage noise contribution
propagating through the cab panels, (7) undercarriage
noise contribution propagating through the cab floor, and
(8) total airborne interior sound field of a tracked dozer.
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Figure 7 Example of predicted separate A-weighted
sound pressure levels emitted by a tracked dozer
noise sources propagating into a cab by the following
paths: (1) from diesel compartment through the partition
between the cab and diesel compartment, (2) from diesel
compartment through the enclosure underneath opening,
(3) from exhaust, (4) from the undercarriage through
the cab floor, (5) from the diesel compartment through
the enclosure panels, (6) from the undercarriage through
the cab panels (except cab floor), (7) from intake, and (8)
total airborne interior sound field.

7 DETERMINATION OF STRUCTURE-BORNE
SOUND CONTRIBUTION
The internal combustion engine (ICE) and attachments
with intrinsic vibration or shock emissions are the
main sources of structure-borne sound in off-road
vehicles. Vibration is transmitted through the base
of the vibration source onto the vehicle frame and
then propagates through the cab base to shielding
elements of the cab. Vibration attenuation may be
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achieved in bearing junctions if vibration isolation is
used. Vibration also may be reduced during vibration
transmission through the frame or shielding elements
of the cab. Separation of structure-borne and airborne
sound is an important step of interior noise reduction.
Structure-borne sound in the cab may be separated
from the airborne sound by means of analytical or
numerical methods.8,9

Finite element method (FEM) is one of most widely
used numerical methods for prediction of interior
structure-borne sound. Vibration velocity levels emit-
ted by cab surfaces are initial input data for FEM
prediction. Cab elements such as the air volume, rubber
seals for cab windows, and hard edges are represented
by sets of elements. An FEM model of a cab is pre-
sented in Fig. 8. Various commercial software tools for
FEM analysis are available. FEM has several signifi-
cant restrictions, which often result in it being applied
only to the low-frequency range (up to 200 to 250 Hz)
for typical cab models. Estimation is carried out per
particular fixed frequencies while interior noise char-
acteristics are often determined in octave frequency
bands. Results of structure-borne sound prediction in
a cab of a vibratory compactor and their comparison
with experimental data are represented in Fig. 9.

Until recently, most components in off-road vehi-
cles were hard mounted to frames or to each other.
For recent designs, it may be stated that structure-
borne sound reduction in most modern off-road vehi-
cles (graders, excavators, loaders, etc.) has not been
as critical as airborne reduction. This is because effec-
tive means of vibration isolation for internal combus-
tion engines and cabs and effective vibration damping
materials (with high loss factor) have become widely
used in these vehicles, replacing older hard-mount
junctions.

Contributions from structure-borne sound is com-
parable to airborne sound contribution in cabs only
in the low-frequency range (usually 31.5 to 63 Hz),
or in other words near the natural frequency of the
internal combustion engine crankshaft (most internal
combustion engines speeds are in the range of 1500 to
3000 rpm, or in other words, 25 to 50 Hz).

Figure 8 FEM model of a cab.

Structure-borne sound contribution is more signifi-
cant for vehicles with an active attachment. In this case
dominant vibration is found at frequencies close to a
natural frequency of the vibrating attachment but some
structure-borne contribution in higher frequencies (up
to 200 to 250 Hz) is also considered.

For higher frequency analysis, beyond the typical
frequency range of finite element analysis (FEA),
statistical energy analysis (SEA) is often used to
model off-road vehicle cabs. Instead of discretizing
the cab geometry into small elements as with FEA,
the SEA approach assumes the cab parts are larger,
primitive structures such as plates, cylinders, beams,
and acoustical volumes. SEA is used for both structure-
borne and airborne situations. A simple cab model is
shown in Fig 10.
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Figure 9 Sound pressure levels inside a vibratory compactor cab for a condition when vibrating roll is active: (1) predicted
results and (2) experimental data.
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Figure 10 Simple SEA model of a cab. In this model the front window, door, and floor are single plate elements, which
represent the flexural wave fields excited but an external pressure field.
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Figure 11 Example results showing comparison of sound pressure level between SEA and measurement.

Figure 11 compares predicted spectrum from a
SEA cab model compared to measured spectra from
two identical machines. The solid line is the model
prediction and the two dashed lines are from two
different machines of the same type. This spectrum

is the sound level as predicted and measured in a cab
of construction machine running at static, high idle.

Statistical energy analysis does not yield exact,
deterministic results such as FEA. Rather, it produces
spatially averaged, and band-averaged results. Run
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times for a typical cab SEA model are on the order of 1
or 2 min, as opposed to hours for typical FEA models.
Because SEA models work well for high-frequency
prediction, they are a convenient tool for assessing
acoustical trim options, such as materials for headliners
or optimal thickness of a floormat decoupler. Also,
because SEA models are typically less costly to build
and validate than FEA models, SEA is often used
to assess design trade-offs in the early concept phase
before the design is too constrained.

8 NOISE REDUCTION IN CABS
8.1 Classification of Interior Noise Reduction
Methods and Means

All interior noise reduction methods and means
may be divided onto three main groups considering
the following features: source of noise excitation;
transmissibility; and response. 1,9–11

Source of excitation: Reducing the intensity of the
exterior sound fields around a cab and decreasing
the sound field emitted by noise sources inside a
cab is accomplished by reducing the noise sources,
by increasing of a distance between the cab and the
noise source, by applying local baffles between the
noise source and a cab, by installing mufflers, and
by other means to lessen the source strengths or path
contributions to the cab interior field.

Transmissibility: Structure-borne sound reduction
is obtained by vibration isolation of a cab and/or
the vibration source, by increasing the loss factor of
cab elements emitting structure-borne sound, and by
increasing of loss factor of vehicle frame constructions.

Response: Sound isolation of cab elements, sound
absorption of inner cab volume, and acoustical tight-
ness of a cab (preventing sound propagation through
elements with lower sound isolation, openings, other
leaks) are the main acoustical characteristics of a cab.
Acoustical tightness of a cab may be improved with
the use of baffles, tightening, and sealing of nonclosed
elements, openings, and apertures. In particular, care-
ful attention must be made to any penetrations into
the cab (e.g., electrical wirings, hoses, linkages, brake
lines, etc.) and any cab elements that open and shut
(doors, windows). If a cab is not well sealed the effects
of other noise control measures may be compromised.

A detailed classification of interior noise reduction
methods is presented in Fig.12.

8.2 Sound Isolation and Sound Absorption

One-layer, two- or three-layer, and multilayer struc-
tures are used for sound isolation of off-road vehicles.
Most simple examples of a one-layer cab shielding
elements are glass panels. If other conditions are not
changed sound isolation increases when surface mass
is increased and when number of layers is increased.

Improvement of Acoustical Tightness of
Cab Shielding Elements

Increase of Sound Isolation of Cab
Shielding Elements

Enhancement of Sound Absorption
of a Cab

Response: 
Improvement of acoustical properties

of an off-road vehicle cab 

Source of Excitation:

 Off-Road Vehicle Interior Noise Reduction Means and Methods

Application of Low-Noise Sources

Reduction of Internal Combustion
Engine rpm

Application of Sound-Proofed
Enclosures and Baffles

Increase of Distance from a Noise
Source to a Cab

Increase of Efficiency of an Exhaust and
Intake Noise Mufflers

Transmissibility: 

Decrease of structure-borne sound 

Vibration Isolation of an Internal
Combustion Engine 

Vibration Isolation of a Cab

Increase of Loss Factor of Elements
Emitting Structure-Borne Sound by

Means of Vibration Damping

Increase of Vibration Loss Factor of a
Vehicle Frame

Reduction of interior and exterior sound
field of an off-road vehicle 

Figure 12 Classification of off-road vehicle interior noise reduction means and methods.
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Figure 13 Examples of multilayer structures used for
off-road cab shielding: (a, b) cab wall, (c) partition, (d,
e) cab floor, (1) steel sheet, (2) soft sound absorptive
porous material, (3) soft material (e.g. perforated vinilite),
(4) damping coating, (5) fibered sound absorption material,
(6) finishing material, (7) foam plastic, (8) rubber, and (9)
intermediate air gap.

The last phenomenon is due to sound transmission
through layers characterized by different impedance.
It is well known that resonance phenomena in one-
layer structures significantly decrease sound isolation.
Application of multilayer structures increases sound
isolation of a shielding element and may influence
sound absorption and damping of a structure if some
layers have good sound absorption or provide reliable
vibration damping.

High sound isolation is found in three-layer struc-
tures with an intermediate connecting layer. Some
examples of sound-proofed multilayer elements of off-
road vehicles are presented in the Fig. 13. Table 5 con-
tains average magnitudes of sound isolation of shield-
ing elements of an off-road vehicle cab obtained from
experiments.1

Usually shielding elements of an off-road vehicle
cab have rather high sound isolation of about 25 to
40 dB in the frequency range of 500 to 8000 Hz. At the
same time sound isolation of cab floor in the medium
and high-frequency range is by 10 to 15 dB lower than
sound isolation of other metal panels at a particular
frequency. This may be explained by insufficient
acoustical tightness of a cab floor or the presence of
some flanking path. The data shown in Figs. 6 and 7
show that the dominant noise contributions propagate
into the cab through a partition located between the
diesel compartment and the cab. Thus, increasing the
sound isolation of this partition is the next step toward
more effective interior noise reduction.

The average sound absorption coefficient (αcab) is a
characteristic of sound absorptive properties of a cab.
Higher αcab yields lower reflected sound energy and

consequently lower interior noise. Sound absorption in
a cab is obtained by adding sound absorptive materials,
usually in the form of soft porous materials that are
located at the cab ceiling (headliner) and on side or rear
cab panels. The average sound absorption coefficient
depends not only on the acoustical treatment of cab
panels but also on sound absorptive characteristics of
the driver seat and driver’s clothing. An example of
an average sound absorption coefficient spectrum from
an off-road vehicle cab is represented in the Table 4.
The values reach 0.1 to 0.2 in the low-frequency range
and 0.2 to 0.3 in the medium and high frequencies.
This means that some potential for further interior
noise reduction of the A-weighted sound pressure level
(by 1 dB to 1.5 dB) exists and may be obtained by
using acoustical treatment with sound absorption in
the medium- and high-frequency range of 0.35 to 0.45.
Further increasing the average sound absorption of a
cab is almost impossible for most off-road vehicles
due to construction features of an off-road vehicle cab
(e.g., most cabs have a high percentage of glass).

8.3 Vibration Isolation and Vibration Damping

Double vibration isolation is widely used in off-road
vehicles. Vibration isolators are mounted under the
internal combustion engine and under the cab, as a
rule. Combined vibration isolators made from rubber
and metal are used (Fig. 14).

Vibration isolation efficiency is determined by the
value of the static displacement of a vibration-isolated
object located on vibration isolators and by correlation
of the frequency of forced oscillations (ff ) and the
natural frequency (fn). Higher static displacement
provides more significant effect on vibration isolation.
The vibration effect (VE) for low-frequency range
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Figure 14 Examples of vibration isolators of off-road
vehicle cabs: (1) cab bracket, (2) main rubber element, (3)
bracket, (4) additional rubber element, (5) fixing element,
and (6) fastening bolt.

Table 5 Average Magnitudes of Sound Isolation of Shielding Elements of an Off-Road Vehicle Cab

Sound Isolation (dB) in Octave Frequency Bands (Hz)

Type of Shielding Element of a Cab 63 125 250 500 1000 2000 4000 8000

One-layer glass 13 18 25 28 32 29 32 38
Multilayer metal element 18 23 27 31 35 33 36 40
Three-layer partition between diesel compartment and a

cab
15 21 24 26 27 30 30 35

Multilayer floor 14 18 21 21 20 23 26 30
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of (2 ÷ 5)
ff

fn

may be estimated by the following

equation:

VE = 40 log
ff

fn

dB (7)

where ff is the frequency of forced oscillations.
The frequency of forced oscillations of an internal

combustion engine crankshaft may be determined by
Eq. (8):

ff = n

60
Hz (8)

where n is number of cycles, in revolutions/minute
(rpm).

The natural frequency of a vibration-isolated object
depends on the static displacement by Eq. (9):

fn = 5√
x

Hz (9)

where x, in centimetres, is the static displacement
of a vibration-isolated object (the difference between
positions of vibration isolators in the vertical axis
before and after the force application).

In most cases the frequency of technological vibra-
tion (forced frequency) during operating conditions is
very close to the natural frequency of the vehicles and
may cause significant resonances. This feature often
determines the application of rubber vibration isolators
for off-road vibration reduction that are characterized
by substantial stiffness and by a high vibration loss
factor. Vibration loss factor (η) in rubber vibration
isolators may reach values η = 0.2 to 0.4 providing
reasonable attenuation in resonance conditions.

Vibration damping is used to reduce structure-borne
noise excited in plane metal shielding elements of a cab
(e.g. sheet metal panels). Vibration damping coverings
are characterized by high internal friction. The damp-
ing covering is usually in 1.5 to 2 time thicker than a
treated metal sheet. Sandwich constructions are used
in some cases when surface friction between two metal
constructions is applied and as a partition between the
diesel compartment and a cab in off-road vehicles. An
additional effect of noise reduction is obtained due to

the lowering of structure-borne sound and the reduc-
tion of resonance effects in metal panels.
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CHAPTER 99
AIRCRAFT CABIN NOISE AND VIBRATION
PREDICTION AND PASSIVE CONTROL

John F. Wilby
Wilby Associates
Calabasas, California

1 INTRODUCTION

Aircraft cabin noise can be generated by a variety
of sound and vibration sources and transmitted into
the cabin by airborne and structure-borne paths. The
sources may be inside or outside the fuselage and,
depending on the type of airplane, can include engines,
propellers, turbulent boundary layer, air-conditioning
systems, and propulsion system gearboxes. The main
airborne noise transmission path is through the side-
wall of the cabin and can involve resonant and nonres-
onant components. Structure-borne paths are usually
associated with vibration excitation at different loca-
tions on the airframe. Potential sound and vibration
sources, and their transmission paths, are described
in this chapter, and methods of identifying the con-
tributions from the different sources and paths are
discussed. Passive control of cabin noise levels can be
achieved by reduction of the source or by attenuation
during transmission; various methods for achieving
passive noise control are identified. Finally, analytical
methods for the modeling of noise transmission into
an airplane cabin, including modal methods, statistical
energy analysis, and numerical methods, are discussed.
Active control of aircraft cabin noise is discussed in
Chapter 100.

2 NOISE AND VIBRATION SOURCES

Several sources contribute to cabin interior noise
and vibration levels.1,2 The sources may be exter-
nal (engines, propeller, turbulent boundary layer) or
internal (air-conditioning system, gearbox, etc.) to the
fuselage. Typical exterior noise sources are shown
schematically in Fig. 1 for two aircraft configurations.
Contributions from propeller and engine noise sources
are often determined by near-field characteristics that
differ from the far-field characteristics of interest to
community noise. A complete description of the exte-
rior fluctuating pressure fields for use in the predic-
tion of interior sound pressure levels involves pressure
spectra and cross spectra and the spatial distribution
over the excitation surface.

2.1 Boundary Layer Fluctuating Pressures

The turbulent boundary layer pressure field on the
exterior of the fuselage is the main source of broadband
noise in the cabins of many fixed-wing airplanes.1,3,4

The turbulent boundary layer is attached over most
of the fuselage, but there may be some regions of
separated flow in the neighborhood of protrusions and

around the cockpit. Even for subsonic cruise, there may
be some areas of supersonic flow with shock waves,
particularly above the cockpit. Interior noise generated
by the external turbulent boundary layer is usually
important in the mid and upper frequency ranges,
as is indicated in Fig. 2, which shows interior sound
pressure levels measured in a business jet airplane at
three Mach numbers.

Separated flow and shock waves cause sound pres-
sure levels at low frequencies to increase relative
to those for attached boundary layers.5 Wind tunnel
and flight measurements have been used to develop
semiempirical representations for attached and sep-
arated turbulent boundary layer pressure fields that
can be used in noise transmission models.1,5,6 Inte-
rior noise levels are influenced by aerodynamic coin-
cidence, which occurs when the convection speed in
the turbulent boundary layer matches the flexural wave
speed in the fuselage panels.2

2.2 Propeller Noise
Propeller noise spectra (see Chapter 90) are dominated
by discrete frequency components at the propeller
blade passage frequency, fb, and harmonics thereof.7,8

The blade passage frequency is given by fb =
B�/60 Hz, where � is the rotational speed in
revolutions/minute [(rpm)] of the propeller and B is the
number of blades. A typical sound pressure spectrum
measured in the untreated cabin of an airplane with two
wing-mounted turboprop engines is shown in Fig. 3.
The broadband noise inside many propeller-driven
airplanes is dominated by the turbulent boundary layer
rather than the propeller, particularly at higher flight
speeds.7

Propeller location is a significant factor in deter-
mining propeller noise levels in the cabin because of
strong directivity characteristics. Airplanes with a sin-
gle tractor propeller mounted in the nose of the airplane
usually have relatively low levels of propeller noise in
the cabin, whereas multiengine airplanes with engines
mounted on the wing have high cabin sound pressure
levels in the vicinity of the plane of rotation of the
propeller. Pusher propellers that are mounted aft of
the cabin operate in a disturbed flow field and pro-
peller noise radiates forward, impinging on the airplane
fuselage.

In the neighborhood of the plane of rotation of
the propeller, where the distance between the fuselage
and the propeller tip is small relative to the acoustic
wavelength, the fuselage is in the acoustic near

1197Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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Figure 1 Sources and transmission paths of aircraft interior noise. (Reprinted with permission from SAE Paper 820961
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Figure 3 Narrow-band interior noise spectrum for propeller-driven airplane with untreated cabin. (Reprinted with
permission from SAE Paper 850876  1985 SAE International.)

field or aerodynamic potential field of the propeller,
with the source moving with the propeller blade.5,9

Elsewhere, the fuselage is in the acoustic far field.
Beats will occur in multiengine airplanes if propellers
are not synchronized. Also, pressure cancellation
and augmentation due to phase differences between
propellers can result in rapid spatial variations in
interior sound pressure level.

2.3 Jet Noise

Airborne transmission of jet noise is associated mainly
with aircraft with wing-mounted engines. It affects
cabin regions aft of the engine exhaust and is generally
limited to low frequencies.3 Jet noise levels (see
Chapter 89) are determined by the relative velocity
between the exhaust and the surrounding air and
decrease as the airplane accelerates during takeoff and
climb. Jet noise spectra are broadband and peak at
different frequencies for different locations in the near
field.5 The spectra can be normalized in terms of a
nondimensional frequency using jet nozzle diameter,
D, and jet velocity, Uj , as the normalizing parameters,
and the pressure cross spectrum can be represented by
a simple formulation for use in analytical models.5

2.4 Engine Fan Noise

Fan noise from a turbofan engine can be transmitted
into the fuselage interior, particularly at locations
forward of the engine inlet, but the contribution to
cabin sound pressure levels is significant only at low
flight speeds such as takeoff and initial climb.3,10 Fan
noise is associated with the blade passage frequency
of the fan and with multiple pure tones (or buzz-saw)

created by shock waves generated in the supersonic
flow region of the fan blades. The fundamental
frequency of multiple pure tones is fmpt = �/60 Hz,
but the fundamental and lower order harmonics are
below the inlet duct cutoff frequency and do not radiate
from the inlet.

2.5 Engine Vibration

Out-of-balance forces from reciprocating and jet
engines excite the mounting structure with resultant
sound radiation into the fuselage interior. This is
especially true when jet engines are mounted on the
rear of the fuselage, as they are closely coupled to the
fuselage structure11 but may also be true in the case
of wing-mounted engines even though the mounting
structure is more massive.2 Turbofan out-of-balance
forces are usually dominated by the fundamental
component that occurs at the rotational frequency of
the fan, compressor, or turbine. Figure 4 shows a
narrow-band sound pressure spectrum measured in the
cabin of a business jet airplane with two turbofan
engines mounted on the rear of the fuselage.

Discrete frequency components are observed at the
rotational frequencies of the fan, fb, low-pressure tur-
bine, fl , and high-pressure turbine, fh, plus harmonics
of the fan and low-pressure turbine. The sound pres-
sure levels are sensitive to small changes in engine
balance and the airplane structure, with the result that
they vary markedly from airplane to airplane and are
difficult to predict. Vibration-induced noise from recip-
rocating engines can occur in general aviation airplanes
at the same discrete frequencies as the propeller blade
passage frequency and its harmonics.12,13
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Figure 4 Narrow-band interior noise spectrum for business jet airplane. (Reprinted with permission from SAE Paper
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2.6 Reciprocating Engine Noise

The exhaust outlets of reciprocating engines on small
general aviation aircraft can be close to the airplane
cabin. The fundamental frequency for a single cylinder
is fc = �/120 Hz, and the fundamental frequency for
the total exhaust is fe = Nc�/60 Hz, where Nc is the
number of cylinders. The magnitude of the noise level
depends on the design of the exhaust system and the
effectiveness of any muffler.

2.7 Wake–Structure Interaction

Interaction between a propeller wake and the wing
or horizontal stabilizer structure downstream of the
propeller can cause vibration that is transmitted to
the airplane cabin and radiated as sound.1,2 The
components of wake-induced noise will be at the same
frequencies as the components of propeller noise.

2.8 Helicopter Rotors and Gears

Helicopter main and tail rotors (see Chapter 91) con-
tribute to helicopter interior noise levels.14 Since dis-
crete frequency noise from rotors is radiated mainly in
directions close to the plane of rotation, the tail rotor
may make a greater contribution to cabin noise lev-
els than does the main rotor. Several factors determine
the relative magnitudes of main and tail rotor noise
in the cabin, including the distance of tips of main
and tail rotors from the cabin, the directivity of rotor
noise fields, and attenuation characteristics of the cabin
sidewall.

The gearbox of a helicopter is a major source of
cabin noise.1,14 It is usually mounted close to the cabin,
with strong airborne and structure-borne transmission
paths into the cabin. Gear noise (see Chapters 69
and 88) occurs at the teeth-meshing frequencies and
harmonics thereof.

2.9 Internal Noise Sources

Noise sources inside an aircraft include air-condition-
ing systems, hydraulic systems, pressure relief valves,
vents and drains, and electrical and mechanical equip-
ment. Noise sources in an air-conditioning system
include the air cycle machine, fans, valves and ori-
fices in the ducts, separated flow in duct bends, and
high-velocity flow through air grilles.15 Noise sources
in a hydraulic system include pumps and valves.

3 TRANSMISSION PATHS

Transmission paths from source to cabin interior can
be classified as either airborne or structure borne
(Fig. 1). A flow diagram can be constructed to show
the different paths.1

3.1 Airborne Paths

Airborne noise is associated with noise transmission
from an acoustic or aerodynamic pressure field through
a structure into the cabin. The transmitting structure
could be the fuselage sidewall, when the noise source
is external to the fuselage, the floor of the cabin when
the noise source is in an underfloor compartment, or
the cabin wall of a helicopter when the noise source is
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inside the fuselage shell but outside the cabin. Critical
airborne noise transmission paths occur where the
noise control treatments are compromised.16

Airborne noise transmission can have two compo-
nents—resonant and nonresonant transmission. Non-
resonant transmission is the mass-law transmission
that is familiar in architectural acoustics and can be
important for an acoustic source. Resonant transmis-
sion is the dominant airborne transmission path associ-
ated with turbulent boundary layer excitation and with
acoustic excitation at frequencies above coincidence.
Acoustic coincidence occurs when the speed of sound
in air equals the flexural wave speed in the structure.

Fuselage structures respond differently to turbu-
lent boundary layer excitation and acoustic excita-
tion.1,2,4,17 Acoustic excitation is highly correlated
over large distances and can excite large regions of
the structure including frames and stringers.17 In con-
trast, turbulent boundary layer excitation is uncorre-
lated over large distances, particularly in the circum-
ferential direction, and fuselage response shows little
correlation between adjacent panels.17 Similarly, noise
transmission characteristics are different for the two
types of excitation.

3.2 Structure-Borne Paths

Structure-borne noise is associated with vibrational
energy that is transmitted through the structure from
external sources and then radiated into the cabin as
sound. Sources that generate structure-borne noise
include out-of-balance forces in the engine,2,11,12

propeller wake interacting with the wing or tail
surfaces, air cycle machines15 or hydraulic pumps
beneath the cabin floor, and gearboxes mounted
outside the cabin of a helicopter.14 The spectrum
in Fig. 3 contains a structure-borne component, at a
frequency of 669 Hz, associated with engine turbine
out-of-balance forces. This component was transmitted
through the engine mounts and wing structure to the
fuselage. In the case of mechanical excitation, the
vibration power transmitted from the source to the
aircraft structure is a function of the point impedances
of the source and structure at the excitation location,
as well as the magnitude of the excitation force.1

3.3 Cabin Cavity

Although not often considered as part of the airborne
or structure-borne transmission paths, the acoustical
characteristics of the cabin cavity do play a role.
Analytically, acoustical modes of a cabin are important
in the prediction of cabin noise levels. However,
there are few reports in the literature regarding actual
measurements of the acoustical characteristics of a
furnished aircraft cabin. Occasionally, evidence of
standing waves has been found, but those events
were typically associated with unfurnished or partly
furnished cabins.1,7 For example, it was speculated that
acoustic resonances influenced the poor repeatability of
cabin noise levels in an unfurnished propeller-driven
general aviation airplane, where the noise spectrum
was dominated by discrete frequency components.7

Sound absorption provided by cabin furnishings is
sufficient, in most cases, to damp out acoustic
resonances. Analysis has indicated that a sound
absorption coefficient greater than 0.2 is sufficient to
suppress acoustic modes in a cabin.1

4 SOURCE/PATH IDENTIFICATION

Identification of noise sources or transmission paths
can be performed by experiment, analysis, or a
combination of both.18 It is often found that no single
approach is adequate—a combination of a number of
methods may be necessary.

4.1 Source Identification

Frequency Identification When sources have
well-defined frequency components that are distinct
from those of other sources, components in the narrow-
band spectra (see Chapter 46) of cabin noise can be
used as source identifiers. Such is the case for pro-
peller noise and noise due to engine out-of-balance
forces (Figs. 3 and 4). However, spectral analysis can-
not distinguish between contributions from different
sources operating at precisely the same frequency.

Correlation The separation of jet noise and turbu-
lent boundary layer contributions to the fluctuating
pressures measured on the exterior of an airplane is dif-
ficult because both contributions are broadband. How-
ever, the two contributions to the exterior pressure
field can be separated by the use of cross-spectrum or
correlation techniques.10 Correlation techniques can-
not be used with sinusoidal signals because the signals
are always fully coherent. However, partial coherence
techniques have been successful when there are two
discrete frequency sources with very close, but not
identical, frequencies.19

Source Modification Source modification involves
changing the operating conditions of one or more
noise sources and measuring the resulting changes in
cabin sound pressure levels.1,20 However, it should
be recognized that changes to the operating condi-
tion might change the contributions from other sources.
For example, propellers of a twin-engine airplane can
be operated at slightly different rotational speeds. The
advantage of the method is that the contributions from
the two propellers can be identified without a signifi-
cant change in air speed.7 The disadvantage is that the
method eliminates destructive or constructive interfer-
ence between sound pressures from the two sources
that might occur in normal operation. Alternatively,
engine power can be varied and the aircraft allowed to
climb or descend through specified values of altitude
and speed to determine engine noise contributions.20

Source Elimination The effect of eliminating a
noise source is similar to that of source modification,
and the advantages and disadvantages are also similar.
For example, all engines can be set to flight idle and the
airplane placed in a shallow dive to measure turbulent
boundary layer noise.8,12,20 The disadvantages of this
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method are that the airflow over the airplane may
change, and cruise flight speed will not be maintained.
In a second example, internal equipment, such as the
environmental control system, can be turned off and
cabin noise levels measured.20

4.2 Path Identification

Path identification is critical to the optimum implemen-
tation of noise control measures. However, direct mea-
surement of structure-borne noise is difficult because
it requires, in part, measurement of power flow in flex-
ural, longitudinal, and torsional waves. Consequently,
other approaches have been used. Path identification
methods are often experimental in nature, but the sup-
plemental use of analytical methods can be useful.1

Source Simulation Ground tests can be per-
formed using sound (loudspeaker) or vibration (shaker)
sources or an actual propeller to simulate the in-flight
source.1,21 The sound source can be placed in an enclo-
sure so that the area of exposure on the fuselage can be
limited to a window or other small region of interest.1
Alternatively, an array of loudspeakers with phase con-
trol can be used.22 Shakers can be placed at engine
mounts or other locations.

Acoustical Enclosure An enclosure can be used
in the cabin to limit the area of sound radiation and
investigate noise transmission paths. The enclosure
should be constructed to minimize sound transmission
through the walls and to prevent reverberant buildup
inside.

Path Interruption The path interruption method
usually requires tests on a stationary airplane on the

ground or in the laboratory.1,13 The assumption is
made that the results obtained from the ground tests are
still valid in flight. For a propeller-driven airplane with
a single engine, the engine can be mounted on supports
and operated when it is connected and disconnected to
the fuselage.13 In the case of propeller wake interaction
with the airplane wing, the wing can be detached
from the fuselage structure or enclosed in a sleeve
that isolates the wing structure from the fluctuating
pressures in the propeller wake.1

Path Modification Changes in a transmission path
may alter the transmitted noise sufficiently to infer
the importance of that path. The method assumes
that airborne and structure-borne noise components
are statistically independent, which may not be true
when discrete frequency components are involved. A
common technique in path modification is the use of
heavy mass-loaded vinyl sheets to cover cabin surfaces
of interest.1,20 It is possible that sound pressure levels
might increase at some frequencies because of a
decrease in sound absorption in the cabin or blockage
of a transmission path to the exterior.

For structure-borne noise transmission from an
engine, the standard isolation mounts for the engine
can be replaced with solid metal blocks and the
tests repeated.12 Figure 5 shows the results from a
test on a single-engine, propeller-driven airplane.12

Sound pressure levels were measured in the airplane
cabin and vibration levels were measured on the
airplane structure near to the engine mounts. When
the engine isolation mounts were replaced with hard
mounts, the structure-borne vibration increased by up
to 25 dB, but the cabin sound pressures increased by
a maximum of only 7 dB. The results imply that the
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Figure 5 Change in cabin sound pressure level and structural vibration level when engine isolation mounts are replaced
with solid metal blocks on a single-engine propeller-driven airplane.12
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cabin sound pressure levels are controlled by structure-
borne vibration transmission only in the frequency
range below about 400 Hz.

Transfer Function Methods The transfer function
method is applied in three steps.1 First, the transfer
function between the source of interest and cabin noise
levels is obtained. Second, the source level under flight
conditions is measured. Third, the product of transfer
function and flight source level is calculated to obtain
an estimate of interior noise level in flight due to
that source. The first step is usually performed in a
nonoperational environment when no other sources are
present. The accuracy of the third step depends on the
validity of the assumption that the imposition of flight
loads does not change the transfer function.

In the case of structure-borne engine noise, a
transfer function relating structural acceleration at the
engine mount to cabin interior sound pressure levels is
measured during ground tests.12 That transfer function
is then applied to in-flight measurements of vibration
to estimate the contribution to cabin sound pressure
levels. The transfer function method can also be used
to estimate the cabin noise components associated with
wing vibration induced by propeller wake impinge-
ment. Shakers are used to induce vibration into the
wing structure while sound pressure levels are mea-
sured in the cabin. Then, wing vibration is measured
in flight. If measurement of the transfer function is
not feasible, it may be possible to use the principle
of reciprocity, which can be applied to acoustical or
mechanical sources.1

Intensity Sound intensity methods (see Chapter 45)
can be used to determine the relative importance of
noise transmission paths.1,18,20 The surfaces of interest
in the cabin (sidewall, floor, ceiling, windows, etc.) are
divided into small areas. The intensity probe is then
traversed over each subarea to determine the sound
power transmitted through that subarea.

Acoustical Holography Near-field acoustical
holography (see Chapter 50), in conjunction with
boundary element methods, can be used to investi-
gate fuselage vibration and interior sound fields.1 The
method has been applied, for example, in a turboprop
airplane to the blade passage frequency and its first
two harmonics.23

5 PASSIVE NOISE CONTROL
A successful passive noise control program often has to
address several noise sources and transmission paths.
A balanced noise control treatment would consider
all combinations of sources and paths such that all
contribute approximately equally. Reducing the noise
from one source to a level well below the contributions
for the other sources would not be cost or weight
effective. A successful noise reduction program often
requires a combination of test and analysis.18

5.1 Reduction at Source
Reduction of Propeller Near-Field Noise Levels
Cabin noise levels can be reduced by increasing the

clearance between the propeller tip and the fuselage
and decreasing the propeller tip Mach number.24 This
could require an increase in the number of propeller
blades or relocation of the engines further outboard.
Direction of rotation may be a factor in determining
interior sound pressure levels; a solution would require
that propellers on opposite sides of the fuselage rotate
in opposite directions.24

Engine Balancing The out-of-balance forces im-
posed by turbofan engines can be reduced by
improving the balancing of the rotors, particularly the
fan as it is the most massive of the rotors.25

5.2 Reduction in Transmission
The most effective way to reduce noise transmission is
to modify the transmission path as close as possible to
the source, for example, at the mounts of an engine
or air cycle machine. In principle, this is true for
both airborne and structure-borne transmission, but it
is more difficult to achieve in the airborne case because
the noise sources are usually distributed over a large
surface area, whereas sources of structure-borne noise
tend to be local and well defined.

Sidewall Cabin sidewalls are generally constructed
from multiple layers of porous material. A simple
sidewall is depicted in Fig. 6 where porous material
is placed between the fuselage frames and over the
frames.1,16 The porous material typically consists
of glass fiber blankets with a density of about
7 kg/m3. This is a compromise between weight and

Stringer

Trim

Frame Vibration
Isolators

Porous
Material

Fuselage
Structure

Figure 6 Cross section through typical cabin sidewall
treatment. (Reprinted with permission from SAE Paper
820961  1982 SAE International.)
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transmission loss. Heavier blankets could be used if
additional transmission loss is required. The blankets
are contained in impervious bags to prevent moisture
retention. A sheet of heavy, limp material can be
placed between layers of the porous material to
increase sound transmission loss. A trim panel is
attached to the frames to cover the porous material.
The attachment should be by means of vibration
isolation mounts, to prevent structure-borne paths that
would short out the acoustical insulation.16 Sound
transmission through a cabin window can be reduced
by increasing the thickness of the window pane.18

Sound Absorption Sound absorption is provided
in the cabin by the carpet and seats. Additional sound
absorption may be obtained by treatment of the ceiling
and bottom of the stowage bins. Sound absorption
material is often required in the neighborhood of entry
doors and in galleys.16

Damping Material Damping material (see also
Chapter 60), often in the form of constrained layer
damping tape with a viscoelastic adhesive and an
aluminum foil backing layer, has been used to reduce
airplane interior noise.16,26 Usually, damping material
is applied to fuselage skin panels where it is effective
mainly at frequencies above the panel fundamental
frequency, but the effectiveness might be extended to
lower frequencies by application of damping material
to frames and stringers.27,28 Damping material can also
be applied to trim and floor panels.20,29

Optimized damping tape treatments cover about
80% of the panel area.26,29 However, the effectiveness
can be increased by the use of a spacer between
the structure and the viscoelastic layer, and the area
covered can be reduced.18 Damping materials should

be selected for the operating temperatures of the
structure being treated.

Figure 7 shows the reduction in cabin noise obtained
by the use of damping tape on an airplane pressurized
fuselage excited by a turbulent boundary layer.26 In
this case, all cabin furnishings, including sidewall
insulation, had been removed. The damping tape was
applied to about 80% of the panel area. In addition to
the increased damping, the tape also increased the mass
of the fuselage panels by about 10%. Significant noise
reductions occur only in the frequency range of 1000
to 4000 Hz, which is the frequency range of the lower
order modes of the individual panels of the pressurized
fuselage and the frequency range in which there is
good coupling between the excitation and the structure
(known as aerodynamic coincidence).

Isolated Shell A self-supporting isolated interior
shell can be constructed to reduce structure-borne noise
transmission.25,30 The interior shell is mounted on
vibration isolators placed on the floor, or on frames
near to the floor, where the vibration levels are low.
The number of attachment points should be kept to
a minimum and the isolators designed for maximum
effectiveness.

Dynamic Absorbers and Tuned Dampers These
resonant devices (see Chapter 61) can be used to reduce
interior noise levels of aircraft where the excitation is
discrete frequency.2 Dynamic absorbers are effective
only in a narrow frequency band and are used mainly in
cases where the propeller or engine rotational speed is
essentially constant over much of the flight regime. A
tuned damper can have a greater effective bandwidth,
but at the expense of less attenuation.31 When more than
one frequency is to be attenuated, sufficient damping
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Figure 7 Effect of damping tape on sound pressure level in an unfurnished pressurized fuselage exposed to turbulent
boundary layer excitation.26
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has to be introduced to broaden the attenuation peak,
or different absorbers have to be designed for each
frequency of interest. Dynamic absorbers or tuned
dampers have been installed at the attachment location
of rear-mounted turbofan engines,11 on fuselage frames
to reduce the propeller noise transmission,31–33 or on
trim panels in the cabin.32,33

Engine Mounts Passive engine mounts are usually
proprietary designs of viscoelastic material or metal,
and represent a compromise between static and dynamic
stiffness. The static stiffness has to be sufficient to
withstand the static loads imposed by engine weight
and thrust without shorting out, while the dynamic
stiffness has to be low enough that the vibration is not
transmitted into the fuselage structure (see Chapter 59).
The effectiveness of the mounts can be increased by
increasing the input impedance of the airplane structure.

Propeller Synchrophasing Adjustment of relative
phase angles among the propellers, often referred to
as “synchrophasing,” can reduce cabin sound pressure
levels.1,24,32 The potential for noise reduction appears
to be greater for four-engine aircraft than for two-
engine aircraft because there are more possibilities for
cancellation.

Mufflers and Suppressors Noise transmission
can be attenuated by the use of mufflers (see also
Chapter 85) in reciprocating engine exhausts, air cycle
machine ducts, and drain and vent systems. Pulsation
dampers or surge suppressors can be installed to
attenuate hydraulic pump noise. Sound-attenuating
material can be placed in the return air grilles of the
environmental control system.20

Acoustic Leaks It is critical that all acoustic leaks
be identified and eliminated because leaks severely
degrade the performance of noise control treatments.

6 ANALYTICAL METHODS
Several different approaches can be applied to the ana-
lytical modeling of airborne and structure-borne noise
transmission into airplanes. The choice of a particu-
lar method is often determined by the frequency range
of interest because it determines, to some extent, the
computational requirements and the validity of the
assumptions in the model. The main methods used are
closed-form modal approaches, power balance meth-
ods, statistical energy analysis, and numerical methods.

6.1 Modal Methods
The modal approach is based on modal representations
of the fuselage structure and interior cavity.34 The
approach can be combined with the power balance
method35 or the traveling-wave approach.36 At high
frequencies, the power balance approach merges into
statistical energy analysis. The fuselage structure can
be modeled as a simple cylinder or as a cylinder with
an integral floor.37 At low frequencies, stiffeners can
be represented as discrete elements or “smeared’ over
the fuselage panels to give effective orthotropic panels.
At high frequencies, the influence of the stiffeners

can be neglected and the structure divided into a
number of substructures. The cabin volume can be
modeled as a closed-form modal representation, or
finite difference numerical methods can be used.37,38

Sound transmission through the cabin sidewall can
be modeled separately using the transfer impedance
method of architectural acoustics or as an integral part
of the sound transmission model.37

6.2 Statistical Energy Analysis
Statistical energy analysis (SEA) methods (see
Chapter 17) can be used when there is a sufficient
number of modes (say three or more) in any given
frequency band of interest, usually a one-third octave
band.1,5 SEA has been applied to the transmission of
jet noise, turbulent boundary layer noise, engine vibra-
tion, and propeller noise into an airplane fuselage, with
the understanding that there will be an increased vari-
ance in the results at low frequencies where there are
few modes. In order to mitigate the scarcity of modes,
the size of the subsystems in an SEA model should
not be too small.16,39,40

Satistical energy analysis assumes resonant re-
sponse of a structure or cavity. This is adequate for
aerodynamic excitation such as a turbulent boundary
layer, but in the case of acoustic excitation, the
nonresonant or mass-law path has to be included.1 In
the case of aircraft with long cabins, the cabin can be
divided into several sections, using physical bulkheads
where possible.16,39

6.3 Numerical Methods
Numerical methods (see Chapter 7) generally involve
finite element methods (FEM) and boundary element
methods (BEM). Most applications to aircraft cabin
noise involve FEM-FEM coupled analyses where finite
element methods are used to model both the aircraft
structure (including the multilayer sidewall) and the
cabin cavity. However, boundary elements can be
used to model the acoustic radiation into the cabin in
FEM-BEM analyses.41 Numerical methods are usually
restricted to low frequencies so that the model does not
become excessively large or require too much detail.
Consequently, the methods are used mainly to analyze
airborne and structure-borne transmission of propeller
noise and engine vibration.

It is possible to model the entire cabin of a small
aircraft, but models for larger aircraft are usually
restricted to a section of the cabin.9,21,40 Reductions
in model size can be achieved using symmetry of
the fuselage to model only one half. In that case,
the computations are performed first for symmetrical
modes and then repeated for antisymmetrical modes.
The model should include some representation of
structures adjacent to the cabin.40
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AIRCRAFT CABIN NOISE AND VIBRATION
PREDICTION AND ACTIVE CONTROL
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1 INTRODUCTION
Low interior noise is important to passenger and
crew comfort in aircraft. High noise levels are
disturbing, tiring, and reduce the ability to converse
with passengers in adjacent seats. The noise levels
should not be intrusive and should not have discernible
discrete tones, beats, or pulsations. The cabin noise is
mainly created by the aircraft’s propulsion system and
turbulent boundary layer pressure fluctuations, which
excite the fuselage and produce fuselage vibrations,
resulting in the creation of the cabin sound field.
The degree to which noise may be reduced in an
aircraft at low frequency is determined primarily by
the stiffness and weight of the structure of the fuselage.
A general problem is that the noise transmission loss
of the fuselage structure is rather small in the low-
frequency range. One method of reducing cabin noise
in this frequency range is to adopt active control
techniques. These techniques are based on introducing
secondary sources for controlling the interior cabin
sound field or the structural fuselage vibrations. The
latter technique reduces the sound radiation into the
cabin. The active control systems for reducing tonal
cabin noise are generally based on either active noise
control or active structural acoustic control. One may
attenuate broadband cabin noise with the aid of active
headsets or silent seats.

2 CABIN NOISE AND VIBRATION SOURCES
Both internal and external sources cause noise and
vibration in an aircraft.1–5 One internal noise source
is the air-conditioning system; the most predominant
sources, however, are external. There are several
external sources of noise and vibration in an aircraft:
engines, propellers, jet engine fans, the boundary layer,
and the like. Each source has its own characteristics and
transmission paths into the cabin, for example, airborne
paths and/or the structure-borne paths.1–3 Figure 1
illustrates the sources of noise and vibration in an aircraft
and their transmission paths into the cabin.

The main source of cabin noise in turboprop aircraft
is the airborne noise produced by the propellers.1,2 The
propeller blades pass the fuselage, thereby producing
periodic pressure fluctuations on the external of the
fuselage; this in turn causes vibrations in the internal
cabin walls and an excitation of the interior cabin
sound field. The structural vibration modes coupled
to the interior acoustic modes result in a transfer of
energy from the fuselage outside into the cabin.6,7 Cabin

Airborne Noise

Structure-Borne Noise

Boundary Layer Noise

Figure 1 Sources of noise and vibration in an aircraft
and their transmission paths.3

noise in turboprop aircraft usually takes the form of
tonal noise related to the fundamental blade passage
frequency (BPF). The dominant frequency components
are generally in the frequency range of 60 to 400 Hz;
the blade passage frequency and two or three of its
harmonics predominate.1,2 Figure 2 shows a typical
spectrum of the cabin noise level in a turboprop aircraft
during cruise flight. Generally, aircraft are equipped
with a synchronization unit to synchronize the rotational
speed of the propellers. Any difference in the rotational
speed leads to unpleasant acoustical beating.1

For high wings and tail aircraft designs with small
propeller tip clearance, the transmission paths of the
propeller noise are dominated by the airborne path
between the propeller and the fuselage.3,8 For aircraft
with low wings and tail, the turbulent airstream behind
the propeller is also a significant excitation factor. The
airstream excites the wing and tail structure, causing
complex transmission paths of propeller-induced noise
into the cabin. In jet aircraft, airborne transmission of
noise is generally associated with aircraft with wing-
mounted engines; in this type of aircraft, the broadband
jet noise affects cabin regions aft of the engine exhaust,
particularly when the engines are mounted close to the
fuselage.2,5

Imbalances in rotating parts of an aircraft propul-
sion system excite vibration of the fuselage via the
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Figure 2 Sound pressure level spectrum for typical cabin noise in a turboprop aircraft.

engine-supporting structure, and the fuselage structural
vibration radiates noise into the cabin; such noise is
called structure-borne noise.1,2 In the case of turbo-
prop propulsion systems, the gearbox normally excites
the structure and produces gear whine at frequen-
cies on the order of hundreds of hertz,1 and propeller
imbalance produces vibrations from 15 to 20 Hz.1
In jet aircraft with tail-mounted engines, the princi-
pal structure-borne noise excitation source is the two
spools of each jet engine; these normally run between
100 and 500 Hz.1,2,5

Boundary layer noise, or wind noise, is audible in
all aircraft.1,2,5 During flight, the interaction between
the surrounding air and fuselage wall induces turbu-
lence pressure fluctuations that act on the external fuse-
lage along the length of the aircraft; this in turn radiates
noise into the cabin. Particularly high levels of bound-
ary layer noise are created at any point on the outer
fuselage where the shape of the skin changes abruptly,
for example, antenna fairings. Boundary layer noise is
highly dependent upon the flight speed and is of a ran-
dom broadband nature, the majority of its energy being
above approximately 400 Hz.1,2 With decreasing lev-
els of propulsion-induced cabin noise, the boundary
layer noise becomes increasingly apparent.2

3 ACTIVE CONTROL OF NOISE

3.1 Noise Control Introduction

Cabin noise in aircraft is often difficult to attenu-
ate adequately by means of passive noise control
approaches due to weight restrictions.1,3,4 A com-
mon passive method is to increase the dynamic stiff-
ness of the fuselage by using passive-tuned vibration
dampers.1,7–9 This method is based on the principle

that passive-tuned dampers attached to the fuselage
structure absorb vibration energy at the resonance fre-
quency, thereby reducing noise transmission into the
cabin.4,8 The dampers are tuned to reduce vibrations at
a specific frequency, for example, the BPF for cruise
flight, and are unable to track frequency variations.
Generally, the first few harmonics of the BPF may be
significant, and to reduce several harmonics a large
number of dampers tuned for different frequencies
must be used; this adds significantly to the weight of
the aircraft.4 Furthermore, the engines may be run at
different speeds in different parts of the flight cycle.
In contrast to the passive dampers, the active control
system is usually synchronized with the engines and is
able to track variations in noise; attenuation is main-
tained throughout the flight cycle, including cruise,
climb, and descent.4,8 If the controller is synchronized
with both engines, the acoustical beating that appears
as the engines become unsynchronized is also con-
trolled. Even with many secondary sources, the active
control system adds less weight to the aircraft than
does a normal set of passive-tuned dampers.8

3.2 Active Control

The basic principle of active control is to introduce sec-
ondary sources for controlling either the sound field or
the structure radiating the noise.6,7,10,11 If a few, well-
defined transmission paths of noise into the cabin are
established, it is possible to act directly on the trans-
mission paths to reduce noise transmission.5,6,8,12–15

On the other hand, if the transmission paths are com-
plex or unknown, the noise is controlled after its
transmission into the cabin by using loudspeakers
mounted in the trim.4,8,10,12–15 Strategically located
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error sensors are used to allow continuous adaptation
of the control system driving the control sources.10,16

The error sensors are usually composed of micro-
phones mounted in the trim that observe the cabin
sound field. The objective of the active control sys-
tem is to minimize the sound pressure in the error
microphones.10,16 One commonly used objective is to
minimize the squared sound pressures measured in the
error microphones. Figure 3a shows an illustration of
an active noise control system synchronized with both
engines. In situations where the aim is to reduce the
sound radiation from the fuselage, the loudspeakers
are replaced with structural actuators controlling the
fuselage vibrations6,8,14; see Fig 3b.

The sound field in the cabin, or in an enclosure,
can be viewed as the superposition of the acoustic
modes.6,7,10 Each mode is related to a resonance fre-
quency of the enclosure, and the mode shape describes
the spatial pattern of pressure, maximum and mini-
mum, that is, antinodes and nodes. Active control of
the disturbing acoustic modes is achieved by introduc-
ing loudspeakers. The purpose of the loudspeakers is
to produce independent modal responses that are of
equal amplitude and opposite phase to each of the cor-
responding uncontrolled disturbing acoustic modes.10

Normally, at low frequencies a few modes dominate
the sound field; these modes are usually well separated.
Controlling noise fields characterized by separate
modes results in large volumes of noise attenuation, so-
called global control. The objective with global control
of enclosed sound fields is to reduce the total acoustical
potential energy in the enclosure.10 In fact, it turns out
that such a strategy has the effect of leveling out the

spatial variation of the pressure level in the enclosure
since dominant acoustic modes are suppressed.

At higher frequencies, the distance in frequency
between two adjacent modes becomes smaller and
smaller and many modes contribute to the sound
field.10 The modal density increases and the individ-
ual modes will be indistinguishable. As the frequency
increases, the sound field is changed from modal type
to be considered diffuse with high modal overlap.10

Since the modal density and modal overlap are high,
global control is not possible at these frequencies; how-
ever, local active noise control is possible under such
circumstances.10 Global reduction is possible only if
the secondary source is placed very close to the pri-
mary noise source.10 This is not possible in the aircraft
applications. Local control is based on the strategy to
achieve local areas of reduced noise, for example, a
localized zone of “quiet” around the head of a seated
passenger. The zones with reduced noise will be found
close to the control microphones, and the size of the
quiet zones are highly dependent on the frequency: The
size of the zone decreases with increasing frequency.10

Accordingly, local control requires that the control
microphones be located in the vicinity of the pas-
sengers’ head positions, for example, on the headrests
instead of the trim. The local control of sound fields
is used in the silent seat application where each seat
is equipped with individual loudspeakers and micro-
phones in the headrest.10,12

Structural actuators may also be applied as sec-
ondary sources in active control of acoustical noise
in aircraft.6,8 This method is used when there are
some dominant noise transmission paths into the cabin.

Tacho 
Right Engine

Tacho 
Left Engine

Error Microphones
(e.g. in Trim)

Loudspeakers
(e.g. in Trim)

Error Microphones 
(e.g. in Trim)

Structural Actuators

(a)

(b)

Control Unit

Figure 3 Active control of aircraft interior noise: (a) active noise control system in a turboprop aircraft, and (b) active
structural/acoustical control in a jet aircraft.
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The structural aircraft fuselage vibrations produced by
the propulsion system and pressure fluctuations from
the propellers acting on the external fuselage gener-
ally excite the interior cabin sound field. The purpose
of applying structural actuators is to apply control
forces to the fuselage, thereby controlling the struc-
tural modes of the fuselage associated with significant
sound radiation into the cabin.10

The structural actuators are located in the dominant
noise transmission paths to reduce the sound trans-
mission through the structure.5,8,10 The disadvantage
of this approach is that any noise reaching the cabin
via other transmission paths cannot be controlled.
Such noise is controlled inside the cabin. The active
structural/acoustical controlled approach reduces the
dominant acoustically coupled structural modes, which
normally results in global noise attenuation.6 A com-
parison between the active noise control approach and
the active structural/acoustical control approach usu-
ally shows that fewer secondary structural actuators
than loudspeakers are used for a global control of the
interior cabin sound field.6,12

The error sensors are again microphones to adapt
the control system. Thus, where the aim is to reduce
the sound pressure level, it is recommended to
use error microphones, which observe the interior
sound field, rather than error accelerometer sensors,
which observe structural fuselage vibrations.6 The
minimization of vibrations at selected points, that
is, the accelerometer positions, does not necessarily
guarantee the reduction of sound radiated into the
cabin. In fact, minimizing local vibrations often
leads to an increased sound pressure level.6 One
disadvantage of the active structural/acoustical control
approach is that even though the noise level is reduced,
the structural vibrations can sometimes increase.6

The active control of acoustic and structural modes
may influence nondisturbing modes.6,10 Modal den-
sity increases with increasing frequency, and a higher
modal overlap is obtained. As a consequence, the
influence of control source excitation of nondisturbing
modes also increases. This control spillover reduces
the effect of the active control system.6,10 The modal
overlap6,10 for acoustic modes increases rapidly with
frequency and is roughly proportional to f 3, while the
modal overlap for the flexural structural modes demon-
strates a less pronounced increase with frequency,
approximately proportional to f . Structural control
enables global control of the sound field at higher fre-
quencies than may be achieved with control of the
acoustic modes.6,10 High modal overlap and control of
the acoustic modes result in local control around the
error microphones.10

3.3 Active Control Strategies
The active control strategy used to attenuate cabin
noise in aircraft depends primarily on the type of
propulsion system, transmission paths, aircraft design,
and noise characteristics. In commercial aircraft, one
of two different kinds of large-scale (multichannel)
active control strategies is normally used today to con-
trol tonal cabin noise. Both strategies are of adaptive

feedforward type and use error microphones to observe
the controlled sound field. The ANC (active noise con-
trol) system uses loudspeakers as secondary sources
while the ATVA (active tuned vibration absorber) sys-
tem uses inertial mass actuators as structural secondary
sources.4,5,8,14,15 The principle of ATVA is similar to
that of the ASAC (active structural/acoustical control)
approach described in the relevant literature.6 In recent
years, active headsets have been introduced in the first-
and business-class cabins of wide-bodied jets.12 The
headsets are directed toward the control of broadband
noise found on wide-bodied jet aircraft. These head-
sets are based on feedback control and normally rely
on analog control.7,10,17

Global Control Approaches ANC has proved
effective and will continue to be the favored option
on turboprop aircraft with complicated and/or multiple
noise transmission paths into the cabin. Examples of
such aircraft are the Saab 340 and Saab 2000.4 The
Saab 340 was the first commercially available aircraft
in the world in which ANC was used; the first aircraft
was delivered in the spring of 1994. The first Saab
2000 was delivered later the same year.18

A low wing and, in particular, low tail (directly acted
on by the propeller backwash) combined with a low tip
clearance result in a variety of noise paths; methods that
act directly on these paths are thus both problematic
and expensive.4,8 On the other hand, ATVA is used
commercially on both turboprop and jet aircraft. The
ATVA approach is used on the turboprop aircraft in the
Bombardier Q series Dash-8.8,14 These aircraft have
high wings and tail and a small propeller tip clearance.
Here, the predominant transmission path consists of the
direct action of the propeller wash on the fuselage in and
around the plane of the propellers. The ATVA approach
has also been successfully applied to jet aircraft. In jet
aircraft, out-of-balance forces from the engine shafts
excite the fuselage via the engine mounts and pylons
(the predominant transmission paths) thereby causing
vibration-induced noise within the aircraft cabin.5,12–15

The active control performance for different control
strategies are presented in Table 1.

Local Control Approaches In recent years, active
headsets—normally integrated into the passenger
entertainment system—have been introduced into the
first- and business-class cabins of wide-bodied jets.12

Also, quiet seats creating a localized zone of noise
attenuation around the passenger head by using active
digital feedback control have been developed for wide-
bodied jet aircraft.12,14 Both active headsets and quiet
seats alleviate the problem of broadband noise on
wide-bodied jet aircraft, a noise that is less dominated
by the tones found in turboprops and jet aircraft with
tail-mounted engines.

3.4 Multichannel Adaptive Feedforward
Control

To obtain a significant global noise reduction in a large
cavity such as that found in aircraft cabins, a large
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Table 1 Active Control System Performance in Turboprop and Jet Aircraft 3,8,14,15

A-weighted Sound Pressure Level

Active Control
OFF (dB)

Active Control
ON (dB)

Attenuation
(dB)

Active Control
Strategy

Turboprop Aircraft
SAAB 340 89 80 9 ANC
SAAB 2000 82 76 6 ANC
Beech1900D 95 89 6
King Air 90 90 80 10 ANC
King Air 200 85 78 7 ANC, optional ATVA
King Air 300 88 80 8 ANC
King Air 350 90 80 10 ANC
Twin Commander 92 85 7 ANC
Q Dash 8–300 87 76 11 ATVA
Jet Aircraft
Challenger 72 70 2 ATVA
Fokker F-28 88 81 7 ATVA
Cessna Citation II 85 79 6 ATVA
DC-9/MD-80. 10−15a ATVA
UltraQuiet seat 10 ANC
Active headsets 20,a 100–200 Hz ANC

aUnweighted sound pressure level.

number of control sources and error sensors are gener-
ally needed.10 For a twin-engined aircraft, the control
system and the algorithm must also be able to handle
two synchronization signals, one from each engine, to
control individually the noise from the two sources.8,10

The reference signals to the feedforward controller,
which are generated from the synchronization signals,
contain the same frequencies as the noise components
to be suppressed, for example, the BPF and its harmon-
ics. With reference signals generated in this manner the
control becomes selective.7,11,16 It is possible to deter-
mine which of the harmonics are to be controlled and
which are not.

The control algorithm is the part of the total control
system that takes up the major part of the processor
capacity; it is thus extremely important to use an algo-
rithm with low computational complexity. The capac-
ity of an adaptive control system to handle tonal com-
ponents that are close in frequency is dependent on the
structure of the controller, that is, how the multiple fre-
quencies are processed.11 The controllers are generally
based on either a single-filter structure or a parallel-
filter structure using several filters.11 The single-filter
structure is based on a composite reference signal con-
taining all frequencies to be controlled. For tonal com-
ponents that are close in frequency, a long FIR filter
is required; this results in slow convergence of the
adaptive algorithm.11 For the parallel-filter structure,
each frequency component is individually processed.
This results in shorter filters and thus improved con-
vergence performance.11 Where possible, the parallel
structure rather than the single-filter structure should
thus be used to achieve efficient and robust control
of frequencies that are close together. An example of

such a sound field is the beating sound produced by
propellers rotating at slightly different speeds.

The well-known time-domain filtered-x least mean
squares (FXLMS) algorithm7,11,16 may be general-
ized to multichannel control applications comprising
the R single-frequency reference signals xr(n), r ∈
{1, . . ., R}, L control source signals yl(n), l ∈
{1, . . ., L}, and M error sensor signals em(n), m ∈
{1, . . .,M}. Figure 4 shows a block diagram illustrat-
ing the feedforward control system based on parallel-
filter structure and the multichannel FXLMS algo-
rithm.

The leaky FXLMS algorithm is, however, usually
used to steer the adaptive filter coefficients when
solving practical control problems.11,16 Based on
RL adaptive FIR filters and ML FIR filter control
path estimates, the time-domain multichannel leaky
FXLMS algorithm is given by11,16

y(n) = XT(n)w(n)

e(n) = d(n) + yC(n)

w(n + 1) = γw(n) − µXĈ (n)e(n) (1)

where µ is the adaptation step size and γ is a real
positive leakage factor in the range 0 < γ < 1, y(n) is
the output signal vector from the controller containing
the L secondary actuator signals, and

w(n) = [wT
1 (n) . . . wT

L(n)]T

is the vector containing the coefficients of the RL
adaptive FIR filters. Each vector

wl (n) = [w1l0(n) . . . w1lJ−1(n)

w2l0(n) . . . wRlJ−1(n)]T
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xl(n)

xR(n)

e1(n)

+++

wLR(n)

yL(n)
eM(n)

Adaptive
Algorithm

Control
Paths

Secondary Sources
(e.g., Loudspeakers)

++ + y1(n)

Synchronization Signals

Estimates of
Control Paths

Reference
Generator

wL1(n)

w1R(n)

w11(n)

Error Sensors
(e.g., microphones)

x1(n)

xR(n)

Figure 4 Feedforward active control system based on the multichannel Filtered-X LMS algorithm.

is composed of the coefficients of the adaptive FIR
filters controlling the secondary source l. Also

d(n) = [d1(n) . . . dM(n)]T

is the vector containing noise to be controlled at the
error sensors,

e(n) = [e1(n) . . . eM(n)]T

is the residual vector containing the M residual signals,
and

yC(n) = [yC1(n) . . . yCM
(n)]T

is the control sound vector, that is, yCm
(n) is the super-

position of the contributions from the L secondary
sources at error sensor m. The RLJ × L reference
signal matrix X(n) is defined as

X(n) = diag[x(n) . . . x(n)]

where
x(n) = [xT

1 (n) . . . xT
R(n)]T

and

xr(n) = [xr(n) . . . xr (n − J + 1)]T

denote FIR filter reference signal vectors. The length
of the adaptive FIR filters is J . XĈ (n) is the RLJ × M
filtered reference signal matrix, and the elements are
produced by filtering the reference signals with FIR
filter estimates of the physical paths between the
secondary sources and the error sensors, that is, the
control paths.

Differences between the estimate of the control
paths and the true control paths influence both the
stability properties and the convergence rate of the
algorithm.11,16 To ensure convergence of the mean
coefficient vector E[w(n)], the step size µ requires that
0 < µ < (2(�{λlrj } + α)/|λlrj + α|2)min, where �{·}
denotes the real part.11,16 Here, λlrj is an eigenvalue
of the correlation matrix E[XĈ (n)XT

C(n)], α is a real
positive constant related to the leaky coefficient as
γ = 1 − µα and XC(n) is the filtered reference signal
matrix produced by filtering the reference signals xr(n)
with the actual control paths. Generally, the correlation
matrix is ill-conditioned and has a large eigenvalue
spread16; this usually results in a slow convergence
speed, particularly when long adaptive FIR filters
are used in the algorithm. The problems of an ill-
conditioned correlation matrix and high computational
complexity can be reduced by using frequency-domain
versions of the multichannel FXLMS algorithm.

An alternative approach to the multichannel FIR-
based control system for controlling tonal noise, for
example, propeller-induced noise, is a system based
on either complex arithmetic or a frequency-domain
algorithm.11,16,19

If each of the R complex reference signals, xr(n),
may be separately controlled by an adaptive complex
weight wrl(n), this results in the complex weight
vector

wrh(n) = [wrh1(n) . . . wrhL(n)]T

A low-complexity control algorithm based on the
complex FXLMS algorithm for updating the weight
can now be formulated in a matrix notation as11,19

wr (n + 1) = γwr (n) − x∗
r (n)Mr ĈH

r e(n) (2)
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where the superscripts * and H denote the complex
conjugate and conjugate-transpose, respectively, and
γ is a real positive leakage factor. Ĉr is an M × L

matrix of estimated frequency responses Ĉrml from
the secondary source l to the error sensor m, and
e(n) = [e1(n), . . ., eM(n)]T, that is, the real broadband
error sensor signals. The L × L matrix Mr is a con-
vergence factor matrix containing spatially normalized
convergence factors.12,15,20 This matrix affects conver-
gence properties and system performance. Normaliza-
tion is important for large multichannel applications
where the acoustical coupling, that is, the magnitude of
the frequency responses between different secondary
sources and error sensors can vary.

The convergence factor matrix for the Newton-
type algorithm is given by Mr = µ0[ρrĈH

r Ĉr ]−1,
where µ0 is the step size parameter, 0 < µ0 < 1,
and ρr denotes the mean power of the reference
signal xr(n).16,19 The signal power can be predeter-
mined in the reference generator or estimated at run
time, for example, by using the exponential average
ρ̂r (n) = ε|xr(n)|2 + (1 − ε)ρ̂r (n − 1), 0 < ε < 1.11 In
practical applications, normalization is also important
to compensate for variations in the mean power of
the reference signal. In the Newton-type algorithm,
all frequency responses in the control configuration
are used in the update of every adaptive weight.
In control applications comprising a large number
of secondary sources and error sensors, it can be
assumed that acoustical coupling decreases as the
distance between the sources and sensors increases.
This results in a diagonally dominant matrix ĈH

r Ĉr ≈
diag{ĈH

r Ĉr }, which in turn leads to the actuator-
normalized algorithm.19 The convergence factor matrix
for the algorithm—which is normalized for each actu-
ator—is given by Mr = µ0[ρrdiag{ĈH

r Ĉr }]−1, 0 <

µ0 < 1/RL.19 Since the frequency responses Ĉr are
estimated before control takes place, quantities in the
convergence factor matrix Mr can be calculated before
controlling,19 thereby significantly reducing the calcu-
lation burden during run time.

The real controller output signals are generated
according to y(n) = ∑R

r=1 Re {xr(n)wr (n)}, where
Re {·} denotes the real part. In the practical implemen-
tation only the real part of the product is evaluated.
The complex LMS algorithm has properties that are
superior to those of the FIR-based LMS algorithm
when it comes to controlling harmonic sound fields
with the aid of a multichannel control system. Some
of the most interesting advantages include a simple
controller structure, individually controlled harmonics,
efficient algorithm normalization with high tracking
performance, favorable implementation properties, and
reduced calculation complexity.

3.5 Active Headsets and Quiet Seats

The feedforward control systems rely on the exis-
tence of some prior knowledge of the noise to be
controlled.11,16 This knowledge is provided by ref-
erence signals, for example, from the engines. The

feedback control systems do not rely on reference
signals.11,16 The basic principle acoustical feedback
control is that the output signal of the error microphone
is fed back to the control unit where it is processed and
then used to drive the loudspeaker. The loudspeaker is
located in the vicinity to the error sensor. The objective
of the control system is principally to minimize the
perceived sound pressure. Active headsets and quiet
seats usually rely on feedback control.7,10,16 Headsets
are normally of the analog type; quiet seats use digital
control.7,14,16 Both active headsets and quiet seats deal
with broadband noise.

The sound pressure under control, pe(f ), is inside
an active headset or on either side of the quiet seat
headrest, and can be written as pe(f ) = pd(f )/[1 +
W(f )C(f )] where pd(f ) is the sound pressure inside
the active headset or at the headrest without control,
W(f ) is the frequency function of the controller, and
C(f ) is the frequency function of the control path,
that is, the transfer path comprising the loudspeaker,
headset cavity, and error microphone. By allowing the
loop gain |W(f )C(f )| to assume large values, the
magnitude of the denominator becomes large, and the
sound pressure under control is reduced. In practice,
however, the performance of an active feedback
control system is limited by closed-loop stability
requirements, that is, the Nyquist stability criterion.7,16

The electroacoustical response of the loudspeaker
and the acoustical path from the loudspeaker to the
microphone introduce time delay due to propagation
time, and this will introduce increasing phase shift with
frequency and thus limit the performance of the control
system. The time delay can be reduced by bringing the
error microphone closer to the loudspeaker. This in
turn increases the operation bandwidth. Analog active
noise control headsets typically produce an attenuation
of about 20 dB at 100 to 200 Hz, which falls to zero
below approximately 30 Hz and above approximately
1 kHz.17 Active noise control headsets can also be
used as ordinary stereo headphones in combination
with external electronics, for example, portable CD
players, the aircraft entertainment system, or radio
communication system used by pilots.

4 OPTIMIZATION OF SECONDARY SOURCES,
ERROR SENSOR LOCATION, AND
PERFORMANCE PREDICTION

The optimum arrangement of the control sources and
error sensors depends upon whether the objective
is to minimize the noise globally or minimize the
noise locally.16 The control of an enclosed sound field
requires spatial and temporal matching between the
uncontrolled sound field and the sound field gener-
ated by the active noise control system.10,21 Temporal
matching is maintained by the adaptive controller sys-
tem, while spatial matching depends on the placement
of the secondary sources and the error sensors. For
an active noise control system to be effective, the
secondary sources must be able to drive the sound
field at all the desired frequencies; it is also impor-
tant that the error sensors are able to observe the
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controlled sound field properly.10 Accordingly, the sec-
ondary sources should be distributed in such a way that
they couple effectively into the sound field, resulting in
source positions close to the pressure maximum (antin-
odes) of the controlled acoustic modes. Similarly, the
error microphones should also be distributed in such
a way that their positions do not coincide with the
pressure minimum (nodes) of the controlled acoustic
modes.10 Generally speaking, one must conclude that
positioning sources and error sensors at, or close to,
nodal surfaces should be avoided. In complex geomet-
ric enclosures, for example, aircraft cabins, identifying
the nodal surfaces for the dominant acoustic modes
is a complex task, making it difficult to position the
secondary sources and error sensors.10,16 Furthermore,
the installation of the system is also limited by prac-
tical restrictions, for example, a loudspeaker requires
a certain volume behind the speaker, a position can
already be occupied by other cabin equipment, or the
position is impractical for assembly and maintenance
purposes. The loudspeakers and error microphones are
often mounted in the interior trim of the aircraft, see
Fig. 3. The objective of the control system is to min-
imize the sound pressure in the error microphones. In
most practical applications it is not possible to place
the error microphones exactly in the positions where
the noise reduction is most desired, for example, in
the headrests. For this reason, when one evaluates the
performance of the active control system a set of eval-
uation microphones is placed in those positions where
noise reduction is most desirable, for example, in posi-
tions near the ears of the passengers. These micro-
phones are used for evaluation purposes only.4,22 The
purpose of the positioning of the secondary sources and
error sensors is to determine a source and sensor con-
figuration that will result in the desired noise reduction
at the Me evaluation microphones. Furthermore, it is
important to find a robust configuration that leads to a
significant reduction in all frequencies of interest; one
must also find a configuration that leads to a significant
reduction over a range of flight conditions rather than
one that is useful for one flight condition only.4,10 The
source and sensor positioning procedure can be seen
as a combinatorial optimization problem, that is, one
selects the configuration s consisting of L sources and
M error sensors (L > M) from all the Lc conceivable
source positions and the Mc conceivable error sensor
positions.16,19,22 The total number of different system
configurations possible is given by

Ntot =
(

Lc

L

)(
Mc

M

)
= Lc!Mc!

(Lc − L)! L!(Mc − M)!M!
(3)

where Lc! denotes the Lc factorial, that is, Lc(Lc −
1)(Lc − 2)· · ·1.16 To compare the performance of
different placements of the secondary sources and
error sensors, it is necessary to assess the sound
field at the evaluation microphones. The evalua-
tion cost function, related to the frequency f , for
a specific configuration s chosen from the conceiv-
able positions can be formed according to the sum

of the squared evaluation microphone output signals,
Je,f (s) = eH

e,f (s)ee,f (s).16,19 However, the cost func-
tion can be extended using other cost terms, for
example, the maximum level of the loudspeaker input
signals or the mean power consumption of the com-
plete active noise control system Here, ee,f (s) = de,f +
F̂e,f (s)yopt,f (s) where de,f = [de1,f , . . ., deMe,f ]T is a
complex vector of the uncontrolled sound field at the
evaluation points, F̂e,f (s) forms an Me × L matrix of
the frequency responses F̂mel,f between the L cho-
sen secondary sources and the Me evaluation points,
and yopt,f (s) = [yopt1,f , . . ., yoptL,f ]T is the optimal
driving signals from the secondary sources given by
yopt,f (s) = −[ĈH

f (s)Ĉf (s)]−1ĈH
f (s)df (s). The opti-

mal driving signals for configuration s are obtained
by minimizing the controlled sound field in the error
sensors, ef (s) = df (s) + Ĉf (s)yf (s), in least-squares
sense.16 Here, df (s) = [d1,f , . . ., dM,f ]T is a complex
vector of the uncontrolled sound field at the error
sensors, and Ĉf (s) denotes an M × L matrix of the
frequency responses Ĉml,f between the chosen sec-
ondary sources and error sensors. The noise attenuation
in decibels for a specific configuration at the frequency
f can be assessed by 10 log10[d

H
e,f de,f /eH

e,f (s)ee,f (s)].
Devising a practical system installation is a com-

plex task that is often difficult and time consum-
ing. As an example, let Lc = 20,Mc = 30, L = 8, and
M = 16 (possible configuration for small turboprop
aircraft), resulting in Ntot ≈ 1.8 × 1013. Assume that
the time consumption for evaluating the performance
for a single configuration is approximately 1 ms, a
total of 570 years is required to evaluate all possible
configurations. Accordingly, an exhaustive search over
all conceivable configurations is not possible; some
kind of optimization technique must thus be applied
to establish a configuration of the secondary sources
and error sensors in a reasonable period of time.4,16

Depending on the aircraft type and size, the number
of secondary sources and error sensors may vary, for
example, a 50-seat Saab 2000 is equipped with 36
loudspeakers and 72 microphones, and the Q series
Dash-8 has approximately 36 to 42 active tuned vibra-
tions absorbers (ATVAs) and 71 to 80 microphones.4,12

The cost as a function of secondary source and error
sensor positions is nonconvex; standard gradient search
methods are thus of no use since the gradient algo-
rithms are unable to escape from local minima in the
nonconvex cost function.16 A very simple approach to
escape from local minima is random search; one selects
at random a number of source and sensor configura-
tions and hopes that a configuration with satisfactory
noise attenuation will be found among these. This prin-
ciple of selecting a configuration often results in unsat-
isfactory noise attenuation due to the limited number
of configurations that can be evaluated in a reasonable
period of time. A more sophisticated search algorithm
must be applied to obtain higher noise reduction in
a systematic manner. Powerful optimization methods
for finding a suitable configuration in a reasonable
time are the genetic search (GS) algorithms and the
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simulated annealing (SA) algorithms.16,19 One advan-
tage of these algorithms is the ability to escape from
local minima in a nonconvex cost function. Both meth-
ods are inspired by nature: GS algorithms are based
on the biological mechanisms of Darwin’s theory of
evolution,20,23 and SA algorithms are based on the fix-
ation of the atoms in a substance during the annealing
process, that is, the temperature is gradually reduced
to obtain a low-energy, atomic arrangement.24,25 The
SA algorithm is based on the Metropolis sampler.26 It
follows a number of iteration steps; these are briefly
described below.16,19

The first step is to select at random an initial con-
figuration si from the conceivable secondary source
and error sensor positions; for each new iteration
select a new configuration sj . If Je,f (sj ) ≤ Je,f (si )
accept sj as the new configuration (si = sj ), or if
Je,f (sj ) > Je,f (si ), accept sj as the new configura-
tion with the probability P(si , sj ) = exp([Je,f (si ) −
Je,f (sj )]/T ), where T is a pseudotemperature. The
algorithm will accept a configuration with a higher
value on the cost function in accordance with a prob-
ability function; this in turn allows one to escape
from local minima in the cost function. However, the
probability of escaping from local minima decreases
during the search process. The above iteration steps
are performed for N iterations using a fixed pseu-
dotemperature Tn; the best configuration is subse-
quently stored. The temperature is then updated and
further N iterations are performed. The temperature is
updated according to Tn+1 = αTn, n ∈ {0, 1, . . ., Na −
1}, where the temperature is reduced by the cooling
factor α, (0 < α < 1), and where T0 is the initial tem-
perature. The search is terminated after Na iterations,
and the best configuration is then found among the
stored configurations. New configurations are obtained
by exchanging one or more loudspeakers and error
microphones in the configuration. The exchange can
take place at random or following some predetermined
procedure. Optimization is carried out using different
methods, for example, optimizing the sources first and
then the sensors, or optimizing the sensors first, fol-
lowed by the sources.16,19,22 By combining these meth-
ods, the source and sensor locations can be optimized
alternately or simultaneously. However, experience
shows that certain combined methods are preferable.19
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1 INTRODUCTION
Ship noise prediction, reduction, and control are impor-
tant factors in the performance of underwater acousti-
cal systems and in the habitability of the vessel for the
crew and passengers. Mammals can also be affected
by a ship’s radiated signature. One of the princi-
pal objectives of this chapter is to provide engineer-
ing procedures for estimating the source–transmission
path–receiver acoustical relationships applicable to
ships. For any vessel the major sources are the propul-
sion machinery and propulsors. The airborne and
structure-borne transmission paths are equally impor-
tant due to the low damping loss factors in typical
ship constructions. The received level in the compart-
ment or the ocean depends on how the vibrations of
local structure couple to the adjacent fluid. Criteria,
specification development, design guidance, and abate-
ment techniques are provided to assist the engineer in
achieving an optimal system.

2 CRITERIA
Ship noise as it relates to human factors is a
critical issue in ship design and operations. For 1999,
the hearing compensation claims paid to veterans
totaled $291.7 million, and for 2004 this number
increased to $633.8 million. U.S. Navy and Marine
Corps payments were $63.5 million in 1999 and
$158.4 million in 2004. This exponentially increasing
toll on human hearing and medical cost is preventable
by bringing together the work of the engineering,
safety, and medical communities.1,2

International, national, and local criteria exist for
habitability noise, habitability vibration, and under-
water radiated noise. Quoting from the International
Maritime Organization (IMO) Resolution A.468 (XII)
code for noise levels on ships,3 page 7 these criteria
are intended to:

• Provide for safe working conditions by giving
consideration to the need for speech communi-
cation and for hearing audible alarms. . ..

• Provide the seafarer with an acceptable degree
of comfort in rest, recreation and other spaces

and also provide conditions for recuperation
from the effects of exposure to high noise
levels.

The third purpose of habitability noise criterion
is to protect or reduce noise-induced hearing loss.
This code also addresses intermittent noise in addition
to steady-state noise. High noise levels are expected
to adversely impact speech intelligibility, sleep, and
overall performance.

Per IMO, crew berths have an A-weighted noise cri-
terion of 60 dB. The most stringent A-weighted cabin
requirement typically invoked is as low as 45 dB. The
U.S. Coast Guard3a has noise requirements published
in NVIC 12–82 (1982). Other regulatory guidelines
exist for American Bureau of Shipping4—including
ship and off-shore crews and passengers, Det Norske
Veritas Comfort Class Rules,4a and Lloyd’s Register
Provisional Rules—Passenger and Crew Accommoda-
tion and Comfort4b (where noise and vibration limits
are addressed).

The latest available Navy airborne noise criteria
(OPNAVINST 9640.1A Shipboard Habitability Design
Criteria Manual, 19964c) are given by the noise
category designations defined below:

• Category A: Spaces where direct speech com-
munication must be understood with minimal
error and without need for repetition. Accept-
able noise level is based on a talker–listener
distance of either 3 or 12 ft. Category A-3 A-
weighted limit 70 dB—applies when extreme
talker-to-listener distance is less than 6 ft. Cat-
egory A-12 A-weighted limit 60 dB—applies
when the extreme talker-to-listener distance is
6 ft or greater.

• Category B: Spaces where comfort of person-
nel in their quarters is the primary consider-
ation and communication considerations sec-
ondary—A-weighted limit 70 dB.

• Category C: Spaces where it is essential
to maintain especially quiet conditions—A-
weighted limit 65 dB.

1216 Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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• Category D: High-noise-level areas where
voice communication is not important, ear pro-
tection is not provided, and prevention of
hearing loss is the primary consideration—A-
weighted limit 84 dB.

• Category E: High-noise-level areas where
voice communication is at short distances and
there is high vocal effort and where ampli-
fied speech and telephones are normally avail-
able—A-weighted limit 80 dB.

Other criterion addresses the far-field airborne sig-
nature of vessels to minimize impact on communities.
This is especially true for ferries and harbor tugs.
Underwater noise criteria are being developed to min-
imize the potential disturbance of ship noise on mam-
mals—both with respect to their hearing and habitat.5,6

There is a stringent underwater radiated criterion
for vessels conducting fisheries research.7 For these
noise critical ships it may be necessary to invoke noise
and vibration limits on machinery. Various machinery
vibration acceptance criteria also exist.8,9

3 SPECIFICATION DEVELOPMENT

New or rehabilitated vessels should have a compre-
hensive acoustical section as part of the ship’s specifi-
cation. This specification should define the acoustical
limits versus ship operational conditions, methods to
be invoked for quality assurance and verification meth-
ods. The International Organization for Standardiza-
tion (ISO) has developed standard ship measurement
procedures.10,11 The limits—for both habitability and
hearing conservation—may vary with the ship’s oper-
ational conditions and should consider length of oper-
ation at that condition, for example, station keeping
with the thrusters at full or partial power. The speci-
fication should define the extent of any noise control
program (see Section 4). Verification testing, operat-
ing conditions, witnesses, and reporting requirements
should be delineated.

To minimize confusion, avoid the mixed use of
performance specifications and treatment (hardware)
specifications. If the designer/builder is responsible for
the acoustical environment, do not specify treatment
approaches, other than minimum accepted treatments,
if necessary. If treatments and noise control approaches
are specified, do not impose a noise limit to be
achieved. Often it will be beneficial to have a
separate noise goal for heating, ventilation, air-
conditioning (HVAC) equipment (dockside operation)
and underway operation. As a minimum the HVAC
noise goals should be 5 dB below the criterion when
underway.

4 ACOUSTICAL CONTROL PLAN

The most successfully designed quiet ships have insti-
tuted a control plan. To the extent possible, the plan
should define the owner’s, designer’s, and builder’s
roles and that of any acoustical subcontractor. The plan
needs to address and provide information on adminis-
trative, management, and construction functions and

program schedules for integration of noise into the
overall design. It should cover the planned acous-
tical goals, prediction methods, noise control treat-
ment selection and optimization, review of drawings
incorporating those designs, factory equipment test-
ing, treatment construction inspections, and verifica-
tion testing during dockside and underway trials.

5 ACOUSTICAL MODELING
Acoustical modeling for either habitability or radiated
noise needs to account for:

• Source noise and vibration levels for critical
equipment

• Noise transmitted over airborne, structure-
borne, and secondary structure-borne paths (the
later results from airborne noise impinging on
the structure, which then transmits the noise
along the structural path)—see Figure 1

• Noise radiating from the structure forming the
compartment of interest

• Room acoustical characteristic of the receiver
compartment (see Section 9.4)

For ships with powerful sources, varied construc-
tion materials, low damping, and distributed sources
and receivers, this can be a formidable task. Diesels
and propellers can produce high levels at low fre-
quencies, thus octave band analyses between 31.5 and
8000 Hz are typically required to derive an accurate
A-weighted noise level. Thus dozens of sources and
hundreds of paths need to be accounted for on most
vessels.

Comprehensive acoustical modeling documents
are Fundamentals of Ship Acoustics12 and Design
Guide for Shipboard Airborne Noise Control13 and its
Supplement,14 all available from the Society of Naval
Architects and Marine Engineers (SNAME). Empiri-
cal methods tracing the “source–path–receiver” have

Figure 1 Source/path acoustical model.
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been developed, but these are laborious and prone to
error.13–15 The following sections provide a general
review of this technique. With the advent of statisti-
cal energy analysis (SEA) an accurate accounting of
the flow of energy can be made with three-dimensional
acoustical models. These models significantly improve
the accuracy over empirical methods. A hybrid SEA
model whose algorithms consider the acoustical impact
of many factors that are specific for ships—water
loading of surfaces, finite sizes and orientation of
mechanical sources in small compartments, hydrody-
namic sources like propellers, thrusters, splash noise
(for high-speed ships), the ship’s HVAC noise, and on-
deck sources—currently exist.16,17 With the advent of
these types of programs and their quick turn-around
time, trade-off studies and treatment optimization can
be facilitated.

6 RADIATED NOISE

6.1 General Characteristics

In naval operations the noise radiated by a ship is
a dominant source of information, that is, signal,
for underwater sonar systems. Radiated noise from
ships can be an important contributor to ocean
ambient noise, as discussed in Chapter 48 of Ref.
18, and as a factor in oceanographic research and
geophysical exploration and cruise ships operating in
environmentally sensitive areas. Engineering estimates
for noise predictions of specific classes of ship
machinery are given in this chapter based on weight,
power, and foundation types.

A singularly important text is Mechanics of Under-
water Noise,19 which provides detailed information on
both mechanical and hydrodynamical noise sources
and radiation. Chapter 41 of Ref. 18 summarizes the
physics of sound radiation from ship structures and
illustrates the basic mechanisms with simple mathe-
matical models. The effects of fluid loading on acous-
tic radiation of plates and cylindrical structures are
described in Chapter 6. In addition, detailed descrip-
tions of hydroacoustical noise sources, including pro-
pellers, cavitation, vortex shedding, and turbulent
boundary layer flow-induced noise are covered in
Chapter 45 of Ref. 18. These chapters provide valu-
able information directly related to the sources and
characteristics of ship noise.

The five principal groups of radiated noise sources
are (l) machinery vibration caused by propulsion

machinery and ships’ services and auxiliary machin-
ery, including steam, water, and hydraulic piping sys-
tems; (2) propellers, jets, and other forms of in-water
propulsion; (3) acoustical noise within compartments
below the waterline; (4) hydroacoustical noise gen-
erated external to the hull by flow interaction with
appendages, cavities, and other discontinuities, and
(5) fluid connected openings in the hull. A summary of
the these noise sources and their radiated noise char-
acteristics is discussed in Ref. 20, from which Table 1
gives representative source levels as a function of fre-
quency for a range of surface ships. The data for ships
operating between 10 and 20 knots illustrate the dom-
inance of low-frequency noise.

The speed/power dependence of the radiated under-
water noise of surface ships is further illustrated by
the measurements plotted in Fig. 2.19 The 9-knot noise
spectrum is governed by machinery sources while the
significant increase in low-frequency noise as speed
is increased is due to both propulsion machinery and
the inception and development of propeller cavitation
noise. The latter source of radiated noise is dealt with
in Section 7. Ross19 provides estimation formulas for
broadband underwater source levels, Ls , as a function
of size or displacement tonnage and speed or power,
for example,

Ls = 134 + 60 log[Ua/(10 knots)] + 9 log TD (1)
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Figure 2 Radiated underwater noise levels of passenger
ship Astrid, U.S. Office of Scientific R&D, published
1960.19 (From Ref. 18, Chapter 46, Fig. 1.)

Table 1 Representative Ship-Radiated Underwater Noise Levels Measured at 1 m from Center of Hull Side

Source Underwater Sound Pressure Levels re 1 µPa 1-Hz Bands (dB)

Ship Class 0.1 kHz 0.3 kHz 1.0 kHz 3.0 kHz 5.0 kHz 10.0 kHz 25.0 kHz

Freighter, 10 knots 152 142 131 121 117 111 103
Passenger, 15 knots 162 152 141 131 127 121 113
Battleship, 20 knots 176 166 155 145 141 135 127
Cruiser, 20 knots 169 159 148 138 134 128 120
Destroyer, 20 knots 163 153 142 132 128 122 114

Source: From Ref. 18, Chapter 46.



NOISE PREDICTION AND PREVENTION ON SHIPS 1219

where Ua is ship speed in knots and TD is displacement
tonnage. Ross states that this formula is applicable for
frequencies above 100 Hz and ships weighing under
30,000 tons. The acoustical efficiencies of ships have
been found to range from 0.3 to 5 W of acoustic power
for ship mechanical propulsion power of 1 MW; Ross
suggests acoustical conversion efficiencies of 1 × 10−6

for machinery sources and 1.5 × 10−6 for cavitating
propellers.

6.2 Noise Spectra

Noise spectra are generally classified in two types:
(a) broadband noise having a continuous spectrum
such as that associated with cavitation and (b) tonal
noise containing discrete frequency or line components
related to machinery, gears, propeller blade passage
rate, and modulation of broadband noise. In addition
to steady-state noise, ship noise is also characterized
by transient and intermittent noise caused by impacts,
loose equipment or rudders, or unsteady flow that have
particular spectral properties. Ship noise is generally a
combination of continuous and tonal noise covering
the audio spectrum and is usually concentrated in the
low-frequency region. Figure 3 shows a diagrammatic
comparison of two radiated noise spectra in which
auxiliary machinery tonal noise governs the low-
speed condition, and propulsion system speed-related
frequencies are superimposed on broadband propeller
cavitation noise at high speeds. Figure 4 gives an
overview of the frequency range of the major sources
of radiated noise and shows that the majority of
machinery sources produce noise from 10 to 1000 Hz,
and significant sources such as cavitation and turbine
lines may extend into the 10-kHz region and above.21

6.3 Machinery Noise
The principal mechanisms that generate vibratory
forces involve mechanical unbalance, electromagnetic
force fluctuations, impact, friction, and pressure fluc-
tuations. The classes of machinery that produce noise
may be categorized according to their functions, such
as (a) propulsion machinery (diesel engines, steam
turbines, gas turbines, main motors, reduction gears,
etc.) and (b) auxiliary machinery (pumps, compres-
sors, generators, air-conditioning equipment, hydraulic
control systems, etc.).

Figure 5 is a schematic view of the machinery
components of a diesel-electric propulsion system and
their associated noise sources, which are described as
follows:

1. Piston slap, which is a dominant noise mech-
anism of diesel engines and is caused by the
impact of a piston against the cylinder wall,
results in a spectrum made up of a large family
of harmonically spaced tonals.

2. Mechanical imbalances of the generator and
auxiliary machinery result in fluctuating forces
and moments that are proportional to the square
of the angular speed. Since the force is propor-
tional to vibration velocity, the radiated power

(a)

(b)

Figure 3 Diagrammatic spectra of submarine underwa-
ter noise at (a) low and (b) high speeds.20 (From Ref. 18,
Chapter 46, Fig. 2.)

increases as the fourth power of rotational
speed.

3. Electromagnetic force fluctuations of the main
drive motor are related to changes in the flux
density, which are a function of the number of
poles and result in low-frequency line spectra.

4. Reduction gear noise is dominated by gear
tooth impacts and results in tones at multiples
of the tooth contact frequency. Helical gears
are significantly quieter than spur gears.

5. Propeller noise, which is discussed in Sec-
tion 7, consists of two major components:
(a) direct radiation from the propeller blades
and (b) low-frequency hull vibration modes
induced by hydrodynamic fluctuating forces
acting on the blades and transmitted through
the propeller shaft and thrust bearings to the
hull. The hull response is thus related to the
shaft rpm revolutions/minute and the number
of propeller blades. The modes of hull vibration
and resulting sound radiation are discussed in
Chapter 41 of Ref. 18.
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Figure 5 Machinery components and noise sources on a diesel-electric ship.20 (From Ref. 18, Chapter 46, Fig. 4.)

6.4 Machinery Vibration Levels
The prediction of radiated noise from machinery
sources is based on the traditional noise model,
which involves vibration levels measured on the feet
of machinery sources, transmission path dynamics
including vibration isolation and foundation transfer
functions, and hull vibration and radiation. The role
of foundation structural mobilities is a critical part
of this system and directly determines the vibration
levels of the source machinery, as discussed in
Chapter 71 of Ref. 18. The purpose of this section is to

provide engineering estimates for machinery vibration
levels, based on an extensive database, as an input
to structural design and noise radiation calculations
developed for SNAME.13,14

The source level algorithms are provided for engi-
neering guidance. Reliable measured data should be
used when available. Also, the parametric depen-
dencies of the prediction algorithms can be used
to scale from measured data for similar classes of
machinery. It should be noted that the source vibra-
tion levels assume that the machine is mounted on
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low-frequency vibration isolation mounts. Thus the
effect of rigid mounting is to decrease machinery
source vibration levels due to the increased constrain-
ing effect of the foundation relative to that of resilient
mounts.

Table 2 gives source vibration velocity levels
in decibels relative to 10−6 cm/s as a function of
octave bands for two types of gas turbines and for
representative classes of electric motors. Table 3 gives
formulas for overall machinery source vibration levels
expressed as baseline vibration velocity in decibels
relative to 10−6 cm/s. The machinery parameters

include w = gross weight in kilograms, kW = rated
power in kilowatts, and actual and rated rpm. The
types of machinery include diesels, generators, pumps,
and reduction gears. For each type, adjustments to the
overall levels are given in Table 4 to obtain estimates
of vibration levels for the designated octave bands.
Alternative prediction procedures may be found in
other handbooks.15,22–24

6.5 Structural Vibration Transfer Functions
The effects of the transmission of vibratory energy
(structure-borne noise) along and through different
structural paths are expressed as transfer functions that

Table 2 Baseline Octave Band Vibration Levels Measured on Feet of Machinery Sources

Baseline Vibration Levels, LVB (dB re 10−6 cm/s)

Octave Band Center FrequencyMachinery
Type 16 Hz 31.5 Hz 63 Hz 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz 16 kHz

Gas turbines
Small high speed 80 85 95 100 100 90 110 100 100 95 95
Intermediate 110 104 106 103 98 93 86 80 73 67 57

Electric motors
AC 102 96 90 84 78 72 66 60 54 48 42
AD 88 88 83 78 76 73 68 58 53 48 43

Source: From Ref. 18, Chapter 46.

Table 3 Overall Vibration Levels of Machinery Sourcesa

Machinery
Class

Baseline Overall Vibration Levels of Machinery Source, LVB

(dB re 10−6 cm/s)

Diesel −20 log(w) + 20 log(kW) + 30 log
(

rpm
rpm0

)
+ 136

Reduction gears 64 + 10 log(kW)

Generator 53 + 10 log(kW) + 7 log(rpm)

Pumps
Nonhydraulic 65 + 10 log(kW)

Hydraulic 63 + 10 log(kW)

a w = gross weight (kg), kW = rated power, rpm = given rotational speed, rpm0 = rated rotational speed. See Table 4 for
octave band adjustments.
Source: From Ref. 18, Chapter 46.

Table 4 Octave Band Adjustments to Overall Baseline Vibration Levels of Machinery Sources (Table 3)

Vibration Source Levels

Center FrequencyMachinery
Type 16 Hz 31.5 Hz 63 Hz 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz 16 kHz

Diesel 0 −3 −4 −4 5 −6 −6 −10 −18 −29 −44
Reduct. Gears 0 −2 1 −11 −12 −3 1 −5 −16 −32 −38
Generator 0 3 8 5 −1 −5 −10 −15 −21 −27 −35
Pumps

Nonhydraulic 10 10 12 19 11 9 4 −6 −8 −15 −25
Hydraulic 10 20 27 32 33 36 30 25 20 5 −10

Source: From Ref. 18, Chapter 46.
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relate the input (machinery) and output (foundation or
hull) vibration levels. In this section an empirical pro-
cedure is given for estimating transfer functions for
different transmission paths. The U.S. Navy has pub-
lished several design handbooks to guide structural
designers.25–28 It should be noted that state-of-the-art
PC-based noise models can provide greatly refined and
more accurate transfer function estimates for specified
structural configurations, and the accompanying esti-
mates should only be used for guidance. Furthermore,
multiple vibration transmission paths must generally
be considered for ship noise predictions.

Vibration Isolation Mountings The transfer func-
tion or transmission loss is expressed as the log ratio of
vibration velocity above the mounts at the attachment
to the machine subbase to that on the foundation struc-
ture below the mounting system. In this design guide,
sources of vibration are divided into three weight
classes: class I, less than 450 kg; class II, 450 kg to
4500 kg; and class III, over 4500 kg.

Table 5 gives representative transmission loss val-
ues for four types of mounting configurations: hard
mounted (no vibration isolation), distributed isolation
material (DIM), single-stage low-frequency isolation
mounts, and two-stage isolation with intermediate
rafts. The estimates are presented as average val-
ues for the designated octave bands. For the hard-
mounted case lightweight machines can be expected
to have a modest loss at low frequencies, while all
classes of machinery have little or no loss above
250 Hz. The DIM installations are effective for
lightweight machines above 250 Hz, but their perfor-
mance decreases as the machinery weight increases.

The losses of low-frequency mounts closely follow
theoretical predictions for lightweight machines, that
is, 20 dB to 30 dB transmission loss over the given
frequency range. However, as the weight of a machine
increases relative to that of the foundation structure,
the degree of isolation decreases, reflecting the overall
impedance relationships. Two-stage mounting systems
have been implemented extensively in ship designs
and have proved to be highly effective, assuming
potential airborne flanking paths are considered (see
Section 9.5). Double-stage isolation mounts have been
used successfully for diesel generators on at least
eight fisheries research vessels built to the International
Council for the Exploration of the Sea (ICES) radiated
noise standards.7

6.6 Hull Vibration-Radiated Underwater Noise

The relationships between hull structural vibration
levels and radiated noise are discussed in Chapter 6 of
this handbook and Chapter 41 of Ref. 18. Assuming
that the radiation efficiency σr is known, a first-order
estimate of the sound radiated from hull plating can
be calculated by13

Ls = Lv + 10 log σr + 10 logAp + 10 logn + 73
(2)

where Ls is the equivalent source underwater sound
pressure level at 1 m, Lv is the space average vibration
velocity level of the hull plating, Ap is the area of a
single hull plate in square metres and n is the number
of radiating panels.

Table 5 Representative Transmission Loss Values versus Octave Band Center Frequency for Ship Machine
Mounting Arrangements (dB)

Transmission Loss, dB
Machinery

Center FrequencyWeight
Classa 31.5 Hz 63 Hz 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz

Hand Mounted
I 13 10 8 5 3 2 1 0 0
II 9 7 5 3 1 0 0 0 0
III 5 3 2 1 0 0 0 0 0

Distributed Isolation Material
I 0 1 5 9 12 15 15 15 15
II 0 0 1 3 5 8 9 10 10
III 0 0 1 2 3 3 4 5 8

Low-Frequency Isolation Mounts
I 20 25 30 30 30 30 30 30 30
II 12 16 20 23 25 25 25 25 25
III 5 6 8 12 15 18 20 20 20

Two-Stage Mounting System
I 25 33 40 45 50 50 50 50 50
II 22 30 35 40 45 48 50 50 50
III 20 25 30 30 35 45 50 50 50

a Machinery weight classes: class I, under 450 kg; class II, 450–4500 kg; class III, over 4500 kg. Values based on relatively
rigid or high-impedance foundation structures.
Source: From Ref. 18, Chapter 46.
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Table 6 Hull Grazing Transmission Loss versus
Frequency (dB)

Octave Band Center
Frequency (Hz)

Transmission Loss at
Distance r

(dB re r0 = 1 m)

250 10 log r/r0
500 13 log r/r0

1000 17 log r/r0
2000 23 log r/r0
4000 27 log r/r0
8000 27 log r/r0

Source: From Ref. 18, Chapter 46.

6.7 Hull Vibration Transmission
Hull vibration (calculated or measured) in the area of
machinery foundation attachment locations (e.g., deep
frames) is transmitted through the steel hull structure.
Thus, larger areas of the hull may contribute to radiated
noise. Also, the transmission of machinery excited hull
vibration into sonar array structures can contribute to
sonar self-noise (see Section 8). A useful guideline for
broadband transmission loss in typical damped ship
structures is 0.15 to 0.25 dB/m for cases of free-layer
damping and 0.5 dB/m for structures, including wetted
hulls, with constrained layer damping. Structural
details are needed to establish frequency dependence.

6.8 Hull Grazing Sound Transmission Loss

Table 6 provides frequency-dependent expressions of
propagation losses for sound traveling in the water
along the length of the hull, which is grazing sound.
The hull is considered to be an air-backed baffle, and
the grazing sound transmission loss applies to a 1-
m source level for far-field radiation. The theoretical
basis for these estimates involves energy transmission
through both the hull structure and the water path.

7 PROPELLER NOISE

7.1 General Characteristics

Propulsion propellers constitute a major source of
underwater ship noise and, similar to fans, aircraft tur-
boprops, helicopters, and other devices with rotating
blades operating in nonuniform flow fields, are the
subject of continuing noise control efforts. The inter-
action of blade forms and hydrodynamic flows and
the resulting dynamic response of the blades and the
associated acoustic radiation are complex phenomena
that depend on a wide range of design and operational
variables that do not lend themselves to simple mod-
els and noise predictions. Hydrodynamic noise sources
are discussed in Chapter 45 of Ref. 18; in particu-
lar, Section 3 in that chapter provides the theoretical
background for cavitation inception, development, and
associated noise.

The guidelines for estimating propeller noise
included in this chapter are based on the original
work of Ross19 and the more recent engineering anal-
yses presented in the report of the Nordic cooperative

project.23 Waterjet and bow thrusters are also impor-
tant sources for both internal and external noise. Noise
and vibration levels and design guidance for minimiz-
ing bow thruster noise is provided in Ref. 29. Marine
propeller noise reduction has benefited from parallel
aerodynamic acoustical studies, which are the subject
of other chapters in this handbook. For example, sig-
nificant reductions in both propeller and fan noise have
been achieved through smoothing and control of inlet
flows and the design of skewed blades.

7.2 Propeller Noncavitating Underwater Noise

There are generally two to three components in the
spectrum of a noncavitating propeller: (a) blade tonals
related to propeller shaft speed and the number of
blades; (b) propeller broadband noise related to blade
vibratory response to turbulence ingestion and trailing-
edge vortices; and/or (c) propeller singing due to
coincidence of vortex shedding and blade resonant
frequencies. Blade tonals and harmonics result from
oscillating components of forces or propeller thrust
variations caused by circumferential variations of the
wake inflow velocity. Figure 6 illustrates, by use of
equivelocity contours, the velocity variations in the
plane of a single-propeller merchant ship. The flow
speed varies from 10 to 90% of the forward speed of
the propeller. These velocity differences cause large
variations of the angle of attack and associated lift
forces, which lead to significant fluctuations in thrust
and torque during each revolution of the shaft and,
in turn, to high-level, low-frequency hull vibration.
Thus, the most important design consideration is the
relationship between the harmonic structure of the
wake and the number and blade form of the propellers.

The primary propeller design factors include diam-
eter, shaft rpm, number of blades, expanded area ratio,
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Figure 6 Wake diagram for a single-screw merchant
ship.19 (From Ref. 18, Chapter 46, Fig. 5.)
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Figure 7 Cavitation pressure pulses from collapsing
cavity and idealized spectrum of sound pressure level.19

(From Ref. 18, Chapter 46, Fig. 6.)

blade load distribution, skew distribution, blade tip-
hull clearance, and the spatial and temporal character-
istics of the inflow field (see Ref. 30).

7.3 Propeller Cavitation Noise

As stated above, a description of cavitation is provided
in Chapter 45 of Ref. 18. There are four types of
propeller cavitation: driving face, suction face, tip
vortex, and hub vortex. The blade tip speed governs
cavitation inception, as shown in Eq. (14) of that
chapter. Broadband cavitation noise results from the
growth and collapse of a sheet of bubbles occupying a
volume on the individual blades. Figure 7 illustrates
this process for a single cavitation bubble with
the resultant idealized spectrum. The general noise
spectrum of blade cavitation is shown in Fig. 8 and
has four principal spectral regions:

I. Low frequency: contains blade frequency w
and harmonics; mean power level increases
as ω4.

II. Midfrequency: starts at bubble frequency ωb;
mean power level increases as ω−5/2.

III. Intermediate frequency: transition region bet-
ween regions II and IV.

IV. High frequency: starts at bubble frequency
ωc; mean power level decreases as ω−2.

In regions I and II the fluctuations of the sheet
cavitation volumes may be represented by a large
bubble that acts as an acoustic monopole. In region

ω4

ω0 ωb ωt ωc log ω

ω−25

ω−2

I II III IV
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Figure 8 General noise spectrum level of a cavitating
propeller.23 (From Ref. 18, Chapter 46, Fig. 7.)

IV, the power is caused by cavity collapse or by
shock wave generation by nonlinear wave propagation.
Region III contains a mixture of regions II and IV.
Figure 9 is an example of a comparison between
predicted and full-scale measured source levels for a
32,000-ton vessel.18,23

8 PLATFORM AND SONAR SELF-NOISE

8.1 General Characteristics

Conceptually, self-noise is that noise in a sonar
system attributable to the presence of the platform,
as illustrated in Fig. 10. In practice, sonar self-noise
measurements always include the contribution of the
ambient noise. The self-noise term in the sonar
equation set forth in Chapter 49 of Ref. 18 is also
all inclusive. Thus, sonar self-noise is really the total
noise level of a sonar when there is no target present.

Two kinds of self-noise measurements are made:
platform noise measurements are self-noise measure-
ments made with omnidirectional hydrophones; sonar
self-noise measurements are made at the output of the
designated array. Platform noise is LN in the sonar
equation, while sonar self-noise Le is the equivalent
of LN − NDI , where NDI is the measured array gain.
It is important to measure the sonar self-noise directly
because the array signal-to-noise gain depends upon
the spatial properties of the noise field. The directivity
index, which is based on isotropic noise, is a first-order
approximation of the ability of an array to discriminate
against noise, but it usually does not equal the actual
array gain. In fact, coherent noise sources can appear
as target signals on sonar displays.

In treating sonar self-noise, it is convenient to
consider six dominant noise sources:

1. Ambient ocean noise
2. Local machinery sources
3. Remote machinery sources
4. Propeller noise
5. Local flow noise
6. Local cavitation and/or bubble sweepdown
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Figure 9 Comparison between predicted and measured noise levels.23 (From Ref. 18, Chapter 46, Fig. 8.)
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Figure 10 Primary sources of self-noise.21 (From Ref. 18, Chapter 46, Fig. 9.)

Ambient noise is discussed in Chapter 47 of Ref.
18. It generally dominates only at slow speeds.
Figure 11 illustrates how at low sea states (e.g., sea
state 1

2 ) ambient noise may control sonar self-noise
only at low ship speeds before other speed-dependent
noise sources begin to dominate. At sea state 3,
ambient noise controls sonar self-noise up to higher
ship speeds.

At the other extreme, local cavitation on the sonar
dome is generally a problem only at the highest
speeds of surface ships. In moderate to high sea states,

bow wave splash is a significant noise source that
extends along the line of the breaking bow wave. It
is highly dependent on ship motion with respect to
the seaway. Machinery can contribute noise into the
sonar arrays by vibrational paths, and these sources
may be significant over a wide speed range. Propeller
noise may be transmitted to sonar arrays by hull
vibration, hull grazing (see Table 6), and by surface-
reflected paths. Small water area twin hull (SWATHs)
may also have a “cross-hull” path. Each type of noise
source has individual speed and power dependencies
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Figure 11 Speed-dependent self-noise as a function of
sea state, relative sonar noise level vs. speed, knots.19

(From Ref. 18, Chapter 46, Fig. 10.)

that contribute in varying degrees to the overall sonar
self-noise level as a function of speed.

At higher speeds local flow noise is a dominant
noise source. The mechanisms whereby turbulent
boundary layer pressure fluctuations excite flush-
mounted hydrophones, sonar domes, and structures
local to the sonar are discussed in Chapter 45 of
Ref. 18. The wavenumber of the convective turbulent
excitation is much larger than that of the acoustical
signal of the same frequency. It is thus possible to
design hydrophones and arrays to discriminate against
flow noise while maximizing signal gain.

The importance of remote machinery and propellers
as contributors to self-noise is apparent when close
correlations between radiated noise and sonar self-
noise are recognized. The two principal paths are
surface boundary reflection or scattering and hull
vibration. Hull vibration is particularly important for
low-frequency noise while the acoustical path surface
ship sonar self-noise is often higher in shallow water
than in deep water. Generally speaking, the reduction
of radiated noise can also be important to improving
sonar performance.

8.2 Dome Design
The term dome refers to a vaulted structure. It
probably originated when rounded projections were
first installed to protect protruding hydrophones. Today
the term encompasses any structure housing arrays
or hydrophones, whatever the shape, and sometimes
even describes the supporting structure and array.
Domes may now comprise the whole front portion of
a submarine or the bulbous bow of a surface ship.
They are either conformal domes (i.e., conforming to
the general shape of the ship) or appendage domes
(i.e., protruding into the water flow around the ship, as
illustrated in Fig. 12).

The structural and acoustical factors involved in
dome design and ship installations are dealt with
in Ref. 31 and illustrated in Fig. 13. The acous-
tical factors in dome design, which are numbered

Plan
View

Side
View

Transducer
Baffle

Window Outline

Figure 12 Sonar dome schematic. (From Ref. 18,
Chapter 46, Fig. 11.)

in Fig. 13, are (1) transmission through material,
(2) compressional and flexural coincidence angles,
(3) flow excitation, (4) refraction, (5) internal reflec-
tion, (6) structure-borne noise, (7) waterborne noise,
(8) reverberation, (9) cavitation, (10) bubbles, and
(11) fouling.

When designing and installing sonar domes, the
emphasis is on protecting the transducers, minimiz-
ing ship impact, and enhancing signal-to-noise ratio.
The interposition of the dome, or window, reduces the
signal level and, therefore, low-transmission-loss struc-
tures and materials are mandatory. At low frequencies,
where large arrays and domes are required, the wave-
lengths are large and attenuation through the material
is low. The thicker windows required for mechan-
ical strength do not, therefore, cause unacceptable
attenuation losses at these frequencies. Thus, design
becomes a compromise between acoustic, hydrody-
namic, and structural requirements and the location,
size, operating frequency, and shape of the array.
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Figure 13 Acoustical considerations in dome design.
(From Ref. 18, Chapter 46, Fig. 12.)
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Table 7 Hull-Mounted Sonar Array Baffle Diffraction Loss versus Frequency (dB)

Diffraction Loss (dB)

Type of Barrier/Baffle 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz

Water backed 0 0 0 5 5 5
Air backed 8 11 14 17 20 23

Source: From Ref. 18, Chapter 46.

The dome or window should be made of tough,
hard-to-damage, material because hydroelastic excita-
tion or flutter around a damaged portion can cause
noise. It can also be excited by the flow of water past
its surface and radiated to the hydrophone if it is con-
structed of an elastic material (e.g., steel or fiberglass).
A highly damped, low-modulus material such as rub-
ber reduces flow noise problems. But in every case, it
is important to maintain both the fairness and smooth-
ness of the dome and the adjacent hull surfaces. Step
discontinuities must be avoided.

The fluid inside the dome may become warmer
than the surrounding sea and, thus, may not have
the same speed of sound as the external water. This
results in refractions and focusing, which leads to
degradation in beam former performance and gives
erroneous bearings. Thus dome design should provide
for flushing and replacement of the internal dome
water.

The dome is usually equipped with baffles aft of
the array to reduce the effect of ship machinery and
propeller noise on the sonar array. However, these
baffles can also mask targets in the stem sectors. Flat or
curved surfaces inside the dome can reflect incoming
signals, and nonreflecting surface materials may be
needed to reduce the possibility of spurious signals
appearing in the array output. Table 7 gives values for
diffraction losses as a function of frequency for typical
water and air-backed sonar baffles.

8.3 Flow-Induced Noise

Turbulence is generated along the hull of a ship as
it passes through the water. The fluctuating pressures
associated with a turbulent boundary layer radiate
noise directly into the water (flow noise) and excite
vibrations in ship structures because the mechanism of
direct radiation of flow noise into the water is ineffi-
cient. Flow noise is usually not a significant source of
ship noise. However, flow-induced noise transmitted
through excitation and radiation of sonar domes and
adjacent hull structures becomes a significant source
of sonar self-noise at higher speeds. Chapter 5 of this
handbook and Chapter 45 of Ref. 18 provide more
detailed information on hydroacoustic noise and struc-
ture–fluid interactions.

The estimates of platform self-noise given below
are sound pressure levels at individual element loca-
tions within sonar domes. For flow-induced noise, plat-
form noise levels inside the sonar domes are estimated
by adding the values given below to the baseline level,

LN (see Ref. 32):

LN = 34 + 45 log(V ) − 20 log(h) + 10 log(A) (3)

where V is ship speed in knots, h is the thickness of
the sonar dome in centimetres, and A is the surface
area of the sonar dome in square metres.

Octave Band Adjustments in Decibels (Add to LN )

Center
frequency (Hz) 31.5 63 125 250 500 1000 2000 4000 8000
Flow noise 39 28 19 16 13 10 7 4 1

9 INTERIOR COMPARTMENT NOISE
9.1 General Characteristics
The airborne noise levels in ships constitute a major
area of ship acoustics. The high airborne noise levels of
propulsion machinery and reduction gears in confined
machinery spaces constitute a serious hearing and
communication problem.

9.2 Airborne Sound Pressure Levels of
Sources
The acoustic source levels of representative machin-
ery noise sources in ships are expressed as sound
power levels in octave bands with adjustments given
in Table 8.13,14,32 Additional sources, such as exhaust
pipe vibration and wave impact noise are consid-
ered in the Supplement14 to the original SNAME
Design Guide.13 The Supplement14 also contains
Excel spreadsheets that provide source noise and
vibration levels for many marine sources, material
absorption, and transmission loss values, as well as
measured isolation mount performance characteris-
tics.

1. Diesel engines intake, exhaust and casing
radiation, baseline;

LWB = 58 + log(kW) dB re 10−12 W (4)

2. Gas turbines, intermediate exhaust;

LWB = 74 + log(kW) dB re 10−12 W (5)

Often machinery vendors only measure sound
pressure levels at 1m and do not provide sound power
levels (which would be independent of the acoustical
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Table 8 Machinery Noise: Source Sound Power Levels (dB re 10−12 W) Octave Band Adjustments

Source Sound Power Levels (dB re 10−12 W)

Machinery Class 31.5 Hz 63 Hz 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz

Equation (4)
Diesel engines

Intake 21 21 27 28 26 24 20 13 4
Exhaust 44 40 46 42 34 30 24 14 6
Casing 4 6 15 18 17 15 11 4 0

Equation (5)
Gas turbines

Exhaust 22 22 22 22 22 20 16 14 4

Source: From Ref. 18, Chapter 46, Table 9.

room environment in which they are measured). For a
finite size source, the following method can be used to
convert from the vendor-supplied data at a set distance
to sound power levels or to the sound pressure level
for another distance from the source.

The estimated sound power level, for equipment
with dimensions L, B, H , in metres, may be found
in accordance with the formula (independent of
frequency)14

LW = Lp(r0) + 10 log[12r2
0 + 4r0(L + B + 2H)

+ 2H(L + B) + LB] (6)

where L is the machinery length, B is the width
(B < L), and H is the height. In this formula, r0 is the
average distance between the equipment surface and
the point where the noise levels were measured and
Lp is the sound pressure level measured at a distance
r0.

The direct field sound pressure level at some
arbitrary distance r from the casing is equal to14,34

Lp(r) = Lp(r0) − 20ξ(ϕ) log

(
r

r0

)

+ 10 log[Q] − 1 dB (7)

where Lp(r0) is sound pressure level at distance r0
from the machinery casing, ξ(ϕ) is a function of the
source shape and direction from the center of the
source to the point of interest, and Q is the source
directivity, and where Q = 1 for a source in the middle
of the room, and Q = 2 for a source in a corner.
Values of ξ(ϕ) range between 0.15 and 0.9. Its value
also depends on the angle between the equipment’s
longitudinal axis and direction to the point of interest
in the machinery room.14 ξ(ϕ) is lowest for high values
of L/

√
(BH).

9.3 Acoustic Transmission Path

Noise control measures in ships are similar to those in
other architectural acoustic applications. An extensive
and broad base of materials technology has been

developed and applied by the U.S. Navy and industry
to meet surface ship and submarine habitability
and environmental requirements. This technology is
largely available to nonmilitary ship designers. A
general noise model is given in Fig. 14. In addition,
statistical energy analysis noise models are available to
support alternative designs for noise control treatment
combinations.

Examples of available noise control technology are
as follows:

1. Internal high-transmission-loss “sandwich”-
type composite treatments (e.g., fiberglass
blanket/loaded vinyl septum/fiberglass blanket)
or tuned double-wall constructions for reduc-
tion of airborne noise transmission through the
hull or through partitions between compart-
ments

2. Internal sound absorption materials for installa-
tion on bulkheads and overheads of ship com-
partments to reduce individual compartment
noise levels

3. Vibration damping materials for application to
internal ship structures to reduce transmission
of structure-borne noise to interior compart-
ments

Transmission loss data on a representative sample
of commercial products that meet U.S. Navy require-
ments are given in Table 9.35

9.4 Acoustic Absorption Materials—Room
Constants
There are two classes of acoustical materials for
sound absorption applications in (1) “clean” spaces
and (2) machinery and equipment spaces and a third
class to supplement structural transmission loss of
decks, bulkheads, and interior joiner work.

Type I treatments are simply designed to reduce
the reverberant sound field by increasing the sound
absorption characteristics of interior bulkheads and
overheads. Typically, 50mm-thick fiberglass blankets
with perforated facings are used for this purpose. Such
treatments typically provide on the order of 5 dB noise
reduction in the A-weighted noise.
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Figure 14 General noise model for ship systems airborne noise control. (From Ref. 18, Chapter 46, Fig. 13.)

Type II treatments are similar in function to type I
treatments but generally consist of a 50-mm layer of
fibrous glass material faced with an impervious fabric
for protection and to reduce the risk of degradation
in absorption characteristics due to oil and water
contamination. However, the facing material generally
degrades the absorption performance of the overall
treatment.

Type III treatments are designed to supplement the
transmission loss afforded by baseline structural decks
and bulkheads and interior joiner work. Typically,
these treatments incorporate relatively high density
fiberglass installed as two separate blankets separated
by a thin septum of lead-loaded or barium-sulfate-
loaded vinyl. The outer, exposed layer of fibrous
glass material can have either a perforated facing to
maximize sound absorption or a thin facing impervious
to oil and water. Table 10 provides data on ship
acoustical materials.32

The relationship between the received sound pres-
sure level in a compartment and the acoustic power

radiated into the compartment is determined by36

Lp = LW − 10 log([Q/(4πr2) + (R/4)] (8)

where Lp is the received sound pressure level in dB
re 20 µPa, LW is the acoustic power level in dB re 1
pW, Q is the directivity factor of the source, r is the
distance from the source to the receiver in metres, and
R is the room constant in square metres. The room
constant depends on many factors, including37

R = Stotal wall

[
10−(TLwall/10) +

(
4π

√
12ρc3σ

cLtρsω2

)

×
(

ρsωη

ρsωη + 2ρcσ

)]

+
∑

i

Sgiαgi +
∑

i

Sgi10−(TLgi/10) +
∑

i

Siαi (9)
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Table 9 Transmission Loss for Representative Ship Structure and Materialsa

Transmission Loss (dB)Material Panel Description,
No. Type, and Thickness 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz STC

1 Bare aluminum bulkhead, 1
4 in. 20 25 30 35 30 39 30

2 One layer, 2 in. MIL-A-23054 18 27 37 47 48 57 39
3 One layer, 2 in. MIL-A-23054 +1 lb/ft2

lead vinyl
14 37 51 56 59 69 38

4 Two layers, 2 in. MIL-A-23054 +1 lb/ft2

lead vinyl
23 44 57 65 68 75 38

5 One layer, 1 in. Mylar-faced fiberglass 17 23 33 44 45 59 35
6 One layer, 1 in. Mylar-faced fiberglass

and W.R. 1 lb/ft2 lead
21 34 49 60 63 75 40

7 Two layers, 1 in. Mylar-faced fiberglass
and W.R. 1 lb/ft2 lead

20 33 51 61 61 72 39

8 One layer, 2 in. Mylar-faced fiberglass 18 25 38 48 48 67 38
9 One layer, 2 in. Mylar-faced fiberglass

and F.G.R. 1 lb/ft2 LD
12 36 49 57 60 72 36

10 Two layers, 2 in. Mylar-faced fiberglass
and F.G.R. 1 lb/ft2 LD

17 38 54 57 60 78 41

11 Two layers, 2 in. Mylar-faced fiberglass
(no septum)

16 33 47 56 55 73 40

12 One layer, 2 in. fiberglass with 14 oz/ft2

lead face septum
14 35 45 57 58 67 38

13 Two layers, 2 in. fiberglass with 14 oz/ft2

lead septum
17 38 52 58 55 65 41

14 Quilted blanket, two layers 1 in.
fiberglass with lead septum

14 28 40 47 48 53 37

a Tests conducted in accordance with ASTM E90. 1 in. = 2.54 × 10−2m, 1 oz/ft2l = 0.306 kg/m2, 1 lb/ft2 = 4.9 kg/m2.
Source: From Ref. 18, Chapter 46, Table 10.

Table 10 Sound Absorption Coefficients for Representative Shipboard Materials

Sound Absorption Coefficient

Material Type Thickness (in.) 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz

Board 1.0 0.07 0.25 0.70 0.90 0.75 0.70
2.5 ± 0.5 1.5
lb/ft.2 0.15 0.45 0.90 0.90 0.80 0.75

Navy II 2.0 0.25 0.70 0.90 0.85 0.75 0.75
0.5 0.04 0.10 0.20 0.40 0.45 0.55
1.0 0.06 0.20 0.45 0.65 0.65 0.65
2.0 0.15 0.40 0.75 0.75 0.75 0.70
3.0 0.20 0.60 0.90 0.80 0.80 0.75
4.0 0.25 0.65 0.95 0.85 0.85 0.80

Navy III 2.0 0.43 0.96 1.0 1.0 0.70 0.35

Source: From Ref. 18, Chapter 46, Table 11.

where the last term is the boundary surface room con-
stant and the first term accounts for room compliance
and wall transmission loss. This equation varies with
frequency. The first term is insignificant above 250 Hz.
The following definitions apply:

Stotalwall is total area of all boundary surfaces in the
compartment of interest.

TLwall is the average sound transmission loss of the
compartment’s boundary, including the structure and
attachments such a joiner panels or insulation.

ρ is the density of air, 1.21 kg/m3.
ρs is the average mass per unit area of the boundary

surface, kg/m2.

ω is 2πf , where f is the octave band center frequency.
η is the loss factor of a typical boundary surface, see

the Design Guide13 and Supplement14 for values.
σ is the average radiation efficiency of a typical panel

(between frames).
cL is the longitudinal wave speed of the plate material,

5200 m/s in steel and aluminum.
t is the plate thickness, m.
Sg is the area of the ith gaps or openings (including

duct terminals and door louvers), m2.
TLg is the transmission loss of the ith opening or

gap (typically 0 to 5 dB); it can be computed
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as TLg = 20 log{(t + 1.6ag)/(ag

√
2)}, where ag

∗ is
the equivalent radius of the hole or gap and ag <

λ = (c/f )†; for a large gap (greater than 10% of
the wall) the composite transmission loss should be
computed per Eq. 7–15 of the Design Guide,14 and
this value used in the computation of TLwall and the
term containing TLg in Eq. (9) set to zero. To be
conservative a TLg value of zero can be used for
gaps.

αg is the absorption of the ith opening or gap (typically
0.5 to 0.99); for small holes this value can be
computed as

αg = 10TLg/10

for a large gap, ag > λ use a value, αg > 0.5.
αi is the absorption coefficient of the ith room

boundary surface.
Si is the surface area of the ith room boundary surface,

ft2 or m2

9.5 Airborne-to-Structure-Borne Paths

When there is isolation-mounted equipment, partic-
ularly double-stage mounts, the secondary structure-
borne path can become important. Sound incident on
the compartment’s boundaries induces vibration in the
structure. For bare exposed steel plating, secondary
structure-borne vibration levels are computed for the
frequency of interest as follows14:

La2nd = Lpinc + 10 log

[(
σrad

8.4t2(σrad + 3.0ηt

)]

(10)
In this formula, La2nd is the secondary structure-borne-
induced vibration level, Lpinc is the incident sound
pressure level near the center of the structure of interest
in the machinery room, t is the thickness of the
structure plate, (inch), η is the structure’s loss factor,
and σrad is the structure’s radiation efficiency.
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CHAPTER 102
INTRODUCTION—PREDICTION AND CONTROL
OF ACOUSTICAL ENVIRONMENTS IN BUILDING
SPACES

Louis C. Sutherland
27803 Longhill Drive
Rancho Palos Verdes, California

1 INTRODUCTION

The prediction of the acoustical and vibration environ-
ments in buildings must take into account acoustic,
vibration, and seismic sources and wind excitation.
Descriptors are commonly used to assess the environ-
ment both inside and outside of buildings. Practical
details are needed to make the engineering analyses of
these noise and vibration environments.

In providing suitable acoustical environments in
buildings, it is important to evaluate the sound fields
inside the building spaces through prediction and mea-
surement. The control of the sound fields is primar-
ily achieved by the acoustical treatment of the room
surfaces. The control of noise in commercial, indus-
trial, and residential buildings from external noise
sources such as traffic and internal sources such
as heating, ventilation, and air-conditioning (HVAC)
and plumbing systems is also a matter of con-
cern. Such control measures include the reduction
of noise transmission from these external sources
through the building shell and the evaluation and
control of noise at the source from internal equip-
ment. The special low-frequency problems associ-
ated with noise and vibration from wind and seis-
mic loads on buildings need also to be addressed in
providing satisfactory noise environments inside these
buildings.

2 SOUND FIELDS AND REVERBERATION IN
BUILDING SPACES

Sound fields in building spaces are distinguished
by their spatial and temporal variations. The spatial
pattern of sound fields in a room varies with the
ratio of characteristic room dimensions to sound
wavelengths, with the distance from sound source to
receiver, and with the room shape. When the ratio of
characteristic room dimensions to sound wavelength
is much less than 10, the sound field will tend to
be characterized by deterministic (sinusoidal) spatial
variation of sound pressure levels in discrete room
modes. At higher frequencies (shorter wavelengths),
the sound field is usually described in statistical
terms and can contain many such room modes, each
covering a narrow frequency range corresponding to
the resonance bandwidth of the mode. Such a sound
field is often described as diffuse and may have a
fairly uniform spatial distribution of sound pressure

levels. However, this description may not apply for
rooms that are long and narrow such as corridors
or other similarly shaped rooms with one dominant
dimension.

The sound field inside a room is a composite of
the direct sound from interior sources or from sound
transmitted into the room and the reverberant field.
The latter is comprised of all the sound remaining
in the room after the first reflections from room
surfaces. This characterization is especially meaningful
for rooms with an approximately diffuse sound field.
The magnitude of the direct sound field relative
to that of the reverberant field plays a vital role
in assessing the suitability of the room for various
applications, such as for speech or music presentations
or for environmental noise control design in industrial
spaces. For the former, emphasis is usually placed on
maximizing the ratio of direct to reverberant sound
while control of the reverberant sound may be more
critical for industrial work spaces.

The temporal variation in speech sounds in a
room depends on the room reverberation or room
echo. Biblical admonitions in Exodus 26(7) to “. . .
make curtains of goats hair to be covering upon the
tabernacle” and the guidance by the Roman architect,
Vitruvius to “. . . choose a site in which the voice may
fall smoothly, and not be returned by reflection so as to
convey an indistinct meaning”1 are early examples of
concern about acoustical treatment and reverberation in
buildings well before room acoustics was understood.
The first scientific study of room reverberation was
carried out by Wallace Sabine in his pioneering study
to correct the room acoustics of a lecture room at
Harvard University.2 By careful observations over 3
years of experiments on how the reverberation time in
the room changed as the number of seat cushions were
changed, Sabine was able to derive a basic relationship
between the reverberation time, room volume, and the
total acoustical absorption over the room surfaces. This
relationship, known as the Sabine equation [Eq. (22)
in Chapter 103] has been refined by alternate forms
identified in Chapter 104 as the Norris–Eyring and
the Millington–Sette equations for higher accuracy
when the average sound absorption coefficient over
the room surfaces is small (<0.4). When the acoustical
absorption treatment is very nonuniform over the room
surfaces, or the room is very long or narrow (e.g., a
non-Sabine room),2 a further refinement is provided by
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the Fitzroy or Fitzroy–Kutruff equations described in
Chapter 104. Nevertheless, the simple Sabine equation
is often still used for approximate room acoustics
evaluations. All of these expressions provide a measure
of the room reverberation in terms of its reverberation
time, RT60, the time required for a sound that is
suddenly turned off to decay by 60 dB.

One topic addressed briefly in this chapter is the
spatial decay in the sound field in small office or con-
ference rooms or in industrial spaces—all of which
contain a large number of furnishings or machinery.
Sound scattering by these objects causes the sound
field from a single source to decay with distance in a
manner not predicted by diffuse field theory [Eq. (6) in
Chapter 104]. This anomalous decay with distance of
the total sound field was found, empirically, by Schultz
to have a decay rate of −3 dB/double distance (DD)
for a wide range of small furnished spaces.3 In con-
trast, diffuse field theory dictates that the decay should
be −6 dB/DD close to the source and then reach a con-
stant value in the reverberant field of the source. Sim-
ilarly, Hodgson has found the decay in the total sound
field in industrial halls to fall well below this asymptot-
ically zero rate of decay far from a source as dictated
by diffuse field theory (see Ref. 7 in Chapter 104).

Chapter 104 also briefly treats sound absorption in
the air, which is important in large rooms at high
frequencies, especially at high temperatures and low
relative humidity. The end of the chapter reviews the
important aspects of the design of various forms of
porous acoustical absorbing materials best suited for
high frequencies and flexible panel absorbers better
suited for low frequencies.

3 NOISE RATINGS AND DESCRIPTORS FOR
BUILDING AND OUTDOOR ACOUSTICAL
ENVIRONMENTS
The various ratings and descriptors considered in
Chapters 105 to 115 are used for a wide range of acous-
tical environment problems. These include establishing
noise control design goals for internal building struc-
ture or equipment components, the exterior structural
shell, or for land-use planning guidelines. They also
include assessment of environmental impact or accept-
ability of both outdoor and indoor noise environments
or assessment of the suitability of indoor acoustical
environments for speech communication. More specif-
ically, these chapters treat ratings and descriptors for:

• Acoustical performance of building compo-
nents for laboratory or field measurements
(Chapters 105 and 106)

• Acceptable noise environments in offices for
activity involving speech privacy and speech
communication requirements (Chapters 109 and
110)

• Building assemblies for building codes to
achieve required sound isolation (Chapter 110)

• Rating or noise control design of build-
ing equipment and services such as HVAC
(Chapters 111 and 113)

• Acceptable noise environments inside resi-
dences to avoid annoyance (Chapter 114)

• Acceptable noise environments inside industrial
or commercial buildings to avoid annoyance
(Chapter 115)

• Outdoor environments from any outdoor noise
source or from specific noise sources such as
highway traffic relative to annoyance criteria
(Chapters 114 and 115)

The wide application of these descriptors makes
in unavoidable that they be also applied in many
other chapters in this handbook. For example, noise
descriptors needed to assess industrial plant noise
environments for hearing conservation concerns (see
Chapter 36), apply some elements of descriptors utilized
for evaluation of industrial or commercial noise
environments.

All of the descriptors share one element in com-
mon—they incorporate some measure of the frequency
content of the acoustical environment being evaluated.
This may be through use of a frequency weighting,
such as an A-weighting for measurement of an A-
weighted sound pressure level by a sound level meter
that incorporates an A-weighting frequency response in
its measurement system. Alternatively, frequency con-
tent of a sound may be assessed by matching its octave
band spectrum to a fixed set of octave band spectrum
shape contours to define its noise rating—for example,
a noise criterion (NC) value. A similar spectrum contour
matching process is employed to establish a sound trans-
mission class (STC) or impact isolation class (IIC) of
the airborne or structure-borne sound transmission loss
of a structural assembly measured by one-third octave
band values of sound transmission loss.

One important refinement for such frequency-
dependent descriptors is in the evaluation of speech
privacy—an important measure of the suitability of
an office space for productive work. In this case, the
speech privacy index (SPI) is the sum of the frequency-
dependent (A-weighted) noise reduction (NR) and the
noise criterion (NC) rating. These and other forms
of frequency-dependent descriptors are discussed in
Chapter 109.

For time-varying (usually outdoor) noise environ-
ments, an energy average of the noise level is normally
employed to provide a single number value, such as
an A-weighted day–night average sound pressure level
(DNL). This process provides a practical means of
assessing acceptability of fluctuating noise environ-
ments over a fixed time period.

4 SOUND TRANSMISSION IN BUILDINGS
Sound transmission within a building occurs by
transmission through the air in the spaces bounded
by walls or roof/ceiling assemblies or by structural
transmission through these assemblies. Chapter 105
provides an overview of theory and measurements of
sound transmission in buildings based on the chapter
author’s years of experience with NRC in Canada in
laboratory measurements of airborne and structure-
borne sound transmission through building wall and
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floor/ceiling assemblies. Chapter 105 is supported
with a list of 69 references emphasizing measured
data. (A periodically updated source for such sound
transmission data is also provided by Ref. 4 in
Chapter 105). Key elements treated in this chapter are
briefly reviewed here.

4.1 Airborne Sound Transmission

For the simplest case of a solid single-leaf wall with
very low stiffness, the transmission of airborne sound
through the wall roughly follows the so-called mass
law. That is,, the sound transmission loss increases
in direct proportion to the surface mass of the wall
and the frequency of the incident sound. Theoretically,
doubling the surface mass or the frequency increases
the wall sound transmission loss (STL) by 6 dB. While
this simple mass law does, in fact, describe a general
trend in STL for many constructions, there are many
important deviations from this simple model. These
include the dip in the mass law transmission loss
at the so-called coincidence frequency of the wall,
typically in the range of 2000 to 5000 Hz, where
the trace wavelength of the incidence sound wave
matches the structural bending wavelength of the wall.
Other important deviations from the mass law occur,
for double-leaf walls, at the mass–airspace–mass
resonance frequency (generally below 200 Hz) of the
double-leaf system and the simple acoustical resonance
frequencies (typically in the range of 2000 to 3000 Hz)
for the air gap between the wall leafs. The sound
transmission loss of a composite wall must also
consider the sound transmission loss of each of the
fenestrations, such as windows and doors, combined
with that of the basic wall.

4.2 Structural or Impact Sound Transmission

Transmission of impact sound through a floor–ceiling
assembly, quantified by a single number impact insula-
tion class (IIC), is obtained from measurements using
a standard impact source (tapping machine). It is
strongly dependent on structural details of the assem-
bly, including any floor covering. In this respect, a mis-
leadingly high IIC rating can be obtained when carpet-
ing is employed on the same floor driven by the taping
machine. While beneficial for reducing impact noise,
such as heel clicks, the actual impact noise reduction
may not be as high as indicated by the IIC rating.
Measured IIC ratings are provided by many of the ref-
erences in Chapter 105 and in Ref. 4 of this chapter.

An important factor to be considered in evaluat-
ing transmission of airborne and structure-borne sound
through a structure is the occurrence of flanking trans-
mission paths. These can short-circuit the intended
transmission path to reduce its effectiveness.

5 PREDICTION AND CONTROL OF NOISE
AND VIBRATION FROM BUILDING EQUIPMENT

The application of the various descriptors considered
in Section 3 is especially important in evaluation of
interior sources of noise and vibration in buildings and
determination of methods for their control.

5.1 Heating, Ventilation, and Air-Conditioning
Systems

A dominant interior noise source in most build-
ings is the heating, ventilation, and air-conditioning
equipment. Methods for noise assessment and control
are reviewed in Chapters 110 and 111, in the refer-
ences cited therein, and in many similar sources.5–7

HVAC noise control cannot always invoke the classi-
cal source–path–receiver noise control model. In this
case, the source cannot always be isolated to just one
location. HVAC noise can arise from several sources:
the circulation fan and its motor, the air-conditioning
compressor and its motor, the aeroacoustic noise gen-
erated by turbulence in the ventilation duct system,
and by turbulence-generated noise at the duct diffuser
or outlet. Each of these sources are amenable to noise
control measures by several methods. These include
selection of low-noise fan designs, that is, fans that
minimize the rate of change of momentum of the air
through the fan blades, minimization of turbulence in
the ducts by use of aerodynamically smooth turning
vanes at duct elbows or by reducing discharge airflow
rates at the outlet diffuser. An important factor in such
aeroacoustic noise control measures is that for such
sources, sound intensities can vary as the (turbulent)
air velocity to the fourth to eighth power, depending on
the aero-acoustic source mechanism. Thus, reduction
of airflow velocities and minimization of turbulence in
any part of the system is highly desirable.

For HVAC systems, the path most readily subject
to noise control is the duct system where duct lining
and duct geometry at junctions, corners, or at mixing
boxes play a vital role. Vibration isolation of the
moving components as well as the duct supports is also
essential for good control of structurally transmitted
HVAC system noise. At the diffuser or outlet, the path
is really the receiving room, and appropriate sound
absorption at the surfaces of the room, as discussed in
Chapter 104, provide control of the reverberant sound
from the HVAC diffusers.

5.2 Noise Control of Other Interior Sources of
Noise in Buildings

In addition to HVAC systems, other sources of building
equipment noise can include steam turbines, transform-
ers, elevators, and plumbing systems. Prediction and
noise and vibration control methods for such build-
ing services equipment are treated in Chapter 113.
For open plan offices, sound masking systems to help
maintain a high speech privacy index are another
source of interior noise in office buildings. The
design and evaluation of such systems are treated in
Chapter 109.

6 PREDICTION AND CONTROL OF NOISE IN
SINGLE- AND MULTIFAMILY HOUSING AND IN
COMMERCIAL AND PUBLIC BUILDINGS

The control of ambient noise inside single-family
dwellings, other than from occupants, is treated in
Chapter 114 primarily in terms of noise intrusion from
outdoor sources such as highway traffic or aircraft.
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Thus, the focus is on noise isolation provided by the
exterior building shell. This necessarily also draws on
the noise control and noise rating concepts considered
earlier in this part.

For multifamily housing, in addition to noise
control for these external sources, primary emphasis is
normally placed on noise isolation between dwelling
units—either units on the same floor separated by
a part wall or one above the other separated by a
floor–ceiling system. In this case, the noise source
may be loud conversation or TV in one room adjacent
to a bedroom of another dwelling, heel impacts on
the floor above this bedroom, or annoying plumbing
noise heard in an adjacent apartment. Litigation
by angry apartment dwellers against the builder or
developer of multifamily dwellings that have failed
to incorporate adequate airborne or structure-borne
noise isolation between dwellings is all too common.
One of the causes of such problems is the systematic
failure of developers, building designers, and building
construction trades to recognize or appreciate the many
airborne and structure-borne paths that building sounds
can take between different parts of an apartment
building. Remedial action to correct such shortcomings
is invariably very expensive for all concerned—far
more expensive than the initial cost of proper noise
and vibration control design that is correctly executed.
Laboratory test data and advanced analytical design
methods, including statistical energy analysis (SEA)
and finite element models (FEM) are available to
support the design effort called for by the noise and
vibration control problems addressed in this section.

The control of ambient noise inside commercial and
industrial buildings is covered in Chapter 115 in terms
of noise intrusion from outdoor sources such as traffic
or aircraft, as in Chapter 114, and requirements for
both noise isolation for exterior and interior walls and
reverberation times for interior spaces for various uses.
The focus is on specific design specifications covering
these problems. Again, this draws on the noise control
and noise rating concepts considered earlier.

7 ATYPICAL NOISE AND VIBRATION IN
BUILDINGS

A few special problems in building noise and vibration
are treated in the last three chapters in this part X.

7.1 Noise and Vibration Induced by Wind

As high-rise buildings with curtain walls and/or aero-
dynamically shaped surfaces become more common,
wind-induced vibration of such buildings has become
more significant. Dynamic (time-varying) wind loads
on buildings, treated in Chapter 116, usually depend on
the magnitude and fluctuating nature of the wind, its
vertical profile (dependent on ground roughness, i.e.,
buildings, trees, etc.), and the type and shape of the
structure being driven by the wind. The latter factors
govern the aerodynamic forces attributable to the wind.
Also involved may be the frequency of fluctuating
forces induced by structural response to the wind and
by vortex shedding or buffeting in the wake of the wind

incident on the structure. One classic example of such
wind-induced dynamic loads is the catastrophic col-
lapse of the 470-m-long Tacoma Narrows (suspension)
Bridge near Tacoma, Washington, in November 1940.
Sustained winds of only 16 to 19 m/s induced swaying
vibration and finally catastrophic torsional oscillation
of the deck at a frequency of 0.2 Hz.8 The failure was
finally attributed to aerodynamic instability as a self-
excited vibration of the thin bridge deck. This deck
acted much like an aircraft wing to generate sufficient
lift and cause unstable torsional vibration, eventually
resulting in the structural failure of the suspension sys-
tem and the deck. Lessons learned from this unforeseen
incident now include a requirement that such similar
suspension bridges undergo model tests in a wind tun-
nel prior to construction. Similar tests or analyses are
now common in the design of high-rise buildings.

More routine structural vibration responses to wind
are considered in this chapter. These include the fre-
quency spectrum of vortex shedding or wake buffeting
forces on a structure and the gusts or random fluctu-
ations in the velocity of wind incident on a building.
For example, the peak frequency of the broad spectrum
associated with vortex shedding from a cylinder-like
structure is the Strouhal frequency approximately equal
to about 0.1 to 0.2 times the ratio of wind speed to a
characteristic dimension normal to the wind vector.
When this peak in the vortex frequency spectrum is
close to a resonance frequency of a structure, resonant
wind-induced structural vibration may occur. Fluctu-
ations in speed of horizontal wind also have a broad
frequency spectrum extending up to about 0.2 Hz but
with a peak at about 0.015 Hz,9 well below reso-
nance frequencies of buildings. However, annoying or
uncomfortable wind-induced vibration of elastic build-
ing structures can occur from steady or fluctuating
aerodynamic forces from the wind.10 Such phenomena
and other aspects of wind-induced building vibration
are reviewed in Chapter 116.

7.2 Seismic-Induced Building Vibration
Continuing the concerns about vibration response of
structures to dynamic loads, Chapter 117 considers
seismic response and design of buildings to earthquakes.
Related building design considerations include the
frequency response of building vibration modes, their
time-history response to dynamic loads, damping
methods to minimize resonance response and dynamic
loads, or responses of secondary building services
such as plumbing and electrical services. Analytical
modeling for such building responses can range from
simple shock spectra analyses providing estimates of
responses for mass–spring–damper models of building
modes to complex finite element dynamic models
capable of evaluating building vibration in great detail.
A thorough overview of these approaches is provided
in Chapter 117 with support by extensive references.

A critical element in the design of building for
earthquakes is the establishment of a “design earth-
quake” spectra of ground acceleration, velocity, or
displacement. These are frequently established on the
basis of measured ground motion of actual earthquakes
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in one location giving consideration to possible dif-
ferences in soil conditions between the design and
the measured sites. Support in evaluating the dynamic
stress response of a structure to an earthquake could
be provided by the classic relationship by Hunt.11 This
states that the maximum stress in a structure vibrat-
ing in one of its normal modes is proportional to what
might be called its structural Mach number, the ratio of
the maximum structural modal velocity to the longitu-
dinal speed of sound in the structure.12 The proportion-
ality constant is the modulus of elasticity of the struc-
ture multiplied by a shape- and material-dependent
factor varying from about 0.9 to 2. This relationship
between structural stress and velocity helps explain the
common use of a maximum structural velocity of the
order of 0.05 m/s (2 in./s) as a damage threshold for
structures exposed to surface mining blasts.13

7.3 Low-Frequency Noise in Buildings

The frequent use of low-cost, light-weight timber con-
struction for multifamily structures and the prolifera-
tion of loud home hi-fi systems and other interior noise
sources has aggravated problems in low-frequency
noise environments in buildings. Test data and design
methods to achieve high sound isolation in the fre-
quency range from 400 down to 50 Hz or lower are
often inadequate to eliminate the presence of annoy-
ing low-frequency noise indoors. The last chapter in
Part X, Chapter 118, covers this problem, focusing on
anomalies in low-frequency sound isolation measure-
ments, the large spatial variation in sound pressure
levels for discrete low-frequency room modes. It iden-
tifies practical design concepts and remedial correction
measures that can be employed to minimize the
problem.
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1 INTRODUCTION

The acoustics of rooms can be divided into low- and
high-frequency regions. Sound in rooms is strongly
affected by the reflective properties of the room
surfaces. When the room surfaces are highly reflective,
multiple reflections occur, and in the high-frequency
range, a reverberant field will be established in addition
to the direct field from the source. Thus, at any point
in such a room, the overall sound pressure level is
a function of the energy contained in the direct and
reverberant fields.

At low frequencies, where the ratio of the wave-
length to room dimension is greater than about 0.1 and
where there are relatively few acoustic modes resonant
in an octave band, the sound field may be described in
terms of a superposition of sound fields corresponding
to each normal mode in the frequency range of inter-
est as well as modes immediately outside the frequency
range of interest. However, the number of acoustical
resonances in a room increases very rapidly as the fre-
quency of excitation increases. Consequently, in the
high-frequency range, the possible resonances become
so numerous that they cannot be distinguished from
one another. Thus, in terms of total energy density
(but not sound pressure), the sound field in the regions
away from the source (reverberant field) becomes rel-
atively uniform. In this frequency range, the resulting
sound field is essentially diffuse and may be described
in statistical terms or in terms of average properties.

A room used for assembly and general living and
in which one dimension does not exceed any other
by more than a factor of 3 is generally referred to
as a Sabine enclosure, named after the man who
initiated investigation of the acoustical properties of
such rooms. Rooms in which one dimension is much

smaller than the other two are called flat rooms and
are characteristic of many industrial facilities.

2 WAVE ACOUSTICS AND NORMAL MODES

The following sections on room acoustics are by neces-
sity brief. For more detailed discussions, including
practical applications, textbooks on the subject should
be consulted.1–4

In the low-frequency range, the sound field in an
enclosure is dominated by standing waves at certain
characteristic frequencies. Large spatial variations
in the reverberant sound field are observed if the
enclosure is excited with pure-tone sound, and the
sound field in the enclosure is said to be dominated
by resonant or modal response. This is illustrated in
the low-frequency range of Fig. 1, which shows the
sound pressure level measured at a microphone in the
corner of the room as the room was excited by a
loudspeaker in another corner. The electrical signal
into the speaker was sinusoidal and was kept at a
constant amplitude while the frequency was slowly
increased. In this example, the room was a rectangular
reverberation chamber with concrete walls having very
low values of absorption coefficient. The room volume
was 180 m2 and the surface area was 200 m2. The
mode numbers identified on the figure refer to the
number of nodes (planes of sound pressure minima
or theoretically zero sound pressure) in the standing-
wave pattern along each of the Cartesian axes. Thus
“0,1,0” refers to one planar node in the y direction (in
the center of the room) and no nodes in the other two
directions. Some mode shapes for a rectangular room
are illustrated in Fig. 2.

When a source of sound in an enclosure is
turned on, the resulting sound waves spread out in
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Figure 1 Measured sound pressure level frequency response of a 180-m3 rectangular room. Below 80 Hz, room
resonances are identified by mode numbers. Above about 80 Hz, peaks in the room response cannot be associated with
room resonances identified by mode numbers.
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0,1,0 1,1,1 0,2,0

Figure 2 Some low-order mode shapes of a rectangular
room. The plus and minus signs represent the phase of
the sound pressures. Plus is 180◦ out of phase with minus.

all directions from the source. When the advancing
sound waves reach the walls of the enclosure, they
are reflected, generally with a small loss of energy,
eventually resulting in waves traveling around the
enclosure in all directions. If each path that a wave
takes is traced around the enclosure, there will be
certain paths of travel that repeat upon themselves
to form normal modes of vibration, and at certain
frequencies, waves traveling around such paths will
arrive back at any point along the path in phase.
Amplification of the wave disturbance will result and
the normal mode will be resonant. When the frequency
of the source equals one of the resonance frequencies
of a normal mode, resonance occurs and the interior
space of the enclosure responds strongly, being only
limited by the absorption present in the enclosure.
As waves traveling along the same path but in
opposite directions produce standing waves, a normal
mode may be characterized as a system of standing
waves, which in turn is characterized by nodes and
antinodes. Where the oppositely traveling waves arrive
in pressure antiphase, pressure cancellation will occur,
resulting in a pressure minimum called a node.
Similarly, where the oppositely traveling waves arrive
in pressure phase, pressure amplification will occur,
resulting in a pressure maximum called an antinode.

In an enclosure at low frequencies, the number
of resonance frequencies within a specified frequency
range will be small. Thus, at low frequencies, the
response of a room as a function of frequency and
location will be quite irregular; that is, the spatial dis-
tribution in the reverberant field will be characterized
by pressure nodes and antinodes.

A rectangular room provides a convenient model
for understanding modal response and the placement of
sound absorbents for sound control. However, it should
be emphasized that modal response is by no means
peculiar to rectangular or even regular-shaped rooms.
Modal response characterizes enclosures of all shapes.
Splayed, irregular, or odd numbers of walls will
not prevent resonances and accompanying pressure
nodes and antinodes in an enclosure constructed of
reasonably reflective walls; nor will such peculiar
construction necessarily result in a more uniform
distribution in frequency of the resonances of an
enclosure than may a rectangular room of appropriate
dimensions. However, it is simpler to calculate the
resonance frequencies and mode shapes for rectangular
rooms.

For sound in a rectangular enclosure, the resonance
frequency of the nth mode is given by1

fn = c

2

√(
nx

Lx

)2

+
(

ny

Ly

)2

+
(

nz

Lz

)2

(Hz) (1)

In this equation the subscript n on the frequency
variable f indicates that the particular solutions or
“eigen”-frequencies of the equations describing the
sound field in the room are functions of the particular
mode numbers nx, ny , and nz, and c is the speed
of sound in the room space. The sound pressure
distribution for the nth mode can be shown to be

pn = pn cos

(
πnxx

Lx

)
cos

(
πnyy

Ly

)
cos

(
πnzz

Lz

)
ejωt

(2)
The mode numbers nx, ny , and nz take on all positive
integer values including zero, and the bar over the
p represents a modal amplitude (time and space
invariant). There are three types of normal modes
of vibration in a rectangular room, which have their
analogs in enclosures of other shapes. They may
readily be understood as follows:

1. Axial modes for which only one mode number
is not zero, which correspond to wave travel
back and forth parallel to an axis of the room

2. Tangential modes for which one mode number
is zero, which correspond to waves traveling
essentially parallel to two opposite walls of
an enclosure while successively reflecting from
the other four walls

3. Oblique modes for which no mode number is
zero, which correspond to wave travel oblique
to all room surfaces

3 GEOMETRIC ACOUSTICS AND SOUND
FIELD MODELING
In the field of architectural acoustics, there are a num-
ber of commercially available software packages that
are used for modeling the enclosed sound field for the
purpose of predicting sound pressure level distributions
and reverberation time. These packages are primarily
based on ray tracing and geometric acoustics. As a
convenience in the modeling process, specular reflec-
tion of sound from a surface is modeled by assum-
ing an additional sound source being located as far
behind the surface as the original source is in front,
as illustrated in Fig. 3. When the reflecting surface
absorbs some of the incident energy, the image source
is made weaker by the appropriate amount. The ratio
of absorbed energy to incident energy is referred to as
the absorption coefficient of the surface and is related
to the surface construction and covering material. In
many instances in auditoria, sound is not reflected from
the room surfaces specularly. It is scattered and the
reflection is considered diffuse. In this case, the model-
ing software assumes a new source to be located on the
reflecting surface and radiating energy in all directions
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Figure 3 Geometry illustrating reflection from a plane
rigid surface.

so that the total radiated energy is the incident energy
multiplied by (1 − α), where α is the surface absorp-
tion coefficient. Computer modeling is discussed in
more detail in manuals available from software ven-
dors and textbooks.5

4 BOUND BETWEEN LOW-FREQUENCY AND
HIGH-FREQUENCY BEHAVIOR

There is a need for a quantitative definition for the
crossover from the low-frequency range, where modal
analysis is appropriate, to the high-frequency range,
where statistical analysis is appropriate. Reference
to Fig. 1 provides no clear indication of a possible
bound from clearly distinguishable resonance peaks
to where the individual resonance peaks cannot be
separated. Rather, a continuum of gradual change is
observed. However, it is possible to determine a bound
analytically, but to understand the determination of
the bound, called here the crossover frequency, three
separate concepts are required: modal density, modal
damping, and modal overlap.

4.1 Modal Density

The number of modes, N , which may be excited in
the frequency range from zero up to f is given by the
following expression5:

N = 4πf 3V

3c3
+ πf 2S

4c2
+ f L

8c
(3)

In Eq. (3), c is the speed of sound, V is the room
volume, S is the room total surface area, and L is
the total perimeter of the room. In a rectangular room
the latter quantity is the sum of lengths of all edges.
It has been shown that Eq. (3) has wider application
than for rectangular rooms; to a good approximation it
describes the number of modes in rooms of any shape.

For the purpose of estimating the number of modes
that, on average, may be excited in a narrow frequency
band, the derivative of Eq. (3), called the modal
density, is useful. The expression for the modal density

is as follows:

dN

df
= 4πf 2V

c3
+ πf S

2c2
+ L

8c
(4)

Equation (4) shows that the modal density increases
with the square of the frequency, so that at high
frequencies many modes will be excited by a narrow
frequency band of noise. It is evident that at high
frequencies the number of oblique modes [term 1 in
Eq. (4)] will far exceed the number of tangential and
axial modes, and to a good approximation at high
frequencies the latter two mode types may be ignored.

4.2 Modal Damping and Bandwidth
Referring to Fig. 1, a bandwidth, �f , may be defined
and associated with each mode, being the frequency
range about resonance over which the sound pressure
level is within 3 dB of the peak value at resonance.
The lower and upper frequencies bounding a resonance
and defined in this way are known as the half-power
points and are easily isolated for the first few modes
(see Fig. 1).

The bandwidth, �f , is dependent upon the damping
of the mode; the greater the modal damping, the larger
will be the bandwidth. If the modes are not well
separated, the bandwidth can be estimated from the
modal damping, which in turn can be estimated from
the room reverberation time, T60, using1:

�f = 2.20/T60 (5)

where T60 is the time it takes for sound in the room to
decay by 60 dB following cessation of the source of
sound.

4.3 Modal Overlap
Modal overlap, M , is calculated as the product of the
average bandwidth given by Eq. (5), and the modal
density given by Eq. (4). Thus,

M = �f dN/df (6)

The modal overlap is a measure of the extent to which
the resonances of a reverberant field cover the range
of all possible frequencies within a specified frequency
range. The concept is illustrated for a hypothetical case
of a low modal overlap of 0.6 in Fig. 4. In the figure,
three resonant modes, their respective bandwidths, and
the frequency range of the specified frequency band are
indicated.

In Fig. 4, the measurement band is 100 Hz wide
and the bandwidth of each mode (3 dB down from the
peak response) is 20 Hz.

4.4 Crossover Frequency
There are two criteria commonly used for determining
the crossover frequency. The criterion that is chosen
will depend upon whether room excitation with bands
of noise or with pure tones is of interest.

If room excitation with one-third octave, or wider
bands of noise, is to be considered, then the criterion
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Figure 4 Sound pressure level response of three modes
in a specified frequency range with a modal overlap of
0.6.

for statistical (high-frequency) analysis is that there
should be a minimum of between three and six modes
resonant in the frequency band. The exact number
required is dependent upon the modal damping and
the desired accuracy of the results. More modes are
necessary for low values of modal damping or if high
accuracy is required. If room excitation with a pure
tone or a very narrow band of noise is of concern, then
the criterion for reliable statistical analysis is that the
modal overlap should be greater than or equal to 3.6

5 HIGH FREQUENCIES, STATISTICAL
ANALYSIS
At high frequencies the sound field in a reverberant
space may be thought of as composed of plane waves
traveling in all directions with equal probability. If
the mean square pressure amplitude of any traveling
plane wave is on average the same, independent of
direction, then the sound field is said to be diffuse. In
a reverberant space, the sound field is diffuse when the
modal overlap is 3 or greater, in which case the sound
field steady-state frequency response is essentially a
random phenomenon.

In a diffuse (reverberant) field, sound propagation
in all directions is equally likely, and consequently
the sound intensity at any point in the field is zero.
However, an effective intensity associated with power
transmission in a specified direction can be defined,
and this is the intensity incident on the walls of the
room. According to Bies and Hansen,1 this effective
sound intensity I in any direction may be written
in terms of the time-averaged energy density, ψ,
as

I = ψc/4 (7)

Bies and Hansen1 derive the following expression for
the time-averaged energy density in terms of the space-
averaged mean square pressure, 〈p2〉, which holds for

one-, two-, and three-dimensional sound fields:

ψ = 〈p2〉/(ρc2) (8)

where ρ is the density of the medium containing the
sound field.

Substitution of Eq. (8) into Eq. (7) gives the
following expression for the effective intensity in one
direction a diffuse field:

I = 〈p2〉/(4ρc) (9)

5.1 Steady-State Response
At any point in a room, the sound field is a combination
of the direct field radiated by the source and the
reverberant field.

The sound pressure squared due to the direct field
at a point in the room at a distance r and in a direction
(θ, φ), in the far field of a source, may be written as1

〈p2〉D = WρcDθ/4πr2 (10)

The quantity Dθ is the directivity factor of the source
in direction (θ, φ), and W is the sound power radiated
by the source in watts.

Consider that the direct field must be once reflected
to enter the reverberant field. The fraction of energy
incident at the walls, which is reflected into the
reverberant field is (1 − α), where α is the average
surface absorption coefficient, representing the fraction
of incident energy absorbed by the room boundaries.
Using Eq. (9), and noting that the sound power
incident on a surface is the area of the surface
multiplied by the sound intensity, the sound pressure
squared due to the reverberant field may be written as

〈p2〉R = 4Wρc(1 − α)/(Sα) (11)

The sound pressure level at any point due to the
combined effect of the direct and reverberant sound
fields is obtained by adding together Eqs. (10) and (11)
and taking 10 log of both sides (as described in more
detail in Chapter 2 and in Bies and Hansen1). Thus,

Lp = LW + 10 log10

(
Dθ

4πr2
+ 4

R

)
+ 10 log10

( ρc

400

)

(12)
At 20◦C, where ρc = 414 (in the International System
of Units), there would be an error of approximately
0.1 dB if the last term in Eq. (12) is omitted. The
sound pressure level, Lp , is referenced to 20 µPa and
the sound power level, LW , is referenced to 10−12 W.
Equation (12) has been written in terms of the room
constant R where the room constant is

R = Sα

1 − α
(13)

In common industrial spaces, which have lateral
dimensions much greater than their height, Eq. (12)
underpredicts reverberant field noise levels close to the
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Table 1 Sabine Absorption Coefficients for Some Commonly Used Materials

Octave Band Center Frequency (Hz)

125 250 500 1000 2000 4000

Concert hall audience, per person seated Sα (m2) 0.23 0.37 0.44 0.45 0.45 0.45
Audience, per person standing Sα (m2) 0.15 0.37 0.43 0.44 0.44 0.43
Fiber-glass or rockwool blanket

16 kg/m3, 25 mm thick 0.12 0.28 0.55 0.71 0.74 0.83
16 kg/m3, 50 mm thick 0.17 0.45 0.80 0.89 0.97 0.94
16 kg/m3, 75 mm thick 0.30 0.69 0.94 1.0 1.0 1.0
16 kg/m3, 100 mm thick 0.43 0.86 1.0 1.0 1.0 1.0
24 kg/m3, 25 mm thick 0.11 0.32 0.56 0.77 0.89 0.91
24 kg/m3, 50 mm thick 0.27 0.54 0.94 1.0 1.0 1.0
24 kg/m3, 75 mm thick 0.28 0.79 1.0 1.0 1.0 1.0
24 kg/m3, 100 mm thick 0.46 1.0 1.0 1.0 1.0 1.0
48 kg/m3, 50 mm thick 0.3 0.8 1.0 1.0 1.0 1.0
48 kg/m3, 75 mm thick 0.43 0.97 1.0 1.0 1.0 1.0
48 kg/m3, 100 mm thick 0.65 1.0 1.0 1.0 1.0 1.0
60 kg/m3, 25 mm thick 0.18 0.24 0.68 0.85 1.0 1.0
60 kg/m3, 50 mm thick 0.25 0.83 1.0 1.0 1.0 1.0

Polyurethane foam, 27 kg/m3 15 mm thick 0.08 0.22 0.55 0.70 0.85 0.75
Wood floor on joists 0.15 0.11 0.10 0.07 0.06 0.07
Concrete, marble or terrazzo 0.01 0.01 0.01 0.02 0.02 0.02
Concrete block painted 0.01 0.05 0.06 0.07 0.09 0.08
Linoleum, asphalt, rubber or cork tile on concrete 0.02 0.03 0.03 0.03 0.03 0.02
Carpet, heavy, on concrete 0.02 0.06 0.14 0.37 0.60 0.65
Carpet, 6 mm thick, on underlay 0.03 0.09 0.20 0.54 0.70 0.72
Cork floor tiles (3–4 inch thick)—glued down 0.08 0.02 0.08 0.19 0.21 0.22
Hard surfaces (brick walls, plaster, hard floors, etc.) 0.02 0.02 0.03 0.03 0.04 0.05
Gypsum board on 50 × 100 mm studs 0.29 0.10 0.05 0.04 0.07 0.09
Plaster, gypsum or lime,

Smooth finish; on brick, 0.013 0.015 0.02 0.03 0.04 0.05
On concrete block, 0.012 0.09 0.07 0.05 0.05 0.04
On lath 0.014 0.10 0.06 0.04 0.04 0.03

Solid timber door 0.14 0.10 0.06 0.08 0.10 0.10
13-mm mineral tile direct fixed to floor slab 0.10 0.25 0.70 0.85 0.70 0.60
13-mm mineral tile suspended 500 mm below ceiling 0.75 0.70 0.65 0.85 0.85 0.90
Glass, heavy plate 0.18 0.06 0.04 0.03 0.02 0.02
Ordinary window 0.35 0.25 0.18 0.12 0.07 0.04

noise source and overpredicts levels far away from the
source.7

In cases where there are many sources, Eq. (12)
may be written as

Lp = LW + 10 log10

(
n∑
1

diDi

4πr2
i

+ 4

R

)
(14)

In the above equation the weighting factor di and
the directivity factor Di for the ith source have been
introduced. The weighting factor is calculated as di =
Wi/W where Wi is the sound power of the ith source
and W is the arithmetic sum of all sources, both in con-
sistent units. The directivity factor Di may be taken as
1 for a source raised up off the floor and 2 for a source
on the floor. Alternatively, if the directional proper-
ties of the source are known, then this information
may be used instead. The quantities ri are the linear
distances from the assumed acoustical centers of the
several sources to the point of observation.

5.2 Transient Response
If sound is introduced into a room, the reverberant
field level will increase until the rate of sound energy
introduction is just equal to the rate of sound energy
absorption. If the sound source is abruptly shut off, the
reverberant field will decay at a rate determined by the
rate of sound energy absorption. The time required
for the reverberant field to decay by 60 dB, called
the reverberation time, is the single most important
parameter characterizing a room for its acoustical
properties. For example, a long reverberation time may
make the understanding of speech difficult but may be
desirable for organ recitals.

As the reverberation time is directly related to the
energy dissipation in a room, its measurement provides
a means for the determination of the energy absorp-
tion properties of a room. Knowledge of the energy
absorption properties of a room in turn allows estima-
tion of the resulting steady-state sound pressure level
in the reverberant field when sound of a given power
level is introduced. The energy absorption properties
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of materials placed in a reverberation chamber may be
determined by measurement of the associated rever-
beration times of the chamber (see Chapter 104 for
details of measurement procedures), with and with-
out the material under test in the room. The Sabine
absorption coefficient, which is assumed to be a prop-
erty of the material under test, is determined in this
way and standards8–10 are available that provide guid-
ance for conducting these tests (see also Chapter 104).
Some typical values of Sabine absorption coefficient
are listed in Table 1.

At high frequencies, the reverberant field may be
described in terms of a simple differential equation,
which represents a gross simplification of the physical
process but nonetheless gives generally useful results.

Using Eq. (7), the relation that the rate of energy
absorbed by a surface is the incident intensity multi-
plied by the surface area and the surface absorption
coefficient, and the observation that the rate of change
of the energy stored in a reverberant field equals the
rate of supply, W0, less the rate of energy absorbed,
Wa , gives the following result:

W = V dψ/dt = W0 − ψScα/4 (15)

Introducing the dummy variable:

X = (4W0/Scα) − ψ (16)

and using Eq. (16) to rewrite Eq. (15), the following
result is obtained:

1

X

dX

dt
= −Scα

4V
(17)

Integration of the above equation gives

X = X0e
−Scαt/4V (18)

where X0 is the initial value.
Two cases will be considered. Suppose that ini-

tially, at time zero, the sound field is nil and a source
of power, W0, is suddenly turned on. The initial condi-
tions are time t = 0 and sound pressure 〈p2

0〉 = 0. Use
of Eq. (8) and substitution of Eq. (16) into Eq. (18)
gives the following expression for the resulting rever-
berant field at any later time t :

〈p2〉 = 4W0ρc

Sα
(1 − e−Scαt/4V ) (19)

Alternatively, consider that a steady-state sound field
has been established when the source of sound is
suddenly shut off. In this case, the initial conditions are
time t = 0, sound power W0 = 0, and sound pressure
〈p2〉 = 〈p0

2〉. Again, use of Eq. (8) and substitution
of Eq. (16) into Eq. (18) gives, for the decaying
reverberant field at some later time t :

〈p2〉 = 〈p0
2〉e−Scαt/4V (20)

Taking logarithms to the base 10 of both sides of
Eq. (20) gives the following:

Lp0 − Lp = 1.086Scαt/V (21)

Equation (21) shows that the sound pressure level
decays linearly with time and at a rate proportional
to the Sabine absorption Sα. It provides the basis
for the measurement and the definition of the Sabine
absorption coefficient α.

Sabine introduced the reverberation time, T60 (sec-
onds), as the time required for the sound energy density
level to decay by 60 dB from its initial value. He showed
that the reverberation time, T60, was related to the room
volume, V , the total wall area including floor and ceil-
ing, S, the speed of sound, c, and an absorption coeffi-
cient, α, which was characteristic of the room and gener-
ally a property of the bounding surfaces. Sabine’s rever-
beration time equation, which follows from Eqs. (20)
and (21) with Lp0 − Lp = 60, may be written as fol-
lows:

T60 = 55.25V

Scα
(22)

Measurement of the reverberation time is discussed
in Chapters 43 and 104. There is also special-purpose
equipment and special functions on some general-
purpose instrumentation to allow semiautomatic mea-
surements.

6 FLAT ROOMS
Many factories are large laterally compared to their
height, and for these the reverberant field will steadily
decay as the distance from the sound source increases.
In Chapter 7 of Bies and Hansen,1 flat rooms with a
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Figure 5 Direct and reverberant sound fields in a flat
room of height a with diffusely reflecting floor and ceiling
as a function of the normalized distance from source to
receiver. The reverberant field contribution is shown as a
function of the energy reflection coefficient, β, assumed
the same for floor and ceiling. The direct field is indicated
by the dashed diagonal straight line.
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range of different surface conditions as well as tunnels
are discussed. Here, only flat rooms with diffusely
reflecting surfaces are discussed as this is a good
model for most factory situations where there is often
pipework on the ceiling and machinery on the floor to
scatter the incident sound. Determination of effective
surface reflection coefficients generally requires an
empirical approach. For noise control purposes, the
proposed model is useful in spite of the difficulty
in determining surface reflection coefficients, as it
provides the basis for determining the effectiveness
of the introduction of measures designed to reduce
the floor and/or ceiling reflection coefficients. Based
on the work of Kuttruff11 and the analysis in Bies
and Hansen,1 the reverberant and direct sound fields
in a flat room with a diffusely reflecting floor and
ceiling may be represented as in Fig. 5, where the
direct and reverberant fields are shown separately as
a function of distance, r from the source for different
values of surface reflection coefficient. The ordinate
axis represents the sound pressure squared (either
reverberant or direct), normalized with respect to the
source sound power and the room height squared.
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men, Acustica, Vol. 57, 1985, pp. 62–70.



CHAPTER 104
SOUND ABSORPTION IN ROOMS

Colin H. Hansen
School of Mechanical Engineering
University of Adelaide
Adelaide, South Australia, Australia

1 INTRODUCTION
The sound absorption coefficient of a material is the
fraction of the sound energy absorbed by the material
compared with the sound energy incident. Sound in
an enclosed space is strongly affected by the absorp-
tive properties of the enclosing surfaces and any other
objects in the room. Sound absorption in enclosures
plays an important part in the determination of sound
pressure levels resulting from the operation of inte-
rior and exterior sound sources of known sound power
output, as well as in determining the amount of rever-
beration or “liveliness” of the enclosure, which is
quantified in terms of its reverberation time. From
knowledge of the sound absorption in an enclosure,
obtained from estimations of the acoustical properties
of the surfaces or from measurements of the reverbera-
tion time, one can calculate the effect of absorption on
the sound pressure level, created by a sound source,
in an enclosure. Relationships have been developed
between sound absorption, acoustic impedance, and
flow resistance for acoustically absorptive materials.

2 ENERGY ABSORPTION AT BOUNDARIES
OF AN ENCLOSURE
The following sections on sound absorption in rooms
are by necessity brief. For more detailed discussion,
relevant books and standards should be consulted.1–4

Consider a diffuse sound field in an enclosure and
suppose that a fraction of the incident energy is absorbed
upon reflection at the enclosure boundaries. Let the
average fraction of incident energy absorbed beα, called
the Sabine absorption coefficient. Implicit in the use to
which theSabine absorptionwill beput is the assumption
that this absorption coefficient is strictly a property
that may be associated with the absorptive material.
Whatever the material, this assumption is not strictly
true; it is a useful approximation that makes tractable
an otherwise very difficult problem. The concept of
absorption coefficient follows from the assumption that
thewalls of an enclosure may be considered to be locally
reactive and thus characterized by an impedance, which
is a unique property exhibited by the wall at its surface
and is independent of interaction between the incident
sound and the wall anywhere else. The assumption is
then explicit that the wall response to the incident sound
depends solely on local properties and is independent of
the response at other points on the surface.

The locally reactive assumption has proven very
useful for architectural purposes but is apparently of
very little use in predicting interior noise in aircraft and
vehicles of various types. In the latter cases, the modes

of the enclosed space couple with modes in the walls,
and energy stored in vibrating walls contributes very
significantly to the resulting sound field. In such cases,
the locally reactive concept is not even approximately
true, and neither is the concept of Sabine absorption
that follows from it.

3 AIR ABSORPTION
In addition to energy absorption on reflection, some
energy is absorbed during propagation between reflec-
tions. Generally, propagation loss due to air absorption
is negligible, but at high frequencies above 500 Hz,
especially in large enclosures, it makes a significant
contribution to the overall loss.

Air absorption may be taken into account as
follows. As shown by Bies and Hansen,1 the mean
distance, �, traveled by a plane wave in an arbitrarily
shaped enclosure between reflections, is called the
mean free path and is given by

� = 4V

S
(1)

where V is the room volume and S is the room surface
area. Note that several other longer and more complex
derivations have been published many years earlier
by various authors. It will now be assumed that the
fraction of propagating sound energy lost due to air
absorption between reflections is linearly related to the
mean free path. If the fraction lost is not greater than
0.4, then the error introduced by this approximation is
less than 10% (0.5 dB).

At this point many authors write 4m′V/S = αa , for
the contribution due to air absorption, and they pro-
vide tables of values of the constant m′ as a function
of temperature and relative humidity. However, it is
possible to use values of air absorption, m, in terms of
decibels per 1000 m as tabulated in the International
Organization for Standardization (ISO) standard, ISO
9613/1-1993. In a distance of one mean free path the
attenuation of sound is

4mV

S
10−3 = −10 log10 e−4m′V/S (2)

Let
4m′V/S = αa (3)

Thus,

αa = 4mV/(S104 log10 e) = 9.21 × 10−4mV/S (4)
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Table 1 Attenuation due to Atmospheric Absorption

Relative Humidity Temperature m (dB per 1000 m)

(%) (◦C) 63 Hz 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz

25 15 0.2 0.6 1.3 2.4 5.9 19.3 66.9
20 0.2 0.6 1.5 2.6 5.4 15.5 53.7
25 0.2 0.6 1.6 3.1 5.6 13.5 43.6
30 0.1 0.5 1.7 3.7 6.5 13.0 37.0

50 15 0.1 0.4 1.2 2.4 4.3 10.3 33.2
20 0.1 0.4 1.2 2.8 5.0 10.0 28.1
25 0.1 0.3 1.2 3.2 6.2 10.8 25.6
30 0.1 0.3 1.1 3.4 7.4 12.8 25.4

75 15 0.1 0.3 1.0 2.4 4.5 8.7 23.7
20 0.1 0.3 0.9 2.7 5.5 9.6 22.0
25 0.1 0.2 0.9 2.8 6.5 11.5 22.4
30 0.1 0.2 0.8 2.7 7.4 14.2 24.0

Sources: Calculated from Sutherland5; see also the relevant ISO standard.6

Using the above relation, the total mean absorption
coefficient, including air absorption may be written as

α = αwcf + 9.21 × 10−4mV/S (5)

where αwcf is the average surface absorption coefficient
(walls, ceiling, and floor), representing the fraction of
incident energy that is absorbed by the room bound-
aries. Some typical values of m are given in Table 1.

4 SOUND PRESSURE LEVEL IN AN
ENCLOSURE
At any point in a room or enclosure, the sound field
is a combination of the direct field radiated by the
source and the reverberant field. Thus, the total sound
energy measured at a point in a room is the sum of
the sound energy due to the direct field and that due
to the reverberant field (see Chapter 103) and is

Lp = LW + 10 log10

(
Dθ

4πr2
+ 4

R

)

+ 10 log10

( ρc

400

)
(6)

In common industrial spaces, which have lateral
dimensions much greater than their height, Eq. (6)
underpredicts reverberant field noise levels close to the
noise source and overpredicts levels far away from the
source.7 Equation (6) has been written in terms of the
room constant R where the room constant is

R = Sα

1 − α
(7)

where values of Sabine absorption coefficients for
areas Si are known, perhaps by reference to a table
of measured values. The mean Sabine absorption
coefficient α is calculated as the area-weighted average
as follows:

α =
n∑
l

Si

S
αi (8)

The quantity Siαi has units of square feet or square
metres, but in either case it has the name sabin. Here
it will be called a metric sabin when it has the units
of square metres. It is interesting to note that a seated
audience in an auditorium has an absorption of about
0.45 metric sabins in the frequency range, 500 to
4000 Hz, 0.37 metric sabins at 250 Hz, and 0.23 metric
sabins at 125 Hz.

The reduction in sound pressure level, Lp, in
the reverberant field due to treatment with sound-
absorbing material may be calculated using the fol-
lowing equation1:

�Lp = 10 log10 |Rf /Ri | (9)

Here Ri is the initial value and Rf is the final value
of the room constant after the addition of absorbent.

5 EFFECT OF SOUND ABSORPTION ON
REVERBERATION TIME

When sound is introduced into a room, the reverberant
field level will increase until the sound energy intro-
duction is just equal to the sound energy absorption.
If the sound source is abruptly shut off, the reverber-
ant field will decay at a rate determined by the rate
of sound energy absorption. The time required for the
reverberant field to decay by 60 dB is called the rever-
beration time and is the single most important parame-
ter describing the acoustical properties of a room. The
room absorption and reverberation time are related by
the following equation, derived in Chapter 103:

T60 = 55.3V

Scα
(10)

The term, Sα,is referred to as the equivalent absorption
area, A, of a room and if the speed of sound, c, is
set equal to 340 m/s2, Eq. (30) of Chapter 4, which
is the well-known Sabine equation, is obtained. It is
interesting to note that the effective Sabine absorption
coefficient used to calculate reverberation times in
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spaces such as typical concert halls or factories is
not the same as that measured in a reverberation
room,8,9 which often leads to inaccuracies in predicted
reverberation times. For this reason it is prudent to
follow the advice given in the next section.

6 MEASUREMENT OF THE ROOM
CONSTANT, R
Measurements of the room constant, R, given by
Eq. (7), may be made using either a reference sound
source or by measuring the reverberation time of the
room in the frequency bands of interest.

6.1 Reference Sound Source Method
The reference sound source is placed at a number of
positions chosen at random in the room to be inves-
tigated, and sound pressure levels are measured at
a number of positions in the room for each source
position. In each case, the measurement positions are
chosen to be remote from the source, where the rever-
berant field of the room dominates the direct field of
the source. The number of measurement positions for
each source position and the total number of source
positions used are usually dependent upon the irreg-
ularity of the measurements obtained. Generally, four
or five source positions with four or five measurement
positions for each source position are sufficient, giving
a total number of measurements between 16 and 25.
The room constant R for the room is then calculated
using Eq. (6), excluding the direct field term, as mea-
surements are made well away from the sound source,
and rearranging the equation as follows:

R = 4 × 10(LW −Lp)/10 (11)

In Eq. (11), Lp is the room average sound pressure
level, measured away from the source and the enclo-
sure walls. It is calculated using:

Lp = 10 log10

[
1

N

N∑
i=1

10(Lpi /10)

]
(dB re 20 µPa)

(12)
In Eq. (11) LW is the sound power level (dB re
10−12 W) of the reference sound source, and in Eq.(12)
N is the total number of measurements.

6.2 Reverberation Time Method
The second method is based upon a measurement of
the room reverberation time. When measuring rever-
beration time in a room, the source of sound is usually
a speaker driven by a random noise generator in series
with a bandpass filter. When the sound is turned off,
the room rate of decay is measured by using a sound
level meter attached to a level recorder, which records
the sound field in decibels as a function of time.

The reverberation time, T60, in each frequency band
is determined as the reciprocal sound pressure level
decay rate obtained using the level recorder. The slope,
generally measured as the best straight line fit to the
recorded decay between 5 and 35 dB down from the

initial steady-state level, is used to determine the decay
rate. Note that some instrumentation is capable of
calculating reverberation times for all octave bands
simultaneously without using a level recorder.

It is usual to employ several different microphone
positions in the room, and to determine the reverberation
times at each position. The value of T60 used in the
subsequent calculations is then the average of all the
values obtained for a given frequency band where Eq.
(14) is used to obtain each average. Once found, the
reverberation time, T60, is used in Eq. (10), rearranged
as follows, to calculate the room absorption. Thus,

S α = 55.3V

cT60
(m2) (13)

Note that when processing the data, average decay rates,
not decay times, are needed! Thus, what is required is

1

T60
= 1

N

N∑
i=1

1

T60i

(14)

When observing reverberation decay curves (average
sound pressure level versus time), it will be noted
that for almost any room, two different slopes will
be apparent. The steeper slope occurs for the initial
7 to 10 dB of decay, the exact number of decibels
being dependent upon the physical characteristics of
the room and contents. When this initial slope is
extrapolated to a decay level of 60 dB, the correspond-
ing time is referred to as the early decay time (EDT).
The slope of the remainder of the decay curve, when
extrapolated to 60 dB corresponds to what is com-
monly referred to as the reverberation time (RT). The
ratio of EDT to RT as well as the absolute values of the
two quantities are widely used in the design of archi-
tectural spaces. For more information see architectural
acoustics books.3,10–13

7 MEASUREMENT OF THE SABINE
ABSORPTION COEFFICIENT, α

Sabine absorption coefficients for materials are gener-
ally measured in a laboratory using a reverberant test
chamber. Procedures and test chamber specifications are
described in various standards.14–16 The material to be
tested is placed in a reverberant room and the reverbera-
tion time, T60, is measured. The test material is removed
and the reverberation time, T ′

60, of the room contain-
ing no test material is measured next. Provided that
the absorption of the reverberation room in the absence
of the test material is dominated by the absorption of
the walls, floor, and ceiling, the reverberation times are
related to the test material absorption, Sα, by the follow-
ing equation [derived directly from Eq. (10)]:

S α = 55.3V

c

(
1

T60
− S′ − S

S′T ′
60

)
(m2) (15)

The quantity, S ′, is the total area of all surfaces in
the room, including the area of the material under test.
Equation (15) is written with the implicit assumption
that the surface area, S, of the test material is large
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enough to measurably affect the reverberation time
but not so large as to seriously affect the diffusivity
of the sound field, which is basic to the measurement
procedure. The standards recommend that S should be
between 10 and 12 m2 with a length-to-breadth ratio
between 0.7 and 1.0.

In many cases, the absorption of a reverberation
room is dominated by things other than the room walls,
such as loudspeakers at low frequencies, stationary and
rotating diffuser surfaces at low and midfrequencies,
and air absorption at high frequencies. For this reason,
the contribution of the room to the total absorption
is often considered to be the same with and without
the presence of the sample. In this case, the additional
absorption due to the sample may be written as

S α = 55.3V

c

(
1

T60
− 1

T ′
60

)
(m2) (16)

Equation (16) is what appears in most current
standards. Because the sample of absorbing material
diffracts the sound field so that more energy falls on it
than would fall on the same area of uncovered floor, it
is possible to measure Sabine absorption coefficients
that are in excess of 1.0, which does not make much
sense as it implies that the material absorbs more sound
than actually falls on it.

The measured value of the Sabine absorption coef-
ficient is dependent upon the sample size, sample dis-
tribution, and the properties of the room in which it is
measured. Because standards specify the room char-
acteristics and sample size and distribution for mea-
surement, similar results can be expected for the same
material measured in different laboratories (although
even under these conditions significant variations have
been reported). However, these laboratory-measured
values are used to calculate reverberation times and
reverberant sound pressure levels in auditoria and fac-
tories that have quite different characteristics, which
implies that under these circumstances, values of rever-
beration time, T60, and reverberant field sound pressure
level, Lp , calculated from measured Sabine absorption
coefficients are approximate only. However, the errors
in room constant calculations as a result of the errors
in absorption coefficient measurements using Eq. (15)
are much less than the errors that would be introduced
using Eq. (11).

8 STATISTICAL ABSORPTION COEFFICIENT
AND ITS DETERMINATION FROM MEASURED
DATA
The statistical absorption coefficient differs from the
Sabine coefficient in terms of how it is defined and
measured. Whereas the Sabine absorption coefficient
is measured in a reverberation room and defined in
terms of a reverberation time, the statistical absorption
coefficient is calculated for a material from measure-
ments of the normal incidence absorption coefficient
in an impedance tube. However, both coefficients are
intended to describe the fraction of incident energy that
the material absorbs in a randomly incident sound field
each time there is a reflection.

Heavy Metal Plug

Test SampleMicrophone 
Probe

Speaker

Microphone

Figure 1 Equipment for impedance tube measurement.

The normal incidence absorption coefficient may
be measured using an impedance tube, which can be
constructed from any heavy-walled tube, as shown in
Fig. 1. The older and simpler method uses a movable
microphone that traverses the length of the tube to map
the sound field in the tube for a single-frequency sound.
This method is slow but easily implemented. A much
quicker method makes use of two fixed microphones
and a digital frequency analysis system. However, both
methods are described in standards and texts.1,17,18

Implicit in the use of the impedance tube is the
assumption that only plane waves propagate back and
forth in the tube. This assumption puts upper and lower
frequency bounds on the use of the impedance tube. Let
d be the tube diameter if it is circular in cross section or
the larger dimension if it is rectangular in cross section.
Then the upper frequency limit (or cut-on frequency)
is 0.586c/d for circular cross-section tubes and 0.5 c/d
for rectangular tubes. Here, c is the speed of sound and
the frequency limit is given in hertz. The low-frequency
bound is given by the requirement that the length � of
the tube should be greater than d + 3

4c/f where f is the
low-frequency bound in hertz.

When the material to be tested is in place and the
resulting field within the impedance tube is explored,
a series of maxima and minima will be observed. The
maxima will be effectively constant in level, but the
minima will increase in level as the distance from
the surface of the test material is increased. For best
results, it is recommended that successive minima be
determined and extrapolated back to the surface of the
sample by drawing a straight line joining the first two
minima to the location corresponding to the surface
of the sample on the plot of sound pressure level in
decibels versus distance along the tube. The standing-
wave ratio L0 is then determined as the difference
between the maximum level Lmax and the extrapolated
minimum level Lmin.

The normal impedance ZN of the test material,
used in the calculation of the statistical absorption
coefficient, can be calculated using:

K0 = 10L0/20

M = 0.5(K0 + K−1
0 )

N = 0.5(K0 − K−1
0 )

θ = 360(2D1/λ − 1
2 ) (degrees) (17)

R = (M − N cos θ)−1

X = RN sin θ

ZN/(ρc) = R + jX = ξejβ
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where

β = tan−1(X/R)

ξ =
√

R2 + X2 (18)

The statistical absorption coefficient can then be
calculated using:19

αst =
(

8 cos β

ξ

) {
1 −

(
cos β

ξ

)

× ln(1 + 2ξ cos β + ξ2) +
[

cos(2β)

ξ sin β

]

× tan−1

(
ξ sin β

1 + ξ cos β

)}
(19)

9 STATISTICALLY BASED MODELS FOR
REVERBERATION TIME CALCULATIONS

By treating the room response as a superposition
of normal modes, Bies and Hansen1 show how the
following well-known reverberation time equation of
Norris–Eyring may be derived:

T60 = − 55.3V

Sc ln(1 − αst)
(20)

This equation is often preferred to the Sabine equation
by many who work in the field of architectural
acoustics as some authors claim that it gives results that
are closer to measured data.20 However, Beranek and
Hidaka21 obtained good agreement between measured
and predicted reverberation times in concert halls using
the Sabine relation. Of course, if sound absorption
coefficients measured in a reverberation chamber are to
be used to predict reverberation times, then the Sabine
equation must be used, as the Norris–Eyring equation
is only valid if statistical absorption coefficients are
used.

Note that air absorption must be included in αst in
a similar way as it is included in α [Eq. (5)]. It is
worth careful note that Eq. (20) is a predictive scheme
based upon a number of assumptions that cannot be
proven, and consequently inversion of the equation to
determine the statistical absorption coefficient αst is
not recommended.

With a further simplification, the famous equation
of Sabine is obtained. When αst < 0.4, an error of less
than 0.5 dB is made by setting αst ≈ log�(1 − αst) in
Eq. (20), and then by replacing αst with α, Eq. (13) is
obtained.

Alternatively, if in Eq. (20), the quantity, αst
is replaced by (1 − βst), where βst is the mean
statistical reflection coefficient, the following equation
of Millington and Sette is obtained:

T60 = − 55.3V

Sc ln βst
(21)

The quantity βst is interpreted as the area-weighted
geometric mean of the random incidence energy
reflection coefficients, βi , for all of the room surfaces;
that is,

βst =
n∏

i=1

β
Si/S

i (22)

The quantity βi is related to the statistical absorption
coefficient αi for surface i of area Si by βi = 1 − αi .
It is of interest to note that although taken literally,
Eq. (21) would suggest that an open window having
no reflection would absorb all of the incident energy
and there would be no reverberant field, the interpre-
tation presented here suggests that an open window
must be considered as only a part of the wall in which
it is placed and the case of total absorption will never
occur.

10 EMPIRICAL MODELS FOR
REVERBERATION TIME CALCULATIONS
For calculating reverberation times in rooms for which
the distribution of absorption was nonuniform (such as
rooms with large amounts of absorption on the ceiling
and floor and little on the walls), Fitzroy22 proposed
the following empirical equation:

T60 = 0.16V

S

[ −Sx

ln(1 − αx,st)

+ −Sy

ln(1 − αy,st)
+ −Sz

ln(1 − αz,st)

]
(23)

where V is the room volume (m3), Sx, Sy , and Sz are
the total areas of two opposite parallel room surfaces
(m2),αy,st, αy,st, and αz,st are the average statistical
absorption coefficients of a pair of opposite room
surfaces [see Eq. (8)] and S is the total room surface
area.

Neubauer20 presented a modified Fitzroy equation,
which he called the Fitzroy–Kuttruff equation, that
gave more reliable results than the original Fitzroy
equation. In fact, this equation has been shown
to be even more accurate than the Norris–Eyring
equation for architectural spaces with nonuniform
sound absorption. The Fitzroy–Kuttruff equation is as
follows:

T60 =
(

0.32V

S2

) [
Lz(Lx + Ly)

αw

+ LxLy

αcf

]
(24)

where Lx,Ly , and Lz are the room dimensions
(m) and

αcf = −ln(1 − αst) +
[

βcf(βcf − βst)S
2
cf

(βstS)2

]
(25)

αw = −ln(1 − αst) +
[

βw(βw − βst )S
2
w

(βstS)2

]
(26)
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where αst is the arithmetic mean over the six room
surfaces of the surface-averaged statistical absorption
coefficient, β = (1 − α) is the reflection coefficient, the
subscript w refers to the walls and the subscript cf
refers to the ceiling and floor. Other empirical schemes
are discussed elsewhere.23

Equations (10), (20), (21), (23), and (24) for
reverberation time are all based on the assumption that
the room dimensions satisfy the conditions for Sabine
rooms (no one dimension greater than three times any
of the other two) and that the absorption is reasonably
well distributed over the room surfaces. However, in
practice, this is not often the case and for rooms that
do not meet this criterion, Kuttruff9 has proposed that
Eq. (10) be used except that α should be replaced with
α defined as follows:

α = −ln(1 − αst)[1 + 0.5γ2 ln(1 − αst)]

+

n∑
i=1

βi (βi − 1 + αst)S
2
i

S2(1 − αst)2
(27)

In Eq. (27), n is the number of room surfaces (or part
room surfaces if whole surfaces are subdivided), αst
is the statistical absorption coefficient, area averaged
over all room surfaces [see Eq. (8)] and βi is the
statistical energy reflection coefficient of surface i of
area Si . The first term in Eq. (27) accounts for room
dimensions that exceed the Sabine room criterion. The
quantity γ2 is the variance of the distribution of path
lengths between reflections divided by the square of
the mean free path length. It has a value of about
0.4 provided that the room shape is not extreme.
The second term in Eq. (27) accounts for nonuniform
placement of sound absorption.

Neubauer24 provided an alternative modified
Fitzroy equation for flat and long rooms:

T60 =
[

0.126Sx

ln(1 − αst,x)Px

+ 0.126Sy

ln(1 − αst,y)Py

+ 0.126Sz

ln(1 − αst,z)Pz

]1/2

(28)

where Px and Py are the total perimeters for each of
the two pairs of opposite walls and Pz is the total
perimeter of the floor and ceiling. Similar definitions
apply for Sx, Sx , and Sx and also for αx, αy , and αz.
Note that for a cubic room, Eq. (28) may be used with
the exponent 1

2 replaced by 1
3 .

11 POROUS SOUND ABSORBERS

11.1 Flow Resistance

The flow resistance of a porous acoustic material can
be measured as described in Appendix C of Bies and
Hansen.1 Once measured, the flow resistance can be
used to calculate the normal impedance of a layer

of sound-absorbing material with a rigid backing or
with a cavity backing. The effect of a limp impervious
protective cover and/or a perforated steel cover can
also be calculated. The normal impedance can be
used together with Eq. (19) to calculate the statistical
absorption for each case.

The relationships between porous material flow
resistivity and the characteristic impedance, Zm, and
propagation constant, km, that have been generally
accepted25,26 and that are accurate in the flow resis-
tivity range R1 = 103 to 5 × 104 MKS rayls/m are as
follows:

Zm = ρc[1 + 0.0571X−0.754

− j0.087X−0.732] (29)

km = (ω/c)[1 + 0.0978X−0.700

− j0.189X−0.595] (30)

where
X = ρf/R1 (31)

More accurate (and more complex) expressions that
cover a wider frequency range are given in Appendix
C of Bies and Hansen.1

The normal impedance for a rigidly backed porous
material is

ZN = −jZm/ tan(km�) (32)

Substituting the result from Eq. (32) into Eqs. (17)
and (18), and substituting the result for β and ξ into
Eq. (19) allows the statistical absorption coefficient to
be calculated. Evaluation of Eq. (19) for a range of
frequencies and flow resistance values results in the
curves shown in Fig. 2.

11.2 Porous Materials with a Backing Cavity
The performance of a porous blanket material can be
improved by mounting it so that an air gap between
the material and the hard backing wall is provided. The
effect of the cavity can be determined by calculating
the combined normal impedance due to the cavity
and the sound-absorbing material and substituting the
result into Eq. (19).

For a material of infinite depth, the normal
impedance is equal to the characteristic impedance of
Eq. (29). For a porous blanket of thickness, �, backed
by a cavity of any depth, L (including L = 0) with
a rigid back, the normal impedance (in the absence
of flow past the cavity) may be calculated using an
electrical transmission line analogy and is given by27

ZN = Zm

ZL + jZm tan(km�)

Zm + jZL tan(km�)
(33)

The specific normal impedance, ZL, of a rigidly
terminated, partitioned backing cavity is given by

ZL = −jρc

tan(2πf L/c)
(34)
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Figure 2 Calculated statistical absorption coefficient for
a rigidly backed porous material in a reverberant field, as
a function of a frequency parameter, for various indicated
values of flow resistance. The quantity R1 is the flow
resistivity of the porous material (MKS rayls/m), ρ is the
density of air (kg/m3), c is the speed of sound in air (m/s),
f is the frequency (Hz) of the incident sound, and � is the
porous material thickness (m).

and for a rigidly terminated, nonpartitioned backing
cavity:

ZL = −jρc cos θ

tan(2πf L/c)
(35)

where θ is the angle of incidence of the sound wave
measured from the normal to the surface. A partitioned
cavity is divided into compartments by partitions that
permitpropagationnormal to thesurfacewhile inhibiting
propagation parallel to the surface of the liner. The depth
of each compartment is equal to the overall cavity depth.

11.3 Porous Liner Covered with a Limp
Impervious Layer
In practice, it is often necessary to protect a porous liner
from contamination by moisture, dust, oil, chemicals,
and the like, which would render it useless. For this rea-
son thematerial is oftenwrapped in a thin, limp, impervi-
ous blanketmade of polyurethane, polyester, aluminum,
or polyvinyl chloride (PVC). The effect of the introduc-
tion of a wrapping material is generally to improve the

low-frequency absorption at the expense of the high-
frequency absorption. However, if the wrapping mate-
rial is sufficiently thin (e.g., 20-mm-thick polyurethane),
then the effect is notmeasurable. The effect can be deter-
mined by calculating the combined normal impedance
due to the membrane and the sound-absorbing material
and substituting the result into Eq. (19).

If the porous material is protected by a covering or
by enclosing it in an impervious blanket of thickness h
and mass per unit area, σ′, the effective specific normal
impedance at the outer surface of the blanket, ZNB ,
which can be used together with Eq. (19) to find the
absorption coefficient of the construction, is as follows:

ZNB = ZN + j2πf σ′ (36)

where f is the frequency of the incident sound, tone,
or center frequency of a narrow band of noise. Typical
values for σ′ and

√
E/ρ are included in Table 2 for

commonly used covering materials.
Guidelines for the selection of suitable protective

coverings are given by Andersson.28

11.4 Porous Liner Covered with a Perforated
Sheet
When mechanical protection is needed for a porous
liner, it may be covered using perforated wood, plastic,
or metal panels. If the open area provided by the
perforations is greater than about 20%, the expected
absorption is entirely controlled by the properties of
the porous liner, and the panel has no effect.

Alternatively, if the facing panel has an open area of
less than 20%, the statistical absorption coefficient of the
panel plus sound-absorbing material can be determined
by calculating the specific normal impedance of the
combined construction and using the result in Eq. (19).
According to Bolt29 the normal impedance is

ZNP = ZN

+ (100/P ){jρc tan[k�(1 − M)] + RaA}
1 + (100/jωmP){jρc tan[k�(1 − M)] + RaA}

(37)

where ZN is the normal specific acoustic impedance of
the porous acoustic material with or without a cavity
backing (and in the absence of flow), � is the effective
length (see Chapter 9 of Bies and Hansen1) of each
of the holes in the perforated sheet, ω is the radian

Table 2 Properties of Commonly Used Limp Impervious Wrappings for Protection of Porous Materials

Material Density (kg/m3) Typical Thickness (µm = 10−6 m) σ′(kg/m2
)a cL ≈ √

E/ρ (m/s)

Polyethylene (LD) 930 6–35 0.0055–0.033 460
Polyurethane 900 6–35 0.005–0.033 1330
Aluminum 2700 2–12 0.0055–0.033 5150
PVC 1400 4–28 0.005–0.033 1310
Melinex (polyester) 1390 15–30 0.021–0.042 1600
Metalized polyester 1400 12 0.017 1600

a σ′ and cL are, respectively, the surface density and speed of sound in the wrapping material.
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frequency, P is the percent open area of the holes, Ra

is the acoustic resistance of each hole (see Chapter 9
of Bies and Hansen1), A is the area of each hole, M
is the Mach number of the flow past the holes, and m
is the mass per unit area of the perforated sheet.

The frequency, fmax, of maximum absorption for
a perforated panel (of open area less than 20%) is
given approximately by the following transcendental
equation, which can be solved by trial and error:

(2πfmaxL/c) tan (2πfmaxL/c)

= PL/100

t + 0.85d(1 − 0.22d/q)
(38)

In Eq. (38), P is the percentage open area of the
panel, L is the depth of the backing cavity including
the porous material layer, t is the panel thickness,
d is the diameter of the perforations, and q is the
spacing between hole centers. If the porous material
fills the entire cavity so that the thickness of the porous
material is also L, then the speed of sound c should
be replaced with 0.85c to account for isothermal rather
than adiabatic propagation of sound in the porous
material at low frequencies. Measured data for a panel
of 10% open area are presented in Fig. 3.

11.5 Porous Liner Covered with a Limp
Impervious Layer and a Perforated Sheet
In this case, the impedance of the perforated sheet
and impervious layer are both added to the normal
impedance of the porous acoustic material so that:

ZNBP = ZN

+ (100/P ){jP c tan[k�(1 − M)] + RaA}
1+ (100/jωmP){jρc tan[k�(1 −M)]+RaA}

+j2πf σ′

(39)

where σ′ is the mass per unit area of the impervious
membrane. It is important that the impervious layer
and the perforated sheet are separated, using something
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Figure 3 Effect of perforations on the sound absorption
of a panel backed by a porous liner. The panel surface
weight is 2.5 kg/m2 and its thickness is 3 mm. The porous
liner is 50 mm thick and about 5 ρc flow resistance.

like a mesh spacer, otherwise the performance of the
construction as an absorber will be severely degraded.

12 PANEL SOUND ABSORBERS
Porous liners are not very effective in achieving low-
frequency absorption. When low-frequency absorption
is required, panel absorbers are generally used. These
consist of flexible panels mounted over an airspace,
for example, on battens attached to a solid wall.
Alternatively, such panels may be mounted on a
suspended ceiling. In any case, to be effective the
panels must couple with and be driven by the sound
field. Acoustic energy is then dissipated by flexure of
the panel. Additionally, if the backing airspace is filled
with a porous material, energy is also dissipated in the
porous material. Maximum absorption occurs at the
first resonance of the coupled panel–cavity system.

It is customary to assign a Sabine absorption
coefficient to a resonant panel absorber, although
the basis for such assignment is clearly violated by
the mode of response of the panel absorber; that is, the
absorption is not dependent upon local properties of the
panel but is dependent upon the response of the panel
as a whole. Furthermore, as the panel absorber depends
upon strong coupling with the sound field to be
effective, the energy dissipated is very much dependent
on the sound field and thus on the rest of the room
in which the panel absorber is used. This latter fact
makes prediction of the absorptive properties of panel
absorbers difficult. A typical example of absorption
coefficients for a panel absorber is shown in Fig. 3.

The following method for determining the Sabine
absorption of panel absorbers is empirical30 and is
based upon data measured in auditoria and concert
halls. The essence of the prediction scheme is con-
tained in Figs. 4 and 5. First of all, the type of Sabine
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Figure 4 Sabine absorption coefficients for resonant
plywood panels. The panel configurations corresponding
to the curves labeled A–J may be identified using
Fig. 5. Dashed curves (G–J) represent configurations with
no absorptive material in the cavity behind the panel.
Configurations A–F require a sound-absorbing blanket
between the panel and backing wall. The blanket must
not contact the panel and should be between 10 and
50 mm thick and consist of glass or mineral fiber with a
flow resistance between 1000 and 2000 MKS rayls. Panel
supports should be at least 0.4 m apart.
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Figure 5 Design curves for resonant plywood panels to
be used in conjunction with Figure 4. The quantity f0 is
the frequency at which maximum sound absorption is
required.

absorption curve desired is selected from curves A
to J in Fig. 4. The solid curves are for configura-
tions involving a blanket (25 mm thick and flow resis-
tance between 2 ρc and 5 ρc) in the air gap behind
the panel, while the dashed curves are for no blan-
ket. Next, the frequency f0, which is the fundamental
panel resonance frequency and the frequency at which
maximum absorption is required, is determined, and
Fig. 5 is entered for the chosen curve (A to J) and the
desired frequency f0. The required air gap (millime-
tres) behind the panel and the required panel surface
density (kilograms per square metre) are read directly
from the figure. The resonance frequency used in the
preceding procedure is calculated using:

f0 = 1

2π

√
ρc2

mL
(40)

which does not take into account the panel rigidity
or geometry. A more accurate equation for a plywood
panel is31

f0 = 1

2π

√
ρc2

mL + 0.6L
√

ab
(41)

where m is the mass per unit area of the panel
(kilograms per square metre), L is the depth of the
backing cavity, and a, b are the panel dimensions.
Thus, it is recommended that before using Fig. 5,
the frequency of maximum desired absorption be
multiplied by the ratio:

f0 =
√

m

m + 0.6
√

ab
(42)
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CHAPTER 105
SOUND INSULATION—AIRBORNE AND IMPACT

Alfred C. C. Warnock
National Research Council of Canada
Ottawa, Ontario, Canada

1 INTRODUCTION

The control of airborne and impact sound transmission
through common building elements is of considerable
importance. Airborne sound originates from a source
radiating sound waves into the air that then impinge
on the surfaces of building elements. Examples are
speech or music from a television or a loudspeaker.
Impact sound is generated when some object strikes
a surface of the building. The most common source
of impact sound is footsteps, but there are others,
such as furniture being moved and cleaning and
other equipment that is operating directly on the
surface of floors, stairs, and landings. Achieving
good sound isolation in buildings demands careful
consideration of all possible paths for sound and the
junctions between walls and floors (flanking sound
transmission); it is not enough to consider only the
direct path through the common wall or floor. Airborne
and flanking sound transmission can be estimated
from theoretical considerations or determined from
laboratory measurements.

2 AIRBORNE SOUND INSULATION

When sound strikes one surface of a wall, floor, or
other building element, a very small fraction of the
incident energy is radiated from the other side. The
sound transmission loss ∗ (TL) is the ratio of the
incident sound energy relative to the transmitted sound
energy, expressed in decibels (dB).

Two-room methods for measuring sound insula-
tion are specified in standards.1,2 The test speci-
men is mounted between reverberant source room
and receiving rooms so the only significant path for
sound transmission is through the specimen; transmis-
sion along other paths is suppressed. Laboratory tests
allow comparison among different elements and with
requirements in certain building codes. Similar test
methods are available to check the degree of sound
isolation achieved in buildings.3,4 To measure the air-
borne sound insulation of facade elements and facades
special methods5,6 are used.

Introduced in 1981,7 sound intensity measure-
ments to determine sound insulation have now been
standardized,8,9 but great care is needed to obtain accu-
rate results. Differences at low frequencies have been
found10,11 between results from the standard two-room
test procedures and those from intensity measurements.

∗Sound transmission loss is also known as sound reduction
index, R, in European and ISO standards.

2.1 Single-Leaf Building Elements

The transmission loss of a homogeneous, limp, non-
porous plate for plane-wave incidence is commonly
approximated by the field incidence mass law ,12 TL =
20 logmf − 47 dB, where m is the surface mass of the
plate (kg/m2), and f is frequency (Hz).

Bending waves in panels with finite stiffness give
rise to the coincidence effect .12 At every frequency
above a certain critical frequency, fc, there is an angle
of incidence for which the wavelength of the bending
wave in the plate becomes equal to the wavelength
of sound in air projected onto the plate; the waves
coincide. Because of this effect, a region of relatively
low sound insulation occurs in some frequency range
in the curve of transmission loss. For example, the
curve for gypsum board in Fig. 1 shows a coincidence
dip with a minimum at 2500 Hz.

For a given material with thickness h, the product
fch is a constant that depends only on its physical
properties. Table 1 gives values of fch for common
building materials. The resonance dip due to the
coincidence effect usually begins about an octave
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Figure 1 Sound transmission through some common
building materials: 100-mm concrete (233 kg/m2), 16-mm
plywood (7.5 kg/m2), and 16-mm oriented strandboard (9
kg/m2) on joists, and 16-mm gypsum board (11.3 kg/m2).
The dashed line represents mass law predictions for 233
kg/m2. The numbers next to each curve are STC ratings.
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Table 1 Surface Mass for 1-mm Thicknesses and
Constant fch for Some Common Building Materials

Material
Surface Mass

(kg/m2 per mm) fch (Hz mm)

Aluminum 2.7 12,900
Concrete, dense poured 2.3 18,700
Hollow concrete block 1.1 20,900
Fir timber 0.55 8,900
Glass 2.5 15,200
Lead 11.0 55,000
Plexiglass or Lucite 1.15 30,800
Steel 7.7 12,700
Gypsum board 0.7 39,000
Oriented strand boarda 0.6 15,000
Plywooda 0.5 16,000

a These materials are orthotropic and show very broad,
shallow coincidence dips. The values given estimate the
frequency at the middle of the dip.

below the critical frequency; its depth depends on
damping of the panel.

2.2 Single-Number Ratings

The sound transmission spectra in Fig. 1 present more
information than is convenient for use in building
codes. Standard methods assign a single-number rating
to such spectra by means of reference curves or
weighted summation procedures. Sound transmission
class13 (STC) is calculated according to American
Society for Testing and Materials (ASTM) E413.
The weighted sound reduction index,14 Rw , is the
International Organization for Standardization (ISO)
equivalent. Figure 1 shows the STC contour fitted to
the data for the concrete slab. The differences between
the data points below the contour and the contour value
are deficiencies. The sum of the deficiencies must be
no greater than 32 dB, and no deficiency can exceed
8 dB (the 8-dB rule). The ASTM reference contour
extends from 125 to 4000 Hz; the ISO Rw contour
has the same shape but extends from 100 to 3150 Hz.
There is no 8-dB rule in ISO 717. The numerical values
of the two ratings are usually very close.

Weighted summation methods have been devel-
oped in ISO 71714 that take into account the higher
importance of low frequencies in traffic noise and
modern music systems. These methods produce correc-
tions—spectrum adaptation terms—to be used in con-
junction with the Rw rating. The proposed ratings are
simply the change in A-weighted level for a pink noise
signal and for a specific traffic noise spectrum that
are supposed to pass through the specimen. The out-
door–indoor transmission class15 (OITC), also gives a
transportation noise rating; it uses a different frequency
range and source spectrum from the corresponding ISO
standard and can differ quite significantly.

2.3 Orthotropic and Corrugated Materials

Many common building materials are not isotropic;
the bending stiffness varies for different directions

along the panels. Plywood and oriented strandboard are
two such materials, and they show greatly broadened
coincidence dips as a result (Fig. 1). In practice, there
is little that can be done economically to change to
properties of common materials. Corrugating a sheet
of material or adding ribs to it increases the bending
stiffness in one direction. This can result in significant
reductions in sound insulation. For example, a flat
sheet of 0.7-mm-thick steel has an STC of 26.
Corrugating the metal in two different ways gave STC
values of 22 and 25, in each case with reductions of
around 10 dB at the coincidence dips. Methods for
estimating sound transmission through such materials
are given in Ref. 12 and 16.

2.4 Single-Leaf Poured Concrete

For common thicknesses of concrete slabs, the criti-
cal frequency usually lies in the range where single-
number ratings are calculated (Fig. 1). Because the
coincidence effect significantly reduces the transmis-
sion loss relative to the ideal mass law values, the STC
and Rw ratings are less than might be expected from
considering mass only. Transmission loss for a con-
crete slab depends on the energy losses in the system
and so can vary quite widely. For monolithic slabs, Rw

or STC is given approximately by17 37.5 log m − 42,
where m is the mass per unit area of the slab (kg/m2).
Inhomogeneous elements, such as floors and exterior
masonry with large cavities, may provide lower sound
insulation because of resonance effects.18 Thus, simple
concrete partitions provide STC ratings from about 45
to 58. The most effective way to significantly increase
STC beyond 58 is to attach additional layers of gyp-
sum board to form a multileaf partition as discussed
below.

2.5 Single-Leaf Concrete Masonry Walls

Solid and hollow-core concrete blocks are manufac-
tured in a variety of thicknesses, core sizes, aggregates,
and densities. Representative values of STC for block
walls can be calculated19 from STC = 0.51 × block
weight (kg) +38. (The dimensions of the block face are
190 × 390 mm.) The estimated values are only valid
if the wall surfaces are properly sealed and the mortar
joints well made.

Porous blocks allow sound to leak through and
reduce the transmission loss. The greater the porosity,
the greater the improvement when the surfaces of the
block are sealed (e.g., by latex block sealer, epoxy
paint, or a skim coat of plaster). Improvements of
5 to 10 in STC are common. It is enough to apply
the sealant on one face of the block only. A layer of
gypsum board attached directly with screws or dabs
of glue to the block surface is not an effective seal
because it is still able to vibrate as a separate layer.
Even when gypsum board on studs or resilient supports
is to be used to finish a block or concrete wall, the wall
should be sealed. Covering a crack or some other flaw
with gypsum board does not eliminate the detrimental
effects of the flaw.
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2.6 Double-Leaf Building Elements

When high sound insulation is required with minimum
weight, the best approach is to construct a wall
consisting of two solid leafs with a cavity between
them. Ideally, there should be no solid connections
between the two leafs; these provide a path for
sound and lower the transmission loss. When properly
designed, a double-leaf construction provides greater
sound insulation at the important frequencies than a
single leaf of the same mass per unit area.

Typical methods for reducing vibration transmis-
sion between leafs include (1) separate rows of wood
studs, (2) staggered wood studs on a common sole
plate, (3) staggered wood studs with resilient metal
channels on one side (to reduce transmission around
the periphery), (4) a single row of wood studs or
load-bearing steel studs with resilient metal channels
on one or both sides, and (5) non-load-bearing steel
studs (typically made from 0.5-mm sheet steel). In
all cases, connections to panels, even when resilient,
should be minimized; the closer the spacing of studs
or resilient metal channels, the lower the sound
reduction.20

Figure 2 shows the transmission loss through 16-
mm gypsum board for four cases: (1) installed as
a single sheet, (2) installed as two sheets screwed
together as a single leaf, (3) installed as two sheets
with a cavity between them, and (4) installed as two
sheets with a cavity filled with glass fiber batts. This
figure shows typical behavior for double-leaf walls
with no solid connections. At the frequency marked
fr there is a dip in the transmission loss curve that
reduces the sound insulation below that for the two
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Figure 2 Transmission loss of double-leaf and of
single-leaf gypsum board walls. The 25 ga. (0.5 mm)
steel studs in the double wall are 38 × 65 mm deep. The
sound-absorbing material is glass fiber with a thickness
of 65 mm and a flow resistivity of 3600 N s/m2.

sheets in contact—even below that for the single
sheet. The transmission loss of the double-leaf wall
becomes equal to that for two sheets in contact below
the resonant frequency. Above the resonance, there
are very significant improvements in transmission loss
relative to the curve for the two sheets in contact.

The reduced transmission loss at fr is caused by
the mass–air–mass resonance; the enclosed air acts as
a spring, the gypsum board leafs are the masses. For
an air-filled cavity, fr can be calculated from

fr = 1

2π

√
ρ0c

2

dMeff
(1)

where ρ0 is the density of air (kg/m3); c is the speed of
sound in air (m/s); d is the distance between the inner
surfaces (m); Meff is the effective mass per unit area
of the two layers given by Meff = (1/m1 + 1/m2)

−1;
and m1, m2 are the masses per unit area of the two
layers (kg/m2). For a given total mass, this frequency
has its minimum value when both masses are equal.
Generally, the lower fr , the higher the STC.

Another feature to notice in Fig. 2 is the prominent
dip in the transmission loss curve around 2500 Hz
due to the coincidence effect. Such dips are often
significant in determining STC or Rw. If two sheets
of gypsum board are used on each side, the dip
is less deep because of damping due to friction
between the sheets. When different materials having
different critical frequencies are used on each face
of the wall or floor, the coincidence dips are less
prominent.

Placing sound-absorbing material in the cavity
of double-leaf wall or floor gives greatly improved
sound insulation21–23; STC ratings typically increase
about 6 to 10 dB. Adding sound-absorbing material
to the cavity lowers the frequency at which the
mass–air–mass resonance occurs and leads to higher
transmission loss values above fr . As an approximate
guide, when the wall cavity contains sound-absorbing
material, multiply the frequency calculated from
Eq. (1) by 0.7 to estimate the value of fr . The sound-
absorbing material also damps cross-cavity resonances.
These occur at f1 = c/2d and integer multiples of this
frequency.

The more sound-absorbing material in the cavity,
the higher the transmission loss, but increasing the
thickness has less effect than the initial addition of
the material. In a series of measurements on a floor
with 235-mm-deep joists, the STC increased from 50
to 53 as the thickness of glass fiber in the cavity
was increased from 65 to 240 mm.24 The STC for the
empty cavity was 43. Changing the type of commonly
used sound-absorbing materials has little effect on STC
in common wall and floor constructions.

Prediction of sound transmission through double-
leaf walls has been attempted by many authors using
different models of varying complexity. When the two
panels in a double-leaf partition are completely isolated
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from each other, the empirical approach in Ref. 25 can
be used to estimate transmission loss as follows:

TL =
{

20 log[(m1 + m2)f ] − 47 f < 2fr/3
TL1 + TL2 + 20 log f d − 29 fr < f < f1

TL1 + TL2 + 6 f > f1
(2)

where TL1, TL2 are the transmission losses for each
leaf of the double wall measured or calculated sepa-
rately. The expressions in Eq. (2) are slightly different
from those in Ref. 25 and give an approximate way of
dealing with the low-frequency resonances that often
limit the sound insulation of lightweight double-panel
walls.

Thus in a double-leaf partition, high sound insu-
lation can be attained by (1) avoiding solid connec-
tions between the leafs, (2) selecting a high mass per
unit area of the leafs, (3) selecting a deep cavity, and
(4) filling the cavity with sound-absorbing material to
ensure a low mass–air–mass resonance frequency. In
practice, it is very difficult to construct a double-panel
wall where the two panels are not connected in some
way, and the sound reductions predicted by Eq. (2) are
seldom achieved at high frequencies; there is often a
solid connection around the edges of a partition for
practical reasons.

2.7 Double-Leaf Gypsum Board Walls
Table 2 gives a few examples of measured STC values
for walls constructed from wood or steel studs and fire-
rated gypsum board.20 The type of sound-absorbing
material has only a small effect on the single-number
rating.

When two sheets of gypsum board are joined using
screws or dabs of glue, the bending stiffness of the
double sheet is not significantly altered from that of a
single sheet, and the critical frequency does not move

Table 2 Approximate STC Ratings for Walls with
16-mm Fire-Rated Gypsum Board (∼11 kg/m2) on
Both Facesa

1|1 1|2 2|2
38 × 89 mm wood studs,

406 mm oc, RC(610)b
46 53 59

Staggered 38 × 89 mm wood
studs

47 52 56

Staggered 38 × 89 mm wood
studs, RC(610)b

51 56 62

Two rows of 38 × 89 mm wood
studs, 406 mm oc

58 62 67

90 mm steel studs, 25 gauge,
406 mm oc

49 52 56

90 mm steel studs, 25 gauge,
610 mm oc

49 54 57

a (1|1, 1|2, 2|2 indicates the number of layers of gypsum
board on each face. oc = on center = spacing between
stud midplanes.) All walls are about 75% filled with glass
fiber. Using 13-mm gypsum board reduces the STC by 1
to 2 dB.
b Resilient metal channels on one side, 610 mm oc.

to a lower frequency where it might adversely affect
the STC. Using two sheets is not the same as using a
sheet twice as thick.

It is always detrimental to have shallow cavities
within a wall or floor. For example, adding a single,
solid, nonporous layer to one set of studs in the middle
of a double-stud wall with sound-absorbing material
in both stud cavities reduces the STC by about 3 to
4 dB.20 A second layer added internally to the other
set of studs decreases the sound insulation even more
because of the small cavity in the middle of the wall.

For stud walls, even for a double-stud wall, the
sound reduction is influenced by the spacing of the
studs and resilient channels that support the gypsum
board. Within practical limits, it is best if these are as
far apart as possible. Thus a 610-mm spacing gives
better results than 406-mm spacing. For double wood
studs the increase in STC is about 2.20

2.8 Joist Floors

The same principles outlined above control sound
transmission through double-leaf floors. To avoid
having the floor and ceiling layers rigidly connected
usually requires resilient supports for the ceiling or
separate joists. It is relatively simple to get high STC
ratings with joist construction because of the large
cavity depth; resilient ceiling supports and sound-
absorbing material are all that is needed.24,26 If a
concrete topping is used, STC ratings close to 70
can easily be attained. Just as in walls, small air
cavities increase sound transmission, so resilient metal
channels should never be used between layers of
gypsum board in a floor or a wall.

2.9 Two-Leaf Masonry or Concrete Walls

Two-leaf masonry or concrete walls can, in principle,
provide very high sound insulation.27 The insulation
attained is usually limited, however, by the practical
difficulties of constructing two leaves that are struc-
turally isolated. Depending on the height of a block
wall, metal ties are required for structural reasons or to
meet applicable building codes. Solid metal ties trans-
mit sound energy from one leaf to the other, but ties
designed to reduce sound transmission are available.

Also important is transmission of energy along the
floor and ceiling, along walls abutting the periphery of
the cavity wall, and through other parts of the structure.
These flanking paths bypass the cavity wall and
reduce its apparent sound insulation. Physical breaks
in the floor, ceiling, and abutting walls are needed to
reduce transmission along such paths. However, even
if gaps are included in the design, during construction
the airspace between leaves may become bridged by
mortar droppings or rubble that will reduce the sound
insulation. In practical installations careful design of
the whole system, good supervision, and care during
construction are needed for two-leaf block walls to
achieve their potential.
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2.10 Block or Concrete Walls with Added
Gypsum Board

The sound insulation of a heavy wall is often improved
by adding finishing layers of gypsum board, or some-
thing similar, supported independently on resilient
mounts to form a cavity construction. Gypsum board
is usually added on both sides of the wall, so the con-
struction becomes a triple-leaf wall. Measurements on
190-mm-thick concrete block wall systems28 showed
the importance of avoiding small cavity depths that
result in the mass–air–mass resonance being within or
near the range used in calculating STC or Rw. Adding
sound-absorbing material to the cavity clearly lowered
the mass–air–mass resonance frequency. Adding gyp-
sum board on both sides of the blocks caused the
mass–air–mass resonance to be deeper than it was
when the gypsum board was applied on just one side.
When the cavity depth was only 13 mm, the STC was
reduced by one point, but the detrimental effects on
the sound insulation below 160 Hz were much more
serious. These points are illustrated in Fig. 3. Table 3,
based on this research, gives approximate expressions
for estimating the improvement in STC rating, which
results from the attachment of 13- or 16-mm fire-rated
gypsum board to a concrete block wall.

Some concrete blocks are sufficiently porous that
the cavity formed behind the gypsum board has an
effective depth that is greater than the distance from
the surface of the blocks to the rear face of the gypsum
board; the air in the cavity penetrates the block.29 This
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Figure 3 Sound transmission loss through a bare
190-mm concrete block wall (STC 50) and with 16-mm
gypsum board attached on 13-mm resilient metal
channels, glass fiber, and gypsum board on one side—R1
(STC 54), and on both sides—R2 (STC 49). Curve Se is
for gypsum board and 65-mm steel studs on both sides
with empty cavities (STC 57). Curve Sf is the same system
as Se with 65-mm glass fiber in the cavities (STC 72).

Table 3 Approximate Expressions for Estimating
Change in STC, �STC, When 16-mm Fire-Rated
Gypsum Board (∼11 kg/m2) Is Attached Resiliently to
a Masonry Wall or Supported Independently in Front
of It at a Distance d mma

Cavity
absorption Finish on �STC

Empty One side 0.11 × d − 1.2
Filled Both sides 0.14 × d − 2.8
Empty One side 0.12 × d + 1.9
Filled Both sides 0.44 × d − 7.4

aThe gypsum board is applied on one or both sides, and
the cavity is either empty or filled with fibrous absorber.

lowers the mass–air–mass resonance and increases
sound insulation, but the blocks themselves do not
provide the full sound insulation expected from their
mass. If the blocks are sealed on one face to offset this,
there is no longer an increase in effective cavity depth
on the sealed side, but there still is on the unsealed
side; overall there can be considerable benefit.

The detrimental effects of the mass–air–mass reso-
nance can be counteracted by including Helmholtz res-
onators in the cavity of a double-leaf construction.30–32

This may increase costs but the benefits can be sub-
stantial.

2.11 Doors

The sound insulation provided by a door depends not
only on the type of door but also on installation details
(including the door frame and gaskets around the
perimeter). For well-sealed single doors approximate
STC values are 20 (hollow core), 28 (solid core wood),
and 30 (metal door). Since doors must be operable and
therefore not too heavy, the sound insulation available
from mass alone is limited. High insulation can be
obtained, however, by the use of two doors. For best
performance, the width of the airspace between the
doors should be large or increased to form a vestibule
whenever possible. Absorptive material in the airspace
will improve sound insulation. For such double doors,
the STC ranges from about 44 to 50 as their separation
ranges from 70 to 230 mm. For good sound insulation,
double doors must still be well sealed.

“Acoustical” doors—laboratory-tested—provide
STC ratings from 35 to over 50. Installation is of criti-
cal importance in achieving high sound insulation. The
rated performance will not be achieved unless the door
frame is fitted into the wall to avoid cracks or hollows
that could transmit sound, the gaskets are properly
adjusted, and flanking transmission is avoided.

2.12 Windows

The STC rating of single sheets of glass is adversely
affected by the coincidence effect; the critical fre-
quency, fc, for typical thicknesses of glass falls in
the STC range. Some improvement can be obtained
by using laminated glass—thin glass panes with an
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intervening plastic layer. The use of two thin lay-
ers keeps the critical frequency fairly high and the
plastic provides some damping. For single panes with
thicknesses of 13 mm or less, STC (or Rw) may be
calculated from STC = 0.61t + 27.9 for solid panes,
or STC = 0.47t + 31.5 for laminated panes, where t is
the total thickness of the pane including the lamination
(mm).

To obtain an improvement in STC by using double
glazed windows requires a cavity depth of about
20 mm or more. An airspace smaller than 100 mm
is inadvisable if a weighted sound reduction index
of more than about 40 dB is sought. The STC for
double sheets of glass with an airspace between
can be estimated using STC = 12.4 + 10.8 log(t) +
10.7 log(d), where t is the total glass thickness
(mm) and d is the depth of the cavity (mm). Using
panes of different thickness can reduce the influence
of coincidence effect and increase sound insulation.
Absorption added in the cavity by lining the perimeter
(reveals head and sill if possible) gives most benefit at
high frequencies. Further improvements can be made
using resonant cavities around the perimeter.30,31 More
information on window glass can be found in Refs. 33
and 34.

Actual STC values obtained for commercial, oper-
able window systems depend on effectiveness of the
sealing systems, proper installation, and other details.
With double windows it is even more important than
with single windows to ensure proper sealing with
resilient materials of high durability.

2.13 Outdoor Sound Penetration

The composite sound insulation of a building facade
depends on the areas and transmission losses of the
walls, windows, doors, roofs, and other elements. The
sound fields incident on homes are different from those
created for laboratory testing. It is best to use data
collected or software created specifically to address
this problem.35–37

2.14 Multielement Partitions, Apertures,
and Leaks

The composite transmission coefficient of a multiele-
ment partition is given by the sum of terms τiAi/At

for each component: Ai and τi represent the area and
transmission coefficient of the ith component of the
partition, and At is the total area of the multielement
partition. The transmission coefficient for each compo-
nent may be calculated using τ = 10−TL/10. In theory,
the transmission coefficient of an opening is approxi-
mately one. For many practical cases, τ = 1 is not a
good approximation.38–40

3 IMPACT SOUND INSULATION

3.1 Impact Sound Ratings

Impact sound is radiated from a floor into rooms
below, but it also propagates horizontally, often caus-
ing significant annoyance. Impact sound transmission
through floor systems is evaluated using a standard

tapping machine41–44 incorporating five 500-g ham-
mers. Normalized impact sound pressure levels are
collected and a reference curve is used to calculated
ratings: the impact insulation class45 (IIC) and the
weighted index46 Ln,w. These are the ratings most
frequently used in building codes, and the discussion
here focuses primarily on the factors that reduce them.
The rating curve is identical in each standard (see
Fig. 4), but there are differences in the ratings. As
in the case of airborne sound, the ASTM IIC proce-
dure does not allow any unfavorable deviation to be
greater than 8 dB, and the IIC rating, like STC and Rw ,
increases as the impact sound insulation improves. The
Ln,w rating decreases as the impact sound insulation
improves. The relationship between the two ratings
is IIC = 110 − Ln,w if the 8-dB rule has not been
invoked.

Proposed New Rating Since its inception, there
has been considerable debate about the usefulness
of ISO tapping machine data obtained on different
types of floors.47–50 The current version of ISO 717-2
suggests the use of a spectrum adaptation term, CI , to
deal with low-frequency noise typical of that generated
below a lightweight joist floor. The actual rating
suggested, Ln,w + CI , is just the unweighted sum of
the energy in the one-third octave bands from 50 or 100
to 2500 Hz minus 15 dB. This rating is expected to
correlate better with subjective evaluation of the noise
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Figure 4 Examples of tapping machine levels. The
concrete slab is 150 mm thick. The three numbers under
each legend are IIC, Ln,w, and the sum of the energy
from 50 to 2500 Hz − 15 dB. The fitted IIC contour
is shown for the bare concrete slab and the joist floor.
The joist floor comprises 19-mm oriented strandboard,
sound-absorbing material, and two layers of 13-mm
gypsum board suspended on resilient metal channels.
The floating floor is 22-mm parquet on 4-mm cork.
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below floors,51,52 especially if the frequency range for
the summation is extended down to 50 Hz.

Ratings for Floor Coverings The impact sound
insulation of concrete floors is unsatisfactory unless
improved by a soft floor covering or a floating floor.
Often a designer needs to compare different floor
coverings. This is virtually impossible when coverings
are tested in different laboratories on different base
floor structures. Standard methods53,54 have been
developed to facilitate these comparisons.

A floor covering placed on a concrete slab causes a
reduction of impact sound pressure level �L(f ), that
is, to a large extent, independent of the concrete slab
on which it has been measured. Therefore to get a
rating for the floor covering only, the measured values
of |�L(f )| are added to a reference spectrum for a
hypothetical reference floor.45,53 The resulting curve
is evaluated following the standard procedures45,46 to
get the rating for the combination. The improvement
rating for the covering is the difference between the
rating for the uncovered reference floor and that for
the covered reference floor, �IIC or �Lw depending
on which standard is being used. Note that these ratings
are usually different because of the 8-dB rule in ASTM
E989.46 Note also that they do not apply when the floor
covering is placed on a joist floor with a wood subfloor.

3.2 Concrete Floors

For a homogeneous reinforced concrete floor, doubling
the thickness causes an improvement in impact sound
insulation of about 10 dB. In practice the thickness of
concrete floors only varies from about 150 to 250 mm.
With no coverings or with hard finishes cemented
directly to the floor, these floors are not satisfactory;
the IIC ranges from about 25 to 35 and Ln,w from
about 85 to about 75 (Fig. 4 gives an example for a
150-mm-thick slab).

Ceilings suspended under concrete slabs reduce
impact and airborne sound transmission to an extent
that depends on the cavity depth, cavity absorption,
and method of support. Reductions in impact sound
pressure levels measured under a 150-mm concrete
are shown in Table 4 for four cases. The same
improvements were measured for transmission loss in
each case. In buildings, if flanking transmission in the
walls is not controlled, these improvements may not
be achieved.

Soft Floor Coverings on Concrete Slabs Soft
floor coverings reduce the impact sound pressure level
due to the standard tapping machine beginning at a
resonant frequency, f0, given by 5.98 × 10−3 (E/h)1/2

where E is the dynamic Young’s modulus of the
covering (N/m) and h is the thickness of the covering
(m). Improvement in impact sound insulation above
the frequency f0 is given approximately by �L(f ) =
40 log(f/f0) dB. Improvements in IIC range from
about 5 to 10 for thin floor coverings to more than
50 dB for the combination of a soft underpad and
a carpet.

Floating Floors When a hard floor finish is desired,
the most practical means of obtaining high-impact
sound insulation is to use a floating floor construction.
A floating floor consists of a load-distributing slab
resting on a resilient support on top of the structural
floor. Floating slabs may consist of concrete (about
30 to 60 mm thick) or of gypsum, asphalt, or of
wooden floor boards nailed to battens. The resilient
support might be a layer of rock wool, glass fiber,
foamed plastics, or the like. Instead of a continuous
resilient layer, an array of resilient pads may be
used and the cavity between the floating slab and
the structural floor filled with soft sound-absorbing
material. Special attention has to be paid to avoid
solid connections between the floating slab and the

Table 4 Reduction in Impact Sound Pressure Level due to Suspended Ceiling Systems.

Casea �IIC 50 63 80 100 125 160 200 250 315 400 500

A 15 −8 −8 −8 −5 0 3 2 14 14 17 17
B 18 −5 −6 −3 −7 0 1 4 8 16 19 19
C 24 −8 −1 4 6 12 15 19 20 22 21 22
D 42 15 13 18 20 22 25 30 31 29 36 34

630 800 1000 250 1600 2000 2500 3150 4000 5000

A 11 16 16 12 14 15 14 15 16 16
B 22 21 19 21 21 17 18 24 25 27
C 23 21 19 18 20 20 22 25 26 28
D 36 35 33 38 45 44 41 42 47 51

aA: A single layer of 13-mm gypsum board on resilient channels below a ribbed concrete slab. The average air gap was
57 mm. �IIC = 15.
B: Two layers of 16-mm gypsum board suspended using steel spring and neoprene hangers. The average air gap was
65 mm. �IIC = 18.
C: Same as B but with 38 mm of rock fiber in the cavity. �IIC = 25.
D: Two layers of 16-mm gypsum board suspended using steel spring and neoprene hangers. 90 mm of glass fiber in the
cavity. The average air gap was 150 mm. �IIC = 40.
The same improvements apply to transmission loss.
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structural floor. Resilient strips, placed around all slab
edges, are necessary to avoid reduction of the impact
sound insulation, caused by sound transmission from
the load-distributing slab to the walls. Some thin
floating floors comprise resilient layers about 4 to
12 mm thick finished with a layer of hardwood, about
12 mm thick. These can give � IIC values around 2055

(Fig. 4).
A floating floor has a fundamental resonance

frequency that is determined by the mass per unit area
of the floating floor and the dynamic stiffness per unit
area of the resilient support.56 The latter consists of
the dynamic stiffness per unit area of the material and
that of the enclosed air,57 which includes the effects of
airflow resistivity.58,59 Above the resonance frequency,
an increase in �L(f ) of around 30 dB/decade in
frequency is typical. As with other resonant systems,
there can be a decrease in sound insulation around
the resonance frequency. Procedures for estimating the
reduction in impact sound pressure level resulting from
the use of a floating floor are given in Ref. 60.

3.3 Joist and Truss Floors

The same factors that control airborne sound trans-
mission are important in the control of impact sound
through double-leaf floors. Ceilings should be sup-
ported resiliently to take advantage of the large cavity
provided by the joists, and the cavity should have
sound-absorbing material placed in it. Joist or truss
floors are generally much lighter than solid concrete
floors and, because of the lack of mass, transmit more
impact sound at frequencies below 100 Hz, the limit
for evaluating IIC and Ln,w. Figure 4 shows a typi-
cal impact spectrum for a joist floor, the ratings for
which are determined primarily by the levels at low
frequencies. In practice, these can only be reduced by
increasing the total mass in the floor layers. Adding a
resilient finish on the floor decreases high-frequency
levels, but the ratings remain essentially unchanged.

The concrete slab in Fig. 4 is greatly improved at
high frequencies when a light floating floor is added.
Such floating floors placed on joist floors do not give
the same improvement as on a concrete or other hard
surface. In some lightweight joist systems the resilient
layer gives no benefit.55

With lightweight joist floors, the IIC or Ln,w

rating might meet all building code requirements, but
occupants may still complain about low-frequency
impact sound from walkers. For example, using a
carpet will give high IIC or Ln,w ratings but provides
little reduction in footstep noise at low frequencies.

A common practical solution for joist construction
is to use a slab of concrete or gypsum concrete
resting on a resilient layer. The weight of the concrete
provides increased protection against low-frequency
impacts. The resilient layer reduces high-frequency
transmission but, if necessary, the final floor covering
can be resilient to some degree. This kind of floating
floor inherently provides high STC and IIC ratings
and is also an effective means of controlling flanking
transmission in the subfloor.

4 FLANKING TRANSMISSION
When sound transmission is measured in a laboratory,
there is, in principle, negligible transmission of sound
energy along paths other than the direct path through
the specimen. In buildings, all surfaces in both rooms
may interact with the common wall to increase the net
sound transmission. Sound transmission along paths
other than that through the common wall or floor
is called flanking transmission. When sound isolation
is measured in a building, the level in the receiving
room includes all flanking sound from all surfaces
and energy from sound leaks. The energy is usually
ascribed to the common partition and the quantity
calculated is called the apparent sound reduction index
or apparent transmission loss.

Flanking transmission can often dominate the sound
isolation to the point that improvements in the primary
separating element have little or no effect on the com-
posite sound isolation. Procedures for estimating sound
isolation between rooms when flanking transmission is
present have been proposed61,62 and standardized17,60

in Europe. These procedures are more suited to con-
crete construction than wood or steel frame construc-
tion. In framed construction, the layers of material
are relatively light and flanking transmission can be
very serious63–67; structure-borne transmission along
the floor can be particularly detrimental. The use of
a resiliently supported slab—40 mm or so of con-
crete—reduces the serious flanking that occurs when
the subfloor is common to two adjacent apartments.

During the design of a building, all possible
flanking paths must be considered and steps taken
to minimize their effect. Otherwise, the net sound
isolation can be much less than that expected from
laboratory testing, and building code requirements may
not be met. With good design of the junctions between
walls and floors and the use of floating floors and
resiliently supported wall and ceiling surfaces, flanking
can be reduced so sound isolation ratings measured in
the field are close to those obtained in the laboratory.

4.1 Acoustical Requirements
in Building Codes
National building codes and standards usually contain
requirements for sound insulation, aimed at meeting
the demands of different functions of rooms and
buildings (see Chapter 114). Often, requirements are
stated in terms of laboratory measurements. This is
an unsatisfactory approach. Flanking transmission can
drastically reduce sound isolation between homes. For
occupant satisfaction, it is better to assume that the
intent of the code is to provide minimum apparent
STC or IIC values and design accordingly to control
flanking sound.

5 SOURCES OF INFORMATION
ON SOUND TRANSMISSION
Many manufacturers provide collections of sound
transmission data using their products. As well, other
agencies have printed collections of information.68,69

When comparing apparently identical structures among
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such publications, it is important to be sure that all
details are identical. Changes in mass, screw, or stud
spacing or some other detail can have a large effect on
the sound transmission.
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CHAPTER 106
RATINGS AND DESCRIPTORS FOR THE BUILT
ACOUSTICAL ENVIRONMENT

Gregory C. Tocci
Cavanaugh Tocci Associates, Inc.
Sudbury, Massachusetts

1 INTRODUCTION
Sound in spaces, as well as the acoustical performance
of materials or building elements, most often vary
significantly with frequency. Easily measured, single-
number quantities often do not fully characterize sound
in spaces or the acoustical performance of materials.
For this reason, acoustical ratings or descriptors have
been developed that characterize in a single number
two or more of the three fundamental characteristics
of sound: (1) spectral content, (2) level, and (3) time-
varying character. These are referred to as ratings
or descriptors since many of them cannot be treated
mathematically as simple logarithmic values such
as sound pressure level or sound transmission loss.
Nevertheless, ratings of all kinds have been developed
and are most widely used in determining the suitability
of sound in spaces or the relative performance of
materials.

In speaking of sound in spaces, the term built envi-
ronment has been used to denote that “spaces” as here
considered, go beyond simple enclosed building spaces
such as offices and classrooms, but are relevant to any
place where sound as a signal or as a background needs
to be tailored to suit the needs of a listener.

Generally, ratings for acoustical environments
either set limits on background sound to achieve an
acceptable venue or set requirements for audio signal
levels to achieve acceptable functionality. In addition,
architectural acoustical criteria set limits for sound
transmission through building partition constructions,
for example, outdoor sound transmitted indoors and
indoor sound transmitted between rooms.

This chapter identifies descriptor and rating meth-
ods used in establishing acoustical criteria in buildings
in the United States. (Descriptors and rating methods
used in Europe are discussed in Chapter 114.) Many
of these are defined in other chapters of this handbook;
those that are, are only briefly described in this chapter.

The chapter begins with a description of common
acoustical descriptors used to quantify sound in the
environment. These include sound pressure level,
speech interference level, equivalent sound level, and
so forth. Many of these are discussed in more detail
elsewhere, in particular in Chapter 34. Section 2 of
this chapter discusses ratings used to quantify and
characterize sound inside and outside of buildings.
These include day–night average sound pressure level,
noise criteria curves, and so forth. Section 3 discusses
descriptors and ratings for the acoustical performance
of materials and systems used in the construction

of buildings. These generally break down into two
types of ratings. These are ratings used to quantify
the ability of building materials to absorb sound
and the ability of building materials and systems to
resist the transmission of sound. Section 4 discusses
descriptors used to assess the quality of sound in
building spaces. The discussions draw heavily on
standards and methods of the American National
Standards Institute (ANSI) and American Society for
Testing and Materials (ASTM).

2 GENERAL ACOUSTICAL DESCRIPTORS

2.1 A-Weighted Sound Pressure Level

The human ear is sensitive to sound extending from
approximately 20 to 20,000 Hz but is most sensitive to
sound in the 500- to 4000-Hz frequency range. Above
and below this frequency range, in which the ear is
most sensitive, the ear is progressively less sensitive
to sound. Since sound measurement instrumentation is
typically more uniformly sensitive to sound over a con-
siderably wider frequency range than human hearing,
sound level meters use electronic filtering to repro-
duce the varying sensitivity of the ear to sound at
different frequencies. Using this filtering, sound level
meters indicate a sound level that is more represen-
tative of what the ear hears. This filtering is called
A-weighting, and sound measured using A-weighted
filtering is called A-weighted sound pressure level
(abbreviation, AL; letter symbol, LA).

The A-weighted sound pressure level is often used
to evaluate general human exposure to sound. The A-
weighted sound pressure level is most widely used as
it is a convenient single-number quantifier of sound
over the audible frequency range (as discussed in
Chapter 34). Originally, A-weighting was intended
to represent the varying sensitivity of the ear to
sound at sound pressure levels ranging between 40
and 60 dB. B- and C- weightings were intended to
represent the varying sensitivity of the ear to sound
over higher sound pressure level ranges. Both B- and
C-weightings allow more low-frequency sound energy
with C-weighting being nearly flat across the audible
frequency range. However, B- and C-weightings are
no longer widely used, with the exception that C-
weighting is used by some agencies and researchers
in assessing transient sound. Also, in the absence
of spectral information (octave band sound pressure
levels), the difference between A-weighted and C-
weighted sound pressure levels can be used to indicate
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the relative content of low-frequency energy in the
sound spectrum.

2.2 Speech Interference Levels

The speech interference level (SIL) is the arithmetic
average of the sound pressure level in octave bands
centered at 500, 1000, 2000, and 4000 Hz.1 SIL is
also discussed in Section 7 of Chapter 34. Because
the definitions and octave bands used in the past have
changed, ANSI S3.14 recommends that the abbrevia-
tion SIL be followed by an indication of the octave
bands used for computation, for example, SIL (0.5, 1,
2, 4). Figure 1 shows the relationship between speech
interference level and vocal effort required at various
distances to achieve just-reliable speech communica-
tion. The cross-hatch range indicates expectant voice
level, that is, the natural inclination of speakers to
raise their voices in the presence of high background
sound pressure levels. The rate at which the voice is
raised ranges between 3 dB and 6 dB for every 10-dB
increase in the background A-weighted sound pressure
level above 50 dB.

The SIL criteria presented in Fig. 1 are applica-
ble to both indoor and outdoor environments and
simply relate to speech communication, without any
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Figure 1 Talker-to-listener distances for just-reliable
communication. The curves show maximum permissible
talker-to-listener distances for just-reliable speech
communication. The parameter on each curve indicates
the relative voice level. Since a talker will raise his or her
voice in noise, typically at the rate of 3–6 dB for every
10-dB increase in the A-weighted noise level above 50 dB,
the expected voice level will increase with increasing
noise level. The cross-hatched area shows the range
of permissible talker-to-listener distances under these
conditions. The lower bound of the cross-hatched area
is for voice level being raised at the rate of 3 dB per
10-dB increase in noise level; the upper bound is for a
rate of increase of 6 dB per 10-dB increase in noise level.
Instructions for use: (1) Measure the A-weighted sound
pressure level of the background noise using the slow
response of the sound level meter. (2) Locate this sound
pressure level on the upper abscissa. (3) A perpendicular
dropped from this point will intersect several curves,
indicating the maximum distance between the talker and
listener for just-reliable speech communication for various
levels of vocal effort.

accounting for other circumstances or activities in a
space.2 This figure also includes instructions for its
use for determining minimum vocal effort and/or max-
imum distance to achieve just-reliable speech artic-
ulation (articulation index of 0.45) in the presence
of broadband (flat spectrum) background noise. The
method is not valid for (1) situations where the back-
ground sound spectrum departs significantly from
being “flat,” (2) situations where the background or
the signal sound levels vary significantly with time,
(3) communications in highly reverberant environ-
ments, and (4) situations when speech is distorted.

2.3 Loudness Level
The loudness level (LL) is a single-number rating
expressed in units of phons. It is described more
fully in Chapters 34 and 119. The loudness level in
phons is the level of a 1000-Hz reference tone with
a loudness that appears to be equal to that of the
spectrum being rated.3 The loudness level of an octave
band spectrum is obtained by a procedure described
in ANSI S3.4–1980(R1986).4 The procedure involves
overlaying an octave band spectrum of sound to be
rated on contours of approximate equal loudness and
interpolating loudness index values for each octave
band level of the spectrum. These loudness index
values are then used with specified formulas to arrive at
a single-number loudness level rating in phons. Phons
are a logarithmic quantity. The corresponding linear
quantity is sones where 1 sone is the loudness of a
sound whose loudness level is 40 phons. A doubling
of amplitude in sones corresponds to a factor of 10
increase in loudness level expressed in phons.

2.4 Equivalent Sound Pressure Level
As discussed in Chapters 34, 125, and 127, the equiv-
alent sound pressure level (QL; symbol, Leq) is the
energy average sound pressure level occurring at a par-
ticular location over a given time interval. The equiva-
lent sound pressure level is also discussed in Section 9
of Chapter 34. Often, the ambient sound pressure
level is monitored for 1-h intervals for environmental
sound assessments. When appropriate, hourly equiva-
lent sound pressure levels may be combined in order
to determine the equivalent sound pressure level for
a 24-h period, or equivalent sound pressure levels
for shorter time intervals can be combined to deter-
mine the hourly equivalent sound pressure level. Most
often, the equivalent sound pressure level is an A-
weighted sound pressure level, and the Leq symbol
implies A-weighting. Some agency criteria incorpo-
rate the C-weighted equivalent sound pressure level,
symbolized as LCeq.

2.5 Sound Exposure Level
The sound exposure level (SEL; symbols, LET or LAE)
quantifies the total A-weighted sound energy integrated
over a time interval for a given acoustical event. To
simplify the units to decibels, the SEL of an event is
described as the hypothetical equivalent sound pres-
sure level enduring for a period of one second that
would have the same amount of acoustic energy as the
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specific transient event for which the SEL was mea-
sured. The SEL is used to quantify the sound energy
associated with a transient event such as an aircraft
over flight. Its practical use requires setting a mea-
surement start and a finish time, but if the maximum
sound pressure level occurring during an event is high
enough in amplitude compared to levels before and
after the event, defining precise start and finish times
has little influence on the SEL value reached.

2.6 Single-Event Noise Exposure Level
The single-event noise exposure level (SENEL) is
similar to the SEL except that it incorporates the
integration of sound energy from and to defined points
in time before and after a transient event. These
points in time are defined as the moments during
which the event sound pressure level rises above and
falls below a specific sound pressure level threshold.
For environmental sound analysis, a commonly used
threshold is an A-weighted sound pressure level of
65 dB. This threshold is not set by any standard,
but by measurement personnel seeking a clear point
at which the sound pressure level associated with a
transient event is sufficiently above the ambient so
that lesser transients in the ambient do not trigger an
SENEL event. The concept of SENEL has its roots in
instrumentation developed to measure transient events
from sources such as aircraft and trains.

In other chapters of this handbook, most particularly
Chapters 34, 119, 125, and 127, A-weighting, speech
interference level, loudness level, equivalent sound
level, sound exposure level, and single-event noise
exposure level are discussed. Certain of these do not
have direct bearing on current criteria and standards but
are sometimes used in data analysis. For example, the
SEL and SENEL are sometimes used to determine the
day–night exposure level at building sites produced by
transient events such as trains or aircraft. In the 1960s,
sound produced by building mechanical equipment
was often expressed in sones (loudness level). Despite
the current use since the 1970s of sound power level
and sound pressure level at reference distances, sones
are sometimes still used by certain manufacturers for
quantifying sound produced by their equipment.

2.7 Percentile Sound Pressure Levels
Percentile sound levels (LXX%) are A-weighted sound
pressure levels exceeded an indicated (by the XX%
value) percent of a time interval. Percentile sound lev-
els are also discussed in Section 11 of Chapter 34.
Strictly speaking, the descriptor should also indi-
cate the interval length, for example, L90(1 h). The
L90(1 h) is the A-weighted sound pressure level
exceeded a total of 54 min out of a continuous 60-
min interval. Accordingly, the L10(20 min) is the A-
weighted sound pressure level exceeded 2 min out of
a continuous 20-min interval.

The L10 is representative of intrusive sounds,
sounds of short duration, but high level. The L90, on
the other hand, is representative of nearly the lowest
levels of sound occurring during quiet interludes and is
often referred to as the background or residual sound
level.

The U.S. Federal Highway Administration (FHWA)
has developed guidelines for evaluating the impact of
highway noise for adoption by state highway agencies.
These guidelines allow the alternative use of L10 or
Leq (one or the other, but not both) for assessing
traffic sound levels and uses these descriptors to set
guideline limits for traffic noise exposure at wayside
areas according to various categories of land use.5

Some states and municipalities in the United States
set environmental noise limits based on percentile
sound level limits. For example, the Commonwealth
of Massachusetts Department of Environmental Pro-
tection requires that sound generated by a commer-
cial facility may not cause an ambient noise level
that exceeds the preexisting background A-weighted
sound pressure level (L90) without the facility oper-
ating by more than 10 dB.6 The City of Cambridge,
Massachusetts, requires that construction 10-percentile
sound pressure levels L10(20 min) should not exceed
75 dB at the nearest residential property.7

3 RATINGS USED TO ASSESS THE
ACCEPTABILITY OF AMBIENT SOUND
3.1 Day–Night Average Sound Level
The day–night average sound pressure level (DNL;
symbol, Ldn) is a 24-h average A-weighted sound
pressure level where a 10-dB “penalty” is applied
to sound occurring between the hours of 10 : 00
p.m. and 7 : 00 a.m. The l0-dB penalty accounts for
the heightened sensitivity of a community to noise
occurring at night. This descriptor is also discussed in
Section 10 of Chapter 34. Day–night average sound
pressure level has become the primary descriptor for
general environmental sound in the United States and
is often used to assess sound from transportation
systems. Among agencies using the day–night average
sound pressure level in their criteria and regulations
are the U.S. Environmental Protection Agency (EPA),8

the Federal Aviation Administration (FAA),9 and the
U.S. Department of Housing and Urban Development
(HUD).10

The U.S. EPA has taken the lead among all federal
agencies in unifying usage of environmental sound
pressure level descriptors. The EPA has promoted the
development of the day–night average sound pressure
level but has not enacted regulations controlling
general environmental noise. Instead, it has issued
guidelines that identify yearly DNL “sufficient to
protect public health and welfare from the effects
of environmental noise.” Table 1 presents EPA’s
suggested levels to protect public health and welfare.
The EPA specifically cautions that these tabulated
levels are not to be used as regulations by other
agencies without addressing economic and other
considerations associated with sound level restrictions.
Of these levels, the most widely cited are a day–night
average sound pressure level of 55 dB for outdoor
residential areas and a day–night average sound
pressure level of 45 dB for indoor residential spaces.
Again, these are only to be used as levels with
a margin of safety incorporated and not as EPA’s
recommendations for agency limits.
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Table 1 Yearly DNL Values That Protect Public Health and Welfare with a Margin of Safety

Effect Level Area

Hearing Leq(24) ≤ 70 dB All areas (at the ear)
Outdoor activity interference and

annoyance
Ldn ≤ 55 dB Outdoors in residential areas and farms and other outdoor

areas where people spend widely varying amounts of time
and other places in which quiet is a basis for use

Leq(24) ≤ 55 dB Outdoor areas where people spend limited amounts of time,
such as school yards, playgrounds, etc.

Indoor activity interference and
annoyance

Ldn ≤ 45 dB Indoor residential areas

Leq(24) ≤ 45 dB Other indoor areas with human activities such as schools,
etc.

3.2 Community Noise Equivalent Level
The community noise equivalent level (CNEL) is sim-
ilar to the DNL except that, in addition to the l0-dB
penalty applied between the hours of 10 : 00 p.m. to
7 : 00 a.m., there is a 5-dB penalty applied to sound
between the hours of 7 : 00 p.m. and 10 : 00 p.m. CNEL
is defined in Chapter 34. Use of this descriptor seems
to be declining nationally but is most commonly used
in California standards, where it is allowed as an alter-
native environmental sound pressure level descriptor to
the day–night average sound pressure level for assess-
ing environmental sound transmission into building
spaces.11 It is also used to assess community noise,
in particular, near airports (Chapter 125).

3.3 Noise Criterion Curves

Speech interference level and loudness level are not
widely used to evaluate ambient sound in building
acoustics. More widely used descriptors are noise cri-
terion (NC) curves. The curves are designed to allow
satisfactory speech intelligibility or acoustical comfort
in enclosed spaces. They are based on extensive inter-
views of workers in various noise environments and
simultaneously measured octave band noise levels.12

Noise criterion curves are a simpler alternative to the
evaluation of perceived loudness than the loudness
level computation procedure. NC curves are also dis-
cussed in Section 8 of Chapter 34. Figure 2 contains
the set of NC curves.13 The NC curves are smoothed
versions of the loudness level index curves. The NC
value shown for each curve is the SIL (600 to 1200,
1200 to 2400, and 2400 to 4800 Hz), that is, in the
“old” octave bands, for each curve. Beranek slightly
redefined these curves for the preferred octave bands
and listed them in tabular form. The definitions of fifth
NC increment curves beginning with NC 15 are given
in Table 2.14

Often, the NC rating of a spectrum is consid-
ered within a limited frequency range, such as 500
to 4000 Hz for speech intelligibility or 63 to 125 Hz
for low-frequency “rumble”-type sound levels, typ-
ically associated with heating, ventilation, and air-
conditioning (HVAC) systems.

It should also be noted that NC curves are
generally used in evaluating continuous sound inside
building spaces produced by mechanical systems or

Table 2 NC Curve Definitions14

Octave Band Frequencies in Hz

NC 63 125 250 500 1000 2000 4000 8000 A

70 83 79 75 72 71 70 69 68 77
65 80 75 71 68 66 64 63 62 72
60 77 71 67 63 61 59 58 57 67
55 74 67 62 58 56 54 53 52 63
50 71 64 58 54 51 49 48 47 58
45 67 60 54 49 46 44 43 42 53
40 64 56 50 45 41 39 38 37 49
35 60 52 45 40 36 34 33 32 44
30 57 48 41 35 31 29 28 27 40
25 54 44 37 31 27 24 22 21 36
20 51 40 33 26 22 19 17 16 31
15 47 36 29 22 17 14 12 11 27

environmental sound transmitted into building spaces.
Guidelines for assessing the acceptability of sound in
buildings generally presume that the background sound
does not have tonal or temporal characteristics that
lend a distinctive feature to sound, such as transformer
hum or fan blade passage tones. Using these criteria to
evaluate tonal noise may not be appropriate as it may
underestimate the interference of sound on occupant
use of spaces.

In the United States background sound in building
spaces produced by mechanical systems is not limited
by any specific regulation or agency. Instead, the build-
ing design profession has, through various organiza-
tions, established design criteria for noise in architec-
tural spaces. The two most commonly used criteria are
the design guidelines for HVAC system noise in unoc-
cupied spaces established by the American Society
of Heating, Refrigerating, and Air-Conditioning Engi-
neers (ASHRAE) and American National Standards
Institute (ANSI) S12.2-1995 Criteria for Evaluat-
ing Room Noise. For most of the many years that
ASHRAE has published recommended design criteria
for spaces, it has expressed them as acceptable ranges
of NC curves.

In the 1980s, ASHRAE introduced a new set of
curves called room criterion (RC) curves, which are
discussed below. On their first introduction, ASHRAE
publications suggested that RC curves could be used
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Figure 2 Noise criterion curves.

in lieu of NC curves. As the years progressed, the use
of RC curves was cited as preferred to the use of NC
curves. In the 2003 ASHRAE Applications Handbook15

recommended ranges of background sound in building
spaces are expressed only as ranges of RC(N) curves
(p. 47.29). The 2003 ASHRAE Applications Handbook
states (footnote b, Table 34, page 47.29), “When qual-
ity of sound in the space is important, specify cri-
teria in terms of RC(N). If quality of sound in the
space is of secondary concern, the criteria may be
specified in terms of NC or NCB levels of similar
magnitude.”

Although RC curves represent a better qual-
ity of background sound, NC curves are still in
wider use at this time as they represent an accept-
able compromise between economy and quality of
background sound. As a result, the 2005 edition
of the ASHRAE Fundamentals Handbook 16 presents
several methods. These include A-weighting, NC,
RC, RC Mark II, and NCB (balanced noise crite-
ria) rating methods. The 2005 ASHRAE Fundamen-
tals Handbook indicates (page 7.17) that the RC
Mark II method is recommended by ASHRAE, pre-
sumably conditioned by the above-mentioned table

footnote b in the 2003 ASHRAE Applications Hand-
book. Table 3 presents the ASHRAE recommended
design guidelines for HVAC system noise in unoc-
cupied spaces. These are expressed in RC(N) lev-
els. For use with NC curves, substituting NC lev-
els equal to the RC levels shown is generally
acceptable, subject to the cautionary footnote b in
Table 3.

3.4 Room Criterion Curves

ASHRAE has adopted the use of room criterion (RC)
curves for evaluating the background sound in building
spaces produced by mechanical systems. These curves
have undergone some refinements17 and a new aux-
iliary descriptor, quality assessment index (QAI), has
been added. The revised curves together with the QAI
descriptor comprise what is now called the RC Mark
II method. Unlike NC curves, RC curves are straight
lines, as shown in Fig. 3. The Mark II RC curves differ
slightly from the original curves in that they are flat
below 31 Hz. These curves are used by superposing
them on a measured octave band spectrum.

The RC value of the spectrum is determined
through the following procedure:
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Table 3 Design Guidelines for HVAC-Related Background Sound in Rooms

Room Types RC(N) (QAI ≤ 5 dB)a,b

Residences, Apartments, Condominiums 25–35

Hotels/Motels
Individual rooms or suites 25–35
Meeting/banquet rooms 25–35
Corridors, lobbies 35–45
Service/support areas 35–45

Office Buildings
Executive and private offices 25–35
Conference rooms 25–35
Teleconference rooms 25 (max)
Open-plan offices 30–40
Corridors and lobbies 40–45

Hospitals and Clinics
Private rooms 25–35
Wards 30–40
Operating rooms 25–35
Corridors and public areas 30–40

Performing Arts Spaces
Drama theaters 25
Concert and recital hallsc

Music teaching studios 25
Music practice rooms 30–35

Laboratories (with Fume Hoods)
Testing/research, minimal speech

communication 45–55
Research, extensive telephone use, speech
communication

40–50

Group teaching 35–45
Church, Mosque, Synagogue

General assembly with critical music programsc 25–35
Schoolsd

Classrooms 25–30
Large lecture rooms 25–30

(without speech amplification) 25
Libraries 30–40
Courtrooms

Unamplified speech 25–35
Amplified speech 30–40

Indoor Stadiums, Gymnasiums
Gymnasiums and natatoriumse 45–55
Large seating-capacity spaces with speech amplification 45–55

a Values and ranges are based on judgment and experience, not on quantitative evaluations of human reactions. They
represent general limits of acceptability for typical building occupancies. Higher or lower values may be appropriate and
should be based on a careful analysis of economics, space usage, and user needs.
b When quality of sound in the space is important, specify criteria in terms of RC(N). If quality of sound in the space is of
secondary concern, the criteria may be specified in terms of NC or NCB levels of similar magnitude.
c An experienced acoustical consultant should be retained for guidance on acoustically critical spaces (below RC 30) and
for all performing arts spaces.
d Some educators and others believe that HVAC-related sound criteria for schools, as in previous editions of this table,
are too high and impede learning for affected groups of all ages. See ANSI Standard S12.60-2002 for classroom acoustics
and a justification for lower sound criteria in schools. The HVAC component of total noise meets the background noise
requirement of that standard if HVAC-related background sound ≤ RC 25(N).
e RC or NC criteria for these spaces need only be selected for the desired speech and hearing conditions.
Source: Reprinted with permission from the 2005 ASHRAE Applications Handbook.16

1. Determine the midfrequency average level
(LMF). This is the arithmetic average, to the
nearest whole number, of the sound pressure
levels in the 500-, 1000-, and 2000-Hz octave
frequencybands.This is theRC rating associated
with the room sound pressure level spectrum.

2. Draw a line having a −5 dB/octave slope
through the RC level at 1000 Hz determined
from step 1.

3. Classify the subjective spectral balance of the
room sound pressure level spectrum as follows:

a. Neutral. A spectrum classified as neutral
is free of tonal quality and would be
perceived as unobtrusive or bland. A
neutral sound spectrum falls exactly along
or close to a single RC contour. If the
octave band data do not exceed the RC
curve determined in step 2 by more
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Figure 3 Room criterion curves plus examples of RC
42(N) and RC 32(R) sound pressure level spectra.

than 5 dB at and below 500 Hz and do
not exceed the RC curve by more than
3 dB at and above 1000 Hz, the spectrum
is considered neutral, and the designator
(N) is placed after the RC level.

b. Rumble. A sound spectrum that is per-
ceived to have a “rumbly” quality has an
excess of low-frequency sound energy. A
rumbly spectrum is characterized as one
with octave band sound levels that exceed
the RC curve determined in step 2 by more
than 5 dB at and below 500 Hz. For such
spectra the designator (R) is placed after
the RC level.

c. Hiss. A sound spectrum that is perceived
to have a “hissy” quality has an excess of
high-frequency energy. A hissy spectrum
is characterized as one with octave band
sound levels that exceed the RC curve
determined in step 2 by more than 3 dB
above 500 Hz. For such spectra, the des-
ignator (H) is placed after the RC level.

d. Acoustically Induced Perceptible Vibration.
Thecross-hatched regionof theRCcurves in
Fig. 3 indicates sound pressure levels in the
16- to 63-Hz octave bands at which percep-
tible vibration in building walls and ceilings
can occur. These sound levels often produce
rattles in cabinets, doors, pictures. lighting
fixtures, and so forth. For spectrawith levels
that fall into this range, the designator (RV)
is placed after the RC level.

Figure 3 also provides examples of two types of
spectra. In one case, the spectrum follows along the
RC 42 curve (i.e., the average of the sound pressures in
the 500-, 1000-, and 2000-Hz octave bands is 42 dB).

In this spectrum, all of the octave band levels are
within the prescribed limits, and is therefore designated
an RC 42(N) spectrum. The spectrum labeled RC
32(R) is generally 10 dB lower than the RC 42(N)
spectrum, except in the low frequencies where the 63-
Hz octave band exceeds the RC 32 contour by 6 dB,
thus constituting a low-frequency rumble component.

Once, having determined the RC rating and the
spectral balance characteristic of a spectrum (i.e.,
neutral, rumbly, or hissy), the QAI can then be
determined using the following three steps.

Step 1 is to determine the RC rating using the LMF as
previously discussed. For convenience, this curve
should be plotted together with the spectrum or
listed in a table as discussed below.

Step 2 is to calculate the energy-average spectral
deviations in each of the three previously mentioned
frequency regions. These are as follows:

�LF = 10 log

(
10�L16/10 + 10�L31/10 + 10�L63/10

3

)

�MF = 10 log

(
10�L125/10 + 10�L250/10 + 10�L500/10

3

)

�HF =
10 log

(
10�L1000/10 + 10�L2000/10 + 10�L4000/10

3

)

In the above relationships, the �Lf values are the
differences between the spectrum value and the RC
curve value at that frequency.

Step 3 is to determine the quality assessment index
(QAI). The QAI is the difference between the high-
est and lowest energy-average spectral deviations.
If the QAI is less than or equal to 5 dB, then the
spectrum is presumed to be neutral, that is, the spec-
trum exhibits proper balance between low-, mid-,
and high-frequency ranges. Accordingly, the quali-
tative descriptor following the RC rating would be
(N). If the QAI is greater than 5 dB, then the quali-
tative descriptor would be determined by the maxi-
mum energy-average spectral deviation and signified
(LF), (MF), or (HF). If the spectrum exceeds the
moderate or clearly noticeable criteria, the qualita-
tive descriptors (LVA) or (LVB) would also be used.
It is possible that two descriptors would be needed,
that is, one of (N), (LF), (MF), or (HF) and one of
(LVA) or (LVB).

Using the above three-step process, the QAI for
the RC 32 spectrum of Fig. 3 has been computed
in the worksheet presented in Table 4. The fol-
lowing is a brief explanation of the worksheet in
Table 4.

Line 2 is the measured or calculated sound pressure
level spectrum.

Line 3 is the LMF, the arithmetic average of sound
pressure levels at 500, 1000, and 2000 Hz and is
also the RC Mark II rating of the spectrum.
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Table 4 RC Mark II Rating and QAI Worksheet

Column 1 2 3 4 5 6 7 8 9 10 11 12 13
Octave Band Frequencies (Hz)Line

1 16 31 63 125 250 500 1000 2000 4000 8000 16000 A

2 Lp 62 60 58 50 42 39 31 25 21 0 0 41
3 LMF 32
4 RC curve 57 57 52 47 42 37 32 27 22

5 LF MF HF
6 �Lf 5 3 6 3 0 2 −1 −2 −1
7 �LF, �MF, �HF 4.8 1.8 −1.3
8 QAI 6.1
9 Quality Descriptor
10

11 1/1 Center Freq. (Hz)
12 16 31 63 Max
13 LFVA 75 75 80
14 Lp - LFVB −13 −15 −22 −13
15

16 1/1 Center Freq. (Hz)
17 16 31 63 Max
18 LFVB 65 65 70
19 Lp - LFVB −3 −5 −12 −3

Line 4 is the corresponding neutral RC curve.
Line 5 includes the three band groupings centered in

each three-band set.
Line 6 lists the arithmetic differences between the

spectrum and the RC curve values in each fre-
quency.

Line 7 includes the energy-average spectral deviation
factors.

Line 8 is the arithmetic difference between the highest
and lowest energy-average spectral deviation factors
and is the QAI.

Line 13 is the clearly noticeable vibration criterion.
Line 14 is the arithmetic difference between the

measured spectrum levels of line 2 and the clearly
noticeable vibration criterion of line 13.

Line 18 is the moderately noticeable vibration crite-
rion.

Line 19 is the arithmetic difference between the
measured spectrum levels of line 2 and the clearly
noticeable vibration criterion of line 18.

Table 5 presents a summary of the RC Mark II
rating for the RC 32 spectrum shown in Fig. 3 and
entered into Table 4. A copy of a Microsoft Excel
spreadsheet to perform the RC Mark II computations
for a given spectrum is available from the ASHRAE
technical committee on sound and vibration (TC 2.6).

Having determined an RC Mark II rating, Blazier17

provides a means to determine how a room occupant
might respond to a given spectrum. Occupant subjec-
tive responses are indicated “acceptable,” “marginal,”
and “objectionable.” These responses presume that the
RC rating (which is the LMF) is consistent with recom-
mendations for such ratings on the basis of space use.
The subjective responses are provided in Table 6.17

Table 5 Summary of QAI Computation for RC 32
Spectrum of Figure 3

RC Mark II Evaluation Summary

RC neutral curve 32
A-weighted sound pressure level (dB) 41
LFVB or LFVA or neither? 0

Energy-average spectral deviations
LF 4.8
MF 1.8
HF −1.3

Quality Assessment Index
QAI 6.1
Qualitative descriptor LF
Spectrum RC Mark II Rating RC 32(LF)

According to data in Table 5, the spectrum analyzed
in Table 4 is neutral in character and has a QAI of 6.1.
Since the spectrum predominates in the low-frequency
range (LF) and the QAI is greater than 5 dB, the sound
represented by the spectrum should be perceived as
marginally acceptable as long as the RC 32 rating is
appropriate for the space in which it occurs.

3.5 Balanced Noise Criterion Curves
Beranek18,19 has drawn upon low-frequency hearing
considerations to extend NC curves down to low
frequencies. He has also sloped downward the high-
frequency ends of the NC curves to reduce the
subjectively hissy nature of sound spectra that conform
to NC spectra shapes, thereby creating a “balanced”
spectrum subjectively perceived as more uniform
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Table 6 Interpretation of RC Mark II Ratings Presuming Spectra Are Appropriate for Space Use17

Sound Quality Descriptor Subjective Perception QAI
Occupant
Response

(N) Neutral Balanced, no one frequency
range dominates

QAI ≤ 5 dB (L16, L31.5 ≤ 65 dB) Acceptable

≤ 5 dB (L16, L31.5 > 65 dB) Marginal
(LF) Rumble Low-frequency range dominant

(16–63 Hz)
5dB < QAI ≤ 10 dB Marginal

QAI > 10 dB Objectionable
(LFVA) Rumble, perceptible

surface vibration
Low-frequency range dominant

(16–63 Hz)
QAI ≤ 5 dB (L16, L31.5 > 75 dB) Marginal

5 dB < QAI ≤ 10 dB Marginal
QAI > 10 dB Objectionable

(LFVB) Rumble, perceptible
surface vibration

Low-frequency range dominant
(16–63 Hz)

QAI ≤ 5 dB (L16, L31.5 > 65 dB) Marginal

5 dB < QAI ≤ 10 dB Marginal
QAI > 10 dB Objectionable

(MF) Roar Mid-frequency range dominant
(125–500 Hz)

5 dB < QAI ≤ 10 dB Marginal

QAI > 10 dB Objectionable
(HF) Hiss High-frequency range dominant

(1000–4000 Hz)
5dB < QAI ≤ 10 dB Marginal

QAI > 10 dB Objectionable

and devoid of significant tonal content. A set of
balanced noise criterion curves (NCBs) are presented
in Fig. 4. NCB curves are also discussed in Section 8
of Chapter 34. As with RC curves, NCB curves
are accompanied by a procedure for assessing the
perceived balance of a sound spectrum, that is, whether
or not a spectrum will be perceived as neutral, rumbly,
or hissy. This procedure is much like that used with
the RC curves, including the use of designators (N),
(R), (H), and (RV) following the BNC rating. Rules for
assessing rumble and hissy qualities of sound spectra
using NCB curves are as follows:

1. Determine the PSIL for the spectrum being
evaluated. The PSIL is the arithmetic average
of sound levels in the 500-, 1000-, 2000-, and
4000-Hz octave bands rounded to the nearest
decibel, for example, XX. This spectrum would
then be denoted an NCB-XX spectrum.

2. The spectrum will be perceived as rumbly if any
octave band sound pressure level at or below
1000 Hz is above the NCB-YY curve. YY is
equal to the XX value in step 1 plus 3 dB.

3. The spectrum will be perceived as hissy if any
octave band sound pressure level at frequencies
above 500 Hz exceeds the NCB-ZZ curve. To
determine the value ZZ, first determine the arith-
metic average of sound pressure levels in the
three octave bands 125 through 500 Hz. Then
determinewhichNCBcurve has this sound pres-
sure level at 250 Hz. This is the NCB-ZZ curve.

Figure 4 also illustrates the evaluation of a spectrum
using NCB curves. The example spectrum is the lower
of the two spectra shown in Fig. 3 used to illustrate
the use of RC curves. Note that using the NCB curves,
this spectrum exhibits rumbly characteristics in the 63-
, 125-, and 500-Hz octave bands where octave band

sound levels exceed the NCB 29 curve by more than
3 dB.

4 DESCRIPTORS AND RATINGS FOR
MATERIALS AND BUILDING CONSTRUCTIONS
THAT AFFECT SOUND INSIDE BUILDING
SPACES
4.1 Sound Absorption Coefficient
The ability of a material to absorb sound is character-
ized by the sound absorption coefficient (α). This is the
ratio of the amount of sound energy absorbed to the
amount incident on the surface of a sound-absorbing
material. Theoretically, this can range between 0 and
1.0. The higher the sound absorption coefficient the
better the ability of the material to absorb sound. Nor-
mally, materials considered to be sound absorbing have
sound absorption coefficients greater than or equal
to 0.5 (i.e., 50%). Because sound-absorbing materials
have differing sound absorption performances at dif-
ferent frequencies, sound absorption coefficients are
generally determined via measurements and reported
in octave band frequencies—generally 125, 250, 500,
1000, 2000, and 4000 Hz. Sound absorption coeffi-
cient can be measured in a reverberation chamber20

or in an impedance tube using any one of a variety
of specified mounting methods.21 Mounting methods,
especially clearance between the material and hard
backing surface (reverberation room walls, floor, or
ceiling) can affect the measured sound absorption coef-
ficient significantly.

It should be noted that there are two different
approaches to measuring sound absorption coefficient.
The Sabine absorption coefficient is derived from the
measurement of the decrease in reverberation time
when an absorptive material is mounted in a reverbera-
tion chamber. A reverberation chamber is a large room
built with hard, sound reflective surfaces. The rever-
beration time, as discussed below, is the time it takes
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Figure 4 Balanced noise criterion curves for occupied rooms. Octave-band sound pressure levels of the magnitudes
indicated in regions A and B may induce audible rattles or feelable vibrations in lightweight partitions and ceiling
constructions (e.g., thin plaster or gypsum board on metal framing) as follows: region A, clearly noticeable vibrations;
region B, moderately noticeable vibrations. (From Ref. 13.)

for the sound pressure level in the room to decay by
60 dB. This technique for quantifying absorption coef-
ficient is best applied to relative reflective materials,
though in practice the method is widely used to eval-
uate sound absorption coefficient of materials over the
full range of sound absorption coefficient. Using this
method to evaluate sound absorption coefficient tends
to overestimate α for materials with relative high sound
absorption coefficients.

The random incidence sound absorption coefficient,
also referred to as the statistical absorption coefficient,
is derived mathematically from measurements of sound
absorption using an impedance tube. An impedance
tube is a circular or rectangular tube with cross-
sectional dimensions much smaller than the shortest
wavelength to be measured. The length of the tube
is longer than the first null determined by drawing
the microphone probe away from the surface of
the sound absorption material. A sound absorption
material sample is placed at the closed end of the tube.
A loudspeaker at the opposite end produces a pure
tone that creates a standing wave. The distance of the
standing-wave null from the surface of the material is
used to calculate the normal absorption coefficient of
the material. From this, the random sound absorption
coefficient is computed.22

The Sabine and random sound absorption coeffi-
cients are similar in that both are defined for a reverber-
ant sound field in which energy is uniformly incident
on surfaces from all directions. Moreover, Sabine and
random sound coefficients are virtually identical for

surfaces with sound absorption coefficients of 0.1 or
lower, that is, for surfaces that are mostly reflective.

The Sabine and random sound absorption coeffi-
cients differ in that the Sabine absorption coefficient is
determined through an experiment by which it is mea-
sured. The analysis of the experimental data uses the
Sabine reverberation formula which has three presump-
tions. These are that the total sound absorption in the
room is the sumof the absorptions of individual surfaces,
all surfaces have nearly the same absorption coefficient,
and the sound absorption coefficient is small. On the
other hand, the random incidence absorption coefficient
is predicted from the knowledge of the absorption coef-
ficient for a particular direction of incidence.

Use of the random incidence absorption coefficient
generally produces better results in large auditoria.
This is since in large auditoria two Sabine formula
assumptions are often not met. These are that all
surfaces have about the same sound absorption and that
all surface absorptions are small. Large auditoria most
often have seating areas that are much more sound
absorptive than other surfaces. (For more information,
refer to Lam.22)

4.2 Noise Reduction Coefficient

To simplify comparison between sound-absorbing
materials, a single-value descriptor called the noise
reduction coefficient (NRC)20 is used. It is the arith-
metic average of the sound absorption coefficients at
250, 500, 1000, and 2000 Hz rounded to the near-
est 0.05. Generally, for sound-absorbing materials, the
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NRC falls between 0.55 and 0.95. Again, the higher the
NRC, the higher the sound absorption performance of
a material. Table 7 presents octave band sound absorp-
tion coefficients and the corresponding noise reduction
coefficients for the common building materials listed.

Often, the sound absorption of building compo-
nents, such as upholstered chairs in an auditorium or
room sound absorption devices sold as units, are quan-
tified in sabins, either metric (square metres) or English
(square feet). This is the case for chairs, pews, and
seated audience in Table 7. One sabin is an amount
of room absorption equivalent to one square foot (or
one square meter in metric units) of material having a
sound absorption coefficient of 1.0.

4.3 Noise Reduction
The sound transmission loss (TL) of a material or
building construction element is measured in a labora-
tory under specific conditions generally not typical of

how these materials or constructions are used in actual
buildings.23 The TL is related to the noise reduction
(NR), which is the arithmetic difference between the
one-third octave band sound pressure levels measured
in the source and receiver rooms. In actual field con-
ditions, which generally do not conform to minimum
required laboratory conditions, the NR is measured and
no attempt is made to adjust it to approximate the TL
measured in a laboratory.24 Instead, the NR is used
and the sound transmission class (STC) rating method
as described below is applied to the NR data.25 The
result as explained below is the noise insulation class
(NIC) rating.

Noise reduction is influenced by mass, stiffness,
and damping but also by the surface area size of the
partition and the acoustical conditions of the source
and receiver rooms. Noise reduction is not only related
to the ability of a wall construction to resist the trans-
mission of sound, but it is also related to the size

Table 7 Sound Absorption Coefficients of General Building Materials and Furnishings

Sound Absorption Coefficient (α)

Material 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz NRC

Brick, unglazed 0.03 0.03 0.03 0.04 0.05 0.07 0.05
Carpet, heavy, on concrete 0.02 0.06 0.14 0.37 0.60 0.65 0.45
Same, on 40-oz hairfelt or foam rubber 0.08 0.24 0.57 0.69 0.71 0.73 0.55
Concrete block, painted 0.10 0.05 0.06 0.07 0.09 0.08 0.05
Fabrics

Light velour, 10 oz/yd2, hung straight, in contact with
wall

0.03 0.04 0.11 0.17 0.24 0.35 0.15

Medium velour, 14 oz/yd2, draped to half area 0.07 0.31 0.49 0.75 0.70 0.60 0.55
Heavy velour, 18 oz/yd2, draped to half area 0.14 0.35 0.55 0.72 0.70 0.65 0.60

Floors
Concrete or terrazzo 0.01 0.01 0.02 0.02 0.02 0.02 0.00
Linoleum, asphalt, rubber, or cork tile on concrete 0.02 0.03 0.03 0.03 0.03 0.02 0.05
Wood 0.15 0.11 0.10 0.07 0.06 0.07 0.10
Glass, large panes of heavy plate 0.18 0.05 0.04 0.03 0.02 0.02 0.05
Gypsum board, 1

2 in. nailed to 0.29 0.10 0.05 0.04 0.07 0.09 0.05
2 × 4’s 16 in. on center
Marbl e or glazed tile 0.01 0.01 0.01 0.01 0.02 0.02 0.00

Openings
Stage, depending on furnishings 0.25–0.75
Deep balcony, upholstered seats 0.50–1.00
Grilles, ventilating 0.15–0.50

Other surfaces
Plaster, gypsum, or lime, smooth finish on tile or brick 0.13 0.15 0.02 0.03 0.04 0.05 0.05
Plaster, gypsum, or lime, rough finish on lath 0.02 0.03 0.04 0.05 0.04 0.03 0.05
Same, with smooth finish 0.02 0.02 0.03 0.04 0.04 0.03 0.05
Plywood paneling, in. thick 0.28 0.22 0.17 0.09 0.10 0.11 0.05
Water surface, as in a swimming pool 0.01 0.01 0.01 0.02 0.02 0.03 0.00

Air, sabins per 1000 ft3 — — — — 2.30 7.20 —

Absorption a

Type of Seats/Audience 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz

Audience, seated in upholstered seats, ft2 of floor area 0.60 0.74 0.88 0.96 0.93 0.85
Unoccupied cloth-covered upholstered seats, ft2 of floor

area
0.49 0.66 0.80 0.88 0.82 0.70

Unoccupied leather-covered upholstered seats, ft2 of
floor area

0.44 0.54 0.60 0.62 0.58 0.50

Wooden pews, occupied, ft2 of floor area 0.57 0.61 0.75 0.86 0.91 0.86
Chairs, metal, or wood seats, each, unoccupied 0.15 0.19 0.22 0.39 0.38 0.30

aValues given are in sabins per square foot of seating area or per unit. (oz/yd2 = 0.034 kg/m2; ft2 = 0.0929 m2.)
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of the transmitting wall and the reverberant charac-
ter of the receiver room. Hence, a wall construction
used in different circumstances may result in different
noise reductions. Most importantly, noise reduction is
significantly affected by the quality of construction,
specifically with respect to sound leakage paths asso-
ciated with gaps and penetrations in the construction,
including the perimeter of doors and windows, electri-
cal outlets, fixtures, ductwork, and so forth.

4.4 Sound Transmission Loss

Sound transmission loss is 10 times the logarithm
of the ratio between the sound energy incident on a
material or sound isolation construction, divided by
the sound energy transmitted through this material,
and is expressed in decibels. Unlike noise reduction,
sound transmission loss is measured in a laboratory
according to standards established in ASTM E90.23

The standard requires that sound transmission loss
be measured in one-third octave frequency bands
in a source room–receiver room test suite that
complies with certain standards of sound isolation
and room dimensions. The result of the test standard
is a one-third octave band sound transmission loss
spectrum extending from 100 (80 optionally) to
5000 Hz.

Unlike noise reduction, the TL is influenced only by
mass, stiffness, and damping and how a construction
is configured. Specifying the performance of a wall
construction in terms of TL is more logical in that TL
is only influenced by characteristics directly related
to properties of the material or wall construction
type.

4.5 Sound Transmission Class Rating

Since TL is frequency dependent, it is generally
reported in the one-third octave frequency bands
between 125 and 4000 Hz. As a convenience, a single-
number rating method has been developed that allows
a single value to be ascribed to a transmission loss
spectrum that is a set of 16 one-third octave band
TL values. This rating is referred to as the sound
transmission class (STC), which has been defined in
ASTM E413.25 This standard defines a procedure for
determining the STC rating for a TL spectrum that
involves fitting a specified contour to one-third octave
band TL data.

The STC value was originally developed to approx-
imate the performance of a material in reducing the
transmission of intelligible speech sounds and other
household sounds. The STC characterization of TL is
useful for a quick comparison of materials, but it is
not necessarily useful for assessing the performance
of a material with respect to other nonspeech sounds
such as music and transportation noise sources. For
this purpose, it is necessary to consider octave or third
octave band TL spectra with specific attention paid
to sound in the low-frequency range, typically at fre-
quencies below 500 Hz. The STC contour is shown
in Fig. 5. Determining the STC for a partition con-
struction and/or material involves fitting this contour
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to the 16 one-third octave band TL values. This pro-
cedure involves raising or lowering the contour until
the following two rules are met:

1. The contour may not be raised above the point
at which the TL in any one-third octave band
falls more than 8 dB below the contour.

2. The contour may not be raised above the point
at which the total number of deficiencies is
greater than 32.

A deficiency occurs when the TL data in any one-
third octave band falls below the contour. For example,
three deficiencies would be when the TL data in any
one-third octave fall 3 dB below the contour, or when
the data in three one-third octave bands fall 1 dB below
the contour. Figure 5 further illustrates the meaning of
a deficiency.

The STC rating from the contour fitting procedure
is the TL value of the contour at 500 Hz. This is
illustrated in Figs. 5 and 6.

In Fig. 5, 1
4 -in. monolithic glass is shown to have

an STC rating of 31. In this example, the STC contour
placement is constrained by the maximum allowed
8 dB deficiency at 2500 Hz (rule 1).

In Fig. 6, which shows TL data for 1
4 -in. laminated

glass, the dip in the TL data, characteristic of 1
4 -

in. monolithic glass, is removed by the damping
interlayer. In the case of 1

4 -in. laminated glass, the STC
contour placement is constrained by the maximum 32-
dB deficiency requirement (rule 2).

4.6 Field Sound Transmission Class Rating
The field sound transmission class (FSTC) rating is
used for in situ wall and floor/ceiling sound isolation
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performance assessment.26 The standard requires the
measurement of sound transmission loss and includes
a required procedure to show that the FSTC rating
was not influenced by flanking of sound around the
partition intended to be tested. Sound transmission
class and FSTC ratings are intended by standard to
be equivalent; however, practical experience indicates
that FSTC ratings tend to be up to five rating points
less than laboratory-measured STC ratings.

4.7 Noise Isolation Class
The NIC rating is similar to the STC and FSTC. It differs
in that the standard STC rating contour is applied to the
one-third octave band noise reduction data measured
in a field situation, rather than the transmission losses
measured in the field.24 No correction to the measured
noise reduction data is made to account for partition
size, receiving room absorption, or sound flanking. Like
the STC and FSTC ratings, the field-measured NIC
rating of a noise reduction spectrum is equal to the value
of the contour crossing at 500 Hz. In the absences of
soundflanking, theNIC is generallywithinfive points of
the laboratory STC rating for typical building partition
constructions. TheNIC rating is used to assess the sound
isolation performance of in situ partition constructions,
especially complicated ones that involve multiple sound
transmission paths that are not suited for laboratory
testing. There are no widely used standards using the
NIC rating; however, the NIC rating is often used in
lieu of STC and FSTC ratings.

4.8 Normalized Noise Isolation Class
The normalized noise isolation class (NNIC) is the
same as the NIC rating except the receiving room
absorption is normalized to correspond to a 0.5-s
reverberation time.24

4.9 Outdoor–Indoor Transmission Class
The STC rating was developed to assess the sound
isolation performance of partitions and materials with
respect to speech and household sounds, that is,
sounds produced by home appliances and entertain-
ment equipment.27 “Household sound” tends to be
rich in mid- and high-frequency sound energy. How-
ever, environmental sound, typically associated with
transportation systems and equipment, is rich in low-
and mid-frequency sound energy. The outdoor–indoor
transmission class (OITC) rating is a single-number
rating that can be used for comparing the sound isola-
tion performance of building facades and facade ele-
ments. The rating has been devised to quantify the
ability of these to reduce the perceived loudness of
ground and air transportation noise transmitted into
buildings. This standard is contained in ASTM E1332-
90 (R2003) Standard Classification for Determination
of Outdoor–Indoor Transmission Class.28

The standard establishes a single-number rating, the
OITC, by defining a standard spectrum of ground and
air transportation noise. This spectrum is used with
sound transmission loss data measured in a laboratory
using the ASTM E90 method and a mathematical rela-
tionship given in the standard to calculate the OITC
rating.

The OITC rating is similar to the STC rating in that it
uses ASTM E90 TL data and uses these data to derive
a single-number rating that increases with increasing
sound isolation ability. It differs in that the OITC does
not involve a contour fitting process but instead uses
a standard spectrum and a mathematical relationship.
The mathematical relationship is as follows:

OITC = 100.14 − 10 log
∑
f

10(Lf −T L+Af )/10 dB

Table 829 presents a worksheet summarizing the
method for calculating the OITC rating for 1

4 -in. glass.
As indicated in Table 8, the OITC rating for 1

4 -in.
glass is 29. Note that the TL in the 80-Hz band in
the worksheet of Table 8 is not shown since it was
not measured. The actual TL value in the 80-Hz band,
were it included, would not affect the OITC rating
indicated in this table.

4.10 Impact Isolation
In residential buildings, quantifying the impact iso-
lation of floor/ceiling constructions with respect to
footfall is defined in ASTM E492-0430 and ASTM
E1007-0431 for laboratory and field situations, respec-
tively. Both standards involve placing a mechanical
impacting device called a tapping machine on the floor
of the construction to be tested and measuring resulting
sound levels below.

The design and use of the tapping machine are
described in ISO 140/6.32 The result of the test is a
one-third octave band impact sound pressure level in
the room beneath the floor/ceiling construction being
tested.



1280 NOISE AND VIBRATION CONTROL IN BUILDINGS

Table 8 Worksheet for Calculating the OITC Rating of 1
4 -in. Glass

Band Center
Frequency (Hz)

Reference Sound
Spectrum (dB)

A-Weighting
Correction (dB)

Column 2 plus
Column 3 (dB)

Specimen
TL (dB)

Column 4 minus
Column 5 (dB) 10(Column6/10)

(1) (2) (3) (4) (5) (6) (7)

80 103 −22.5 80.5
100 102 −19.1 82.9 23 59.9 977,237
125 101 −16.1 84.9 25 59.9 977,237
160 98 −13.4 84.6 25 59.6 912,011
200 97 −10.9 86.1 24 62.1 1,621,810
250 95 −8.5 86.4 28 58.4 691,831
315 94 −6.6 87.4 26 61.4 1,380,384
400 93 −4.8 88.2 29 59.2 831,764
500 93 −3.2 89.8 31 58.8 758,578
630 91 −1.9 89.1 33 56.1 407,380
800 90 −0.8 89.2 34 55.2 331,131

1000 89 0.0 89.0 34 55.0 316,228
1250 89 0.6 89.6 35 54.6 288,403
1600 88 1.0 89.0 34 55.0 316,228
2000 88 1.2 89.2 30 59.2 831,764
2500 87 1.3 88.3 27 61.3 1,348,963
3150 85 1.2 86.2 32 54.2 263,027
4000 84 1.0 85.0 37 48.0 63,096

12,317,071

10 log
(∑)

= 70.91

OITC = 100.14 − 10 log
(∑)

= 29

Source: From Solutia Acoustical Glazing Design Guide.29

4.11 Impact Isolation Class

Similar to the STC, the impact isolation class (IIC)33

rating is a single-number rating that facilitates the
comparison of the impact sound isolation performance
of floor/ceiling constructions. The IIC rating is deter-
mined by fitting a standard contour to the one-third
octave band sound pressure level data measured in
accordance with ASTM E 492.

4.12 Field Impact Isolation Class
The field impact isolation class (FIIC) rating is the
same as the IIC rating except it is used to rate
the impact sound insulation performance of in situ
floor/ceiling constructions and is used in conjunction
with the ASTM E 100731 test method. The standard
includes procedures for assessing flanking conditions.

5 DESCRIPTORS ASSESSING THE QUALITY
OF SOUND INSIDE BUILDING SPACES
5.1 Reverberation Time
The reverberation time (T60) is the time it takes for
sound to decay by 60 dB. Reverberation time is con-
trolled in interior building spaces to enhance speech
intelligibility or enhance music quality. Generally,
speech intelligibility benefits from a short reverbera-
tion time (typically 1 s) while orchestral concert and
organ music benefit from long reverberation times (2 to
5 s). Figure 7 presents criteria for reverberation time
in spaces according to use for music or speech and
according to room volume.

There are four generally accepted methods for
calculating the reverberation time. The first and
probably most widely used is the Sabine equation.
It is more appropriately used in moderately to highly
reverberant spaces. The Sabine equation is as follows:

T60 = 0.049V

A
(English units)

The second method for determining room reverbera-
tion is the Norris–Eyring equation. It is most appro-
priately used in highly absorptive and large rooms. The
Norris–Eyring equation is as follows:

T60 = 0.049V

(−S)1n(1 − α)
(English units)

The third method for determining room reverberation
is the Fitzroy equation. It is used primarily for
rooms where the absorption of parallel surfaces is
approximately the same. The Fitzroy equation is as
follows:

T60 = X

S

(
0.049V

S αx

)
+ Y

S

(
0.049V

Sαx

)

+ Z

S

(
0.049V

S αx

)
(English units)



RATINGS AND DESCRIPTORS FOR THE BUILT ACOUSTICAL ENVIRONMENT 1281

32
20

30

40

50

60

70

80

90

63 125 250 500

One-Third Octave Band Frequencies in (Hz)

N
or

m
al

iz
ed

 Im
pa

ct
 S

ou
nd

 P
re

ss
ur

e 
Le

ve
ls

 (
dB

) 
re

 2
0 

µP
a

1000 2000 4000 8000

80

70

60

50

40

30

Im
pa

ct
 in

su
la

tio
n 

cl
as

s

IIC 51

Figure 7 Typical impact sound pressure level spectrum
and IIC contour.

In the above equations, V is room volume, S is room
surface area, A is room absorption, α is average sound
absorption coefficient (the x, y, and z subscripts are the
average sound absorption coefficients of walls normal
to the x, y, and z axes), and X, Y , and Z are the
surface areas of walls normal to the x, y, and z axes.
If units of volume, surface area, and absorption are
metric, then the 0.049 constant in each equation should
be 0.161. 28

5.2 Room Constant
Room constant (R) is defined as the ratio of room
sound absorption to the quantity 1 minus the average
room absorption coefficient. Using the above symbol
definitions, the relationship is expressed as

R = A

1 − α

There are no criteria that make use of room constant;
however, it can be useful in assessing the critical
distance, defined as the distance from a source at which
the reverberant field sound pressure level equals the
directly radiated sound pressure level.

5.3 Articulation Index
The articulation index (AI) is a weighted proportion
of a speech signal usable to convey information. The
procedure35 for estimating articulation index involves
accounting for signal strength, background or mask-
ing noise, time-varying character of background noise,
speech signal clipping, and reverberation. The estima-
tion procedure is carried out in one-third or full octave
frequency bands. The calculated articulation index is
used to estimate percent of syllables,words, or sentences

understood correctly. This analysis can be used to assess
both speech intelligibility or its inverse, speech privacy.
AI is also described in Section 6 of Chapter 34.

5.4 Speech Transmission Index
The speech transmission index (STI) is similar to the
articulation index. It differs in that the STI uses a mod-
ulation transfer function.36,37 In its evaluation, it incor-
porates a procedure for expressing the loss in articula-
tion produced by room reverberation as an equivalent
background noise contribution, which can be added to
the actual measured background noise level.38

5.5 Rapid Speech Transmission Index
The rapid speech transmission index (RaSTI) is similar
to the STI, uses fewer modulation frequencies, and
incorporates only speech and background sound levels
in only two octave bands—500 and 2000 Hz. The
RaSTI value is considered sufficiently accurate only
if no nonlinearities in speech transmission exist and
if the background sound pressure level is devoid of
strong tonal components.
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CHAPTER 107
ISO RATINGS AND DESCRIPTORS FOR THE
BUILT ACOUSTICAL ENVIRONMENT

Heinrich A. Metzen
DataKustik
Greifenberg, Germany

1 INTRODUCTION
In 1988, the European Building Products Directive
moved to harmonize technical standards and guide-
lines, thus enabling the free trade of building materi-
als and products throughout the member states of the
European Community.1 Protection against noise is one
of the so-called essential requirements applying to con-
struction works (both building and civil engineering
works). Others are mechanical resistance and stability,
safety in case of fire, energy economy and heat reten-
tion, safety in use, and hygienic, health, and environ-
mental aspects. As far as sound insulation is concerned,
the task was to draft new or to revise existing standards
to cover all relevant technical aspects dealing with
measurement, weighting, and calculation procedures
for building products, elements, and buildings. Due to
the Vienna Agreement in 1991 between the European
Standardization Body (CEN) and the International
Organization for Standardization (ISO), this huge task
was heavily facilitated as existing ISO standards were
allowed to be revised under CEN or ISO with a final
parallel voting procedure. This concerned mainly the
revision of the ISO 140- and ISO 717- series covering
the measurement of sound insulation of building ele-
ments and of buildings and the procedures for weight-
ing of spectral data resulting in single-number ratings.
Furthermore, the sound-absorbing properties of build-
ing products are tested according to ISO 354 while a
weighting procedure for specifying sound absorption
by a single-number rating did not exist. Further acous-
tical properties related to building products that had
to be covered are noise from water and wastewater
supply systems, dynamic stiffness and airflow resis-
tivity of acoustic materials, and survey test methods
for airborne and impact sound insulation, besides the
standard test methods in ISO 140.

2 AIRBORNE SOUND INSULATION
The revision of ISO 717-1 (1982 edition) originated
from discussions in ISO about the suitability of the ref-
erence curve method for specifying performance with
respect to outdoor noise. An ISO study group was set
up that analyzed and listed the main points of criticism:

• The single-number ratings obtained by applying
the ISO reference curve (e.g., theweighted sound
reduction indexRw

∗) arenot sufficiently sensitive

∗Subscripts in this chapter have the following mearnings:
c = ceiling, e = element, f = flanking, n = normalized, s =

to low frequencies, while the high frequencies
cause a strong impact on the final result.

• The reference curve method is not suitable to
express element or building performance for
different noise spectra, such as road noise traffic
with dominating low frequencies.

• This combines with the request to extend the
frequency range by the third octaves 50 to
80 Hz and 4000 to 5000 Hz.

• Several European countries established national
rules that qualification tests on site can or have to
be performed in octave bandwidths. The new rat-
ingmethods, therefore, had to include procedures
for data in third octaves and in octaves.

Furthermore, the so-called 8-dB rule was a point of
discussion. The first edition of ISO/R 717 (1968) stated
that the average of unfavorable deviations should be
not more than 2 dB, and that any one-third octave
band value should be not more than 8 dB below the
shifted reference curve. In ISO 717-1 (1982 edition)
deviations of more than 8 dB had just to be stated
without influencing the final rating.

The new edition (1996) of ISO 717-12 describes
the procedures to calculate single-number ratings from
measurement results in frequency bands of building
elements and of buildings considering the former
discussions. This includes:

• Single-number quantities for airborne sound
insulation between rooms in buildings and
of building elements, such as walls, floors,
windows, and doors.

• Spectrum adaptation terms C and Ctr to correct
the single-number ratings with respect to two
different sound pressure level spectra, referring
to an indoor (term C) and a traffic noise
spectrum (term Ctr).

• Procedures to evaluate single-number ratings for
measurement results in third octave (laboratory
and field tests) and in octave bands (field tests
only) in accordance with the ISO 140 series.

The single-number quantities obtained by the reference
method can be combined with one of the spectrum
adaptation terms as a sum to characterize the sound

surface, T = reverberation time, w = weighted, and 2m = 2
metres.
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Table 1 Application of Single-Number Quantities for
Airborne Sound Insulation in Conjunction with
Spectrum Adaptation Terms (Examples)

Objective Examples

Specifying element
performance

Rw (C; Ctr) = 50 (−2; −7) dB

Dn,f,w (C; Ctr) = 45 (−1; −5) dB

Specifying building
performance

R′
w (C; Ctr) = 52 (−1; −6) dB or

Dn,w (C; Ctr) = 50 (−2; −5) dB or
DnT,w (C; Ctr) = 53 (−1; −5) dB

Stating the
minimum
requirement
between rooms
(e.g., in building
regulations)

Rw ≥ 53 dB or
R′

w + C50−3150 ≥ 53 dB or
DnT,w + Ctr ≥ 45 dB

insulating properties of building elements or the acous-
tical performance of buildings between rooms inside
buildings or from the outside to the inside (Table 1).

The advantage of this solution is that the former ref-
erence method could be kept and test results applying

former editions of ISO 717-1 match still with the prin-
cipal weighting procedure. On the other hand, the spec-
trum adaptation terms can be calculated from the mea-
sured spectrum without requiring a new test. As the
spectrum adaptation terms are sensitive to deviations in
single-frequency bands, the former 8-dB rule no longer
applies. Meanwhile, several European countries have
installed revised or new national building regulations
making use of the new weighting procedures (Table 2).
In several European countries additional national
standardsspecifyingclassificationschemesfor increased
sound insulation exist.3

The 1996 edition of ISO 717-1 has created a large
diversity of descriptors used in the ISO member coun-
tries. As spectrum adaptation terms can be calculated
also for the enlarged frequency range (downward to
50 Hz and/or upward to 5000 Hz), a maximum of eight
spectrum adaptation terms result from one spectrum, for
example, for the weighted sound reduction index Rw:

Rw(C;C tr;C100–5000;Ctr,100–5000; C50–5000;

Ctr,50–5000;C50–3150;Ctr,50–3150)

= 50(−2;−7;−1;−7; −2;−8;−3;−8) dB

Legal requirements for sound insulation against out-
door noise differ even more than requirements for
sound insulation inside buildings. In some countries

Table 2 Airborne Sound Insulation Requirements in European Countries (as of 2004)a

Country Descriptor Multistory Buildings (dB) Semidetached and Row Houses (dB)

Austria DnT,w ≥55 ≥60
Belgiumb DnT,w ≥54 ≥58
Czech Republic R′

w ≥52 ≥57
Denmark R′

w ≥52c ≥55
Estonia R′

w ≥55 ≥55
Finland R′

w ≥55 ≥55
France DnT,w + C ≥53 ≥53
Germany R′

w ≥53c ≥57
Hungary R′

w ≥52 ≥57
Iceland R′

w
c ≥52 ≥55

Latvia R′
w ≥54 ≥54

Lithuania DnT,w or R′
w ≥55 ≥55

ltaly R′
w ≥50 ≥50

Netherlands Ilu;k (R′
w ≈ 55 + Ilu;k) ≥0 ≥0

Norway R′
w ≥55d ≥55d

Poland R′
w + C ≥50c ≥52

Portugal Dn,w ≥50 ≥50
Russia Ib ≥50 e
Slovakia R′

w ≥52 ≥52
Slovenia R′

w ≥52 ≥52
Spainb DnT,w + C100–5000 ≥50 ≥50
Sweden R′

w + C50−3150 ≥53 ≥53
Switzerland DnT,w + C ≥54 ≥54
United Kingdom DnT,w + Ctr ≥45 ≥45

aSee also Table 4 in Chapter 114.
bProposed new requirements.
cFor vertical direction the requirement is 1 dB higher.
dIt is recommended that the same criteria are fulfilled by R′

w + C50–3150.
eNo requirements.
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Table 3 Single-Number Quantities of Airborne Sound Insulation of Building Elements

Derived from One-Third Octave Band Values

Single-Number Quantity Term and Symbol Defined in Equationa

Weighted sound reduction index
Rw

Sound reduction index R ISO 140-3 R = L1 − L2 + 10 log
S
A

Weighted suspended-ceiling
normalized level difference
Dn,c,w

Suspended-ceiling normalized
level difference Dn,c

ISO 140-9 Dn,c = L1 − L2 + 10 log
A0

A

Weighted element-normalized
level difference Dn,e,w

Element-normalized level
difference Dn,e

ISO 140-10 Dn,e = L1 − L2 + 10 log
A0

A

Weighted normalized flanking
level difference Dn,f,w

Normalized flanking level
difference Dn,f

ISO 10848-2 Dn,f = L1 − L2 + 10 log
A0

A

a L1 = average sound pressure level in the sending room, in dB

L2 = average sound pressure level in the receiving room, in dB

S = area of the test specimen, in square metres (equals the test opening)

A = equivalent sound absorption area in the receiving room, in square metres

A0 = reference absorption area (A0 = 10 m2)

the required sound insulation of facades is specified as
a function of the outdoor noise level, perhaps with
different day and night requirements. In a number
of countries the indoor level LA,eq,24h must meet a
predefined limit. In some countries there are no gen-
eral or national requirements but only local or district
requirements. In addition, the methods for determina-
tion of the exterior noise exposure vary considerably.
In total, the situation is even more complex than with
indoor noise. In the mean time, the Technical Com-
mittee Room and Building Acoustics (TC-RBA) of the
European Acoustical Association (EAA) has initiated a
project to gather information on classification schemes
and to give guidance on how to harmonize the use of
concepts for sound insulation.

2.1 Descriptors for Element Performance and
for Building Performance

The single-number ratings specifying element andbuild-
ing performance and the measured term according to
the ISO 140 series and other measurement standards are
listed in Tables 3 and 4. All element data is measured in
test facilities with suppressed flanking transmission.

2.2 Weighting Procedure

The ISO weighting procedure applies to measurement
results obtained in accordance with ISO 140-3, ISO
140-4, ISO 140-5, ISO 140-9, ISO 140-10, and ISO
10848-2 in the following frequency ranges:

• From 100 to 3150 Hz for one-third octave
bands

• From 125 to 2000 Hz for octave bands (for field
tests only)

The spectral data shall be given to an accuracy of
0.1 dB. The single-number rating in decibels is obtained
by shifting the relevant reference curve in steps of
1 dB toward the measured curve until the sum of
unfavorable deviations is as large as possible but not
more than 32.0 dB (measurement in 16 one-third octave
bands) or 10.0 dB (measurement in 5 octave bands).
An unfavorable deviation at a particular frequency
occurs when the result of measurements is less than
the reference value. Only the unfavorable deviations are
taken into account. The value of the reference curve
at 500 Hz after having shifted the reference curve is
the single-number rating Rw , R′

w , Dn,w or DnT,w. (see
Tables 3 and 4). The reference curve in octave bands
should be applied just with results of measurements in
octave bands in the field (Fig. 1).

By the slightly different shape of the two reference
curves, it is ensured that the difference among single-
number ratings calculated from field measurements in
third octave or in octave bands is ±1 dB at the most.

2.3 Spectrum Adaptation Terms
The specification of the spectrum adaptation terms
C and Ctr is a normative requirement when stat-
ing the performance of building elements or of
buildings according to ISO 717-1.2 The spectrum
adaptation terms for the enlarged frequency range
C100–5000; Ctr,100–5000; C50–5000; Ctr,50–5000; C50–3150,
and Ctr,50–3150 may be given if available.

The spectrum adaptation term is a figure in deci-
bels that has to be added to an ISO single-number
rating (e.g., Rw or DnT,w) to express element or build-
ing performance with respect to a sound pressure level
spectrum. As the spectrum adaptation terms are sen-
sitive to negative deviations in single bands from the
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Table 4 Single-Number Quantities of Airborne Sound Insulation in Buildings

Derived from One-Third Octave or Octave Band Values

Single-Number Quantity Term and Symbol Defined in Equationa

Weighted apparent sound
reduction index R′

w

Apparent sound reduction
index R′

ISO 140-4 R′ = L1 − L2 + 10 log
S
A

Weighted apparent sound
reduction index R′

45◦,w

Apparent sound reduction
index R′

45◦
ISO 140-5 R′

45◦ = L1,s − L2 + 10 log
S
A

− 1.5 dB

Weighted apparent sound
reduction index R′

tr,s,w

Apparent sound reduction
index R′

tr,s

ISO 140-5 R′
tr,s = Leq,1,s − Leq,2 + 10 log

S
A

− 3 dB

Weighted normalized level
difference Dn,w

Normalized level difference Dn ISO 140-4 Dn = L1 − L2 − 10 log
A
A0

Weighted standardized level
difference DnT,w

Standardized level difference
DnT

ISO 140-4 DnT = L1 − L2 + 10 log
T
T0

Weighted standardized level
difference, Dls,2m,nT,w or
Dtr,2m,nT,w

Standardized level difference
Dls,2,nT or Dtr,2m,nT

ISO 140-5 D2m,nT = L1,2m − L2 + 10 log
T
T0

a L1 = average sound pressure level in the sending room, in dB
L2 = average sound pressure level in the receiving room, in dB

L1,s = average sound pressure level on the surface of the test specimen, in dB
L1,2m = outdoor sound pressure level 2 m in front of the facade, in dB

Leq,1,s = average value of the equivalent continuous sound pressure level on the surface of the test specimen including
reflecting effects from the test specimen and facade, in dB

Leq,2 = average value of the equivalent continuous sound pressure level in the receiving room, in dB
S = area of the test specimen, in square metres (equals the test opening)
A = equivalent sound absorption area in the receiving room, in square metres

A0 = reference absorption area (A0 = 102)
T = reverberation time in the receiving room, in s

T0 = reference reverberation time (T0 = 0.5 s)
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Figure 1 Reference curves for airborne sound, in
one-third octave and octave bands.

shifted reference curve, they replace the former 8-dB
rule. In ISO 717-1 two kinds of spectrum adaptation
terms (in third octave and octave bands) referring to
two sound pressure level spectra are introduced.
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Figure 2 Sound pressure level spectra Li1 for spectrum
adaptation term C (in one-third octave and octave bands).

The spectrum adaptation term C is calculated from
an A-weighted pink noise spectrum (Fig. 2) and the
spectrum adaptation term Ctr from an A-weighted
urban traffic noise spectrum (Fig. 3). The spectrum
adaptation terms are defined as the difference between
the calculated value XAj and the single-number rating
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Figure 3 Sound pressure level spectra Li2 for spectrum
adaptation term Ctr (in third octave and octave bands).

Xw resulting from the reference curve procedure:

Cj = XAj − Xw (in dB)

with Cj = spectrum adaptation term for spectrum
j , where

j = 1, A-weighted pink noise
j = 2, A-weighted urban traffic noise

Xw = single-number rating from the reference
curve procedure

XAj = calculated value according to

XAj = −10 log
∑

10(Lij −Xi)/10 (in dB)

i = index for third octaves 100 to 3150 Hz
resp., octaves 125 to 2000 Hz

Lij = sound pressure levels at frequency i for the
spectrum j

Xi = measured value in frequency band
i (Ri , R′

i , Dn,i , DnT,i), given to the
nearest 0.1 dB

The spectra Li1 for A-weighted pink noise and Li2
for A-weighted urban traffic noise are normalized to
an energy sum of 0 dB. The spectrum adaptation terms
are calculated to 0.1 dB and rounded according to ISO
31-0.4

Table 5 shows a scheme for the calculation of the
single-number rating according to the ISO-reference
curve and the spectrum adaptation terms C and Ctr for
the normative frequency range of 100 to 3150 Hz. The
statement of result in this case is

Rw(C; Ctr) = 50(−1;−5) dB

Both spectrum adaptation terms may be applied to
additional types of noise. Table 6 lists a number
of different noise sources to which the spectrum
adaptation terms, C or Ctr, can be attached. If the A-
weighted spectrum of a certain type of noise is known,
it can be compared with the data in Figs. 2 and 3 to
decide which spectrum adaptation term may apply to
the present spectrum.

Table 5 Calculation of Single-Number Quantity and Spectrum Adaptation Terms C and Ctr for Frequency Range
100–3150 Hz (according to ISO 717-1)

fi
(Hz)

Ri
(dB)

R
Ref.
(dB)

Shifted
R Ref.

−2
Unfavorable

Deviation

Spectrum No. 1
Li1 (dB)

for C and
C, 50-3150

Li1 − Ri
(dB)

10(Li1−Ri)/10

(10−5)

Spectrum No.2
Li2 (dB)

for Ctr and
Ctr, 50–3150

Li2 − Ri
(dB)

10(Li2−Ri)/10

(10−5)

100 33.7 33 31 0 −29 −62.7 0.05 −20 −53.7 0.43
125 37.3 36 34 0 −26 −63.3 0.05 −20 −57.3 0.19
160 37.4 39 37 0 −23 −60.4 0.09 −18 −55.4 0.29
200 38.9 42 40 1.1 −21 −59.9 0.10 −16 −54.9 0.32
250 38 45 43 5 −19 −57 0.20 −15 −53 0.50
315 39.7 48 46 6.3 −17 −56.7 0.21 −14 −53.7 0.43
400 42.1 51 49 6.9 −15 −57.1 0.19 −13 −55.1 0.31
500 45.4 52 50 4.6 −13 −58.4 0.14 −12 −57.4 0.18
630 46.9 53 51 4.1 −12 −58.9 0.13 −11 −57.9 0.16
800 50.8 54 52 1.2 −11 −61.8 0.07 −9 −59.8 0.10
1000 54.3 55 53 0 −10 −64.3 0.04 −8 −62.3 0.06
1250 55.6 56 54 0 −9 −64.6 0.03 −9 −64.6 0.03
1600 56 56 54 0 −9 −65 0.03 −10 −66 0.03
2000 57.5 56 54 0 −9 −66.5 0.02 −11 −68.5 0.01
2500 58.7 56 54 0 −9 −67.7 0.02 −13 −71.7 0.01
3150 60.6 56 54 0 −9 −69.6 0.01 −15 −75.6 0.00

Sum (≤32) = 29.2 Sum 100–3150 = 1.38 Sum 100–3150 = 3.05
Sum/16 = 1.8250 XAj = −10 log(sum) = 48.6 XAj = 45.2

C = XAj − Rw = −1.4 Ctr = XAj − Rw = −4.8
Rw = 50 dB C = −1 dB Ctr = − 5 dB
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Table 6 Relevant Spectrum Adaptation Term for
Different Types of Noise Source

Type of Noise Source
Relevant Spectrum
Adaptation Term

Living activities (talking, music,
radio, TV)

C

Children playing
(spectrum No.1)

Railway traffic at medium and
high speed

Highway road traffic >80 km/h
Jet aircraft, short distance
Factories emitting mainly

medium- and high-frequency
noise

Urban road traffic Ctr
Railway traffic at low speeds (spectrum No.2)
Aircraft, propeller driven
Jet aircraft, large distance
Disco music
Factories emitting mainly low-

and medium-frequency noise

Additional procedures for the calculationof spectrum
adaptation terms (based on different spectra Li1 and
Li2) for the enlarged frequency range (50 to 3150 Hz,
100 to 5000 Hz, or 50 to 5000 Hz) are contained in an
additional, informative annex of ISO 717-1.

2.4 Examples
From studies on a number of constructions, the
following conclusions can be drawn:

• For monolithic walls and floors with increasing
sound reduction index over frequency, the
spectrum adaptation term C is in the range
of −1 to −2 dB (Table 7). The value of C is
governed by the low- and medium-frequency
range. The spectrum adaptation term Ctr for
monolithic exterior walls is about Ctr = −4 dB.
As the levels of spectrum Li2 at the low
frequencies are higher than with spectrum Li1,
the term Ctr is much more dominated by the
difference Li2 − Ri in the first third octaves.

• Double walls (such as heavy walls with wall lin-
ings or lightweight walls with metal or wooden
studs) show spectrum adaptation terms C in
the range of −2 to −5 dB. This is caused by
the double-wall resonance frequency at low fre-
quencies and—for lightweight elements—by
the reduced insulation near the critical fre-
quency in the high-frequency region. The spec-
trum adaptation term Ctr for double-wall con-
structions with resonance frequencies 100 Hz ≤
f0 ≤ 160 Hz can drop down to −8 dB ≤ Ctr ≤
−12 dB while for lower resonance frequencies
(f0 ≤ 80 Hz) Ctr tends to be more positive with
a range of −6 dB ≤ Ctr ≤ −8 dB.

• Glazing constructions with air or argon as fill
gases have a spectrum adaptation term C of −1
to −2 dB and a spectrum adaptation term Ctr

of −3 dB to −7 dB (depending on gap width
and thickness of panes).

3 IMPACT SOUND INSULATION
The ISO procedures for obtaining the single-number
ratings for impact sound insulationhavebeen thoroughly
discussed in the revision of the former ISO 717-2 (1982
edition). The main points of criticism were:

• The shape of the ISO reference curve lacks the
necessary influence on low-frequency impact
noise while the high frequencies have too strong
an influence on the final single-number rating.

• The single-number rating (weighted normalized
impact sound pressure level) does not reflect the
subjective disturbance of impact noise such as
walking.

• The weighting procedure causes the subjective
impact noise disturbance of heavy floors to
be underrated, while lightweight timber floors
with wooden joists without additional carpets
or floating floors are overrated.

Theseproblemsare causedby the spectral characteristics
of the impact noise source. The force spectrum of the
standardized tapping machine is dominated by higher
frequencies, which is not comparable with real impact
noise sources (e.g., walking, moving of chairs/tables,
children playing, etc.). Several new reference curves
with different shapes have been discussed and assessed.
Finally, it was decided keep the existing reference curve
procedure to avoid confusion amongusers and toprevent
malpractice, which possibly would occur with several
single-number ratings characterizing the impact sound
insulation of floors.

The new edition of ISO 717-25 describes the proce-
dures to calculate single-number ratings from measure-
ment results in frequencybands of building elements and
of buildings. This includes:

• Single-number quantities for the impact sound
insulation in buildings and of floors (ISO 140-6
and ISO 140-7).

• Single-number quantities for the impact sound
reduction of carpets and floating floors from
the results of measurements carried out in
accordance with ISO 140-8.

• Procedures to evaluate single-number ratings for
measurement results in third-octave (laboratory
and field tests, ISO 140-6 and ISO 140-7) and in
octave bands (field tests only, ISO 140-7).

With this approach, the single-number quantities
obtained by the reference method (e.g., the weighted
normalized impact sound pressure Ln,w) is maintained
as the prime rating quantity.

An informative annex introduces a spectrum adap-
tation term for impact noise by a walking person
(Ci , i = impact). Several studies have shown that the
unweighted (linear) impact level generated by the
tapping machine is more representative of the A-
weighted walking noise levels for all types of floor.6–9
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Table 7 Weighted Sound Reduction Index Rw and Spectrum Adaptation Terms C and Ctr of Typical Building
Elements (Examples)

No. Element Type Layer Description Rw (C; Ctr)

1 Monolithic wall Aerated concrete 100 mm, plastered 39 (−1; −4) dB

2 Monolithic floor Concrete 200 mm 58 (−1; −5) dB

3 Monolithic wall with wall lining Aerated concrete 100 mm, plastered
Mineral wool slab 50 mm (glued)
Render 15 mm

51 (−2; −8) dB

4 Monolothic floor with floating floor Concrete 160 mm
Glass wool slab 13 mm
Calcium-sulfate screed 40 mm

64 (−4; −11) dB

5 Timber floor with wooden joists
(cross section 120 × 180 mm)

Wooden particle board 22 mm
Mineral wool 27 mm
Wooden particle board 22 mm
Glass wool 100 mm (inside cavity)
Gypsum board 12.5 mm (on wooden battens)

64 (−4; −11) dB

6 Lightweight double-wall
(single metal studs 60 × 100 mm)

Gypsum board 12.5 mm
Glass wool 100 mm (inside cavity)
Gypsum board 12.5 mm

52 (−2; −7) dB

7 Lightweight double-wall
(single wooden studs 38 × 89 mm)

Gypsum board 13 mm (on resilient furring channel)
Glass wool 90 mm (inside cavity)
Gypsum board 13 mm

48 (−5; −13) dB

8 Inclined roof (with wooden rafters) Concrete tiles
Glass wool 160 mm (between rafters)
Gypsum board 12.5 mm (on wooden battens)

52 (−3; −9) dB

9 Metal facade Corrugated metal sheet 0.88 mm
Glass wool 100 mm
Corrugated metal sheet 0.88 mm

36 (−2; −7) dB

10 Glazing 4-mm glass
12-mm air
6-mm glass

34 (−1; −4) dB

11 Window Aluminum frame with center
sealing at frame and interior rabbet
sealing

Glazing: 6-mm glass, 16-mm air, 4-mm glass

39 (−3; −6) dB

The intention of this spectrum adaptation term is to
allow—in combination with the single-number rat-
ing according to the reference curve—a more correct
weighting with respect to the excitation by walking
persons. This rating is also more restrictive to single
noise peaks and replaces thereby the 8-dB rule used in
the former (1982) edition of ISO 717-2. Studies clearly
indicate that the difference between the ISO single-
number rating plus the spectrum adaptation term for
impact noise (Ln,w + Ci) and the A-weighted impact
noise by a walking person LA on several types of floors
is more or less constant, at least for hard footwear.10

The single-number quantities are intended for rating
the impact sound insulation of floors, bare floors, and
of carpets or floor coverings and for the formulation
of acoustical requirements in building codes. The
specification of numerical values of the single-number
quantities remains a national task (Table 8).

As for airborne sound insulation, several European
countries havemeanwhile revised their national building

regulations (Table 9). Furthermore, national classifica-
tion schemes for increased sound insulation make use of
the spectrum adaptation term for walking noise.3

3.1 Descriptors for Element Performance and
for Building Performance

The single-number ratings specifying element and
building performance with respect to impact sound
insulation properties and the measured term according
to the ISO 140 series and other measurement standards
are listed in Tables 10 and 11. As with airborne sound
insulation, all element data is measured in test facilities
with suppressed flanking transmission.

3.2 Weighting Procedures

The ISO weighting procedure applies to measurement
results made in accordance with ISO 140-6, -7 and
ISO 10848-2 in the frequency ranges:

• From 100 Hz to 3150 Hz for one-third-octave
bands
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Table 8 Application of Single-Number Quantities for
Impact Sound Insulation in Conjunction with the
Spectrum Adaptation Term for Walking Noise
(Examples)

Objective Examples

Specifying element
performance (floor)

Ln,w = 52 dB
Ln,w (Ci) = 52 (2) dB

Specifying element
performance (carpet
or floating floor)

�Lw = 34 dB
�Lw (Ci,�) = 34 (−13) dB
�Llin = �Lw + Ci,� = 21 dB

Specifying building
performance

L′
n,w = 53 dB

L′
nT,w = 50 dB

Stating the minimum
requirement between
rooms (e.g., in
building regulations)

L′
n,w ≤ 53 dB or

L′
nT,w ≤ 53 dB or

L′
n,w + Ci ≤ 53 dB

L′
n,w + Ci,50–2500 ≤ 56 dB

• From 125 Hz to 2000 Hz for octave bands (for
field tests only)

The spectral data shall be given to 0.1 dB. The single-
number rating in decibels is obtained by shifting the

reference curve in steps of 1 dB toward the measured
curve until the sum of unfavorable deviations is as
large as possible but not more than 32.0 dB (measure-
ment in 16 one-third octave bands) or 10.0 dB (mea-
surement in 5 octave bands). An unfavorable deviation
at a particular frequency occurs when the measurement
results exceed the reference value. Only the unfavor-
able deviations shall be taken into account.

As with airborne sound insulation, two types of
reference curve exist: one for data in one-third octave
band and another for data in octave band width
(Fig. 4). For the evaluation of data in one-third octave
bandwidth, the single-number rating equals the value
in decibels of the reference curve at 500 Hz, after
having shifted the reference curve. Due to the different
bandwidth, the single-number rating for the evaluation
of data in octave band is the value in decibels of the
reference curve at 500 Hz, after having shifted the
reference curve, reduced by 5 dB.

The reference values for the octave bands are
equivalent to the energetic sum of the reference values
in one-third octave bands. The reference value for the
octave band of 2000 Hz has been reduced to take care
of the one-third octave band of 3150 Hz, which (for
bare massive floors) may contribute considerably to the

Table 9 Impact Sound Insulation Requirements in European Countries (as of 2004)a, see also Table 5 in
Chapter 114)

Country Descriptor
Multistory

Buildings (dB)
Semidetached

and Row Houses (dB)

Austria L′
nT,w ≤48 ≤46

Belgiumb L′
nT,w ≤58 ≤50

Czech Republic L′
n,w ≤58 ≤53

Denmark L′
n,w ≤58 ≤53

Estonia L′
n,w ≤53 ≤53

Finland L′
n,w ≤53 ≤53

France L′
nT,w ≤58 ≤58

Germany L′
n,w ≤53 ≤48

Hungary L′
n,w ≤55 ≤47

Iceland L′
n,w ≤58 ≤53

Latvia L′
n,w ≤54 ≤54

Lithuania L′
n,w ≤ 53 ≤ 53

ltaly L′
n,w ≤63 ≤63

Netherlands Ico (≈L′
n,w −49 . . . 56) ≥5 ≥5

Norway L′
n,w

c ≤53c ≤53c

Poland L′
n,w ≤58 ≤53

Portugal L′
n,w ≤60 ≤60

Russia Iy (≈L′
n,w + 7) ≤67 —d

Slovakia L′
n,w ≤58 ≤58

Slovenia L′
n,w ≤58 ≤58

Spainb L′
nT,w ≤65 ≤65

Sweden L′
n,w + Ci,50–2500 ≤56e ≤56e

Switzerland L′
nT,w + Ci ≤50 ≤50

United Kingdom L′
nT,w ≤62 None

aSee also Table 5 in Chapter 114.
bProposed new requirements.
cIt is recommended that the same criteria are fulfilled by L′

n,w + Ci,50–2500.
dNo requirements.
eThe sarne criteria shall also be fulfilled by L′

n,w.
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Table 10 Single-Number Quantities of Impact Sound Insulation Properties of Floors and Floor Coverings

Derived from One-third Octave Band Values

Single-Number Quantity Term and Symbol Defined in Equation

Weighted normalized impact sound
pressure level Ln,w

Normalized impact sound pressure level
Ln

ISO 140-6 Ln = Li + 10 log
A
A0

Weighted reduction in impact sound
pressure level �Lw

Reduction in impact sound pressure level
�L

ISO 140-8 �L = Ln,0 − Ln

Weighted normalized flanking level
difference Dn,f,w

Normalized flanking level difference Dn,f ISO 10848-2 Ln,f = Lf + 10 log
A
A0

Table 11 Single-Number Quantities of Impact Sound Insulation between Rooms in Buildings

Derived from One-third Octave or Octave Band Values

Single-Number Quantity Term and Symbol Defined in Equationa

Weighted normalized impact sound
pressure level L′

n,w

Normalized impact sound pressure level
L′

n

ISO 140-7 L′
n = Li + 10 log

A
A0

Weighted standardized impact sound
pressure level L′

nT,w

Standardized impact sound pressure level
L′

nT

ISO 140-7 L′
nT = Li − 10 log

T
T0

Li = impact sound pressure level: average sound pressure level in the receiving room when the floor under test is
excited by the tapping machine, in dB

Ln,0 = normalized impact sound pressure level of the heavy standard floor without the floor covering
Ln = normalized impact sound pressure level of the heavy standard floor with the floor covering
Lf = flanking impact sound pressure level: average sound pressure level in the receiving room by the flanking

transmission due to the test element when excited by the tapping machine, in dB
A = equivalent sound absorption area in the receiving room, in m2

A0 = reference absorption area (A0 = 10 m2)
T = reverberation time in the receiving room, in seconds

T0 = reference reverberation time (T0 = 0.5 s)
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Figure 4 Reference curves for impact sound, in
one-third octave and in octave bands.

unfavorable deviations. This ensures that deviations
between single-number ratings obtained from data in
one-third octave or in octave bands differ ±1 dB at
the most.

The weighting procedure for the improvement of
impact sound insulation by carpets or floatings floors
is described by the reduction in impact sound pressure
level �L, measured in one-third octave bands on
a heavy concrete floor of (140 ± 20) mm thickness.
The frequency-dependent reduction in impact sound
pressure level �L when tested on homogeneous
concrete floors is independent of the normalized impact
sound pressure level of the bare concrete floor Ln,0.
However, as the weighted normalized impact sound
pressure level of the floor with and without a floor
covering depends to some extend on Ln,0 a reference
curve is required to obtain the same weighted reduction
of impact sound pressure level �Lw for the same
floor covering on different types of bare floors being
installed in laboratories. The weighted normalized
impact sound pressure level Ln,r,0,w of the reference
floor is 78 dB and represents the idealized spectrum
of homogeneous concrete floor of 120 mm thickness.
The weighted reduction in impact sound pressure level
�Lw is calculated from:

Ln,r = Ln,r,0 − �L
�Lw = Ln,w,r,0 − Ln,w,r = 78 dB − Ln,w,r

in dB
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Table 12 Normalized Impact Sound Pressure Level
of the Reference Floor Ln,r,0

f (Hz) 100 125 160 200 250 315 400 500
Ln,r,0 (dB) 67 67.5 68 68.5 69 69.5 70 70.5
f (Hz) 630 800 1000 1250 1600 2000 2500 3150
Ln,r,0 (dB) 71 71.5 72 72 72 72 72 72

where Ln,r = calculated normalized impact sound
pressure level of the reference floor
with the floor covering under test

Ln,r,0 = defined normalized impact sound
pressure level of the reference floor
(Table 12),

�L = reduction in impact sound pressure
level measured in accordance with
ISO 140-8

Ln,w,r = calculated weighted normalized
impact sound pressure level of the
reference floor with the floor covering
under test

Ln,r,0,w = obtained from the spectrum Ln,r,0 by
applying the reference curve method

The reduction in impact sound pressure level �L
measured on a concrete floor slab as defined in ISO
140-8 and thus the single-number quantity Lw may
only be used in conjunction with heavy floors (e.g.,
concrete, hollow concrete, hollow bricks). It is not
appropriate for use on other types of constructions,
especially with any kind of lightweight floors, such as
timber floors with wooden joists.

In 1994, the ISO Working Group 22 was created
to study the possibilties for setting up procedures to
evaluate the improvement of impact sound insulation
by carpets or floatings floors on lightweight floors,
such as timber floor with wooden joists. This work
resulted in the edition of ISO 140-11 specifying
methods for measuring the acoustic properties of floor
coverings installed on lightweight floors.11 In addition,
a modified tapping machine and a heavy impact source
are introduced to assess the impact sound insulation
of a floor covering against impact sources with
strong components at low frequencies, such as human
footsteps or children jumping. The procedures to
obtain single-number ratings from these measurement
results will be drafted by a CEN working group.

3.3 Spectrum Adaptation Term for Impact
Noise
As the impact noise spectrum produced by the tapping
machine does not quite represent the noise generated
by walkings persons, a spectrum adaptation term
for impact noise Ci is introduced in an informative
annex of ISO 717-2.5 In combination with the single-
number rating obtained by applying the reference curve
method, the new value allows a more correct weighting
with respect to the excitation by a walking person. The
spectrum adaptation term Ci can be calculated for the
normal frequency range from 100 to 2500 Hz for one-
third-octave bands (from 125 to 2000 Hz for octave
bands) or for the extended frequency range from 50

to 3150 Hz for one-third-octave bands (from 63 to
2000 Hz for octave bands).

As with airborne sound insulation the spectrum
adaptation term for impact noise Ci represents the
difference of the A-weighted energetic sum XA for
common impact noise by a walking person in buildings
and the single-number rating obtained from the ISO
reference curve procedure:

Ci = XA − Ln,w (in dB)

Because the A-weighted difference between the
normalized impact sound pressure level and impact
noise spectra is approximately constant above fre-
quency, the sum of the ISO single-number rating plus
the spectrum adaptation term Ci can be expressed by
the energetic sum Ln,ges corrected by a constant value:

Ln,w + Ci = 10 log
∑

10(Ln,i−15 )/10

= Ln,ges − 15 dB

The constant has been defined to result in a spec-
trum adaptation term for monolithic floors with floor
coverings of about Ci = 0 dB. Thus, there exists a lin-
ear relation between the weighted normalized impact
sound pressure level and the spectrum adaptation term
Ci :

Ci = Ln,sum − 15 − Ln,w (in dB)

or
Ci = L

′
n,sum − 15 − L

′
n,w (in dB)

or
Ci = L

′
nT ,sum − 15 − L

′
nT ,w (in dB)

The values of Ln,ges, L
′
n,ges or LnT,ges are the

energetic summation of the normalized, respectively,
standardized impact sound pressure levels for n
frequency bands, for example,

Ln,sum = 10 log
n∑

i=1

10Ln,i/10 (in dB)

The spectrum adaptation terms are calculated to 0.1 dB
and rounded according to ISO 31-0.4

For floor coverings an additional spectrum adap-
tation term is required describing the improvement of
impact sound insulation applying a flat (linear) weight-
ing. This spectrum adaptation term is calculated from:

Ci,� = Ci,r,0 − Ci,r = −11 − Ci,r (in dB)

where Ci,� = spectrum adaptation term for the
reduction in impact sound pressure
level applying a linear weighting

Ci,r = spectrum adaptation term for the
reference floor with the floor covering
under test

Ci,r,0 = spectrum adaptation term for the
reference floor (Ci,r,0 = −11 dB)
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Table 13 Calculation of Single-Number Quantities for a Bare Floor, Combined with a Floor Covering, and the
Floor Covering Itself in Conjunction with the Respective Spectrum Adaptation Terms Ci for Frequency Range
100–3150 Hz according to ISO 717-2

Bare Floor Bare Floor + Floor Covering Floor Covering

Lni Ln Shifted Unfavor. Lni Ln Shifted Unfavor. Lni Lni Difference Ln,r,0 Ln,r,0 Ln Shifted Unfavour.
fi Ref. Ln Ref. Deviation Ref. Ln Ref. Deviation without with �L Ref. Floor �L Ref. Ln Ref. Deviation
(Hz) (dB) (dB) 17 (dB) (dB) (dB) −20 (dB) (dB) (dB) (dB) (dB) (dB) (dB) −19 (dB)

100 65.5 62 79 0 56.2 62 42 14.2 65.5 56.2 9.3 67 57.7 62 43 14.7
125 66.5 62 79 0 50 62 42 8 66.5 50 16.5 67.5 51 62 43 8
160 67 62 79 0 47.4 62 42 5.4 67 47.4 19.6 68 48.4 62 43 5.4
200 67.4 62 79 0 43.6 62 42 1.6 67.4 43.6 23.8 68.5 44.7 62 43 1.7
250 67.8 62 79 0 39.1 62 42 0 67.8 39.1 28.7 69 40.3 62 43 0
315 68.2 62 79 0 36.4 62 42 0 68.2 36.4 31.8 69.5 37.7 62 43 0
400 68.6 61 78 0 33.2 61 41 0 68.6 33.2 35.4 70 34.6 61 42 0
500 69 60 77 0 31.7 60 40 0 69 31.7 37.3 70.5 33.2 60 41 0
630 69.3 59 76 0 31 59 39 0 69.3 31 38.3 71 32.7 59 40 0
800 69.6 58 75 0 29.6 58 38 0 69.6 29.6 40 71.5 31.5 58 39 0

1000 70 57 74 0 24.7 57 37 0 70 24.7 45.3 72 26.7 57 38 0
1250 70.3 54 71 0 23.5 54 34 0 70.3 23.5 46.8 72 25.2 54 35 0
1600 70.5 51 68 2.5 22.6 51 31 0 70.5 22.6 47.9 72 24.1 51 32 0
2000 70.7 48 65 5.7 24.3 48 28 0 70.7 24.3 46.4 72 25.6 48 29 0
2500 71 45 62 9 19.1 45 25 0 71 19.1 51.9 72 20.1 45 26 0
3150 71.2 42 59 12.2 14.3 42 22 0 71.2 14.3 56.9 72 15.1 42 23 0

Sum = 29.4 Sum = 29.2 Sum = 29.8
Ln,sum = 81.3 dB 57.9 dB 57.9 dB

Sum/16 = 1.8375 Sum/16 = 1.8250 Sum/16 = 1.8625
Ln,w = 77 dB Ln,w = 40 dB Ln,w,r = 41

�Lw = Ln,w,r,0 − Ln,w,r = 78 dB − Ln,w,r = 37
Ln , Sum − 15 dB − Ln,w,r = 3.20

Cr = 3
Ln,sum − 15 dB − Ln,w = −10.7 Ln,sum − 15 dB − Ln,w = −2.90 −11 − Cr = −14.2

Ci = −11 dB Ci = −3 dB Ci, � = −4 dB

The single-number rating based on the unweighted
reduction in impact sound pressure level is also
denoted by �Llin:

�Llin = �Lw + Ci,�

Table 13 shows a scheme for the calculation of the
single-number ratings according to the ISO reference
curve and the spectrum adaptation terms Ci and Ci,�

for the normative frequency range of 100 to 3150 Hz.
The statement of results for the bare floor and the

floor with floor covering are

Bare floor: Ln,w(Ci) = 77(−11) dB

Floor with floor covering : Ln,w(Ci) = 40(−3) dB

A weighted normalized impact sound pressure level
plus the spectrum adaptation term for flat weighting
Ln,w + Ci of 66 dB means that the bare floor is per-
forming 11 dB better (lower impact sound pressure
level) with excitation by a walking person than by the
tapping machine. Thus, for bare monolithic floors the
tapping machine causes a too pessimistic weighting
result compared with real walking persons.

For the floor covering the result is

�Lw(Ci,�) = 37(−14) dB

This means that the floor covering is 14 dB less
effective with respect to an excitation by a walking
person in relation to the tapping machine. The tapping
machine is overestimating the performance of the floor

covering when trying to assess the impact noise by
walking persons.

3.4 Examples
From studies on a number of constructions the follow-
ing conclusions can be drawn (Tables 14 and 15):

• Bare monolithic floors (e.g., from concrete or
aerated concrete) receive a spectrum adaptation
term for walking noise Ci of about −10 dB to
−12 dB.

• For monolithic floors with high-performance
floor coverings the spectrum adaptation term for
walking noise Ci is about 0 dB.

• For lightweight floors (timber floors with
wooden joists) the spectrum adaptation term Ci

is slightly positive. Thus, these floors are more
susceptible to walking noise than the single-
number rating Ln,w indicates.

• Floor coverings receive a spectrum adapta-
tion term Ci,� in the range of −11 dB to
−15 dB. So, floor coverings are in general
less effective against impact noise by walking
persons than to the excitation by the tapping
machine.

4 SOUND ABSORPTION
4.1 Sound Absorption Coefficient
The method described in ISO 354 evaluates the sound
absorption coefficient αp in a reverberation cham-
ber in one-third octaves in the frequency range from
100 to 5000 Hz.12 The reverberation chamber shall



1294 NOISE AND VIBRATION CONTROL IN BUILDINGS

Table 14 Weighted Impact Sound Pressure Level Ln,w and Spectrum Adaptation Term for Walking Noise Ci of
Typical Floor Constructions (Examples)

No. Element Type Layer Description Ln,w (Ci)

1 Monolithic floor Concrete 200 mm 73 (−11) dB
2 Timber floor with wooden

joists
Wooden plank 20 mm
Joist, height 180 mm (filling: 50 mm sand)

69 (0) dB

Gypsum board 12.5 mm
3 Monolithic floor with

floating floor
Concrete 200 mm
Glass wool 13 mm

36 (1) dB

Calcium sulfate 40 mm
4 Timber floor with wooden

joists with floating floor
Cement screed 40 mm
Glass wool 250 mm

52 (2) dB

Chipboard 22 mm
Joist, height 240 mm (filling: glass wool 100 mm)
Gypsum board 12.5 mm

Table 15 Weighted Reduction in Impact Sound Pressure Level �Lw and Spectrum Adaptation Term for Walking
Noise Ci,� of Floor Coverings (Examples)

No. Element Type Layer Description �Lw (Ci,�)

1 Dry floating floor Chipboard 22 mm 26 (−13) dB
Rock wool 32 mm

2 Cementitious floating floor Calcium sulfate 40 mm 37 (−14) dB
Glass wool 13 mm

3 Floor covering PVC, 2 mm 15 (−10) dB

have a volume of at least 150 m3, while for new
test rooms a minimum volume of 200 m3 is recom-
mended. Plane absorbers as test specimen shall have
a test area between 10 and 12 m2 with a rectangu-
lar shape and with a ratio of width to length between
0.7 and 1. Different standard mounting conditions for
plane absorbers (direct, glued, suspended, hanging,
plaster materials) or for discrete sound absorbers (e.g.,
absorber pads or baffles) are described in a normative
annex of ISO 354.

Test results for the sound absorption coefficient αS

in one-third octaves from 100 to 5000 Hz normally
range from 0 to 1. However, absorption coefficients
well above unity can result from the diffraction of
sound at the specimen edges, which is proportional to
the ratio of the perimeter and the area of the sample.13

4.2 Practical Absorption Coefficient
The practical absorption coefficient απ according to
ISO 1165414 is calculated by averaging arithmetically
the sound absorption coefficients measured in third
octave bands in each octave and rounding the result
to the nearest 0.05 step.

αp = (αi1 + αi2 + αi3)

3

Practical absorption coefficients αp > 1 are maximized
to αp = 1.

4.3 Weighted Sound Absorption Coefficient
The single-number rating αw is obtained from the
comparison of the αp spectrum with a reference

125
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0.2

0.4

0.6

0.8
0.8

0.9
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1 1 1

250 500 1000 2000 4000

Frequency f (Hz)

α p

Figure 5 Reference curve for sound absorption accord-
ing to ISO 11654.

curve (Fig. 5). The reference curve is shifted in
steps of 0.05 towards the measured value until the
sum of the unfavorable deviations in the frequency
range of 250–4000 Hz is less than or equal to
0.10. An unfavorable deviation occurs at a particular
frequency when the measured value is less than the
value of the reference curve. Only deviations in the
unfavorable direction shall be counted. The weighted
sound absorption αw is defined as the value of the
shifted reference curve at 500 Hz.

The reference curve is lowered to 0.8 at 250 Hz to
adapt the curve to the shape of conventional porous
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absorbers. The decrease at 4000 Hz is due to the fact
that mechnical typewriters with strong noise emission
at high frequencies are nowadays less common in
office rooms and absorbers for hygienic applications
show often a decreasing sound-absorbing coefficient
in this frequency range, both causing the higher
frequencies to be less relevant when judging noise
absorption characteristics.

4.4 Shape Indicators

A shape indicator is used whenever the practical sound
absorption coefficient αp at one or more frequencies
exceeds the value of the shifted reference curve by 0.25
or more. Capital letters (in parentheses) indicate in such
cases that an excess occurs in the low, medium, or high-
frequency domain. An excess absorption at 250 Hz is
marked by the indicator L, an excess at 500 or 1000 Hz
byM , and anexcess at 2000or4000 HzbyH . In general,
a shape indicator means that the sound absorption
coefficient at one or several frequencies is considerably
higher than the values of the shifted reference curve.
Negative deviations (values below the reference curve)
are not considered as they are already maximized to 0.1
in the curve-shifting procedure.

4.5 Examples

In Example 1 the calculation of the weighted sound
absorption coefficient for a normal porous absorber
with increasing sound absorption over frequency is

explained (Table 16). The reference curve is shifted
in steps of 0.05 towards the measured value (i.e.,
downward) until the sum of the unfavorable deviations
is equal or smaller 0.10. An unfavorable deviation
occurs at 250 Hz and the result is αw = 0.60. No shape
indicators are given as the differences between αp , and
the values of the shifted reference curve is less than
0.25 at all center frequencies.

In Example 2, the shape indicator is calculated
for a resonance absorber (Table 17). The unfavorable
deviation is equal to that of example 1 and thus the
same αw value is obtained. However, as the practical
sound absorption coefficient of the absorber exceeds
that of the shifted reference curve by more than 0.25
at 500 Hz, the mid-frequency (M) shape indicator is
added resulting in the designation αw = 0.60(M).

From studies on a number of practical absorber
designs, the following conclusions can be drawn:

• For plane porous absorbers (e.g., mineral wool
or open-cellular foams), the weighted sound
absorption coefficient αw equals quite often
the measured sound absorption coefficient α at
500 Hz minus 0 to 0.10.

• The majority of plane porous absorbers receive
the shape indicator H which means that the
shifted reference curve is exceeded by more
than 0.25 at 2000 or/and 4000 Hz. Hence, the
absorber is more effective at these frequencies
than indicated by the single-number rating αw .

Table 16 Calculation Scheme for Example 1

1 2 3 4 5 6 7

f (Hz) αp Ref. Curve

Shifted Ref.
Steps 0.05

−0.40
Unfavorable

Deviation

Difference
Column 2–
Column 4

Form Indicator
If ≥ 0.25

125 0.20
250 0.35 0.8 0.40 0.05 −0.05
500 0.70 1 0.60 0.00 0.10
1000 0.65 1 0.60 0.00 0.05
2000 0.60 1 0.60 0.00 0.00
4000 0.55 0.9 0.50 0.00 0.05

Sum = 0.05
αw = 0.60 —

Table 17 Calculation Scheme for Example 2

1 2 3 4 5 6 7

f (Hz) αp Ref. Curve

Shifted Ref.
Steps 0.05

−0.40
Unfavorable

Deviation

Difference
Column 2–
Column 4

Form Indicator
If ≥ 0.25

125 0.20
250 0.35 0.8 0.40 0.05 −0.05
500 1.00 1 0.60 0.00 0.40 M
1000 0.65 1 0.60 0.00 0.05
2000 0.60 1 0.60 0.00 0.00
4000 0.55 0.9 0.50 0.00 0.05

Sum = 0.05
αw = 0.60 (M)
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Table 18 Sound Absorption Classes According to
ISO 11654, Annex B

Sound Absorption
Class αw

A 0.90; 0.95; 1.00
B 0.80; 0.85
C 0.60; 0.65; 0.70; 0.75
D 0.30; 0.35; 0.40; 0.45; 0.50; 0.55
E 0.25; 0.20; 0.15
Not classified 0.10; 0.05; 0.00
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Figure 6 Reference curves limiting the different sound
absorption classes in ISO 11654.

• Resonance-type absorbers can receive various
shape indicators depending on the individual
characteristics of the frequency curve.

• Absorbers primarily used in office buildings at
conventional wall distances receive no shape
indicator when compared with the reference
curve.

4.6 Sound Absorption Classes

Depending on the value of the single-number rating,
αw , absorbers can be grouped into classes (Table 18).
These sound absorption classes intend to facilitate the
selection of suitable absorbers for a specific appli-
cations by architects or building designers. National
regulations can refer either to the weighted sound
absorption coefficient or the sound absorption class.
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CHAPTER 108
ACOUSTICS DESIGN IN OFFICE WORK SPACES
AND OPEN-PLAN OFFICES

Carl J. Rosenberg
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Cambridge, Massachusetts

1 INTRODUCTION

Acoustical considerations in offices relate to noise
control of equipment, speech privacy, and freedom
from distraction. These considerations have been
shown to influence the productivity of office workers
and can, therefore, have both an economic and
psychological impact on the office environment. The
understanding focus on office acoustics has paralleled
the growth of architectural acoustics as a building
science and the development of acoustical products.
Tools are available for evaluating and enhancing the
acoustical design of office work spaces.

Basic terms of reference have been developed for
architectural acoustics in general and for analysis of
office acoustics in particular. These include the A-
weighted sound pressure level, sound transmission
class (STC), noise criteria (NC) ratings, noise isolation
class (NIC), noise reduction coefficient (NRC), and
articulation index (AI; a measure of signal-to-noise
ratio). These terms are used both to measure existing
conditions and to predict the results of a new design.
More recently, as acoustical analysis has addressed
open plan office issues, newer terms and analysis tools
related to speech intelligibility and privacy have been
developed. Sound-masking systems have become an
accepted component of acoustical design.

2 CURRENT ANALYTICAL FRAMEWORK

A seminal study by Cavanaugh et al. from 1962 added
an important tool to the analytical acoustical arsenal.1

It was found that the reduction of noise between offices
did not alone correlate with acceptability or privacy.
It was formulated that background sound, specifically
steady-state sources such as fan noise from ventilation
systems that did not vary or carry their own messages,
were a significant factor in achieving acceptability
to office workers for their privacy. Higher levels of
background sound provided a speech-masking effect.
Lower levels of background sound meant that intrusive
noise was much more noticeable and annoying. The
role of background sound was quantified, and privacy
was correlated with signal-to-noise ratio, not with just
noise reduction of construction. This relationship is
stated as

Speech privacy = Noise reduction

+ Background sound pressure levels

This is the framework for the current evaluation of
office acoustics for both closed- and open-plan offices.

3 EFFECT OF ACOUSTICS ON HUMAN
PRODUCTIVITY

Acoustics profoundly impacts human performance
and has been objectively measured in office settings
for its effect on productivity. In fact, numerous
demonstrations of these impacts on office workers have
been a concern for research scientists for decades,
some work going back almost 80 years.2 In addition
to the focus on productivity, there is currently a
strong concern for privacy. This has recently acquired
much broader relevance due to a sensitivity to
privacy as a civil right and the passage of numerous
privacy protection laws by foreign countries (e.g., EU
Directive 95.46) and at the federal level in the United
States. For instance, with regard to an individual’s
health records, current legislation in United States
requires that the transfer of health records, in whatever
format, conform with requirements for privacy (e.g.,
the Health Insurance Portability and Accounting Act,
HIPAA). This includes privacy for digital transfer of
health records between providers of health care and
presumably aural privacy as well. Similar concerns
are entering the realm of potential legislation for the
financial world also (e.g., the Gramm Leach Bliley
Act, relating to privacy of financial transactions).

4 NOISE REDUCTION AND ACOUSTICAL
FACTORS IN CLOSED OFFICES

Closed offices by definition have walls that extend at
least to the ceiling plane and have a door. Ceiling
heights can range from 2.5 m (just over 8 ft) up to 4 m
(13 ft) and more. Noise sources within a closed office
can be conversations on the telephone or conversations
between workers and visitors in the same office. These
sources become a distraction to the neighboring space.

The analysis of sound transfer between offices fol-
lows traditional procedures of source–path–receiver.
The acoustical power of the source, the size of the
room, and the finishes on the walls and ceiling will all
determine the sound energy within the source room.
Construction systems for the primary and secondary
sound paths will determine how much sound energy
is transmitted to a neighboring space. The primary
sound path is the common wall that may or may not
have a doorway or window as part of that path. The
secondary sound paths include sound transfer through
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the ceiling plenum, through gaps and leaks, through
common ducts (both supply and return), through open-
ings around pipes, and through exterior lightweight
window systems or even through open windows. The
background sound pressure level in the receiver room
will determine the final signal-to-noise ratio and hence
effect the resulting speech privacy. See Fig. 1.

Common Wall Existing standard literature in archi-
tectural acoustics provides guidelines for typical sound
reduction performance of this primary sound path.3–8

For example, wall constructions with STC 40 are usu-
ally thought to have modest to poor ability to block
sound and hence provide poor speech privacy. Con-
structions with performance in the range of STC 50
are more typical of performance that is necessary for
confidential speech privacy.

Wall Constructions For typical modern offices, the
range of construction options is limited to just the
number of layers of gypsum board on the wall, the type
of stud framing, and whether or not there is insulation
in the cavity of the wall. A single metal stud with a
single layer of gypsum board on each side of the stud
and no insulation in the cavity will have a performance
in the range of STC 40. If the layers of gypsum board
are doubled (i.e., two layers on each side), then the
overall STC value will increase by about 5 STC points.
There is negligible difference between the performance

(a)

(b)

(c)

(d )

Section

Plan

(e)

(f )

(g)

(b)

Figure 1 Closed office sound paths: (a) continuous
strip window, (b) through wall, (c) open doors, (d)
interconnecting duct, (e) through plenum, (f) over partition,
and (g) gaps at partition.

of the wall with gypsum board that is 12.5 mm ( 1
2 in.)

thick or 15.6 mm ( 5
8 in.) thick. Insulation in the cavity

of a wall with a single stud may provide an additional
3 to 5 STC points performance. Wood studs instead of
metal studs provide a more rigid path for the transfer of
sound and will degrade the performance by 3 to 5 STC
points. Further improvements above STC 50 require
the use of resilient channels or double-stud framing.3–8

Ceiling Path In modern lightweight buildings, walls
often do not extend to the structure. In these cases,
the path for sound through the ceiling plenum is
the weakest sound path between offices. This sound
path is rated by a ceiling attenuation class (CAC)
that is analogous to an STC rating. The CAC value
is measured in accordance with ASTM (American
Society for Testing and Materials) standards and
measures the sound transfer from one standard sized
office through an acoustic tile ceiling, then into a
standard plenum, and then back into the neighboring
office again through an acoustic tile ceiling. Mineral
fiber acoustic tiles typically have a rating of CAC
35 to 39. CAC values (or STC values for the same
configuration) are provided with a 5-point range. In
cases where there is a return-air grille in the ceiling
so air can be exhausted through the plenum, or
where there is a light fixture with openings, the field
performance of the ceiling path will be significantly
degraded.

Ceiling Path—Noise Control Options Glass fiber
ceiling tiles have CAC values too low to be considered
as an effective barrier of any kind. Sometimes offices
need the high absorptive properties of a glass fiber
ceiling (high NRC) and at the same time a high
CAC performance. In this case, the suitable choice
is a composite acoustic tile that combines high NRC
with high STC, such as a layer of gypsum board or
mineral fiber acoustic tile to which a finish layer of
glass fiber has been surface mounted. Alternatively,
it may be necessary to add a plenum barrier above
the partition. This plenum barrier must be of a dense
material (gypsum board or sheet lead) with an STC
value that is sufficient to upgrade the CAC of the
ceiling path so it is equal to the STC of the wall. The
plenum barrier must also extend over the corridor wall
of adjacent offices so as to prevent flanking around the
ends of the plenum barrier.

Gaps and Cracks Openings in the wall will obvi-
ously degrade the acoustical performance since the STC
rating for an opening is 0. Typical open gaps and cracks
are the perimeter around an interconnecting door, gaps at
windowmullions, open doors to a common corridor, and
pipe and duct penetrations that are not sealed airtight.

Other Flanking Paths Sound also travels between
adjacent closed offices through lightweight building
elements that are common to both rooms. In modern
buildings, these flanking paths include lightweight strip
windows, curtain walls, common floors, and exterior
walls.
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Composite Constructions In looking at the per-
formance of a common wall between offices, or in
evaluating multiple paths that include flanking paths
and ceiling paths, often it is necessary to consider the
composite effect of the wall elements. Doors and inte-
rior windows are notorious for their ability to degrade
the acoustic performance of the composite wall. The
overall noise reduction of a composite construction is
dependent on (a) the performance or STC rating of
the weakest path, (b) the STC rating of the primary
wall construction, and (c) the area of the weaker path
relative to the surface area of the primary construction.

Field versus Laboratory Performance As with
any construction system, the actual in-field perfor-
mance seldom approaches the theoretical or laboratory
STC rating for the construction. This is due to flank-
ing paths, field conditions, poor construction practices,
and lack of caulking. Noise reduction is measured in
the field by a noise isolation class (NIC). Typically,
the NIC value will be 5 to 10 points less than the STC
rating of a given construction.

Demountable Walls Some offices use so-called
demountable walls that have the physical attributes
of permanent walls, but the walls can be removed
and relocated, thus providing a degree of flexibility
that is not available with gypsum board walls and
traditional stud construction. These walls extend only
to the underside of a continuous ceiling, so the field
NIC performance of the wall is usually quite a bit less
than its laboratory STC rating.

Background Sound Pressure Levels The back-
ground sound pressure level has a strong impact on
the degree of speech privacy that can be achieved in
closed offices. If the ambient sound is very quiet, NC-
30 or less, then even very good constructions can be
inadequate to provide privacy. If the ambient is rather
loud, NC-40 or above, then even very poor construc-
tions can provide adequate normal privacy. Ambient
sound can be contributed by traffic outside, by a cen-
tral ventilation system, by unit ventilators or fan coil
units in the office, or by an electronic sound-masking
system.

Ambient noise can also be a source of distraction, as
may be the case from exterior noise sources reflecting
from adjacent buildings or reverberating from interior
courtyards. In these cases, the open windows are often
the controlling sound paths, and attention must be
paid to the sound transmission from exterior sources
through the building envelope. The problems can be
exacerbated by U-shaped building configurations in
urban environments.

Measure of Privacy As noted above, the relation-
ship between privacy, noise reduction, and background
sound pressure levels is indicated in the following rela-
tionship:

Speech privacy = noise reduction

+ Background sound pressure levels

In one design approach, this general relationship has
been transformed into a quantifiable formula:

SPI = NR + NC

where SPI = speech privacy index
NR = noise reduction, measured as an NIC

rating.
NC = measured noise criteria rating

Source room levels are assumed to be normal voice
level and normal office sizes. SPI values of 75 or
above relate to confidential speech privacy, which is
a condition where a listener is not able to understand
speech from a neighboring office when a talker is using
normal voice level. SPI values of 68 to 75 relate to
normal speech privacy, where only occasional words
would be intelligible. SPI values below 68 do not
provide speech privacy.

5 NOISE REDUCTION AND ACOUSTICAL
FACTORS IN OPEN-PLAN OFFICE

Open-plan offices are characterized by the absence of
fixed walls, partitions that do not extend full height to
the ceiling, and no doors. These layouts were devel-
oped first in the 1960s to provide flexibility in office
arrangements, cost savings in office construction, and
innovative patterns of work flow. Activities in open-
plan offices include the full range of traditional office
work activities. These may require (but seldom attain)
confidential speech privacy between adjacent spaces or
just freedom from distraction.

Although specific layouts may vary dramatically,
open-plan offices are the predominant format for office
layout today. The offices may have a traditional cubicle
format or may be a new “team space” concept. The
workstation may be surrounded by stand-alone screens,
walls, office furniture, modular workstations, or no
barrier whatsoever. Open-plan offices are considered
to be less expensive and less costly to rearrange
than closed offices. However, because workstations
or cubicles do not have full-height partitions, lack of
privacy and increased distraction make office workers
less productive, as discussed earlier above. Acoustics
is an extremely important aspect of open-plan office
design and has been an issue of concern since the
inception of open-plan office design.9,10

5.1 Privacy Metrics

Articulation Index Speech intelligibility and acous-
tics in open-plan offices can be rated in terms of artic-
ulation index (AI). (See Appendix.) AI is a frequency-
weighted measure of the ratio between a signal (e.g.,
a talker in a classroom, a neighbor’s voice, or some
intrusive speech) and steady background noise (ambi-
ent noise from mechanical equipment, traffic, or elec-
tronic sound masking). The frequency ratings reflect
the fact that certain octave bands are more important
than others for their contribution to speech intelligibil-
ity. AI was originally developed to evaluate communi-
cation systems and has been widely applied to assess
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conditions for speech intelligibility in rooms. AI values
range from near 0 (very low signal and relatively high
noise; poor intelligibility and good speech privacy) to
1.0 (very high signal and rather low noise, excellent
communication and no speech privacy). When privacy
is desired (e.g., in an office), it is necessary to have a
low AI. When communication is desired (e.g., in class-
rooms or teleconference rooms), it is necessary to have
a high AI so people can understand speech clearly.

Speech Intelligibility Index To some extent, AI
is being replaced by the speech intelligibility index
(SII) in acoustical standards for office acoustics. (See
Appendix.) SII is still, like AI, a weighted-speech-to-
noise-ratio. However, it is somewhat more complex
to calculate than AI and includes revised frequency
weightings and the masking effect of one frequency
band on nearby frequency bands. Like AI, it has
values that range between 0 and 1, but for the same
conditions SII values are a little larger than AI values.
An empirical relationship has been developed that
allows one to approximate a correlation between AI
and SII by two simple adjustment factors.11

Privacy Index Low AI numbers indicate a higher
degree of privacy. Since this may be confusing to
laypersons who want to focus on better privacy
conditions, a new metric called privacy index (PI) has
been developed. The privacy index is defined as

PI = (1 − AI) × 100, presented as a %

where PI = privacy index
AI = articulation index

In this manner, higher PI numbers indicate more
privacy; lower PI numbers mean less privacy. For
example, an AI of 0.10 equals a privacy index of 90%.

Confidential and Normal Privacy General accept-
ed practice today for design of open-plan offices
refers to two levels of speech privacy. Confidential
privacy is defined as a condition where there is
no phrase intelligibility but some isolated word

intelligibility. Normal privacy allows modest amounts
of intelligibility, but normal work patterns are usually
not interrupted. These terms are codified in ASTM
1374 Standard Guide for Open Office Acoustics and
Applicable ASTM Standards. (See Appendix.)

Recommended Values Average noise require-
ments for various office functions are shown in
Table 1.

5.2 Analysis Tools
As with any acoustical analysis, open-plan office
acoustics can be addressed in terms of the source
(people talking), the path (direct line of sight, barrier
effects, reflections) and receiver (location of listener
in relation to the source and contribution of sound
masking). Following is a discussion of factors that
influence privacy in open-plan offices (Fig. 2).

5.3 Source
Level Values for typical voice levels have been
standardized in American National Standards Institute
(ANSI) S3.5 Methods for the Calculation of Articula-
tion Index. (See Appendix.) However, recent research
has shown that the occupants of open-plan offices often
speak at lower than normal levels, and this has to be
taken into account in an analysis of open-plan acous-
tics. Speech levels in open-plan offices are typically 3
dB to 10 dB quieter than the typical levels from ANSI
standards. This is probably due to the increased sense
of exposure that talkers have. If a talker can hear oth-
ers, that talker will sense that he or she can be heard
by others. This naturally develops a sense of office
etiquette that should be encouraged. It promotes lower
voice levels in open areas and suggests to workers
that they should relocate to closed offices when hav-
ing more active (louder) discussions or when increased
privacy is required or when using speaker phones.11,12

Orientation The human voice has directional char-
acteristics. Noise levels behind a talker can be up to 10
decibels quieter than levels on axis with the direction
of a person talking. However, since the orientation to
which a person will be talking is seldom in only one

Table 1 AI, SII, and PI for Open-Plan Offices

AI Value SII Value Privacy Index Criteria Definition Noise Requirements

>0.65 <35% Good communication Necessary when communication is
desirable (conference rooms,
classrooms, auditoriums, etc.)

0.35 65% Freedom from distraction Reasonable work conditions not
requiring heavy concentration or
speech privacy; can hear and
understand neighboring
conversations

0.20 0.27 80% Normal speech privacy Only occasional intelligibility from a
neighbor’s conversation; work
patterns not interrupted

<0.05 <0.10 >95% Confidential speech privacy Aware of neighbor’s conversation, but it
is not intelligible
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Figure 2 Open-plan office sound paths: (a) reflections off
ceiling, (b) reflections off light fixtures, (c) diffraction over
partial height barrier, (d) through barrier, (e) around end of
barrier, (f) secondary reflections, (g) sound masking from
loudspeakers above the ceiling, and (h) sound masking
from direct-field emitters.

direction, and since an office often has reflecting sur-
faces in front of a talker, most models of acoustics in
open-plan offices do not account for this factor.

Office Layout and Size The size of an office
indirectly determines the distance from a source to the
nearest barrier and thus effects the barrier effect and
also the distance to the receiver. Space for an office is
often the single most expensive element in the design,
and there is strong pressure to reduce office cubicle
size in many situations. A normal office might be in
the range of 3 m × 3 m (10 ft × 10 ft) but some
conditions can be as small as 2 m × 2 m (6.6 ft ×
6.6 ft) or 2.5 m × 2.5 m (8.2 ft × 8.2 ft).

5.4 Path

Barrier Effect (Screen Height) Partial height
barriers or partitions are necessary to block direct
sound transmission between workstations. If there is
no barrier, the direct path will govern the sound
transfer and, unless there are extraordinary distances
between source and receiver, speech privacy will be
unattainable. The barrier must be high enough and
wide enough to interrupt the line of sight between

a source and a receiver. The height of the mouth of
a talker and the ear of a listener is normally about
1.2 m (4 ft) above the floor. Hence, the first 1.2 m
(4 ft) or so of barrier height do not help speech
privacy at all, and barriers or partitions need to be
significantly higher than this height so as to be able
to block sound. This means a barrier must have a
height of about 1.5 m (5 ft) as a minimum requirement
for acoustical separation, and a height of 1.8 m (6 ft)
typically for normal privacy. Above this height there
are diminishing returns because of reflections off the
ceiling and diffraction over the barrier.13

Barrier Absorption The absorption on the surface
of a barrier does not have any direct effect on the
sound transfer between the neighboring workstations
except if there are secondary reflections off barriers
on the other side of the cubicle. It is good practice to
reduce these reflections, and even modest NRC values
of 0.65 for the inside surface of a cubicle can be
beneficial.

Barrier Transmission Loss The barrier should
be able to block sound at least as well as the path
for sound diffracting over the barrier, which means
a minimum laboratory sound transmission class value
of STC 20. This is more than adequate. Barriers or
screens should extend to the floor or leave only a small
opening at the bottom. There should be no open gaps
between adjacent panels. Values higher than STC 20
are of no additional benefit.

Barrier Location A barrier is most effective if
placed close to the source or receiver.

Ceiling Absorption The ceiling in an open-plan
office is the most important surface to treat with highly
efficient sound-absorbing material. The ceiling should
have a noise reduction coefficient (NRC) of at least
0.90 or an articulation class (AC) of at least 180.
These terms are described further below. A ceiling
with absorption properties lower than these may make
privacy less than acceptable. A ceiling with absorption
properties higher than these can be of more benefit
since it may help mitigate the adverse contribution of
other less effective components. Therefore, glass-fiber
ceiling panels, which typically have high absorption
properties, are the preferred material for ceilings
in open-plan offices. Regular mineral-fiber acoustical
panels have typical NRC value of only about 0.55 to
0.65. Hard sound reflective materials such as exposed
structure or gypsum board have NRC values less than
0.10 and will dramatically reduce privacy and raise
annoying sound pressure levels in an office. Most
ceiling tile manufacturers provide extensive data on
the sound absorptive properties of their products and
will have special products for use in open-plan spaces.
Materials must also be selected for their ability to
reflect light.

NRC, SAA, and AC The sound absorptive per-
formance of acoustical ceilings can be determined in
either of two ways. One process is the measure of
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sound absorption coefficients in a reverberation cham-
ber in accordance with ASTM C423. (See Appendix.)
This determines the random incidence sound absorp-
tion coefficients (α) for the test material. From these
data, manufacturers typically report the NRC. The
NRC value is a good first approximation of the abil-
ity of a material to absorb sound in the human speech
range. NRC is the average of coefficients of absorp-
tion for four mid-range frequencies (250 Hz, 500 Hz,
1000 Hz, and 2000 Hz), rounded to the nearest .05.
NRC values range from 0 to 1.

NRC = α250 + α500 + α1000 + α2000

4
(rounded to nearest 0.05)

Another term gaining increasing application is the
sound absorption average (SAA). SAA is a single-
number rating that is the average, rounded off to the
nearest 0.01, of the sound absorption coefficients of
a material for the 12 one-third octave bands from 200
through 2500 Hz. The SAA can be used in conjunction
with NRC rating. (See Appendix.)

In an open-plan office, the actual effectiveness
of the ceiling in determining noise reduction is
related to its absorptive performance and the height
of the barrier that separates two workstations and
the distance between a talker and listener. Therefore,
another term has been developed for a measure of
the ceiling’s contribution to noise reduction between
typical (but specifically designated) workstations. This
is the articulation class (AC), measured in an office
mockup environment in accordance with ASTM E1111
and E1110. (See Appendix.) AC values range from
about 150 to 220. The AC is the sum of the weighted
sound attenuation numbers in a series of 15 test bands
for a carefully specified office layout, barrier height,
and ceiling height.

Ceiling Height The height of a ceiling also impacts
its effectiveness in open-plan office acoustics. Typical
ceiling heights might be in the range of 2.7 m (8.8 ft).
Lower ceilings will have a noticeable adverse impact
on privacy because sound reflected off the ceiling will
be at a higher sound pressure level. This is due to the
shorter sound path of the reflected sound energy, which
increases the level of the disrupting signal, increases
the signal-to-noise ratio, increases the AI, and therefore
reduces the privacy index. The lower the ceiling,
the more important the absorptive properties are for
controlling reflections and providing speech privacy.
Higher ceilings do not make a radical improvement,
unless you go to significantly higher spaces with 5.4-
m (18-ft) ceilings or above. Such very high ceilings
of hard sound-reflecting materials will increase overall
noise levels but may not degrade speech intelligibility.

Wall Reflections Reflections and diffraction around
the ends of a partial-height partition also must be
taken into account. In particular cases where such
reflections are detrimental to the desired low AI, the

wall reflections should be eliminated. This can be done
with the closure of a panel tight against the wall (hence
eliminating the flanking path around the end of the
panel altogether), or there should be additional sound-
absorbing material at the offending sound-reflecting
wall. This can be analyzed with a relatively simple
ray diagram. To be effective in reducing sound energy
from the offending reflecting surface, the additional
material should have an NRC value of 0.80 or higher.

Ceiling Reflections Sometimes elements in the
plane of the ceiling may degrade speech privacy
because they reflect sound from one workstation to
another. In particular, flat lens light fixtures act as
acoustical mirrors and should be avoided, especially
if the fixtures are aligned right over the partial-height
wall.

Office Layout Office layout also affects speech
privacy. Offices should be arranged so that entrances
are offset, and direct line of sight or an open view
through doorways from one workstation to another
should be eliminated. Workstations should be 2.45 m
by 3.0 m (8 ft to 10 ft) apart so voice levels are
adequately reduced over distance (see Fig. 3).

Floor Carpet, whether thick or thin, is very helpful
in an open-plan office because it reduces footfall noise,
eliminates the sound of moving chairs, and cuts down
on any reflected sound that bounces between spaces
off hard floor surfaces. However, carpet is of very little
direct benefit in actually absorbing sound in the office.

5.5 Receiver

Background sound can be generated by a ventilation
system, by outdoor traffic noise (at least for offices
closest to exterior windows), or by an electronic
system. There are many advantages of an electronic
system. It can provide a preferred sound pressure
level and spectrum. It will not vary depending on the
outside temperature or inside heat load. It can provide
evenly distributed coverage throughout an office while
a ventilation system may be too loud near diffusers
and too quiet elsewhere.

In concept, an electronic sound-masking system
comprises a noise generator, spectrum shaper with
filters, amplifiers, and loudspeakers. Many systems use
loudspeakers hidden above a suspended acoustic tile
ceiling. The sound pressure level and spectrum for
these plenum loudspeakers are then adjusted until the
desired effect below the ceiling at the workstation is
achieved. Other newer technologies use loudspeakers
directly in the plane of the ceiling that do not need any
spectrum adjustment.

6 SOUND-MASKING TECHNOLOGY
AND DESIGN

Masking Sound Spectrum The character and
level of background sound is perhaps the most
important acoustical design consideration for an open-
plan office. A modest level of background or ambient
sound will cover, or mask, annoying intrusive sounds.
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(a)

(b)

(c)

Figure 3 Open-plan office layout configurations: (a) poor
layout, (b) fair layout, and (c) better layout.

The masking sound must be pleasant and neutral
with an even tonal spectrum (like the sound of a
comfortable ventilation system) that drops off at the

high end of the frequency range. There should be
no pure tones or annoying characteristics (like the
humming sound of a fluorescent light ballast). A
sample spectrum that is well accepted is shown in
Fig. 4. There are variations on this spectrum that are
also acceptable.14

Masking Sound Pressure Levels The sound
should be evenly distributed throughout the office so
the sound is no louder in some areas than others.
In addition, the generally accepted practice is that
the level should not vary in the open-plan area by
more than 3 dB in any octave band. Masking sound
should be loud enough to cover intrusive noises, but
never loud enough to be distracting in itself. Many
studies have concluded that the preferred range of A-
weighted sound pressure levels is perhaps between 45
and 50 dB.10 Conference rooms and private offices
require lower levels of background sound for ease of
communication within the room.

Use of HVAC Systems as Masking Sound Source
In theory, normal air-conditioning and ventilation sys-
tems could generate appropriate background noise to
mask speech between offices or workstations. To do
so, the ambient sound from the heating and ventila-
tion system would have to be of the correct loudness,
acceptable spectrum (frequency distributions), steady
and constant throughout the day, and uniformly dis-
tributed spatially throughout the office. This is seldom
the case. Heating, ventilating, and air-conditioning
(HVAC) systems are not designed for this purpose.
Many office buildings use variable volume air distri-
bution, so noise from the HVAC system may be erratic
and uneven in distribution, and it may change in level
over time and season. Mechanical engineers usually
design office mechanical systems to provide typical
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Figure 4 Desired spectrum and level for background
sound (speech masking) in open-plan offices.
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operating A-weighted sound pressure levels from 5 to
10 dB below the desired range for masking sound.
Diffusers are placed for air distribution concerns, not
for acoustics. All in all, the HVAC system cannot
be relied upon to meet the speech-masking needs of
offices.

Electronic Sound-Masking Systems—Loud-
speakers above Ceiling Traditional sound-mask-
ing systems have used loudspeakers installed above
the office ceiling, hidden above an accessible acoustic
tile or panel. This type of system must have the ability
to adjust the spectrum easily in order to provide the
correct frequency distribution. The system must gen-
erate enough power to transfer adequate sound energy
through the ceiling panel. And the system must be
designed to assure even spatial uniformity for the occu-
pied office space. Even a 3-dB variation from one
workstation to another can have a dramatic effect on
speech privacy. Without the benefit of even spatial dis-
tribution, a system may be either operated at a level
that is so loud that it causes annoyance to many users,
or conversely may be operated at a level that is so low
that is does not provide good privacy throughout the
office.

The design of these above-ceiling systems is
made more difficult because of the sound attenuation
characteristics of typical ceiling and plenum materials,
openings for return-air trough diffusers and light
fixtures, and reflections off structure or ductwork in
the plenum. Theoretically, there are some measures
that can be taken to mitigate the design problems,
such as providing each loudspeaker with a volume
control, using many more loudspeakers, and providing
sound attenuating “boots” at each opening in the
ceiling. Realistically, however, these measures are
rarely employed because of the resulting costs.

Electronic Sound-Masking Systems—Loud-
speakers below Ceiling New technology uses
sound-masking emitters (loudspeakers) in the plane of
the ceiling, so-called direct-field emitters that radiate
sound directly into the occupied space below, rather
than into the above-ceiling plenum. In this manner,
the system may provide much better uniformity of
masking sound throughout the open-plan office. The
principal advantage of direct-field emitters is that there
is no nonuniformity caused by HVAC openings in the
ceiling or ventilation slots in lighting fixtures, or by
building structure, fireproofing, and large ducts or other
mechanical components in the plenum. Such anoma-
lies no longer have any significant effect on the spatial
distribution of masking sound in the office. The system
designer can assure very uniform coverage simply by
providing a well-defined and simple layout of masking
loudspeakers, without a precise knowledge or consid-
eration of above-ceiling building elements.

Another significant advantage of direct-field emit-
ters is that these systems also assure that the frequency
distribution of sound is optimum because there are
no significant frequency-dependent acoustical attenu-
ators between the loudspeakers and office occupants.

No spectrum adjustments are necessary in the field. To
the user, this means that the system is able to provide
effective masking at considerably lower sound pres-
sure level and lower potential for annoyance, and that
the acoustical effectiveness is maintained throughout
the building.

Also, the direct-field emitters beneath the ceiling
require lower power level than required for above-
ceiling loudspeakers since they are radiating directly
into the sound field, not into a plenum. However, the
loudspeakers need to be quite omnidirectional except
at the very highest frequencies.

Because of these acoustical advantages as well as
economic factors, these systems are gaining increased
acceptance in the marketplace. To be acceptable
visually, however, the loudspeakers will either have
to look like a ceiling acoustic tile or will have to be
very inconspicuous.

Electroacoustic Issues Experience has found
that having incoherent masking sound from multiple
channels reduces the chance of localization or peaking
due to phase interference or phase amplification. Some
systems have up to four incoherent channels to avoid
interference effects.

7 METHODS FOR CALCULATING
ARTICULATION OR PRIVACY INDEX

Acousticians have been developing unified theories
and programs to combine the different aspects of open-
office acoustics into a reliable predictive methodology.
The systems vary from simple worksheets to complex
computer programs, and they have been developed to
combine the effect of these variables and to assign an
estimated AI value to a particular layout or range of
materials. In this way, the influence of each parameter
of the office design on the expected speech privacy in
the office can be determined ahead of time. Pertinent
variables include all the items noted above to varying
degrees, such as the ceiling absorption, the height of
partial height panels, and the workstation plan size are
shown to be most important.9 The success of any of
these analysis tools depends on the correctness of the
model and the accuracy of the assumptions on which
it is based.

8 OFFICE MACHINERY

Other equipment in a typical office should also be
identified and treated appropriately to reduce annoy-
ance and distraction to nearby workers. This equipment
includes copiers, telephones, collators, paging systems,
and other sources that are distractions. Copiers are best
located in a separate alcove or preferably in a separate
room with a door, and with sound-absorptive materials
close to the cooling fans, which are the predominant
noise source.

9 FUTURE DEVELOPMENTS

Although open-plan schools have been found to be
inappropriate for teaching environments, open-plan
offices will undoubtedly remain an important part
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of office layout and design. Acoustics is a major
concern. Masking is a critical component of good
privacy and freedom from distraction; its vital role for
speech privacy and productivity has gained increasing
recognition. We can expect to see greater use of easy-
to-install sound-masking systems, perhaps brought
right to the desk-top workstation, perhaps integrated
directly into furniture systems.

APPENDIX STANDARDS RELATED TO
PREDICTING, EVALUATING, AND MEASURING
SPEECH INTELLIGIBILITY AND PRIVACY
PARAMETERS USED IN ACOUSTICS DESIGN
OF OFFICE WORK SPACES AND OPEN-PLAN
OFFICES

ANSI (American
National Standards
Institute)

S3.2 Method for Measurement of
Monosyllabic Word
Intelligibility

S3.5 Methods for the Calculation
of Articulation Index

ASTM (American
Society of Testing and
Materials)

E-90 Standard Method for
Laboratory Measurement
of Airborne Sound
Transmission Loss of
Building Partitions

E-1041 Guide for Measurement of
Masking Sound in Open
Offices

E 1110 Standard Classification for
Determination of
Articulation Class

E 1111 Standard Test Method for
Measuring Interzone
Attenuation of Ceiling
Systems

E 1130 Standard Test Method for
Objective Measurement of
Speech Privacy in Open
Offices Using Articulation
Index

E 1179 Specification for Sound
Sources Used for Testing
Open Office Components
and Systems

E 1374 Standard Guide for Open
Office Acoustics and
Applicable ASTM
Standards

E 1375 Standard Test Method for
Measuring the Interzone
Attenuation of Furniture
Panels Used as Acoustical
Barriers

E 1376 Standard Test Method for
Measuring the Interzone
Attenuation of Sound
Reflected by Wall Finishes
and Furniture Panels

C 423 Standard Test Method for
Sound Absorption and
Sound Absorption
Coefficients by the
Reverberation Room
Method

ISO (International
Standards
Organization)

60268-16 Objective Rating of Speech
Intelligibility by Speech
Transmission Index

9921-01 Speech Interference Level
and Communication
Distances for Persons with
Normal Hearing Capacity
in Direct Communication
(SIL method)
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1 INTRODUCTION
In the acoustical design of buildings, consideration
must be given to the location, the user requirements,
the primary function of the building, and the bud-
get available. The acoustical requirements for build-
ings can vary greatly according to the intended use
of the individual spaces that may include speech,
music, sports, and art exhibitions. Compatibility with
nonacoustical requirements such as structural integrity,
building services, and ventilation standards is also
essential.

Acoustical design and noise control guidelines are
available for various buildings, including performance
spaces, offices, dwellings, art galleries, sports halls,
hospitals, churches, and conference facilities. To
determine acoustic and noise control requirements, a
methodical approach is required.

International sound isolation and room acoustic
standards are available and appropriate acoustical
treatments and sound insulating constructions should
be utilized to meet these standards.

2 METHODOLOGY FOR DETERMINING
ACOUSTIC AND NOISE CONTROL FOR
BUILDINGS
When determining the acoustic and noise control
requirements in the design of buildings, the following
steps can be used to ensure all acoustic requirements
and standards are dealt with:

1. Review the range of uses of the building.
2. Review the building location in relation to any

adjacent noisy or noise-sensitive spaces.
3. Set the appropriate background noise level

design target for the building.
4. Set the room acoustic requirements/qualities

for the building. This includes compliance with
the relevant building codes and standards.

5. Assess the proposed internal geometry for the
building with the required shape to optimize
acoustics.

6. Calculate the room acoustic requirements,
including amount and placement of acoustic
treatment necessary to meet design targets.

7. Calculate the required level of sound isolation
of the building with respect to steps 2 and 3.

The following sections describe in detail the methodol-
ogy required in each of the above steps. Calculations of
building services noise levels should also be carried out
to ensure the resultant levels are compatible with the
background noise level targets. Calculation method-
ology for building services noise control is given in
Chapter 111.

2.1 Range of Uses of the Building
Ever increasing construction costs and limited financial
budgets often mean that a particular building must
cater for different uses. An example is the so-called
multipurpose hall where the uses may include dramatic
theater, symphonic music, amplified contemporary
music, conferences, seminars, and trade shows. Each
of these uses has its own set of acoustic requirements
that often conflict.

Therefore, one of the first steps in the acoustic and
noise control design of a building is to establish the
range of uses of the building. By carrying out this
assessment, conceptual acoustic design elements to
fulfil the requirements of the building can be included
from the beginning of the building design. These
elements may include variable acoustic treatment
systems, temporary acoustic shells, or the ability
to increase or decrease the physical volume of the
building to alter the acoustic characteristics.

2.2 Review of Building Location

A review of the building location in relation to external
noise sources, or the location of acoustically sensitive
spaces relative to noise-generating spaces within a
building, must be carried out.

For existing external noise sources, such as ground
transport traffic or railway systems, a noise survey
should be carried out to quantify the intrusive noise
levels incident on the proposed building. These noise
levels can be used as the basis for determining sound
isolation requirements for the building facade.

For any proposed internal noise sources, such
as equipment located in plant rooms, manufacturer’s
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noise data for the proposed plant should be obtained.
These equipment sound pressure levels would be
used as the basis for determining sound isolation
requirements for separating constructions of walls or
floors to prevent noise intrusion to the acoustically
sensitive areas of the building.

2.3 Background Noise Level Targets in
Buildings

Excessive background noise can create a distracting
and annoying working environment, lead to poor con-
centration, and result in poor productivity. In perfor-
mance spaces, it can impair the acoustic enjoyment
of a performance. Note, however, a reasonable level
of background noise, with an appropriate frequency
spectrum shape, can enhance speech privacy in offices
by masking intrusive noise from adjacent spaces.

The source of background noise in buildings is
generally from building services such as plant, air-
conditioning, and plumbing systems. Noise break-
in from external sources, such as ground transport
traffic or aircraft, through facade glazing, roofs, and
ventilators can also be significant.

By the careful design of air-conditioning systems,
plant rooms, and facade constructions, the background
noise level can be controlled to meet commonly
recommended criteria in the relevant spaces. These
criteria are outlined in Section 3.3.

2.4 Determination of Criteria for Acoustical
Quality and Reverberance Control

The calculation of reverberance in a space is important
to determine the appropriateness of the space for
its use. For example, should the reverberance in a
space be too long, speech may be unintelligible or
classical music may lack clarity. Conversely, should
the reverberance be too short, speakers may have to
strain their voices to reach the rear of the space and
instrumental pieces may sound dead.

Multiple reflections are normally assessed in terms
of the reverberation time, which is the time taken for
the sound pressure level to decay by 60 dB after the
source output ceases. The reverberation time of a space
can be easily measured using appropriate instrumen-
tation. Reverberation time criteria for various spaces
are given in Section 3.2. In addition to reverberation
time, there are many other parameters used to describe
the acoustic quality of spaces. The design of musi-
cal performance spaces, for example, includes param-
eters to quantify the clarity of instrumental sound,
warmth, ensemble, and listener envelopment. Barron1

and Beranek2 provide detailed information into the
parameters used in the specialist acoustic design for
performance spaces.

2.5 Sound Isolation Requirements

To achieve speech privacy ratings, and also to gener-
ally control noise intrusion to sensitive spaces, ade-
quate sound isolation performance from the build-
ing facade and internal partitions must be achieved.

Design standards for residential buildings are well doc-
umented in various international codes, as discussed
in Section 3.3. Recommended standards are also pre-
sented for other building types.

On-site construction of partitions is a critical consid-
eration since sound isolating ratings (STC/Rw) are based
on laboratory tests under ideal conditions. This perfor-
mance is rarely met on-site due to constraints on work-
manship and noise flanking paths (see Chapter 115).

2.6 Review of Internal Building Geometry
The internal geometry of buildings has a significant
effect on the acoustical quality of the space. Per-
formance spaces such as concert halls, for example,
rely on the shape and size of the stage enclosure and
auditorium to project instrumental sound to the audi-
ence. Therefore, at the conceptual stage of the building
design, suitable internal geometry should be defined to
suit the use of the space. Guidelines for various build-
ing uses are given in Section 4.5.

2.7 Calculations to Determine Room Acoustic
and Noise Control Requirements
Once the design targets and user requirements have
been established, calculations to determine room
acoustic and noise control requirements can be carried
out. For room acoustics, there are several methods for
predicting the reverberation time in a building.3

For calculation of sound isolation requirements, an
equation based on the calculation of the reverberant
sound field in an internal space can be used.3 These
methods are presented in Section 4.2.

3 ACOUSTICAL DESIGN CRITERIA AND
REQUIREMENTS FOR BUILDING SPACES
3.1 Suitable Internal Background Noise Level
Targets

British Standard 8233:19994 and Australian Standard
21075 provide reasonable guidance for design back-
ground noise levels for various types of occupancy.
The limits apply to steady-state or quasi-steady-state
sounds such as noise from air-conditioning systems
and are given as overall A-weighted sound pressure
level limits for many room types.

Noise criterion (NC) or NR curves are commonly
used as an alternative or a complement to A-weighted
sound pressure level values for the specification of
services noise limits because they allow noise levels
with a “balanced” frequency content to be achieved.
NC curves were derived from interviews with users of
buildings with various noise environments with noise
measurements made in occupied rooms with building
services systems operating normally. NC values are
defined by a series of curves that give noise level limits
in octave bands across the frequency range of human
hearing. Chapter 106 provides details of NC curves
and other noise criterion curves (NR, PNC, NCB) used
for internal spaces.

The use of NC curves is recommended for the
control of building services noise levels. For common
building services noise spectra, the NC rating is
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Table 1 Examples of Recommended Target Noise
Limits in Spaces

Area

Recommended
Internal Noise
Level Targets

Concert halls NC 15–20
Theaters NC 20–25
Art galleries NC 25–30
Sports halls NC 40
Open-plan office/workstations NC 40
Enclosed/private offices NC 35
Conference/large meeting rooms NC 30
Meeting rooms NC 35
Video conference rooms NC 25
Cafeterias NC 45
Store/utility spaces NC 45
Office break-out areas NC 45
Undercover carparks NC 60
Plant rooms (excluding chiller/generator) NC 65
Lift motor rooms NC 65

typically 5 dB below the equivalent A-weighted sound
pressure level [e.g., a noise limit of NC 30 is
approximately equivalent to an A-weighted sound
pressure level of 35 dB].

Typical target noise limits for steady-state noise
generated by building services and noise break-in from
external sources have been determined by a combina-
tion of guidance from BS8233, AS 2107, and condi-
tions in existing buildings. Table 1 outlines noise level
targets for the various spaces to be achieved by all
services running normally and together plus external
noise break-in. Chapter 115 provides targets for other
noise-sensitive spaces.

3.2 Room Acoustic Requirements

Guidance for suitable reverberation times for vari-
ous types of spaces can be found in AS2107-2000,5

BS8233-1999,4 and Lawrence.6 Table 2 presents

Table 2 Examples of Recommended Mid-Frequency
Reverberation Times for Various Spaces

Space

Typical Mid-Frequency
Reverberation Time

(500–1000 Hz)
in Seconds

Churches 2.5–5.0
Concert halls 1.5–2.3
Conference/meeting rooms 0.6–0.8
Sports halls 1.5–1.8
Multipurpose halls 0.9–1.6
Offices 0.4–0.9
Swimming pools (indoor) 1.3–3.0
Theaters 0.6–1.5
Art galleries 1.0–1.4
Open-plan office/workstations 0.6–0.8
Cafeterias 1.0–1.5

examples of typical mid-frequency reverberation time
objectives for various spaces.

3.3 Sound Isolation Performance of Building
Elements
The sound isolation performance of partitions is usually
limited by flanking paths, penetrations, and air gaps in
and around the partition rather than a weakness in the
construction itself. Typical partition constructions and
their ideal sound isolation performances are presented
below. Information on other transmission paths, which
weaken the acoustic performance of partitions, is also
given to serve as guidance during the design process.

3.3.1 Residences National building codes spec-
ify minimum sound isolation requirements between
various habitable spaces in dwellings. Several national
building codes are currently being reviewed due to
the general acknowledgment that the current codes do
not provide satisfactory standards on internal sound
isolation. For guidance, a general summary of suit-
able sound isolation ratings for control of inter-
nal noise within residential dwellings, using relevant
information from German,7 Australian,8 and Nordic
standards9,10 is given in Table 3. Noise regulations in
U.S. building codes vary greatly according to partic-
ular states and localities. Tocci11 presents a general
discussion of noise control in U.S. building codes.

3.3.2 Performance Spaces and Recording
Studios The sound isolation requirements for per-
formance spaces and recording studios are generally
very high, due to the requirement to have very low
background noise levels in these spaces. The require-
ments, however, are highly dependent on the desired
quality of the space in relation to the available budget.
To meet these generally high isolation standards, space
planning is an important aspect of the design process.

In performance space buildings, sound lobbies with
multiple door sets are used as buffers to external noise
intrusion. Structural isolation of critical areas such as
the auditorium is typically carried out. The building

Table 3 Summary of International Guidance on
Suitable Sound Isolation for Control of Internal Noise
within Residential Dwellings

Separating Construction

Airborne Sound
Isolation

Requirement
(STC/Rw)

Impact Sound
Isolation

Requirement
(L′n, w)

Floors between
dwellings

54–58 46–53

Party walls between
dwellings

53–58 46–53

Walls between
dwellings and
hallways/stairwells

52–58 48–58

Walls between
dwellings and
bathrooms/kitchens
in adjacent dwellings

53–58 46–53
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envelope is generally a high-density concrete or solid-
block work construction.

In recording studios, the studio box is often
structurally isolated using a “box-in-box” construction.
Further guidance in the design of recording studios can
be obtained from the British Broadcasting Corporation
Guide to Acoustic Practice.12

3.3.3 Office Buildings Acoustic privacy in
offices, or other spaces used for speech, is affected
by several parameters, including:

• The level of intrusive speech in the originating
space

• Background noise levels in the “receiving”
areas

• Sound isolation provided by partitions or
screens separating adjacent areas

• Sound absorption within the space

The higher the level of background noise in the receiv-
ing room the greater the speech privacy in that room.
Conversely, lower background noise levels provide
less speech privacy and require partitions with higher
sound isolation to achieve the same level of privacy.

A balance must be struck between the level of
background noise that can be accommodated without
being disturbing to the occupants and the level
of sound isolation that can be reasonably achieved
by the partition. For example, conference rooms
require a relatively low background noise level and,
therefore, require partitions with a correspondingly
high sound isolation. (Note that to achieve a 5-
dB increase in the sound isolation of a partition
generally requires a doubling of either the mass of
the partition or a doubling of the cavity width).
Chapter 115 presents a method of predicting the
frequency-dependent transmission loss of partitions
based on the partition surface density.

For general occupational noise resulting from
speech, a convenient method to assess the level of
isolation offered by a particular partition is to allocate
each construction a speech privacy rating. Table 4
summarizes the different levels of speech privacy
classification and their subjective meanings.

It is recommended that the following speech privacy
ratings are set as targets in the following room types:

Private offices—Good to very good
Open-plan offices—Fair to good
Classrooms/dance studios—Fair
Meeting/conference rooms—Very good
Video conference room—Very good
Theaters—Excellent

Note that it is not generally possible to achieve these
ratings across partitions incorporating doors, due to
the difficulty in providing adequate acoustic seals
on a door without compromising its ease of use,
or providing a lobbied “sound lock” arrangement.
Careful planning of door locations is likely to result in
more practical outcomes. Table 5 indicates the level of
sound isolation of the separating partition and relative
to the background noise level in order to achieve the
specified speech privacy ratings given above.

3.3.4 Typical Constructions for Controlling
Noise Typical partition constructions for achieving
sound isolation ratings are given in Table 6. Further
examples are given in Chapter 115. It should be noted
that the STC/Rw ratings given are laboratory-measured
ratings. It is common practice to reduce these laboratory
ratings by 5 dB due to site installation constraints.

3.3.5 Doors and Seals Doors will limit the
overall sound isolation of a partition since they
are generally of much lighter construction than the
partition, and they are difficult to effectively seal.
While high-performance doors can be provided, it
should be understood that they are likely to be heavy,
more difficult to operate, and relatively expensive.

Depending on the arrangement of the door, and the
relationship of the room to other adjacent spaces, a door
with a sound isolation performance considerably less
than the partition itself will be appropriate. One must
be aware that some contradictions may appear between
the acoustical objectives and the safety requirements
(e.g., ease of exit preventing the use of an airlock, or fire
proofing preventing the use of efficient sealing).

Table 7 gives typical door constructions required in
the acoustically rated partitions.

3.3.6 Other Transmission Paths Ceiling Voids
For partitions with a sound isolation rating greater than
an Rw of 35, noise transfer via the ceiling void can limit
the overall sound isolation of the partition. Ceiling void

Table 4 Subjective Speech Privacy Ratings

Subjective Description

Speech Privacy Rating Normal Speech Raised Voices

Poor Intelligible Clearly intelligible and possibly
disturbing

Fair Audible, could be intelligible if speaker
and/or subject well known

Intelligible

Good Audible but not intelligible Audible, could be intelligible if speaker
and/or subject well known

Very good Just audible Audible but not intelligible
Excellent Inaudible Just audible
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Table 5 Speech Privacy Ratings

Continuous Listener
Background
Noise Level

NC30 NC35 NC40

Normal Speech Raised Voices
Room-to-Room Weighted

Level Difference DW DW+NCa
Speech Privacy

Rating

Intelligible Clearly intelligible and
possibly disturbing

<35 <30 <25 <65 Poor

Audible. Could be
intelligible if speaker
and/or subject well
known

Intelligible 35–40 30–35 25–30 65–70 Fair

Audible but not intelligible Audible. Could be
intelligible if speaker
and/or subject well
known

40–45 35–40 30–35 70–75 Good

Just audible Audible but not intelligible 45–55 40–50 35–45 75–85 Very good
Inaudible Just audible >55 >50 >45 >85 Excellent

aNC is defined in Section 4.2.

Table 6 Examples of Typical Sound Isolation
Performance of Wall Constructions

Sound Isolation
Performance,
STC/Rw Wall Buildup

35 • 10.38-mm laminated glass

• 1 × 13-mm plasterboard each side of a
64-mm metal stud (total width 90 mm)

• 100-mm block work (low density
600–900 kg/m3)

40 • 1 × 13-mm plasterboard each side of a
64-mm metal stud with 50-mm
absorptive quilt in cavity

• 100-mm block work (low density
600–900 kg/m3) rendered 13 mm both
sides

45 • 2 × 13-mm plasterboard each side of a
64-mm metal stud (total width 116 mm)

• 112-mm fair faced brick (unplastered)

• 140-mm medium-density block work
(1400 kg/m3)

50 • 2 × 13-mm high-density plasterboard
each side of 2 × 64-mm studs offset in
92-mm track with 50-mm absorptive
quilt in cavity

Table 6 (continued)

• 224-mm fair faced brick
(unplastered)

• 190-mm medium-density block work
(1900 kg/m3) plastered or rendered
13 mm on both side

55
• 2 × 13-mm high-density

plasterboard each side of staggered
64-mm studs in 92-mm width track
with 50-mm absorptive quilt in cavity

• 112-mm fair faced brick each side of
a 75-mm air gap, resiliently tied and
plastered both sides

60
• 2 × 16-mm high-density

plasterboard, 2 × 64-mm separate
studs, 2 × 16-mm high-density
plasterboard with 100-mm
absorptive quilt in cavity

barriers, or full-height partitions, should therefore be
used for all partitions with a performance requirement
greater than Rw 35. The barrier should comprise either
mass-loaded vinyl with a minimum surface density of
8 kg/m2 or one layer of plasterboard sealed airtight.

ServicesPenetrationsPenetrations through thecavity
barrier must be made good with further layers of
plasterboard close-cut to the duct or pipe work or further
overlapping layers of mass-loaded vinyl. Penetrations
must be fully sealed with a polysulfide sealant (for
plasterboard), or taped up (mass-loaded vinyl).
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Table 7 Examples of Typical Door Construction Requirements in Acoustically Rated Partitions to Corridors and
Open-Plan Spaces

Partition Sound
Isolation Rating,
Rw/STC

Typical Corresponding
Door Sound

Isolation Rating, Rw/STC
Typical Door Construction
and Sealing Arrangement

35 15 Aluminum framed glazed door or hollow-core door with simple
frame seals (e.g., self-adhesive)

35 20 32- to 35-mm solid-core door with simple frame seals, threshold
close cut to carpet

40 25 35-mm solid-core door with frame seals
45 30 35- to 40-mm solid-core door with frame and threshold seals
50 35 40- to 45-mm solid core door, with high-performance rebated

frame and threshold seals, possibly proprietary doorset
55 40 Proprietary acoustic doorset, 50–80 mm with double rebated seals
60 45 Proprietary acoustic doorset, 80 mm with double or triple seals

Mechanical Services Ducts Ducts between offices
also have the potential to lower the effective sound
isolation between spaces. Cross-talk attenuators may,
therefore, be required in ductwork crossing high-
performance partitions. The acoustic performance
of the cross-talk attenuator should be sufficient to
maintain the performance of the ceiling cavity barrier.
Beware that attenuators may be proscribed by safety
regulations when the duct network can be used for
smoke exhaust purposes.

Glazed Partitions They are likely to limit the
maximum level of privacy that can be achieved. The
typical sound isolation performance of a single glazed
partition (10.38-mm laminated glass) is around Rw

35. Consequently, the level of privacy provided via
these partitions will be relatively poor. Double-glazed
systems may be used and can generally achieve Rw 42
for a standard sealed system.

Operable Partitions They are likely to be the lim-
iting factor for speech privacy in rooms where they
are used. This is due mainly to the limitations of the
perimeter seals of the demountable wall. The max-
imum sound isolation performance, of commercially
available operable partitions, is claimed by the manu-
facturers to be Rw 48 to 52—achieving this on-site is
particularly challenging.

4 CALCULATIONS FOR ACOUSTIC AND
NOISE CONTROL DESIGN
4.1 Acoustic Quality and Reverberation Time
4.1.1 Prediction of Reverberation Time Sev-
eral methods have been developed to calculate the
reverberation time of a space according to its phys-
ical characteristics. A comprehensive summary of the
methods is given in Beranek.3

The most common equation used in engineering
design is the one determined by Sabine. This equation
has its limitations (see Beranek3) but gives an easy
way of calculating the reverberation time of a space
quickly. Sabine’s equation is often used in the
preliminary stages of a design. As the design of
a space progresses, computer modeling techniques
are used to obtain a more realistic prediction of

reverberation time (RT), which accounts for location
of absorptive materials and unusual sound fields in
spaces, both of which are not accounted for by
Sabine’s equation.

The form of Sabine’s equation often used is as
follows:

RT = 0.161V

A

where V is the volume of the space (m3) and A is the
total absorption in the space (m2 sabin):

A =
∑

Snαn

where Sn is the surface area of the material having an
absorption coefficient of αn.

Absorption coefficients of common materials are
presented in Table 8. Further information on absorp-
tion coefficients of various materials can be found in
Bies and Hansen.13

4.1.2 Shape of Space and Placement of
Absorptive Material Sabine’s equation gives us an
indication of the amount and type of material to be
added to the internal surfaces of a space to control
reverberance. In addition to providing enough mate-
rial, the location of the material in the space is also
important.

When considering the placement of acoustic absorp-
tion in the space, the following attributes of the space
should be noted:

• The use of the space (classical music, speech,
amplified music)

• The distance between the source and receiver
• The shape of the space

The design of the shape of the space is a very important
aspect of acoustic design of auditoria and performance
spaces and requires much greater detail than can be
presented here. Barron1 provides further guidance in
this aspect of acoustic design.
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Table 8 Examples of Absorption Coefficients of Some Common Materials

Octave Band Center Frequency (Hz)

Material 125 250 500 1000 2000 4000

Thick carpet on foam underlay 0.08 0.24 0.57 0.69 0.71 0.73
Concrete or terrazzo tile 0.01 0.01 0.01 0.01 0.02 0.02
Medium velour drapes 0.07 0.31 0.49 0.75 0.7 0.6
Glass window 0.35 0.25 0.02 0.12 0.07 0.04
Mineral wool 25 mm thick 0.18 0.24 0.68 0.85 1.00 1.00
Wood stage with void beneath 0.40 0.30 0.20 0.17 0.15 0.10
Water (surface of a pool) 0.01 0.01 0.01 0.02 0.02 0.03
Plaster on brick wall 0.01 0.10 0.06 0.04 0.04 0.03

4.2 Sound Isolation Calculations

When determining the transmission of sound through
a partition, the important factors are:

• The transmission loss (TL) properties of the
partition

• The area S of the partition exposed to the
receiving space

• The volume V of the receiving space
• The reverberation time of the space

The reverberant level in the receiving space can be
given by3

Lpr = Lws + 10 log S − TL − 10 log V

+ 10 log RT + 14 dB

where Lws is the sound power level in the source room
or outside, and S is the exposed area of the partition
to the receiving space.

This equation can be rearranged to determine the
required transmission loss of the partition (TL) for a
given reverberant background noise limit compatible
with the use of the building, as given in Table 1.
Chapter 115 also presents an equation to determine
the outdoor-to-indoor transmission loss requirements
for building facades.

5 ACOUSTIC DESIGN GUIDANCE FOR
BUILDING CATEGORIES

This section presents general design guidelines for
particular spaces. It should be noted that Chapter 109
deals with noise in offices and open-plan spaces,
Chapter 113 deals with noise in mechanical equipment
rooms, Chapter 114 deals with noise in single- and
multifamily residences, and Chapter 115 deals with
noise in commercial and public buildings.

5.1 Performance Spaces (Unamplified)

For unamplified classical music, strong early reflec-
tions of instrumental sound is necessary to project
to the audience. The musicians themselves also need
strong early reflections of sound to gain some feedback
to their playing or a sense of ensemble. For this reason,

concert halls are usually designed with highly reflec-
tive surfaces located around and close to the stage,
angled to provide strong early reflections of sound to
the audience. In addition to being hard and reflective,
surfaces are often made to be diffusive—hard surfaces
with aggressive profiles to scatter sound in various
directions rather than providing specular or focused
reflections of sound. To prevent discrete late reflec-
tions of sound from more distant surfaces such as rear
and side walls, which reduce the clarity of instrumental
sound, acoustic absorption can also be used.

A modern technique in concert hall design involves
the use of acoustic banners that can be unrolled or
rolled up to fine-tune the reverberance of the space.
The use of movable walls to increase the volume of
the space has also been used to adjust the reverberation
time of performance spaces. Note that such devices
can seriously complicate compliance with the safety
regulations in force.

5.2 Amplified Music

For modern amplified music performances in multi-
purpose venues, there is less reliance on the acoustic
characteristics of the building. The ceiling should be
absorptive and positioned at a greater height than for
unamplified classical performance. Walls around the
stage should be a balance of absorptive and diffu-
sive panels to provide some sense of ensemble on
stage but also prevent focused reflections of foldback
sound toward the performers. Walls around the audi-
ence should be absorptive to prevent late reflections of
loudspeaker sound from distant surfaces.

5.3 Meeting/Hospitality
If the space is to be used for presentations involving
speech, the ceiling should be reflective above and in
front of the speaker’s head and positioned at low height
to obtain useful reflections of sound toward the audience.
Ceilingareasawayfromthespeaker, forexample,behind
the speaker’s head, should be absorptive. Sidewalls near
the speaker should be reflective to obtain useful early
reflections of sound to the audience and be movable to
create a smaller enclosure around the speaker.

A classic scenario is the design of a company
boardroom. In this case, the ceiling above the board-
room table should be made hard and reflective to pro-
vide early reflections of the speaker’s voice to augment
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direct sound reaching the listener. The floor and the
remaining part of the ceiling should be absorptive to
control reverberance in the room. The walls at seated
head height should include a band of absorptive mate-
rial (e.g., fabric panels) to prevent late reflections of
sound from the speaker reaching the listener, which
would impair the intelligibility of the speech.

5.4 Worship
Modern houses of worship can be used for a wide
range of functions in terms of acoustics, including
amplified and unamplified speech and music. Even
the genre of music played in churches can vary
greatly from traditional unamplified choral music to
modern amplified rock music. Houses of worship must,
therefore, be designed with the same approach as a
multipurpose space.

As a consequence, the following acoustic guidelines
are provided for houses of worship:

• A reflective ceiling above the stage/pulpit to
assist in projection of speech to the congrega-
tion

• Sound absorptive treatment to control reverber-
ance to an appropriate mid-frequency reverber-
ation time target for the uses of the space

• Sound absorptive treatment on the rear wall to
prevent late reflections of loudspeaker sound

• Appropriately designed sound-isolating con-
tructions (walls and doors) to prevent noise
break-out to noise-sensitive receivers

5.5 Industrial/Transport
For transportation and industrial buildings, the aim is
to determine the amount and distribution of acoustic
absorption likely to be required to control reverberance
and to control background noise levels in occupied
areas. Speech intelligibility of public address (PA)
and emergency public address (EPA) systems is then
dependent upon the placement of acoustic treatment
and background noise levels.

In the interest of cost efficiency of such buildings,
the key is to strike a balance between the PA and EPA
system design (type, location, and orientation of the
loudspeakers) and the use of acoustic treatment. The
strategy is to use the minimum amount of acoustic
treatment in optimum locations. For example, priority
should be given to placement of acoustic treatment on
surfaces likely to produce detrimental reflections of
sound from loudspeakers or on curved surfaces likely
to focus sound on areas occupied by people.

5.6 Arenas/Stadiums
Partially enclosed arenas and stadiums pose a chal-
lenge in terms of acoustic design as, by nature, they
include issues related to both fully enclosed spaces and
open venues including:

• Aim to provide good speech intelligibility from
the PA and EPA systems during sports commen-
tary and emergency message broadcasts.

• Augment the acoustic quality of the sound
system if music is required.

• Help provide a feeling of intimacy and excite-
ment for athletes/performers and spectators—
this has an important influence on the roof
design and materials.

• Ensure that noise from stadium events does not
affect surrounding noise-sensitive receivers.

• Ensure that noise from the surrounding area
does not disturb athletes/performers inside the
stadium/arena.

To provide good speech intelligibility from the sound
system in a large volume of space, care is required
to ensure that adequate coverage is provided and
that, where necessary, provision is made for full-range
sound reinforcement loudspeakers (for music) and
appropriate delay lines. This is particularly important
if the stadium system is to be used in conjunction with
a touring system provided by high-profile performers.

Acoustic absorption should be considered in cov-
ered areas of the stadium/arena where late reflections
of sound are likely to adversely affect speech intelli-
gibility of loudspeaker sound. Such areas include the
underside of the roof and rear walls of the venue.

Sources of noise break-out from stadium/arena
events include crowd noise, PA announcements, ampli-
fied music, and mechanical services plant noise. Posi-
tioning of noise sources, such as plant and loudspeak-
ers, away from noise-sensitive receivers is therefore
critical. Consideration should be given to the selection
of quiet plant and noise mitigation measures (which
might include attenuators, screens, and enclosures).
Adequate sound isolation performance of the venue
facade and roof is also important.

5.7 Critical Spaces
Acoustically critical spaces such as anechoic cham-
bers and broadcast/recording studios require extensive
acoustic mitigation to prevent disturbance to the opera-
tion of the space. Mitigation methods include structural
isolation to prevent vibration and impact noise prob-
lems generated by activities and noise sources in sur-
rounding areas. Box-in-box constructions are usually
used.

Space planning should be carefully considered to
ensure that noisy spaces (e.g., plant rooms) are located
far away from the acoustically critical space they
are servicing. Building services noise is usually a
major consideration for such spaces and represent
the baseline noise and vibration sources within these
critical spaces. Care must be given to appropriate
design of mechanical services fans, prevention of cross
talk between adjacent spaces via ductwork, and plant
room noise break-out to internal areas.

It should be noted that noise intrusion to broad-
cast/recording studios is a less significant issue than in
the past due to modern close microphone techniques
and the use of equalization/high-pass filtering to reduce
the impact of low-frequency noise intrusion without
significantly affecting the quality of the final output.
Determination of appropriate design criteria suitable
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for its use is the key to ensuring the successful opera-
tion of such a space.
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CHAPTER 110
NOISE SOURCES AND PROPAGATION IN
DUCTED AIR DISTRIBUTION SYSTEMS

Howard F. Kingsbury
State College, Pennsylvania

1 INTRODUCTION
This chapter deals with the generation, propagation,
and control of noise in a ducted air distribution system.
First, fan noise control is considered with reference
to a simple system, with complications added later.
The discussion refers to octave band noise generation
and control. Included is discussion of both natural
attenuation, that is, the noise reduction that occurs due
to the transmission of sound through the duct walls, the
division of noise due to duct branches, and the effect
of duct fittings. Also treated are the effects of porous
duct linings and packaged attenuation units (silencers).
Consideration is also given to the conversion of sound
power levels to sound pressure levels in the room
served by the fan system. The methods and effects
of varying the air volume delivered by the fan is
discussed. Second, turbulent flow noise generation
and control in the ducts are covered. The generation
and control of break-out noise, that is, noise that is
radiated through the duct wall, is discussed, as are
the differences between round and rectangular duct
in the control of this noise. The effects of volume
control dampers located near outlets are included.
Special consideration is given to roof-top units, where
turbulent flow is a common cause of noise generation.
Third, noise generation and control in the outlet
devices are considered. Both constant-air-volume and
variable-air-volume (VAV) types of terminals are

included, including so-called fan-powered terminals.
Information on the sound generated by fans is given
in Chapter 71.

2 FAN NOISE CONTROL IN DUCTED
SYSTEMS

Understanding of noise control in a ducted air distribu-
tion system can best be developed by beginning with
a simple system and then adding the complications.
Figure 1 shows a ducted system reduced to its barest
essentials. It is a constant-volume system, with a single
fan running at constant speed, enclosed in a plenum,
both supplying and returning the air from the room
being served. Eliminated from this system are such
accessories as heating or cooling coils, filters, and so
on. Usually, the most critical part of the system is
the room closest to the fan serving that system unless
other rooms downstream require lower sound pressure
levels.

The recommended noise control procedure is as
follows, working in octave bands:

1. Determine the sound power output of the fan(s)
that is emitted into the duct system.

2. Determine the so-called natural attenuation of
the duct system. While doing so, determine if
the sound generated by fittings and takeoffs

Mechanical 
Room

Return Grille

Room

Supply 
Diffuser

Ceiling

Supply Ductwork

Return

Fan

Plenum

Air-Handling 
Unit

Figure 1 Ducted air distribution system.
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Table 1 Attenuation of Unlined Sheet Metal Ducts (dB/unit length) by Octave Band Center Frequency Attenuation
(dB/m)

63 Hz 125 Hz 250 Hz >250 Hz

Rectangular Duct Sizesa

300 × 300 mm 1 0.6 0.3 0.2
600 × 600 mm 0.8 0.6 0.3 0.2
1200 × 1200 mm 0.45 0.3 0.2 0.06
Round Duct Sizes
175–380 mm 0.09 0.09 0.09 0.2
380–750 mm 0.06 0.06 0.03 0.15
750–1500 mm 0.03 0.03 0.03 0.06

a If duct is externally insulated, double values.
Source: From Ref. 1, pp. 47.14 and 47.15. Used with permission.

may add to that being transmitted down the
duct.

3. Convert from the sound power level at the
outlet to the resulting sound pressure level in
the space being served (so-called room factor
or space effect) and compare it with the chosen
sound pressure level criterion for that space.

4. Add any required sound attenuation measures
to the system needed to meet the criterion in 3.

5. Determine if sound transmission through the
duct wall (break-out noise) may be a problem
and, if so, apply proper sound control proce-
dures.

6. Repeat the entire procedure for the return side
of the system.

In addition to these considerations of fan noise, note
that the final sound pressure level in the room will be a
combination of the noise from the fan and noise from
the chosen outlet device(s), which will be discussed
later.

2.1 Natural Attenuation
The first aspect of noise control in a duct distribution
system is the so-called natural attenuation, which has
four components. First, some sound is radiated through
the duct wall, causing the duct wall to vibrate; this is
sensed as a reduction of energy inside the duct (see
Table 1). Round and flat oval ducts show less of this
effect than rectangular ducts due to their shape. A

Table 2 Division of Sound Power Level
at Branch Takeoffs

Ratioa dB Reduction

1.0 0
0.5 3
0.25 6
0.10 10

a Ratio = branch duct/continuing duct area.

second mechanism is the division of energy between the
main duct and the takeoffs. In the absence of specific
information to the contrary, it is assumed the energy
division is proportional to the ratio of the branch duct
area to that of the main duct (see Table 2). A third
common loss occurs at the end of the duct, where it
enters the room. This is called end-reflection loss (some
of the sound energy is reflected back into the duct
system) and is most pronounced when there is a sudden
transition from the duct to the room. Diffusers reduce
this by an unknown amount. However, for diffusers
that are round or square (or nearly so), the number
in Table 3 will give reasonable results. The effect of
high-aspect ratio diffusers, such as slot diffusers, is not
known. Finally, a fourth component is the conversion
from sound power in the duct system to the sound
pressure in the room (the room factor noted above). For
most practical rooms, the classical equation (Chapter 2),
which assumes both a direct and reverberant field, does

Table 3 Duct End Reflection Loss by Octave Band Center Frequencya

Reflection Loss (dB)

Mean Duct (mm) 63 Hz 125 Hz 250 Hz 500 Hz 1000 Hz

150 18 12 8 4 1
250 14 9 5 1 0
500 9 5 1 0 0
1000 4 1 0 0 0

a If duct terminates in a diffuser, deduct 6 dB (63 Hz) and 4 dB (125 Hz) for duct sizes under 300 mm, 3 dB (63 Hz) for duct
sizes over 300 mm. Do not apply to linear diffusers or diffusers tapped directly into primary ductwork.
Source: From Ref. 1, p. 42.16. Used with permission.
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not apply. In a room having an acoustical ceiling and
in which the ceiling height is significantly less than
either of the horizontal dimensions, the Schultz equation
should be used for this conversion.

2.2 Lined Duct Attenuation
In many systems additional attenuation is required.
This may be obtained by lining the interior surfaces
of the duct with sound-absorbing material or by use
of packaged attenuators or both. Duct lining serves
two purposes: It is a thermal insulant and a sound
absorber. While 13-mm thickness may be sufficient for
thermal reasons, for acoustical purposes the thickness
should be a minimum of 25 mm, and 50 mm is often
desirable. This is due to the minimal low-frequency
attenuation provided by thin linings, and it is in the
low-frequency region that most duct system noise
control problems occur.

The acoustical characteristics of glass fiber duct
lining in rectangular ducts have been rather extensively
investigated; the same is not true for round ducts,
and the data on their attenuation are primarily
from manufacturers’ determinations. Data for both
rectangular and round ducts are shown in Table 4. The
data in Table 4 should not be used for ducts with a
lightweight metallic foil covering due to the limited
transmission loss of such material.

2.3 Lined Rectangular Elbows
Elbows with turning vanes also provide worthwhile
attenuation. Round elbows, lined or unlined, provide

relatively little attenuation, in general 5 dB or less.
Table 5 provides typical values for rectangular elbows.

2.4 Passive Attenuators or Silencers

These items are available in a variety of sizes, shapes,
and lengths. Dissipative silencers commonly con-
tain fiberglass acoustical media; also available are
reactive-type silencers that contain no acoustical fill
but are composed of a series of tuned resonators
that act as the sound-attenuating elements. Com-
monly available lengths of rectangular silencers are
0.9, 1.5, 2.1, and 3.1 m. The length of most cir-
cular cross-sectional silencers is a function of their
diameter. In the selection of silencers, three interre-
lated factors must be considered: (1) insertion loss,
(2) pressure drop, and (3) self-generated noise. The
primary controlling element is the airflow veloc-
ity through the face area of the silencer. Increas-
ing velocity increases both the pressure drop and
the self-noise; it reduces the insertion loss slightly.
Manufacturers’ literature should be consulted for
details on these items. A recognized test method
for determining these properties is ASTM E477-
06a,2 which measures the insertion loss by the duct-
to-reverberant-room method with and without air-
flow.

2.5 Active Sound Attenuation

Recent developments in computer technology have led
to the development of phase-canceling systems having

Table 4 Insertion Loss (dB/unit length) for Lined Rectangular and Round Ducts, with 25- or 50-mm Lining, by
Octave Band Center Frequency Insertion Loss (dB/m)

63 Hz 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz

25 mm 50 mm 25 50 25 50 25 50 25 50 25 50

Rectangular Duct Sizes
150 × 150 mm — — 1.8 2.4 4.5 7.0 8.1 14.7 17.4 21.6 22.2 22.2
300 × 300 mm — — 1.2 1.5 3.2 4.8 5.7 10.5 12.0 15.0 12.3 12.3
600 × 600 mm — — 0.6 0.9 1.5 2.7 4.2 7.5 8.4 10.5 6.6 6.6
Round Duct, Diameter
150 mm 1.1 1.7 1.8 2.4 2.8 4.1 4.6 6.5 6.5 6.5 5.7 5.7
300 mm 0.7 0.8 0.8 1.4 1.7 3.0 3.0 6.0 5.1 5.1 3.7 3.7
600 mm 0.2 0.8 0.8 1.4 1.7 3.0 3.0 6.0 5.1 5.1 3.7 3.7

Source: Ref. 1, pp. 47.15 and 47.16. Used with permission.

Table 5 Insertion Loss for Lined, Square Elbows with Turning Vanes by Octave Band Center Frequency

Insertion Loss (dB)

Duct Widtha (mm) 63 Hz 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz

125–250 0 0 1 2 3 4
260–510 0 1 2 3 4 6
520–1020 1 2 3 4 5 6
1030–2030 2 3 3 5 6 8

a Duct width is dimension in plane of the turn.
Source: Ref. 1, p. 42.15. Used with permission.
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application to low-frequency noise in ducted systems.
Both random noise and tones are accounted for, with
an upper frequency limit of about 400 Hz and insertion
losses typically of 20 to 30 dB.

2.6 Attenuation of Noise in Lined Plena

The noise reduction offered by lined fan plena, as
shown in Fig. 2, should be taken into account. The
following approximate expression, while somewhat
dated, may be used to calculate the effects of such
a lined plenum3:

Attenuation = 10 log

[
Se

(
cos θ

2πd2
+ 1 − α

αSw

)]−1

(1)

where α is the absorption coefficient of lining at
octave band center frequencies, Se the plenum exit
area in square metres, d the slant distance between
entrance and exit in metres, Sw the plenum wall
area in square metres, and θ the angle of incidence
at exit, that is, the angle that d makes with the
normal to the exit. The results of this calculation
are accurate to within a few decibels for frequencies
where the wavelength is much less than the plenum
dimensions. It is conservative at low frequencies. For
a fuller treatment of the effect of plena, recently
published Ref. 4 should be consulted. This covers the
experimental determination of the plenum effect for
low frequencies as well as high, differing sizes, the
effect of different plenum linings, and locations of inlet
and outlet. Unhoused fans, mounted on one wall, are
being incorporated into plena, where the fan discharges
into the plenum, from a bell-shaped inlet. This can
result in considerably lower fan sound pressure levels,
providing the plenum is large enough and has a sound-
absorptive lining.

3 AIR TERMINAL DEVICES

In most ducted systems, a device is placed at the
end of the duct to deliver the air to the room. These
are most commonly diffusers, grilles, or registers and
may contain volume control devices. Since they radiate
sound directly into the room, they must be selected to
meet the room noise level criterion. For the most part,
their noise emissions occur in the octave bands above
250 Hz. Manufacturers’ literature should be consulted

θ

d

Plenum Configuration

Figure 2 Diagram of sound-absorbing plenum.

for appropriate sound ratings. Care should be taken
that the conditions for which the data are presented
match the application at hand and any adjustments
made as necessary. The noise radiated by a terminal
device is dependent not only on the volume and
velocity of the airflow through the element but also
on the upstream flow conditions. Manufacturer’s data
are taken under essentially ideal flow conditions; poor
flow conditions may add 10 to 15 dB to the catalog
data. A variety of upstream airflow conditions and
associated additional sound pressure levels are shown
in Fig. 3. Frequently, flexible duct is used to connect
the terminal device to the branch duct. The length of
this flexible duct should be kept as short as possible
to avoid additional flow noise, with 1 m being a
suggested maximum. Misalignment of the flexible duct
can cause increased sound pressure levels, as shown in
Fig. 4.

Volume control dampers may be another source
of increased noise levels, typically if located close
to the outlet. The noise they create is a function of
the additional pressure drop they introduce into the
system; the additional noise is 20 log of the ratio of the
additional pressure drop to that of the diffuser itself.
In acoustically critical spaces, volume control dampers
should be located well back in the duct system (5 to
10 duct diameters from the outlet), with the lined duct
between the damper and the outlet.

3.1 Variable-Air-Volume Systems
For energy conservation reasons, many current air-
conditioning systems modulate the airflow to the
conditioned space to match the required heating or

Basis of 
Manufacturer's 

Rating

Sound Pressure Levels
Same as Manufacturer's 
Rating with Equalizing 

Grid

Sound Pressure Levels
Up to 12 dB Higher

with No Equalizing Grid

Figure 3 Noise effect of poor diffuser flow condition.
(From Ref. 1, p. 47.10. Used with permission.)
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Manufacturer's Ratings

Figure 4 Effect of proper and improper alignment of
flexible duct connector. (From Ref. 1, p. 47.10. Used with
permission.)
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cooling load, as it varies throughout the day and
year. These VAV systems have two distinguishing
characteristics from the acoustical point of view: (1) a
terminal device to modulate the airflow and (2) some
method of varying the flow volume from the fan.
Such modulation can cause two acoustical problems:
(1) loss of privacy when the airflow is at the minimum,
due to the lack of diffuser noise, and (2) excess low-
frequency noise (rumble), depending on the method of
varying the flow from the fan (see Section 3.4).

3.2 Variable-Air-Volume Terminals

In its simplest form, the terminal device consists of
an automatically operating damper in a sheet metal
box. It is commonly connected directly to the supply
duct and with one or more outlets feeding diffusers.
Noise is created by the damper as a function of
the pressure drop across the damper. This noise can
be radiated by two paths: (1) directly through the
wall of the unit and (2) downstream through the
connected duct(s). This noise is frequently controlled
by a section of lined duct between the box and the
outlet(s). A more difficult control case is presented
when the outlet and VAV terminal are combined. In
some situations, the casing-radiated sound must be
controlled. In most cases, such terminal units are
located over acoustical panel ceilings, which have
limited sound transmission loss properties and may
contain acoustically transparent areas such as return-
air grilles and light fixtures. In general, VAV boxes that
handle more than about 0.8 m3/s should not be located
over acoustical environments such as offices; they
should be located over more noncritical spaces such
as corridors, storage areas, or toilet rooms. In some
cases, where such acoustically less sensitive spaces
are not available and large box sizes must be used,
it may be necessary to increase the transmission loss
characteristics of the ceiling by incorporating a layer
of 12.5-mm gypsum board between the unit and the
acoustical ceiling or encasing the box with a 25-mm
layer of glass fiber and 12.5-mm gypsum board.

3.3 Fan-Powered VAV Terminals

A special case is a VAV terminal that incorporates a
fan to mix the air from the plenum above the ceiling
with the primary air. These are called fan-powered
terminals (FPTs) and are of two kinds: one in which
the fan cycles on and off, as required, and a second
in which the fan runs full time. Since the fan in the
first goes on and off, the occupants are more aware
of the control unit sound. The noise emitted by these
units consists of both the noise radiated by the casing
and the fan and that through the room air outlet.
By reason of the fan contribution to the total direct
radiated noise, units handling more than about 0.8 m3/s
commonly produce noise levels in the space below
corresponding to a noise criteria (NC) rating of 40 or
above and hence should not be located over spaces
requiring a lower sound level. Some possible noise
control measures for these units include, in addition to
moving them to more remote locations, keeping them

at least 2 m from any open return grilles in the ceiling,
installing sound attenuators if offered as an option
by the manufacturer, or field fabricating lined elbows
for installation on the induced air opening of the
FPT. Consult manufacturers’ literature for appropriate
information on the noise levels produced by these
units and how to determine the noise levels in the
occupied space served by them. Data on these units
are taken in accordance with the Air-Conditioning &
Refrigerating Institute (ARI) Standard 880–98.5 See
Ref. 1 for estimation of the sound pressure level in
the occupied space.

3.4 Fan Volume Control
As the airflow volume through the terminals varies to
meet the required heating or cooling load, the volume
of air produced by the fan must also vary. There are
three basic methods of doing so: (1) use of inlet vanes
on the fan, (2) motor speed controls, and (3) varying
the pitch of the fan blades.

Inlet vanes are positioned at the inlet to the fan
scroll and close down to reduce airflow. They add
resistance to the system and, depending on the fan type,
may cause significant additional low-frequency fan
sound, which must be dealt with further downstream.
Since resistance to flow is added, there is also energy
usage inefficiency when the vanes are in their partially
open position.

Variable-speed controls reduce the speed of the
fan and thus the volume flow; they also reduce the
fan noise generation. Variable-speed controls have a
significant energy savings over inlet vanes; this should
be taken into account in the selection process.

Variable-pitch blades are available for some axial-
flow fans; this also results in quieter operation at
reduced flow.

4 SOUND TRANSMISSION THROUGH
DUCT WALLS
Sound radiated through duct walls may be a problem if
not sufficiently attenuated before the duct passes over
or through occupied space. This is most frequently
a problem close to the fan room, where the noise
in the duct may be composed of both that from the
fan and that aerodynamically generated due to poor
flow conditions. Typically, this noise is concentrated
in the octave bands below 250 Hz and may extend
down through the 31.5-Hz band. It is commonly called
break-out noise, and its level is dependent on the noise
level within the duct, the duct cross section, and the
length of the duct in or over the occupied space.
The transmission loss characteristics of rectangular,
flat oval, and round ducts have been determined;
representative values for round and rectangular ducts
are shown in Table 6. The transmission loss of
rectangular ducts does not vary significantly as a
function of duct size or construction; the transmission
loss of round ducts does vary as a function of the duct
diameter and values for several typical diameters are
included. Note that at low frequencies the transmission
loss of round ducts is markedly higher than for
rectangular ones. Using round ducts is an excellent
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Table 6 Transmission Lossout for Rectangular and Round Duct by Octave Band Center Frequency (Hz)

63 Hz 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz

Rectangular Sizes 20 23 26 29 32 38
(300–1200 mm)

Round Duct Diameter (mm)
200 >48 >65 >75 >72 56 56
350 >48 >53 55 33 34 35
650 >48 >53 36 32 32 28
800 >48 42 38 25 26 24

Source: Ref. 1, p. 42.23. Used with permission.

method of controlling low-frequency break-out noise.
Since the noise is better contained, additional duct
system attenuation may be needed downstream for
appropriate control of room sound pressure levels.
The transmission loss of flat oval duct is intermediate
between rectangular and round duct, but due to the
relatively large flat surfaces, it tends to follow the same
characteristics as that of rectangular duct, that is, lower
values at low frequencies.

5 TURBULENT AIRFLOW NOISE CONTROL
Although fans are usually the major source of noise in
a duct system, aerodynamic noise may be generated
at elbows, turns, takeoffs, silencers, and other duct
elements. The generated noise levels depend on the
element geometry as well as the airflow velocity. Since
the intensity of flow-generated sound is proportional to
between the fifth and sixth power of the local velocity
in the duct, the best methods of control are to (1) keep
the duct velocities as low as possible and (2) avoid
closely spaced elements (turns, takeoffs) or abrupt
changes in duct area that can contribute to turbulent
flow. In general, if the flow velocities are below about
10 m/s and elements can be separated by about three

to five duct diameters, most aerodynamically induced
noise control problems are minimized.

6 ROOFTOP UNITS

Rooftop units (packaged, factory-assembled units con-
taining fans and associated heating and cooling equip-
ment) pose important noise control problems. They are
frequently mounted on curbs supported by lightweight
roof structure directly above occupied space. Because
of their proximity to the building interior, they should
be located over acoustically noncritical spaces. The pri-
mary noise paths that need consideration, as shown in
Fig. 5, are1 (1) the casing-radiated noise, (2) the supply
and return-air ducts, and (3) structure-borne noise.

6.1 Casing-Radiated Noise

This noise is best controlled by making certain the roof
structure inside the curb has adequate mass to block the
sound being radiated by the fan casing and compressor,
if included. This construction may consist of concrete
or multiple layers of gypsum board. Sealing around
the perimeter of the curb and around the supply and
return duct penetrations is important. The supply and

Return-Air 
Noise Path Structure-Borne 

Path

Supply Air 
Noise Path

Finish Ceiling

Packaged Rooftop Air Conditioning Unit

Roof
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Condenser Coils

Supply 
Duct

Return 
Duct

Supply Fan

Figure 5 Noise paths in typical rooftop installations. (From Ref. 1, p. 47.6. Used with permission.)



1322 NOISE AND VIBRATION CONTROL IN BUILDINGS

Table 7 Duct Break-out Insertion Loss: Potential Low-Frequency Improvement over Bare Duct Elbow

Duct Break-out Transmission Loss
at Low Frequencies (dB)Discharge Duct Configuration

of Horizontal Supply Duct 63 Hz 125 Hz 250 Hz Side View End View

Rectangular duct: no turning vanes
(reference)

0.0 0.0 0.0
Airflow

Rectangular duct: two-dimensional
turning vanes

0.0 0.5 1.0 Turning 
Vanes

Rectangular duct: wrapped with foam
and lead

4.0 3.0 4.5 See end view

Foam 
Insul. 
W/ 2 
Layers Lead

Rectangular duct: wrapped with glass
fiber, one layer of gypsum board

4.0 7.0 5.5 See end view

Glass Fiber 
Pressed 
Flat 
Aganist Duct. 
Gypsum 
Board 
Screwed Tight

Rectangular duct: wrapped with glass
fiber, two layers of gypsum board

7.5 8.5 9.0 See end view

Rectangular to multiple drop: round
mitered with turning vanes, three
parallel round supply ducts

17.5 11.5 13.0

1.9 mm

0.6 mm

Rectangular to multiple drop: round
mitered elbow with turning vanes,
three parallel round lined double-wall
supply ducts

18.0 13.0 16.0

1.9 mm

0.6 mm

Source: Ref. 1, p. 47.8. Used with permission.

return ducts are commonly directly above the ceiling
of the occupied space, and often there is insufficient
space for easy application of adequate noise control
measures. On the supply side, low-frequency break-out
noise is a common problem. Control methods consist
of proper configuration of the fan outlet and ducts. A
common problem is the duct elbow between the fan
outlet and the horizontal duct above the ceiling. Round
elbows and round duct are a very important way of
controlling this noise. See Table 7.

6.2 Structure-Borne Noise

This noise is controlled by proper vibration isolation.
Internal isolation of fans in units without compres-
sor/condenser units will usually be sufficient if the
isolators have adequate deflection; steel springs of
50 to 75 mm deflection are usually required. Several
manufacturers can supply curbs with high deflection
springs for such isolation.

An alternate noise control technique is to raise the
unit above the roof on a structure (commonly called
dunnage). In this configuration, the ducts can be run
above the roof before entering the building, creating

the opportunity to include noise control measures
before the ducts enter the building; casing-radiated
noise through the bottom of the unit is also less
difficult. If the unit contains compressor/condenser
units, it is usually necessary to isolate the entire unit.
Vibration transfer to a lightweight roof is avoided since
the dunnage is usually supported from heavier roof-
supporting structures.
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1 INTRODUCTION
The interaction between the turbulent airflow and dis-
continuities in low-speed flow ducts, such as in ven-
tilation systems, can result in the generation of noise
as eddies are shed from duct irregularities or even the
rough sides of the airways. In free space these turbulent
eddies are relatively harmless as they are inefficient
noise generators at the velocities encountered in ven-
tilation systems. Efficient generation of noise occurs
when the turbulence is shed from the object or dis-
continuity or when it impinges subsequently on an
obstruction, and the corresponding velocity variations
are converted into pressure fluctuations. Airflow noise
increases as approximately the sixth power of flow
velocity and is generally broadband. The spectrum of
the noise produced will depend on the size of the obsta-
cle or discontinuity and the maximum velocity. For
typical fittings and flow velocities, the overall regen-
erated power level is likely to be in the region of 50 to
70 dB, but the levels vary with frequency. At consid-
erable distances from the fan, airflow-generated noise
from duct fittings can become the major noise problem.
If the fittings are located near terminal devices, there
may not be enough duct length available between the
duct fitting and terminal device to provide sufficient
attenuation of the flow-generated noise.

2 SOURCES OF NOISE IN FLOW DUCTS
Although extensive research on flow-generated noise
has been carried out over the past 40 years, the empha-
sis has largely been on jet engine noise (see Chapter 9).
The airflow speeds involved in this situation are gen-
erally close to the speed of sound and not applicable
to the situation of ventilation systems where velocities
between 10 and 30 ms−1 are common. Relatively lit-
tle is known about the situation of noise produced by
turbulent flow in ventilation systems, which is compli-
cated by the presence of resonances and flow instabil-
ities.

In ventilation systems, turbulent mixing can occur
in the absence of solid surfaces, for example, induction

airstream mixing and boundary layer turbulence. When
the air leaves the duct, it enters a region of zero-flow
velocity. The high-velocity gradients that exist at the
interface of the moving and stationary media produce
shear forces in the fluids, which generate turbulent
mixing and noise. The noise sources are distributed
spatially along and across the regions of mixing.
Lighthill has proposed that a quadrupole represents a
model of the acoustic source that dominates high-speed
subsonic, turbulent air jets.1,2

Curle extended Lighthill’s general theory of aero-
dynamic sound by incorporating the effect of solid
boundaries upon the sound field.3 These effects include
reflection and diffraction of the sound waves at the solid
boundaries and a resultant dipolefield at the solid bound-
aries. When turbulent flow interacts with a solid surface,
or when turbulence in the form of a wake is generated
by a solid surface, changes occur in the momentum field
around the spoiler that are time-dependent, require fluc-
tuating forces, and these must in general exist on the
solid surface. Any such forces may be resolved into
lift and drag components, and the sound generated is
represented by an acoustic dipole, the axis of which is
aligned with that of the fluctuating force. If the dipole
source distribution is random, the sound spectrum is of
a broadband nature. A well-ordered distribution results
in a discrete sound spectrum.

Gordon has demonstrated, by means of a simple yet
elegant experiment, that the wideband noise resulting
from the interaction of airflow with an in-duct flow
spoiler increases as the sixth power of flow velocity.4,5

This is consistent with the generally accepted view that
most of the sound generation mechanisms in ventilation
systems can be represented by the dipole character.

The analysis of noise generated by flow spoilers
usually assumes that the spoilers are small compared
to the wavelength of sound at the frequency in question
to ensure that the flow field in the neighborhood of the
spoiler may be treated as incompressible. Davies and
Ffowcs-Williams have noted that when a sound source
is confined within an infinitely long duct of diameter
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small in comparison to a wavelength, the character of
the problem changes from three dimensional to one
dimensional.6 This change affects both the acoustic
impedance of the surroundings and the amount of sound
power radiated by the source. At low frequencies, the
dipole sources, when confined in a small-diameter duct,
would have sound power outputs increasing as U 4 rather
than the familiar U 6 characteristics of these sources in
an infinite fluid. As the frequency of the sound source
increases, the sound power radiated by the source in the
duct approaches that in the free field.

3 APPROACHES TO THE PREDICTION OF
AIRFLOW-GENERATED NOISE IN
VENTILATION SYSTEMS
Empirical formulas for predicting the sound power
level generated by in-duct components are generally
based upon the assumption of a sixth-power law
dependence of sound power on air velocity and involve
an equation of the following form:

LW = C + 10 logA + 60 log(Uc) (1)

where LW is the airflow-generated noise power level
(dB), C is a constant, which varies with the fitting, A
is the minimum flow area of the fitting (m2), and Uc

is the maximum flow velocity in the fitting (ms−1). In
Eq. (1) the logarithm of the velocity is multiplied by
60, which is the result of assuming a U 6 dependence of
sound power on flow velocity. Equation (1) illustrates
the importance of limiting the velocity since a doubling
of velocity results in an 18-dB increase in regenerated
sound power.

The intensity of the noise generated from the airflow
will be determined primarily by the magnitude of the
velocity increase created by the obstruction and so forth.
The spectrum of the noise produced will depend on
the size of the obstacle or discontinuity and on the
maximumvelocity. In general, the spectrum is a function
of a representative dimension of the obstruction or
discontinuity d , and the maximum (or constricted) flow
rate around the obstacle or through the discontinuity Uc.

Flow noise data can normally be “nondimension-
alized” by expressing spectral data as a function of a
Strouhal number, St, given by

St = fcd/ Uc (2)

where fc is the octave band center frequency.
The calculation of the Strouhal number is, in gen-

eral, the starting point for predicting flow-generated
noise. The ventilation system designer usually tries
to predict flow-generated noise using procedures laid
down in such publications as the American Society
of Heating, Refrigerating; and Air-Conditioning Engi-
neers (ASHRAE) or the UK Chartered Institution of
Building Services Engineers (CIBSE) guides.7,8 The
information contained in these publications has been
drawn from the published work of a number of differ-
ent investigators who worked on a limited range of in-
duct components and a limited range of duct sizes.9,10

Application of their results to systems often having
very different configurations from those on which the
original measurements were made can produce dubi-
ous results. Attempts have been made to use the limited
available data to develop more generalized prediction
methods for various types of duct component.

4 PREDICTION OF AIRFLOW GENERATED
NOISE IN VENTILATION SYSTEMS DUE TO
IN-DUCT ELEMENTS
For in-duct elements such as bends, transition pieces,
damper, and the like, the results of recent research
have led to a prediction method based upon pressure
loss characteristics. The effect of a discontinuity in a
duct carrying airflow is to generate turbulence, some
of which is converted into sound energy. The power
required to generate the turbulence in the vicinity of
the discontinuity is supplied by the system fan, and the
work done by the fan in the region of a discontinuity
is manifested as a loss of static pressure across the
discontinuity. The larger the discontinuity, the greater
is the pressure loss and the greater is the sound power
radiated. The pressure loss characteristics of an in-duct
element are usually expressed in terms of a pressure
loss coefficient, CL, given by

CL = �P/0.5ρ0U
2 (3)

where �P = static pressure loss due to the
component

U = velocity of air in unobstructed region of
the duct

ρ0 = density of air

The pressure-based prediction method is based
upon a theory originally proposed by Nelson and
Morfey.11 The underlying assumption of this theory
is that the sound power radiated by an in-duct spoiler
is related to the total fluctuating drag force acting
on the spoiler, which is a function of the turbulence
intensity in the region of the spoiler. Since they
were unable to determine the actual spectrum of the
turbulence intensity in the vicinity of the spoiler,
Nelson and Morfey made the further assumption that
the fluctuating drag force is in direct proportion to
the steady drag force. This assumption had originally
been made by Gordon4,5 and was later experimentally
verified by Heller and Widnall.12

Nelson and Morfey collapsed their experimental
data into a generalized spectrum to form the basis of
a predictive technique by the empirical evaluation of
the constant of proportionality between the fluctuating
and steady drag forces as a function of Strouhal
number. However, their curves were obtained from
measurements made on simple strip spoilers for which
the necessary parameters for determining the Strouhal
number, a representative dimension and open-area
ratio (which determined the constriction velocity in the
region of the spoiler), could be established by simple
inspection. In work on airflow-generated noise in ducts
arising from the presence of inclined dampers and
orifice plates, Oldham and Ukpoho extended the work
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of Nelson and Morfey to other spoiler configurations.13

They first rewrote the Nelson and Morfey equations
in terms of the pressure loss coefficient, which is
a parameter more commonly used in ventilation
system design than the drag coefficient employed by
Nelson and Morfey. They then proposed the use of
simple empirical methods based upon measurement of
the pressure loss coefficient to determine the open-
area ratio and the characteristic dimension for more
complex spoilers. The equations obtained resulting
from these modifications are shown below.

For fc < f0,

120+20 log10 K(St)

= SWLD − 10 log10[ρ0 Aσ4C2
LU 4

C/16c0] (4)

For fc > f0,

120 + 20 log10 K(St)

= SWLD − 10 log10[ρ0πA2(St)2σ4C2
LU 6

C/24c3
0d

2]

− 10 log10[1 + (3πc0/4ωc)(a + b)/A] (5)

where K(St) = Strouhal number dependent constant
SWLD = in-duct sound power level

fc = center frequency of the band of
frequencies under consideration

ωc = angular center frequency
f0 = cut-on frequency of the duct
c0 = speed of sound in air
A = cross-sectional area of duct
a = duct height
b = duct width

The open area ratio is given by

σ = C
1/2
L − 1

CL − 1
(6)

The maximum effective (constriction) velocity is given
by

UC = U

σ
(7)

The characteristic dimension is given by

d = A(1 − σ)

b
(8)

The Strouhal number is given by:

St = fcd

UC

(9)

Note there are different expressions for noise regen-
eration below and above the duct cut-on frequency,
which is the frequency above which complex acoustic
modes are propagated in the duct.

Waddington and Oldham have recently applied
Eqs. (4) to (9) to data measured on a number of in-duct

100

80
70
60
50
40
30

12
0 

+ 
20

 lo
g 

K
(S

t)
 (

dB
)

20
10

0
10−2 10−1 100

Strouhal Number

101 102 103

90

Figure 1 Collapse of measured sound power level data
as a function of Strouhal Number for mitred bends without
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elements.14 Figure 1 shows the collapse of measured
data on the basis of the above equations for a range of
component sizes and duct air velocities. It can be seen
that individual spectra corresponding to different air
velocities and component sizes collapse onto one sin-
gle spectrum, and the best-fit curve through this data
then forms the basis of a predictive design curve for
this type of component. From knowledge of the pres-
sure loss coefficient, duct dimensions, and air velocity
one can calculate the sound power level for any chosen
octave band center frequency. It is necessary to first
obtain values for the clear-area ratio and the charac-
teristic dimension d . As shown above, the clear-area
ratio can be approximated by a simple function of the
pressure loss coefficient, which is plotted in Fig. 2.

The procedure for determining the regenerated
noise level for a given one-third octave band frequency
is thus as follows:

1. Determine the clear-area ratio σ, from Eq. (6)
or Fig. 2.
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2. Calculate the constriction velocity Uc from
Eq. (7).

3. Calculate the representative dimension d from
Eq. (8).

4. Calculate the Strouhal number (St) correspond-
ing to the chosen one-third octave band center
frequency fc, d and Uc from Eq. (9).

5. Read off appropriate value of 20 log [K(St)]
from the best-fit curve in Fig. 1.

6. Insert values in Eq. (4) or Eq. (5) depending on
whether the one-third octave band frequency fc

is below or above duct higher mode cut-on f0.

5 PREDICTION OF AIRFLOW-GENERATED
NOISE IN VENTILATION SYSTEMS AT
TERMINAL DEVICES
As there is no opportunity to attenuate energy produced
by terminal units such as grilles, diffusers, and
induction units, before it reaches the room, flow noise
generation at terminal units is of particular importance.
Two main types of diffuser can be identified:

1. Circular ceiling diffusers supplied through
circular ductwork with a neck area of AN with
or without plenum boxes.

2. Linear and rectangular grilles, registers, or slots
fed from plenum boxes and having a free
discharge area AF .

For both types the radiated sound power level is given
by the general equation:

Lw = Constant + 57 logQ − 47 logA dB (10)

where Q is the volume flow rate (m3s−1) and A is the
area (m2).

The form of this expression will apply for the
overall total radiated sound power level or to the octave
bands of the noise spectrum; however, the constant
term will vary and can be determined experimentally.
It can be seen that the radiated sound power level is
very sensitive to changes of flow rate or grille area.

A typical value for the total radiated sound power
level is given by15

Lwtotal = 32 + 57 logQ − 47 logAF dB (11)

A similar expression relates the total radiated sound
power level to neck flow rate:

Lwtotal = 32 + 60 logVN + 13 logAN dB (12)

where VN is the neck (or maximum) flow velocity in
metres/second.

Figure 3 illustrates general spectral distribution for
circular diffusers, which can be applied directly to
the overall sound power level. The Strouhal number
is given by the product of frequency and neck
diameter divided by the neck flow velocity. Octave
band levels at frequencies higher and lower than the
peak frequency can also be obtained approximately
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Figure 3 Generalized spectrum for diffuser.

by deducting 3 dB/octave at lower frequencies and
deducting 5 dB/octave at higher frequencies.

When the duty of a diffuser is specified by the
volume flow rate Q and the pressure drop �P , the
general equation becomes

Lwtotal = Constant + 10 logQ + 26 log�P dB
(13)

where �P is the grille pressure drop in pascals. An
alternative approach to the prediction of diffuser noise
can be found in Berarek and Ver16 and Sound and
Vibration Design and Analysis.17

Ceiling diffusers designed to deflect the air hori-
zontally, known as having a wide throw, will exhibit
a greater pressure loss and generate more noise than
those with a small or no throw, as illustrated in
Fig. 4.

A control damper added to a grille or diffuser will
increase the flow noise generated by a diffuser. A vortex
shedding noise component will arise from the damper
blades themselves, but more significantly there will also
be the impact of the damper blade turbulence wake upon
the grille or diffuser vanes. Manufacturers of grilles
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and diffusers usually supply data for the sound power
level produced for their grille/damper assemblies, as a
function of face velocity, volume flow rate or pressure
drop across the unit. In the absence of such data an
increase in the above-estimated sound power level of
5 dB can be assumed in each octave band for the addition
of an integral dampervane set fully open. It can further be
assumed that, for subsequent flow adjustment resulting
in an increase in pressure drop across the damper, the
overall sound power level will increase approximately
according to the following equation:

�Lwtotal = 33 log(�P/�P0) dB (14)

where �P is the static pressure drop across the unit and
�P0 is the pressure drop for the same volume flow rate
with damper vanes fully open.

6 DESIGNING FOR LOW FLOW-GENERATED
NOISE
There are a number of simple principles for duct design
that should be followed in order to avoid turbulence and
the associated pressure loss and noise.18 Flow-generated
noise in duct fittings can be reduced by choosing
geometries that minimize the generation of vortices
and the interaction of the vortices with sharp edges.
Some obstructions, such as dampers, are necessary, but
multiple dampers are preferred to single dampers in a
noise-sensitive system. Dampers should be fitted at least
1.5 to 2.0 m back from a duct termination in order to
reduce damper noise escaping into occupied space.

The noise generated at bends can be reduced by
the use of circular bends rather than mitered bends.
Splitters or turning vanes can also be employed to
enhance the airflow at bends. In critical situations,
narrow chord and large radius bends are preferable.

Cross-sectional area changes where flow separation
occurs should be avoided. The transition angle should
be less than 10◦ to minimize the risk of flow detachment.
In critical situations, if the available transition length is
insufficient to obtain less than a 10◦ transition angle,
a perforated plate can be employed to diffuse the flow
evenly into the larger duct. The high-frequency noise
generatedby theperforatedplate canbe easily attenuated
by duct lining downstream of the area change.

Flow-generated noise at branchings and takeoffs
can be reduced by using duct fittings that provide a
smooth flow and by avoiding a change of velocity
pressure, especially the reduction of the velocity
pressure, which is usually accompanied by flow
separation. Cross and tee junctions where the volume
flow in one branch is substantially smaller than the
volume flow in the other branches should be avoided.
A branch takeoff should be more than five duct
diameters downstream of the main junction so that
the turbulence generated in the main junction decays
before it reaches the downstream branching.

It should be noted that there are other aspects of
flow-generated noise that have not been covered in
this brief chapter. Attenuators constitute a possible
source of in-duct turbulence such that they not only
reduce noise generated elsewhere in the system but

can also generate significant self-noise. Attenuator
manufacturers, therefore, typically provide both static
(no flow) and dynamic (with airflow) insertion loss
data. It is also possible for the turbulent flow
downstream of a discontinuity to excite the relatively
thin walls of a duct into vibration and thus cause
significant noise break out.
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CHAPTER 112
NOISE CONTROL FOR MECHANICAL
AND VENTILATION SYSTEMS

Reginald H. Keith
Hoover & Keith, Inc.
Houston, Texas

1 INTRODUCTION

To evaluate the acoustical impact of mechanical
equipment rooms, detailed knowledge of the acoustical
emission levels of the mechanical equipment is
required. The best source for these data is the
equipment manufacture. However, in the initial design
the specific manufacturer and equipment model may
not be known. The information given in this chapter
is suggested for initial design uses.

2 SOUND PRESSURE AND SOUND POWER
LEVELS FOR TYPICAL EQUIPMENT

These data are presented in the form of octave band
sound power levels (re 10−12 W) or normalized octave
band sound pressure levels. The normalized octave
band sound pressure level data are representative of
a distance at 1 m and a room constant of 75 m2.

2.1 Chillers1,2

Chillers are used to provide cooling water for air-
conditioning systems. The three principal types are
(1) packaged chillers with reciprocating compressors,
(2) packaged chillers with rotary-screw compressors,
and (3) packaged chillers with centrifugal compres-
sors. In addition, absorption machines, which are heat-
operated refrigeration machines, are sometimes used to
provide cooling water. Specific considerations for each
classification are as follows:

Packaged Chillers with Reciprocating Compres-
sors The overall sound power level can be expressed
by

LW = 82 + 8.5 log(CC) (1)

where CC is the rated cooling capacity in kilowatts.
The specific octave band sound power levels are shown
in Table 1.

Packaged Chillers with Rotary-Screw Compres-
sors The octave band sound power levels represent-
ing near-maximum noise levels for the size range of
350 to 1000 kW cooling capacity, operating at or near
3600 rpm are shown in Table 2.

Packaged Chillers with Centrifugal Compres-
sors Packaged chillers can be divided into three
groups. A description of each group is given together
with an equation to compute the overall sound power
level (where CC is the cooling capacity in kilowatts).
The values in Table 3 can be subtracted from the

Table 1 Sound Power Levels for Packaged Chillers
with Reciprocating Compressors

Sound Power Level (dB)
Cooling Capacity (kW)Octave Frequency

Band (Hz) 35–108 109–284 285–703

31 86 88 90
63 91 93 95

125 92 94 96
250 93 96 99
500 94 97 100

1000 93 96 99
2000 90 93 96
4000 86 89 92
8000 81 84 87
Overall 100 103 106
A-weighted 97 100 103

Table 2 Sound Power Levels for Packaged Chillers
with Rotary Screw Compressors

Octave Frequency
Band (Hz)

Sound Power Level (dB)
350–1055 kW

Cooling Capacity

31 78
63 84

125 88
250 100
500 97

1000 93
2000 88
4000 83
8000 81
Overall 103
A-weighted 98

overall sound power level to obtain the octave band
sound power level.

Group 1 is for internally geared, hermetically sealed
centrifugal compressors rated at or under 3500 kW.
The overall sound power level for the compressors in
this group is given by

LW = 78 + 9 log(CC) (2)

Group 2 is for direct-drive, hermetic compressors rated
at or under 3500 kW. The overall sound power level
for the compressors in this group is given by

LW = 60 + 14 log(CC) (3)
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Table 3 Frequency Adjustments (in dB) for Three
Groups of Centrifugal Refrigeration Compressors

Octave Frequency Group Group Group
Band (Hz) 1a 2b 3c

31 10 9 12
63 9 8 11

125 8 7 10
250 7 6 9
500 10 10 11

1000 8 10 6
2000 8 10 6
4000 12 14 11
8000 19 21 17
A-weighted 3 4 1

aGroup 1: Internally geared hermetic, or if drive arrange-
ment is not known, at and under 3500 kW.
bGroup 2: Direct-drive hermetic, at and under 3500 kW.
cGroup 3: All hermetic above 1000 tons (3500 kW).

Group 3 is for all hermetic compressors rated at or
above 3500 kW. The overall sound power level for
the compressors in this group is given by

LW = 90 + 6 log(CC) (4)

Absorption Machines The sound of absorption
machines is generally masked by other noises in a
mechanical equipment room. The machine usually
includes one or two small pumps; steam flow noise
or steam valve noise may also be present. The overall
sound power level is normally less than 100 dB and
the A-weighed sound power level is less than 96 dB.

Built-up Refrigeration Machines The sound of
packaged chillers, as presented in the preceding
paragraphs, includes the sound of both the compressor
and the drive unit. If a refrigeration system is built of
separate pieces, then the noise level estimate should
include the noise of each component making up the
assembly. Compressor sound power levels should be
taken from the packaged chiller data. Sound power
level data for the drive units (motors, gears, steam
turbines) should be taken from the appropriate tables
in this chapter or obtained from the manufacturers.

2.2 Boilers1

The wide variety of blower assemblies, air and fuel
inlet arrangements, burners, and combustion chambers
provides such variability in the noise data that it is
impossible to correlate noise with heating capacity.
Sound power levels at the normalized 0.9-m distance
may be as high for the smallest as for the largest units.
The estimated sound power levels given in Table 4 are
believed applicable for all boilers in the size range of
50 to 2000 boiler horsepower (1 bhp = 33,500 Btu/h
or 9818 W). These sound power levels apply to the
front of the boiler. Thus, when other distances are of
concern, the distance should always be taken from the
front surface of the boiler. Sound power levels are
lower off the side and rear of the typical boiler.

Table 4 Sound Power Levels for Boilers

Sound Power Level (dB)
Heating CapacityOctave

Frequency
Band (Hz)

50–300 bhp
(490–2950 kW)

301–2000 bhp
(2951–20,000 kW)

31 99 102
63 99 102

125 98 101
250 96 99
500 93 96

1000 90 93
2000 87 90
4000 84 87
8000 81 84
Overall 105 108
A-weighted 96 99

2.3 Cooling Towers1,2

Four general types of cooling towers are sketched
in Fig. 1: centrifugal-fan flow-through type, axial-
flow blow-through type (with the fan or fans located
on a side wall), induced-draft propeller type, and
“underflow” forced-draft propeller type (with the fan
located under the assembly).

Sound Power Level of Propeller-Type Cooling
Towers The approximate overall sound power lev-
els of propeller-type cooling towers are given by

LW = 100 + 8 log(fan kW)

for overall LW, under 75 kW (5)

LW = 96 + 10 log(fan kW)

for overall LW, over 75 kW (6)

where fan kilowatt is the nameplate power rating of the
motor that drives the fan. Octave band sound power
levels can be obtained by subtracting the values of
Table 5 from the overall LW obtained by Eq. (5) or
(6).

Table 5 Frequency Adjustments (in dB)
for Propeller-Type Cooling Towers

Octave Frequency
Band (Hz)

Value Subtracted
from Overall

PWL (dB)

31 8
63 5

125 5
250 8
500 11

1000 15
2000 18
4000 21
8000 29
A-weighted 9
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Figure 1 Principal types of cooling towers. (a) Centrifugal-fin blow-through type, (b) axial-flow blow-through type,
(c) induced-draft propeller type, and (d) forced-draft propeller-type underflow.

Sound Power Level of Centrifugal-Fan Cooling
Towers The approximate overall sound power lev-
els of centrifugal-fan cooling towers are given by

LW = 85 + 11 log(fan kW)

for overall LW , under 60 kW (7)

LW = 93 + 7 log(fan kW)

for overall LW , over 60 kW (8)

where fan kilowatt is the nameplate power rating of
the motor that drives the fan. When more than one fan
or cooling tower is used, the fan power rating should
be the total motor drive rating of all fans or towers.
Octave band sound power levels can be obtained by
subtracting the values of Table 6 from the overall LW

obtained by Eq. (7) or (8).

Directionality of Cooling Towers Cooling towers
usually radiate different amounts of sound in different
directions, and the directional adjustments of Table 7
should be made to the octave band sound power levels
(PWLs). These corrections apply to the five principal
directions from a cooling tower, that is, in a direction
perpendicular to each of the four sides and to the top
of the tower.

Noise Reduction with Reduced Fan Speed
When it is practical to do so, the cooling tower

Table 6 Frequency Adjustments (in dB)
for Centrifugal-Fan Cooling Towers

Octave Frequency
Band (Hz)

Value Subtracted
from Overall

PWL (dB)

31 6
63 6

125 8
250 10
500 11

1000 13
2000 12
4000 18
8000 25
A-weighted 7

fan can be reduced to half speed in order to reduce
noise. Half speed produces approximately two-thirds
cooling capacity and approximately 8- to 10-dB noise
reduction in the octave bands that contain most of
the fan-induced noise. For half-speed operation, the
octave band Lp or LW of full-speed cooling tower
noise may be reduced by the following amounts, where
fB is the blade passage frequency and is calculated
from the relation fB = number of fan blades × shaft
rpm/60:
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Table 7 Corrections to Average SPLs for Directional Effects of Cooling Towers

Octave Frequency Band (Hz) 31 63 125 250 500 1000 2000 4000 8000

Centrifugal-fan blow-through type
Front (fan inlet) +3 +3 +2 +3 +4 +3 +2 +2 +2
Side (enclosed) 0 0 0 −2 −3 −4 −5 −5 −5
Rear (enclosed) 0 0 −1 −2 −3 −4 −5 −6 −6
Top (discharge) −3 −3 −2 0 +1 +2 +3 +4 +5

Axial-flow blow-through type
Front (fan inlet) +2 +2 +4 +6 +6 +5 +5 +5 +5
Side (enclosed) +1 +1 +1 −2 −5 −5 −5 −5 −6
Rear (enclosed) −3 −3 −4 −7 −7 −7 −8 −11 −8
Top (discharge) −5 −5 −5 −5 −2 0 0 +2 +1

Induced-draft propeller type
Front (air inlet) 0 0 0 +1 +2 +2 +2 +3 +3
Side (enclosed) −3 −3 −3 −3 −3 −3 −4 −5 −6
Top (discharge) +3 +3 +3 +3 +3 +4 +4 +3 +3

Underflow forced-draft propeller
type
Any side −1 −1 −1 −2 −2 −3 −3 −4 −4
Top +2 +2 +2 +3 +3 +4 +4 +5 +5

Octave Band
that Contains

Noise Reduction
due to Half Speed

1
8fB 3 dB
1
4fB 6 dB
1
2fB 9 dB
1 fB 9 dB
2 fB 9 dB
4fB 6 dB
8fB 3 dB

If the blade passage frequency is not known, it may be
assumed to fall in the 63-Hz band for propeller-type
cooling towers and in the 250-Hz band for centrifugal
cooling towers. Waterfall noise usually dominates in
the upper octave bands, and it would not change
significantly with reduced fan speed.

Closed Confined Locations Most of the preced-
ing discussion assumes that cooling towers will be
used in outdoor locations. If they are located inside
enclosed mechanical equipment rooms or within courts
formed by several solid walls, the sound patterns will
be distorted. In such instances, the LW of the tower
(or appropriate portions of the total LW ) can be placed
in that setting, and the enclosed or partially enclosed
space can be likened to a room having certain esti-
mated amounts of reflecting and absorbing surfaces.

2.4 Pumps1,2

The overall normalized sound pressure levels for
pumps are given in Table 8 and are representative
of most pumps encountered in commercial situations.
The pump power rating is taken as the nameplate
power of the drive motor. Octave band sound pressure
levels are obtained by subtracting the values of
Table 9 from the overall sound pressure level of

Table 8 Overall Sound Pressure Levels in dB
at 1-m Distance for Pumps

Speed Range Drive Motor Nameplate Power
(rpm) Under 75 kW Above 75 kW

3000–3600 71 + 10 log hp 85 + 3 log hp
1600–1800 74 + 10 log hp 88 + 3 log hp
1000–1500 69 + 10 log hp 83 + 3 log hp
450–900 67 + 10 log hp 81 + 3 log hp

Table 8. Pumps intended for high-pressure operation
have small clearances between the blade tips and the
cutoff edge and, as a result, may have higher noise
peaks in the octave bands containing the impeller
blade passage frequency and its first harmonic. These
would usually fall in the 1000- and 2000-Hz octave
bands.

Table 9 Frequency Adjustments to
Obtain Pump Octave Band and A-weighted
SPLs at 1 m

Octave Frequency
Band (Hz)

Value Subtracted
from Overall

SPL (dB)

31 13
63 12

125 11
250 9
500 9

1000 6
2000 9
4000 13
8000 19
A-weighted 2
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Table 10 Specific Sound Power Levels KW (in dB) and Blade Frequency Increment (in dB) for Fans of Various
Types and Sizes for Use in Eq. (9)a

Octave Band Center Frequency (Hz)

Fan Type and Size 63 125 250 500 1000 2000 4000 8000 BFI

Centrifugal airfoil, backward curved or inclined blade
Over 760 mm 37 37 36 31 27 20 16 14 3
Under 760 mm 42 42 40 36 31 25 21 16 3

Centrifugal forward curved blade
All sizes 50 50 40 33 33 28 23 18 2

Centrifugal radial blade
Low pressure (1000 Pa–2500 Pa)

Over 1-m diameter 53 44 40 36 34 29 26 23 7
Under 1-m diameter 64 56 50 40 39 36 31 28 7

Mid-pressure, (2500 Pa–5000 Pa)
Over 1-m diameter 55 51 42 39 35 30 26 23 8
Under 1-m diameter 65 60 48 45 43 38 34 31 8

High pressure, (5000 Pa–15,000 Pa)
Over 1-m diameter 58 55 50 45 43 41 38 35 8
Under 1-m diameter 68 64 56 51 51 49 46 43 8

Vaneaxial
Hub ratio 0.3–0.4 46 40 40 45 44 42 35 31 6
Hub ratio 0.4–0.6 46 40 43 40 38 33 27 25 6
Hub ratio 0.6–0.8 56 49 48 48 46 44 40 37 6

Tubeaxial
Over 1-m diameter 48 43 44 46 44 43 36 34 7
Under 1-m diameter 45 44 46 50 49 48 40 37 7

Propeller 45 48 55 53 52 49 43 39 5

aThese values apply for either inlet or discharge noise.

2.5 Fans3,4

Manufacturers often furnish in-duct sound power level
data of their fans on request. However, in early designs
the specific model or manufacturer is not known. In
these cases, the octave band sound power of a fan can
be estimated by3,4

LW = KW + 10 logQ + 20 logP + BFI + C − 45
(9)

where LW is the total in-duct sound power level of the
fan (inlet and outlet), KW is the specific sound power
level for the particular fan design (Table 10), Q is the
volume flow rate in liters per second (L/s), and P is the
static pressure produced by the fan in pascals (Pa). The
blade frequency increment (BFI) is added to the octave
band containing the blade passage frequency (i.e.,
rotational rate of the fan in cycles per second times
the number of fan blades). The estimate given by this
method assumes ideal inlet and outlet flow conditions
and operation of the fan at its peak design condition.
The sound emission level is quite critical to these
conditions and increases significantly for deviations
from ideal. Based on studies of noise and operational
data from several fan manufacturers, Warren Blazier4
suggests an additional correction to Eq. (9): Add 1 dB
to the fan noise for each 3% efficiency below 95% of
peak static efficiency for the particular fan operation.
It is suggested that if the operating static efficiency is
not known, 5 dB be added to the levels obtained from

Eq. (9). The operating static efficiency of a fan may
be calculated by

Static efficiency = Q × P

1002 × BkW
(10)

where Q is air volume in liters per second, P is
total static pressure in kilopascals, and BkW is the
brake power in kilowatts. The ratio of calculated static
efficiency to peak efficiency determines the correction
factor C. For cursory design the maximum peak
efficiency can be taken as 65% for centrifugal fans with
forward curved blades, 80% for centrifugal fans with
backward inclined blades, and 70% for vane axial fans.

The fan housing and its nearby connected duct-
work radiate fan noise into the fan room. Because
of the number of variables involved, there exists no
simple analysis procedure for estimating the LW of
the noise radiated by the housing and ductwork. How-
ever, Table 11 offers a method to estimate this type of
noise. These are simply deductions, in decibels, from
the induct fan sound power levels.

2.6 Air Compressors1

The normalized sound pressure levels for air com-
pressors commonly found in commercial buildings are
given in Table 12.

2.7 Emergency Generators1

Emergency generators are typically driven by recipro-
cating engines or small gas turbines. As a general rule,
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Table 11 Octave Band Adjustments for
Estimating the PWL of Noise Radiated by
a Fan Housing and Its Nearby Connected
Ductwork

Octave Frequency
Band (Hz)

Value
Subtracted

from In-Duct Fan
PWL (dB)

31 —
63 0

125 0
250 5
500 10

1000 15
2000 20
4000 22
8000 25

Table 12 Sound Pressure Levels in dB at
3-ft (0.9-m) Distance for Air Compressors

Sound Pressure Level (dB)
Octave Frequency Air Compr. Power (kW)

Band (Hz) 0.75–1.5 2–6 7–50

31 82 87 92
63 81 84 87

125 81 84 87
250 80 83 86
500 83 86 89

1000 86 89 92
2000 86 89 92
4000 84 87 90
8000 81 84 87
Overall 93 96 99
A-weighted 91 94 97

the sound pressure level of the generator is not signif-
icant with respect to the driver. Typically, each engine
type has three sound sources of interest: the engine
casing, the air inlet, and the engine exhaust.

Reciprocating Engines The overall LW radiated
by the casing of a natural-gas or diesel reciprocating
engine is given by

LW = 93 + 10 log(rated kW) + A + B + C + D
(11)

where LW is the overall sound power level (dB),
“rated kW” is the engine manufacturer’s continuous
full-load rating for the engine, and A, B,C, and D are
correction terms given in Table 13.

Octave band sound power levels for the casing can
be obtained by subtracting Table 14 values from the
overall LW given by Eq. (11) together with any the
modifications of Table 13.

Most large engines have turbocharges at their inlet
to provide pressurized air into the engine for increased

Table 13 Correction Terms Applied to Eq. (11) for
Estimating Overall PWL of Casing Noise of
Reciprocating Engine

Speed correction term A dB
Under 600 rpm −5
600–1500 rpm −2
Above 1500 rpm 0

Fuel correction term B
Diesel fuel only 0
Diesel and natural gas 0
Natural gas only (including
small amount of ‘‘pilot oil’’)

−3

Cylinder arrangement term C
In-line 0
V-type −1
Radial −1

Air intake correction term D
Unducted air inlet to unmuffled

roots blower +3
Ducted air from outside the

room or into muffled roots
blower 0

All other inlets to engine (with
or without turbocharger) 0

Table 14 Frequency Adjustments in dB for Casing PWL of Reciprocating Engines

Value Subtracted from Overall PWL (dB)

Engine Speed 600–1500 rpm

Octave Frequency
Band (Hz)

Engine Speed
under 600 rpm

Without Roots
Blower

With Roots
Blower

Engine Speed
over 1500 rpm

31 12 14 22 22
63 12 9 16 14

125 6 7 18 7
250 5 8 14 7
500 7 7 3 8

1000 9 7 4 6
2000 12 9 10 7
4000 18 13 15 13
8000 28 19 26 20
A-weighted 4 3 1 2
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Table 15 Frequency Adjustments (in dB)
for Turbocharger Air Inlet

Octave Frequency
Band (Hz)

Value Subtracted
from Overall

PWL (dB)

31 4
63 11

125 13
250 13
500 12

1000 9
2000 8
4000 9
8000 17
A-weighted 3

performance. Turbine configuration and noise output
can vary appreciably, but an approximation of the LW ,
for the turbocharged inlet is given by

LW = 95 + 5 log(rated kW) − L

1.8
(12)

where LW and “rated kW” are as previously defined,
and L is the length, in metres, of a ducted inlet to
the turbocharger. The octave band adjustments given
in Table 15 are subtracted from the overall LW of
Eq. (12) to obtain the octave band sound power levels
of turbocharged inlet noise.

The sound power level of the noise radiated from
the unmuffled exhaust of an engine is given by

LW = 120 + 10 log(rated kW) − T − L

1.2
(13)

where T is the turbocharger correction term (T = 0 dB
for an engine without a turbocharger and T = 6 dB for
an engine with a turbocharger), and L is the length, in
metres, of the exhaust pipe. The octave band sound
power levels of unmuffled exhaust noise are obtained
by subtracting the values of Table 16 from the overall

Table 16 Frequency Adjustments (in dB)
for Unmuffled Engine Exhaust PWL

Octave Frequency
Band (Hz)

Value Subtracted
from Overall

PWL (dB)

31 5
63 9

125 3
250 7
500 15

1000 19
2000 25
4000 35
8000 43
A-weighted 12

LW derived from Eq. (13). If the engine is equipped
with an exhaust muffler, the final noise radiated from
the end of the tailpipe is the LW of the unmuffled
exhaust minus the insertion loss of the muffler.

Small Gas Turbine As with reciprocating engines,
the three principal sound sources of turbine engines are
the engine casing, the air inlet, and the exhaust. All gas
turbine manufacturers can provide sound power level
estimates for each of these sources.

2.8 Electric Motors1

Electric motors used in commercial building are
usually either a total enclosed fan-cooled (TEFC)
motor or an open drip-proof motor (DRPR):

TEFC Motors The normalized unweighted sound
pressure levels for TEFC motors follow approximately
the following relationships:

Lp = 17 + 17 log kW + 15 log rpm (14)

for power ratings under 37 kW, and

Lp = 28 + 10 log kW + 15 log rpm (15)

for power ratings above 37 kW, where “kW” is the
nameplate motor range and rpm (revolutions/minute)is
the motor shaft speed. For motors above 300 kW, the
calculated noise value for a 300-kW motor should
be used. Equation (15) is not applicable to large
commercial motors in the power range of 750 to
4000 kW. The octave band adjustments for TEFC
motors are given in Table 17. Some TEFC motors
produce strong tonal sounds in the 500-, 1000-, or
2000-Hz octave bands because of the cooling fan blade
frequency. The octave band frequency adjustments of
Table 17 allow for a moderate amount of these tones,
but a small percentage of motors may still exceed
these calculated levels by as much as 5 to 8 dB. When
specified, motors that are quieter than these calculated
values by 5 to 10 dB can be purchased.

Table 17 Frequency Adjustments (in dB)
for TEFC Electric Motors

Octave Frequency
Band (Hz)

Value Subtracted
from Overall

(dB)

31 14
63 14

125 11
250 9
500 6

1000 6
2000 7
4000 12
8000 20
A-weighted 1



NOISE CONTROL FOR MECHANICAL AND VENTILATION SYSTEMS 1335

Table 18 Frequency Adjustments (in dB)
for DRPR Electric Motors

Octave Frequency
Band (Hz)

Value Subtracted
from Overall

(dB)

31 9
63 9

125 7
250 7
500 6

1000 9
2000 12
4000 18
8000 27
A-weighted 4

DRPR Motors The normalized unweighted sound
pressure levels for DRPR motors follow approximately
the following relationships

Lp = 12 + 17 log kW + 15 log rpm (16)

for power ratings under 37 kW, and

Lp = 23 + 10 log kW + 15 log rpm (17)

for power ratings above 37 kW. For motors above
300 kW, the calculated noise value for a 300-kW
motor should be used. The octave band adjustments
for DRPR motors are given in Table 18.

2.9 Steam Turbines1

Steam turbines are sometimes used as primary or
backup drivers for chillers, pumps, and air compres-
sors. The noise levels of steam turbines are found
generally to increase with increasing power rating,
but it has not been possible to attribute any specific
noise characteristics with speed or turbine blade pas-
sage frequency. Suggested normalized sound pressure

levels for steam turbines, with a power range of 370
to 11,000 kW, are given in Table 19.

2.10 Transformers1

Transformer manufacturers commonly provide an
average A-weighted sound pressure level for their
products. Typically, this is an average of the sound
pressure levels, on a reference sound producing surface
space at a distance of 0.3 m from the outline of the
transformer. On the basis of field studies of many
transformer installations, the sound power level in
octave bands has been related to the average A-
weighted sound pressure level and the area of the four
side walls of the unit. This relationship is expressed by

LW = average LpA + 10 logA + C + 10 (18)

where A is the total surface of the four side walls of
the transformer in the square metres and C is an octave
band correction that has different values for different
uses, as shown in Table 20. If the exact dimensions of
the transformer are not known, an approximation will
suffice. If in doubt, the area should be estimated on the
high side. An error of 25% in area will produce a change
of 1 dB in the sound power level. The most nearly
applicable C value from Table 20 should be used. The
C1 value assumes normal radiation of sound. The C2
value should be used in regular-shaped confined spaces
where standing waves will likely occur, which typically
may produce 6 dB higher sound pressure levels at the
transformer harmonic frequencies of 120, 240, 360, 480,
and 600 Hz (for 60-Hz line frequency; or other sound
frequencies for other line frequencies). The C3 value
is an approximation of the noise of a transformer that
has grown noisier (by about 10 dB) during its lifetime.
This happens occasionally when the laminations or
tie bolts become loose, and the transformer begins to
buzz or rattle. In a highly critical location, it would be
wise to use this value. Field measurements have shown
that transformers may actually have A-weighted sound
pressure levels that range from a few decibels (2 or
3 dB) above to as much as 5 or 6 dB below the quoted

Table 19 Normalized Sound Pressure Levels for Steam Turbines

Sound Pressure Level (dB)
Steam Turbine Power [hp (kW)]Octave Frequency

Band (Hz) 500–1500 (373–1119) 1501–5000 (1120–3730) 5001–15,000 (3731–11,190)

31 86 88 90
63 91 93 95

125 91 93 95
250 88 90 92
500 85 87 89

1000 85 88 91
2000 87 91 95
4000 84 88 92
8000 76 81 86
Overall 97 99 102
A-weighted 92 95 99
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Table 20 Octave Band Corrections for Transformers

Octave Frequency
Octave Band

Corrections (dB)

Band (Hz) C1
a C2

b C3
c

31 −11 −11 −11
63 −5 −2 −2

125 −3 +3 +3
250 −8 −2 +2
500 −8 −2 +2

1000 −14 −11 −4
2000 −19 −19 −9
4000 −24 −24 −14
8000 −31 −31 −21

a Use C1 for outdoor location or for indoor location
in a large mechanical room (over 140 m3) containing
many other pieces of mechanical equipment that serve as
obstacles to diffuse sound and breakup standing waves.
b Use C2 for indoor locations in transformer vaults or small
rooms (under 140 m3) with parallel walls and relatively
few other large-size obstacles that can diffuse sound and
breakup standing waves.
c Use C3 for any location where a serious noise problem
would result if the transformer should become noisy
following its installation and initial period of use

A-weighted sound pressure level. Quieted transformers
that contain various forms of noise control treatments
can be purchased at as much as 15 to 20 dB below
normal A-weighted ratings.

3 PROPAGATION OF AIRBORNE NOISE
FROM MECHANICAL EQUIPMENT ROOMS
The analysis of the impact of mechanical equipment,
on surrounding spaces is relatively straightforward.5
Once the sound pressure level within the mechanical
equipment room has been established, the degree of
transmission to adjacent spaces can be determined with
knowledge of the transmission loss properties of the
walls, floor, and ceiling of the mechanical room and
the acoustical properties of the adjacent room.

3.1 Transmission Loss of Mechanical Room
Partitions
Transmission loss data for different partitions can be
found in many publications. As a general rule this
information is derived from laboratory measurements
(e.g., ASTM E90-04).6 However, due to measurement
limitation, transmission loss data below 100 Hz is
rarely reported. Large mechanical equipment will often
produce significant acoustic energy below 100 Hz.
Therefore, there is a need to obtain transmission loss
performance below 100 Hz, or alternatively, estimate
the low-frequency performance. Quite often a single-
number rating, such as the sound transmission class
(STC) is provided. However, most of these single-
number classifications are heavily weighted toward the
500- to 2000-Hz frequency range. While this range
is suitable for the evaluation of isolation for speech,
some music, and most transportation noise sources,

it is not suitable for the evaluation of mechanical
equipment noise sources. An alternative rating called
the mechanical transmission class (MTC) may be used
for rating partition transmission loss for mechanical
equipment. The determination of the MTC is similar
to the STC in that it uses the same reference curve and
measured one-third octave band transmission loss data.
The determination of the MTC rating differs from the
determination of the STC rating in that:

1. No deficiencies are allowed in the 125- and
160-Hz one-third octave bands.

2. Moreover, if there are any surpluses above the
STC contour in the 125- and 160-Hz one-third
octave bands, the rating is increased by one-
third of the sum of the surpluses.

Studies have indicated that, when the A-weighted
sound pressure level within the mechanical equipment
room is less than the sum of the MTC rating of the par-
tition and the room criterion (RC) rating of the back-
ground sound within the adjacent room, the intrusive
noise should be acceptable. MTC ratings are useful as
a cursory evaluation technique. Final selection of parti-
tion types should be based on a more complete analysis
(e.g., octave or one-third octave band analysis).

3.2 Openings in Walls

An opening, such as a door, window, or louvered vent,
in an exterior wall of a noisy room will allow noise
to escape from that room and perhaps be disturbing to
neighbors. The sound power of the sound that passes
through the opening can be estimated from

LW = Lp + 10 logA (19)

where Lp is the sound pressure level in the room
at the location of the opening and A is the area, in
square metres, of the opening. For normal openings
(windows or vents) without ducted connections to the
noise source, it may be assumed that the sound radiates
freely in all directions in front of the opening.

4 VIBRATION ISOLATION OF MECHANICAL
EQUIPMENT1

If mechanical equipment is not provided with proper
vibration isolation, acoustic energy will be transmitted
into the supporting structure resulting in unwanted
vibration and structure-borne sound. The isolator types
and isolation guidelines presented in this chapter are
based on experience with successful installation of
mechanical equipment in commercial buildings.

4.1 Isolator Types and Transmissibility

A transmissibility curve is often used to indicate
the general behavior of a vibration-isolated system.
Transmissibility is roughly defined as the ratio of the
force transmitted through the isolated system to the
supporting structure to the driving force exerted by
the piece of vibrating equipment. Strict interpretation
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Table 21 Suggested Schedule for Estimating
Relative Vibration Isolation Effectiveness of a
Mounting System

Ratio of Driving
Frequency of
Source to Natural
Frequency of Mount

Degree of
Vibration Isolation

Below 1.4 Amplification
1.4–3 Negligible
3–6 Low
6–10 Fair
Above 10 High

of transmissibility data and isolation efficiencies,
however, must be adjusted for real-life situations.
Usually, floors that have large column spacing will
have larger deflections than floors of shorter column
spacing.

The static deflection (SD) of a mount is simply
the difference between the free-standing height of the
uncompressed, unloaded isolator and the height of
the compressed isolator under its static load. This
difference is easily measured in the field or estimated
from the manufacturer’s catalog data. For this reason it
is often most beneficial to specify the static deflection
for the vibration isolation system, taking into account
the type of isolator, the linearity of the isolator system,
and the rigidity of the structure of the equipment base
and supporting structure.

Table 21 provides a suggested schedule for achiev-
ing various degrees of vibration isolation in normal
construction. This table is based on the transmissibility
curve but suggests operating ranges of the ratio of driv-
ing frequency to natural frequency (fn) as define by

fn = 15.77

√
1

SD
(20)

where SD is in millimetres.
The terms low, fair, and high are merely word

descriptors, but they are more meaningful than such
terms as 95 or 98% isolation efficiency, which are
clearly erroneous if they do not take into account the
mass and stiffness of the floor slab. Vibration control
recommendations given in this chapter are based on the
application of this table. Table 22 lists the principal
types of vibration isolators used in the isolation of
building mechanical equipment and their general range
of applications:

Steel Spring Isolators Steel springs are used to
support heavy equipment and to provide isolation for
the typical low-frequency range of about 3 to 60 Hz
(180- to 3600-rpm shaft speed). Steel springs have
natural frequencies that fall in the range of about
1 Hz (for approximately 254-mm static deflection) to
about 6 Hz (for approximately 6-mm static deflec-
tion). Springs can transmit high-frequency vibrational
energy. For this reason springs are often used in series

with a neoprene, compressed glass fiber, or cork-pad-
type isolator when used to support equipment directly
over critical locations in a building. Unhoused “stable”
steel springs have a diameter that is about 0.8 to 1.2
times their compressed height. They have a horizontal
stiffness that is approximately equal to their vertical
stiffness; therefore, they do not have a tendency to tilt
sideways when a vertical load is applied.

Neoprene-in-Shear Isolators Neoprene is a long-
lasting material that, when properly shaped, can pro-
vide good vibration isolation for the conditions shown
in Table 22. The mount usually has an interior hollow
space that is conically shaped. The total effect of the
shaping is that for almost any direction of applied load,
there is a shearing action on the cross section of neo-
prene. A solid block of neoprene in compression is not
effective as a vibration isolator. Manufacturers’ cata-
logs will show the upper limit of load-handling capa-
bility of neoprene-in-shear mounts. Two neoprene-in-
shear mounts are sometimes constructed in series in
the same supporting bracket to provide additional static
deflection. This is the double-deflection mount referred
to in Table 22.

Compressed Glass Fiber Blocks of compressed
glass fiber serve as vibration isolators when properly
loaded. The manufacturers have several different
densities available for a range of loading conditions.
Typically, a block is about 50 mm thick and has an
area of about 60 to 130 cm2, but other dimensions
are available. These blocks attenuate high-frequency
structure-borne noise, and they are often used alone,
at various spacings, to support floating concrete floor
slabs. The manufacturer’s data should be used to
determine the density and area of a block required to
achieve the desired static deflection. Unless otherwise
indicated, a static deflection of about 5 to 10% of the
uncompressed height is normal. With longtime use, the
material may compress an additional 5 to 10% of its
height. This gradual change in height must be kept in
mind during the designing of floating floors to meet
floor lines of structural slabs.

Ribbed Neoprene Pads Neoprene pads with
ribbed or waffle pattern surfaces are effective as
high-frequency isolators. In stacks of 2 to 4 layers,
with each layer separated by a metal plate, they are
also used for vibration isolation of low-power rotary
equipment. The pads are usually about 6 to 10 mm
thick, and they compress by about 20% of their
height when loaded at about 140 to 350 kPa. Higher
durometer pads may be loaded up to about 700 kPa.
The pads are effective as isolators because the ribs
provide some shearing action, and the spaces between
the ribs allow lateral expansion as an axial load is
applied. The manufacturer’s literature should be used
for proper selection of the material (load–deflection
curves, durometer, surface area, height, etc.).

Felt Pads Felt strips or pads are effective for
reducing structure-borne sound transmission in the
mounting of piping and vibrating conduit. One or more
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Table 22 General Types of Applications of Vibration Isolatorsa

Vibration Isolation
Applications, Nonspecific

Noncritical Locationsb Critical Locationsb
Typical Range Approx. Range

Isolator Type
of Static

Deflection (mm)
of Natural

Frequency (Hz)
Rotary

Equipment
Reciprocating

Equip.
Rotary

Equipment
Reciprocating

Equip.

Steel springc 6–250 6 to 1 Yes Yes Yes Speciald

Neoprene-in-shear,
double deflection

6–13 6 to 4 Yes Yes Yes Noe

Neoprene-in-shear,
single deflection

2.5–6 10 to 6 Yes Yes Yes Noe

Block of compressed
glass fiber, 2-in.
(50-mm) thicknessf

0.5–4 20 to 8 Yes No Yes No

Neoprene pad, rib or
waffle pattern, 1–4
layersf

0.5–6 20 to 6 Yes No Yes No

Felt or cork pads or
strips

0.25–2.5 30 to 10 See text for applications and limitations.

Air spring — 10 to 1 See text for applications and limitations.

aSee text for additional information on isolator types and specific equipment installations.
bCritical locations are those that should have a noise level of NC 35 or lower and noncritical locations are those that can
allow a noise level of NC 40 or higher.
cAlways use pad-type isolator in series with spring to control high-frequency structure-borne noise in critical locations.
dSpecial design required for reciprocating equipment at critical locations, especially for low speeds.
eNot normally recommended for this application but can be adapted as special design.
fMay be used alone for relatively high-speed rotary equipment or in series with steel springs in critical locations for reduction
of high-frequency structure-borne noise. Not normally used alone for vibration isolation of reciprocating equipment.

layers of 3- or 6-mm-thick strips should be wrapped
around the pipe under the pipe clamps that attach the
piping to building structures. Felt pads will compress
under long-duration and high-load application and
should not be used alone to vibration isolate heavy
equipment.

Air Springs Air springs are the only practical
vibration isolator for very low frequencies, down to
about 1 Hz or even lower for special applications. An
air mount consists of pressurized air enclosed in a
resilient reinforced neoprene chamber. Since the air
chamber is subject to slow leakage, a system of air
mounts usually includes a pressure sensing system and
external air supply. A group of air mounts can be
arranged to maintain very precise leveling of a base by
automatic adjustment of the pressure in the individual
mounts. Specific design and operation data should be
obtained from the manufacturer.

4.2 Mounting Assembly Types
In this section, five basic mounting systems are
described for the vibration isolation of equipment.
These mounting systems are applied to specific types
of equipment in Section 4.3.

Type I Mounting Assembly The equipment should
be mounted on an array of pad mounts. The pads
may be of compressed glass fiber or of multiple
layers of ribbed neoprene or waffle pattern neoprene
of sufficient height and of proper stiffness to support

Equipment 
Base

Ribbed 
Neoprene 
Pad

Floor

Figure 2 Type I mounting assembly.

the load while meeting the required static deflection
(see Fig. 2).

Type II Mounting Assembly The equipment or
the assembly of equipment should be mounted on a
steel frame that is stiff enough to allow the entire
assembly to be supported on flexible point supports
without fear of distortion of the frame or misalignment
of the equipment. The frame should then be mounted
on resilient mounts, steel springs, neoprene-in-shear
mounts, or isolation pads, as the static deflection would
require. If the equipment frame itself already has
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Equipment 
Base

Rigid 
Steel 
Frame

Mounting 
Bracket

Minimum 2 in 
(50 mm) Clearance 

between Frame and Pad

Floor

Open-Coil 
Spring Mount

Ribbed 
Neoprene 
Pad

Figure 3 Type II mounting assembly with spring mount.

adequate stiffness, no additional framing is required,
and the isolation mounts may be applied directly to
the base to the equipment (see Fig. 3).

Type III Mounting Assembly This mount is the
same as the type I mount in all respects except that
the mounting brackets and the top of the steel springs
should be located as high as practical on the concrete
inertia block but not necessarily as high as the vertical
center-of-gravity position of the assembly (Fig. 4).
The steel springs can be recessed into pockets in
the concrete block, but clearances around the springs
should be large enough to assure no contact between
any spring and any part of the mounted assembly.
Provision must be made to allow positive visual
inspection of the spring clearance. When this type of
mounting is used for a pump, the concrete inertia block
can be given a T-shape plan, and the pipes to and from
the pump can be supported rigidly with the pump onto
the wings of the T. In this way, the pipe elbows will
not be placed under undue stress.

Type IV Mounting Assembly The specified equip-
ment should be mounted rigidly on a concrete inertia
block. The length and the width of the inertia block
should be at least 30% greater than the length and
width of the supported equipment. Mounting brack-
ets for stable steel springs should be located off the
sides of the inertia block at or near the height of the
vertical center of gravity of the combined completely
assembled equipment and concrete block. The clear-
ance between the floor and the concrete inertia block
shall be at least 100 mm, and provision should be

allowed to check this clearance at all points under the
block. The inertia block adds stability to the equipment
and reduces motion of the equipment (see Fig. 5).

Type V Mounting Assembly Large, low-speed
propeller-type cooling towers located on roof decks of
large buildings may produce serious vibration in the
building if adequate vibration isolation is not provided. It
is recommended that the entire cooling tower assembly
be isolated on stable steel springs similar to the type III
mount (see Fig. 4). An alternative is to only isolate the
motor and fan only (see Fig. 6); however, this does not
prevent water fall noise from entering the structure.

4.3 Tables of Recommended Vibration
Isolation Details
Tables 23 to 34 (Ref. 1) provide suggested vibration
isolation for the most commonly found mechanical
equipment in commercial buildings. A common format
is used for all the tables that summarize the recom-
mended vibration isolation details for the various types
of equipment. Additional comments follow.

Centrifugal and Axial-Flow Fans Ducts should
contain flexible connections at both the inlet and dis-
charge of the fans, and all connections to the fan
assembly should be clearly flexible. The entire assem-
bly should bounce with little restraint when one jumps
up and down on the unit. Large ducts (cross section
area over 1.5 m2) that are located within about 10 m
of the inlet or discharge of a large fan (over 15 kW)
should be supported from the floor or ceiling with
resilient mounts having a static deflection of at least
6 mm.
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Equipment 
Base

Concrete Inertia Block 
and Steel Frame

Height-Saving 
Bracket

Floor

Open-Coil 
Spring Mount

2-in.(50-mm) 
Clearance (min.)

Ribbed Neoprene 
Pad – 2 Layers

Figure 4 Type III mounting assembly with spring mount.

Equipment 
Base

Concrete Inertia 
Block and Steel 

Frame

Open-Coil 
Spring Mount

Ribbed 
Neoprene 
Pad

Elevated Base for
Spring Mount

Floor

4-in.(100-mm) 
clearance min.

Figure 5 Type IV mounting assembly with spring mount.
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Note

Open-Coil 
Spring

Rigid

Figure 6 Type V mounting assembly with spring mount.

Table 23 Recommended Vibration Isolation Mounting Details for Centrifugal and Axial-Flow Fans

Equipment Conditions Mounting Recommendationsa

Column 3

Equipment Location Power Range (kW) Speed Range (rpm) Column 1 Column 2 9 m 12 m 15 m

On grade slab Under 2.2 Under 600 Vibration isolation not required
600–1200
Over 1200

2.2–18 Under 600 II 25
600–1200 II 19
Over 1200 II 13

19–187 Under 600 II 38
600–1200 II 25
Over 1200 II 13

On upper floor
above noncritical
area

Under 2.2 Under 600 II 25 38 50
600–1200 II 13 19 25
Over 1200 II 13 13 19

2.2–18 Under 600 III 2 25 38 50
600–1200 II 38 50 75
Over 1200 II 25 38 50

19–187 Under 600 III 2 50 75 100
600–1200 III 2 38 50 75
Over 1200 III 2 25 38 50

On upper floor
above critical
area

Under 2.2 Under 600 III 2 38 50 75
600–1200 II 38 50 75
Over 1200 II 25 38 50

2.2–18 Under 600 III 3 50 75 100
600–1200 III 2 38 50 75
Over 1200 III 2 25 38 50

19–187 Under 600 III 3 75 100 100
600–1200 III 2 50 63 75
Over 1200 III 2 25 38 50

aColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs (in mm) for indicated floor span (in m).
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Table 24 Recommended Vibration Isolation Mounting Details for Reciprocating Compressor Refrigeration
Equipment Assembly (Including Motor, Gear, or Steam Turbine Drive Unit)

Equipment Conditions Mounting Recommendationsa

Column 3Equipment Cooling Capacity Speed Range
Location (kW) (rpm) Column 1 Column 2 9 m 12 m 15 m

On grade slab 35–176 600–900 II 50
901–1200 II 38

1201–2400 II 25

180–616 600–900 III 2–3 50
901–1200 II 50

1201–2400 II 38

On upper floor
above noncritical
area

35–176 600–900 III 2–3 50 75 100
901–1200 III 2–3 38 50 75

1201–2400 III 2–3 25 38 50

180–616 600–900 III 3–4 75 100 125
901–1200 III 3–4 50 75 100

1201–2400 III 2–3 50 50 75

On upper floor
above critical
area

35–176 600–900 III 3–4 75 100 125
901–1200 III 3–4 50 75 100

1201–2400 III 2–3 50 50 75

180–616 600–900 IV 4–6 75 100 125
901–1200 III 3–5 50 75 100

1201–2400 III 3–4 50 50 75

aColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs (in mm), for indicated floor span (in m)

Table 25 Recommended Vibration Isolation Mounting Details for Rotary-Screw Compressor Refrigeration
Equipment Assembly (Including Motor Drive Unit)

Equipment Conditions Mounting Recommendationsa

Column 3Equipment Cooling Capacity Speed Range
Location (kW) (rpm) Column 1 Column 2 9 m 12 m 15 m

On grade slab 350–1760 2400–4800 II 25

On upper floor
above noncritical
area

350–1760 2400–4800 II 25 38 50

On upper floor
above critical
area

350–1760 2400–4800 III 2–3 25 38 50

aColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs (in mm) for indicated floor span (in m)

Reciprocating-Compressor Refrigeration Equip-
ment These recommendations apply also to the
drive unit used with the reciprocating compressor. Pipe
connections from this assembly to other equipment
should contain flexible connections.

Centrifugal-Compressor Refrigeration Equip-
ment The recommended vibration isolation details
for this equipment include the drive unit and the
condenser and evaporator tanks.

Boilers The recommended vibration isolation for
boilers is shown on Table 28. This applies for boilers
with integrally attached blowers. Table 24 should be
followed for the support of blowers that are not directly
mounted on the boiler. A flexible connection or a
thermal expansion joint should be installed in the
exhaust breaching between the boiler and the exhaust
stack.

Motor–Pump Assemblies Electrical connections
to the motors should be made with long “floppy”
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Table 26 Recommended Vibration Isolation Mounting Details for Centrifugal Compressor Refrigeration
Equipment Assembly (Including Condenser and Chiller Tanks and Motor, Gear, or Steam Turbine Drive Unit)

Equipment Conditions Mounting Recommendationsa

Column 3Equipment Cooling Capacity Speed Range
Location (kW) (rpm) Column 1 Column 2 9 m 12 m 15 m

On grade slab 350–1,760 Over 3,000 II 19
1,761–14,000 Over 3,000 II 25
Over 14,000 Over 3,000 II 38

On upper floor
above noncritical
area

350–1,760 Over 3,000 II 25 38 50
1,761–14,000 Over 3,000 II 38 50 75
Over 14,000 Over 3,000 II 50 75 100

On upper floor
above critical
area

350–17,60 Over 3,000 II 50 75 100
1,761–14,000 Over 3,000 II 25 38 50
Over 14,000 Over 3,000 II 38 50 75

aColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs, (in mm) for indicated floor span (in m).

Table 27 Recommended Vibration Isolation Mounting Details for Absorption-Type Refrigeration Equipment
Assembly

Equipment Conditions Mounting Recommendationsa

Column 3Equipment Cooling Capacity
Location (kW) Column 1 Column 2 9 m 12 m 15 m

On grade slab All sizes I 6
On upper floor

above noncritical
area

All sizes II 13 19 25

On upper floor
above critical
area

All sizes II 25 38 50

aColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs (in mm) for indicated floor span (in m)

Table 28 Recommended Vibration Isolation Mounting Details for Boilers

Equipment Conditions Mounting Recommendationsa

Column 3Equipment Cooling Capacity
Location bhp (kW) Column 1 Column 2 9 m 12 m 15 m

On grade slab All sizes Vibration isolation not required

On upper floor
above noncritical
area

Under 200 (Under 1962) II 3 6 13
200–1000 (1962–9810) II 6 13 25
Over 1000 (Over 9810) II 6 13 25

On upper floor
above critical
area

Under 200 (Under 1962) II 13 25 38
200–1000(1962–9810) II 25 38 50
Over 1000 (Over 9810) II 25 38 50

aColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs (in mm) for indicated floor span (in m).
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Table 29 Recommended Vibration Isolation Mounting Details for Propeller-Type Cooling Towersa

Equipment Conditions Mounting Recommendationsb

Equipment
Location

Power
Range
(kW)

Speed
Range
(rpm) Column 1 Column 3 Notes

On grade slab All sizes All speeds Vibration isolation usually not required.

On upper floor
above noncritical
area

Under 19 150–300 V 100 Install on dunnage attached to building
columns only.301–600 V 75

Over 600 V 75

19–112 150–300 V 150
301–600 V 100
Over 600 V 75 Springs may be located under drive assembly

or under entire tower base.
Over 112 150–300 V 200

301–600 V 125
Over 600 V 100

On upper floor
above critical
area

Same as for location above noncritical area, except install several layers of ribbed or waffle
pattern neoprene pads between tower base and building support structure.

aWhere several towers are placed at the same general location, the power range for total power of all towers should be
used.
bColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs (in mm) for indicated floor span (in m)

Table 30 Recommended Vibration Isolation Mounting Details for Centrifugal-Fan Cooling Towersa

Equipment Conditions Mounting Recommendationsb

Column 3Equipment Cooling Capacity Speed Range
Location (kW) (rpm) Column 1 Column 2 9 m 12 m 15 m

On grade slab All sizes All speeds Vibration isolation usually not required.

On upper floor
above noncritical
area

Under 19 450–900 II 25 38 50
901–1800 II 19 25 38
Over 1800 II 19 25 38

19–112 450–900 II 38 50 75
901–1800 II 25 38 50
Over 1800 II 19 25 38

Over 112 450–900 II 50 75 100
901–1800 II 38 50 75
Over 1800 II 25 38 50

On upper floor
above critical
area

Under 19 450–900 IIc 38 50 75
901–1800 IIc 25 38 50
Over 1800 IIc 19 25 38

19–112 450–900 IIc 50 75 100
901–1800 IIc 38 50 75
Over 1800 IIc 25 38 50

Over 112 450–900 IIc 75 100 125
901–1800 IIc 38 50 75
Over 1800 IIc 25 38 50

aPower is total of all fans at the same general location. Install on dunnage or on thick concrete roof slab.
bColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs (in mm) for indicated floor span (in m).

cInclude ribbed or waffle pattern neoprene between tower and building.
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Table 31 Recommended Vibration Isolation Mounting Details for Motor–Pump Assemblies

Equipment Conditions Mounting Recommendationsa

Column 3Equipment Power range Speed Range
Location (kW) (rpm) Column 1 Column 2 9 m 12 m 15 m

On grade slab Under 15 450–900 Vibration isolation usually not required for acoustic purposes.
901–1800
Over 1800

15–75 450–900 III 2–3 38
901–1800 III 1–2 25
Over 1800 III 1–2 19

Over 75 450–900 III 2–3 50
901–1800 III 2–3 38
Over 1800 III 1–2 25

On upper floor
above noncritical
area

Under 15 450–900 III 2–3 38 50 75
901–1800 III 1–2 25 38 50
Over 1800 III 1–2 19 25 38

15–75 450–900 III 2–3 38 50 75
901–1800 III 2–3 25 38 50
Over 1800 III 1–2 25 38 50

Over 75 450–900 III 3–4 50 75 100
901–1800 III 2–3 38 50 75
Over 1800 III 2–3 25 38 50

On upper floor
above critical
area

Under 15 450–900 III 3–4 38 50 75
901–1800 III 2–3 25 38 50
Over 1800 III 2–3 19 25 38

15–75 450–900 III 3–4 50 75 100
901–1800 III 2–3 38 50 75
Over 1800 III 2–3 25 38 50

Over 75 450–900 III 3–4 75 100 125
901–1800 III 2–3 50 75 100
Over 1800 III 2–3 38 50 75

aColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs (in mm) for indicated floor span (in m).

Table 32 Recommended Vibration Isolation Mounting Details for Steam-Turbine-Driven Rotary Equipment, Such
as Gear, Generator, or Gas Compressora

Equipment Conditions Mounting Recommendationsb

Column 3Equipment Power range Speed Range

Location (kW) (rpm) Column 1 Column 2 9 m 12 m 15 m

On grade slab 373–1119 Over 3000 II 13
1120–3730 Over 3000 II 19
Over 3730 Over 3000 II 25

On upper floor
above noncritical
area

373–1119 Over 3000 II 25 38 50
1120–3730 Over 3000 II 38 50 75
Over 3730 Over 3000 II 50 75 100

On upper floor
above critical
area

373–1119 Over 3000 III 2–3 25 38 50
1120–3730 Over 3000 III 2–3 38 50 75
Over 3730 Over 3000 III 2–3 50 75 100

aUse Table 24 for reciprocating compressor driven by steam turbine. Use Table 26 for centrifugal compressor driven by
steam turbine.
bColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs (in mm) for indicated floor span (in m).
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Table 33 Recommended Vibration Mounting Details for Transformers

Equipment Conditions Mounting Recommendationsa

Column 3Equipment Power Range
Location (kVA) Column 1 Column 2 9 m 12 m 15 m

On grade slab Under 10 I 3 3 3
10–100 I 3 3 3

Over 100 I 6 6 6

On upper floor
above noncritical
area

Under 10 I 3 6 6
10–100 II 6 6 13

Over 100 II 6 13 25

On upper floor bove
critical area

Under 10 II 6 13 19
10–100 II 13 19 25

Over 100 Air Spring See footnote See footnote See footnote

aColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs (in mm) for indicated floor span (in m). For air springs the

manufacturer should be consulted prior to selection.

Table 34 Recommended Vibration Isolation Mounting Details for One- and Two-Cylinder Reciprocating-Type Air
Compressors between 7.5 kW and 76 kW

Equipment Conditions Mounting Recommendationsa

Column 3Equipment Power Range Speed Range
Location (kW) (rpm) Column 1 Column 2 9 m 12 m 15 m

On grade slab 300–600 IV 4–8 100 100 100
Under 15 601–1200 IV 2–4 50 50 50

Over 1200 IV 1–2 25 25 25

300–600 IV 6–10 125 125 125
15–75 601–1200 IV 3–6 75 75 75

Over 1200 IV 2–3 38 38 38

On upper floor
above noncritical
area

300–600 Not recommended for these conditions.
Under 15 601–1200 IV 3–6 100 150 Nob

Over 1200 IV 2–3 50 100 Nob

300–600 Not recommended for these conditions.
15–75 601–1200 Not recommended for these conditions.

Over 1200 IV 3–6 75 125 Nob

On upper floor
above critical
area

300–600 Not recommended for these conditions.
Under 15 601–1200 Not recommended for these conditions.

Over 1200 IV 3–6 100 150 Nob

15–75 All speeds Not recommended for these conditions.

aColumn 1: Mounting type (see text).
Column 2: Minimum ratio of weight of inertia block to total weight of supported load. Applies only to mounting types III

and IV.
Column 3: Minimum static deflection of stable steel springs (in mm) for indicated floor span (in m).
‘‘No’’ means ‘‘Not recommended for these conditions.’’

lengths of flexible armored cable, and piping should
be resiliently supported. For most situations, a good
isolation mounting of the piping will overcome
the need for flexible connections in the pipe. An
important function of the concrete inertia block (type
II mounting) is its stabilizing effect against undue
bouncing of the pump assembly at the instant of
starting. This gives better longtime protection to the
associated piping. These same recommendations may

be applied to other motor-driven rotary devices such as
centrifugal-type air compressors and motor–generator
sets in the power range up to a few hundred kilowatts.

Steam Turbines Table 32 provides a set of gen-
eral isolation recommendations for steam-turbine-
driven rotary equipment, such as gears, generators, or
centrifugal-type gas compressors. The material given
in Table 26 applies when a steam turbine is used to
drive centrifugal-compressor refrigeration equipment.
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The recommendations given in Table 24 apply when a
steam turbine is used to drive reciprocating-compressor
refrigeration equipment or reciprocating-type gas com-
pressors.

Gears When a gear is involved in a drive system,
vibration isolation should be provided in accordance
with recommendations given for either the main power
drive unit or the driven unit, whichever imposes the
more stringent isolation conditions.

Transformers Power leads to and from the trans-
formers should be as flexible as possible. In outdoor
locations, earth-borne vibration to nearby neighbors
is usually not a problem, so no vibration isolation is
suggested. If vibration should become a problem, the
transformer could be installed on neoprene or com-
pressed glass fiber pads having 6-mm static deflection.

Air Compressors Recommended mounting details
for centrifugal-type air compressors of less than 75 kW
are the same as those given for motor–pump units in
Table 31. The same recommendations would apply for
small (under 8 kW) reciprocating-type air compressors.
For reciprocating-type air compressor (with more than
two cylinders) in the 8-kW to 37-kW range, the
recommendations given in Table 24 apply for the
particular conditions. For 8 kW to 80 kW, one- or
two-cylinder, reciprocating-type air compressors, the
recommendations of Table 34 apply. This equipment is
a potentially serious source of low-frequency vibration
in a building if it is not isolated. In fact, the compressor
shouldnotbe located incertainparts of thebuilding, even
if it is vibration isolated. When these compressors are
used, all piping should contain flexible connections, and
the electrical connections should be made with flexible
armored cable.

4.4 Vibration Isolation: Miscellaneous
It is good practice to isolate all piping in the
mechanical equipment room that is connected to
vibrating equipment with resilient ceiling hangers or
from floor-mounted resilient supports. As a general
rule, the first three pipe supports nearest the vibrating
equipment should have a static deflection of at
least one-half the static deflection of the mounting
system used with that equipment. Beyond the third
pipe support, the static deflection can be reduced
to 6 or 12 mm for the remainder of the pipe run
in the mechanical equipment room. When a pipe
passes through the mechanical equipment room wall,
a minimum 25-mm clearance should be provided
between the pipe and the hole in the wall. The pipe
should be supported on either side of the hole, so
that the pipe does not rest on the wall. The clearance
space should then be stuffed with fibrous filler material
and sealed with a nonhardening caulking compound
at both wall surfaces. Vertical pipe chases through
a building should not be located beside acoustically
critical areas. If they are located beside critical areas,
pipes should be resiliently mounted from the walls
of the pipe chase for a distance of at least 3 m
beyond each such area, using both low-frequency

and high-frequency isolation materials. Pipes to and
from the cooling tower and the associated mechanical
equipment room should be resiliently supported for
their full length between the cooling tower and the
associated mechanical equipment room. Steam pipes
should be resiliently supported for their entire length of
run inside the building. Resilient mounts should have
a static deflection of at least 12 mm.

Whenever a steel spring isolator is used, it should
be in series with a neoprene isolator. For ceiling
hangers, a neoprene washer or grommet should also be
included; and if the pipe hangers are near a very critical
area, the hanger should be a combination hanger that
contains both a steel spring and a neoprene-in-shear
mount. During inspection, the hanger rods should be
checked to ensure they are not touching the sides of the
isolator housing and thereby shorting-out the spring.

To be at all effective, a flexible pipe connection
should have a length that is approximately 6 to 10
times its diameter. Tie rods should not be used to bolt
the two end flanges of a flexible connection together.
Flexible connections are either of the bellows type
or are made up of wire-reinforced neoprene piping,
sometimes fitted with an exterior braided jacket to
confine the neoprene.

When a mechanical equipment room is located
directly over or near a critical area, it is usually desir-
able to isolate most of the “nonvibrating equipment”
with a simple mount made up of one or two pads
of neoprene or a 25- or 50-mm layer of compressed
glass fiber. Heat exchangers, hot water heaters, water
storage tanks, large ducts, and some large pipe stands
may not themselves be noise sources, yet their pipes
or their connections to vibrating sources transmit small
amounts of vibrational energy that they then may trans-
mit into the floor. A simple minimum isolation pad will
usually prevent this noise transfer.
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CHAPTER 113
NOISE CONTROL IN U.S. BUILDING CODES

Gregory C. Tocci
Cavanaugh Tocci Associates, Inc.
Sudbury, Massachusetts

1 INTRODUCTION

The purpose of this chapter is to provide an overview
of building codes in the United States. Building codes
in Europe are covered in Chapter 114. These are
covered separately as the origination and applicability
of noise control provisions in U.S. building codes are
different from those of Europe. Generally speaking,
U.S. building codes are developed and promoted by
private organizations and adopted by jurisdictions as
determined by state law. Yet, not all jurisdictions
have building codes or noise control provisions. A
few larger cities have developed their own codes with
provisions that differ from codes of their home states.

Nevertheless, building codes set standards of qual-
ity and uniformity for all aspects of building construc-
tion. Building codes have been in use since before
the 1900s. Since the development of a comprehen-
sive code covering all aspects of building construction
exceeded the technical abilities of most cities, even
large cities, several organizations were formed between
1920 and 1940 to serve the needs of building regu-
lators in cities and towns. A large part of the work
of these organizations was to develop model build-
ing codes that could be used by participating localities
and states. Unlike Europe, where building codes have
been developed and enforced by governmental agen-
cies, building codes in the United States have been
developed by organizations of building officials and
adopted as law as appropriate by jurisdictions. At the
close of the twentieth century, there were three main
building code organizations that represented most U.S.
jurisdictions. These were as follows:

• Building Officials and Code Administrators
International (BOCA).

• International Conference of Building Officials
(ICBO).

• Southern Building Code Congress International
(SBCCI)

In the latter part of the 1990s, these three organiza-
tions merged to form the International Code Council
(ICC). It was the objective of the ICC to assem-
ble a new model code from portions of the BOCA,
ICBO, and SBCCI model codes. In so doing, it has
created separate model codes for buildings (architec-
tural and structural), mechanical systems, plumbing
systems, fire, and electrical. Noise provisions in the
original three codes fit into the building (architectural
and structural) codes. It was the decision of the ICC
to adopt the BOCA provisions for noise in buildings

and omit adopting any of the existing provisions from
both the ICBO and the SBCCI model codes. All three
of the former model codes were discussed in detail in
the Encyclopedia of Acoustics.1

The International Building Code (IBC), as with its
predecessor codes, is available for adoption in whole
or in part, and/or amended by jurisdictions. Most often,
these jurisdictions are state legislatures, but sometimes
they are county governments or smaller jurisdictions.

The federal government does not require states or
localities to have building codes. Federal agencies use
their own building codes or use the IBC for their own
projects. The International Code Council is a private
organization and has as its membership building code
officials. The ICC serves its membership by producing
bodies of code that are adopted by states and localities
and administered by the membership. Hence, a large
part of the activity of ICC is to educate its membership
in code practices and enable them to make judgments
regarding the conformance of building construction to
code requirements.

There are many jurisdictions in the United States
that do not have building codes. Others have their
own building code, for example, New York City and
Chicago. Each state determines whether it will adopt
the building code on a statewide basis or leave it to
the localities to make the decision whether or not to
adopt a building code. The noise control provisions
of the IBC are contained in Chapter 12 of the code
as discussed below. Changes and additions to the IBC
noise provisions adopted by California are discussed
as examples of the wide latitude in changes that
jurisdiction may take. However, it is unusual for
jurisdictions to make changes or omit in whole noise
control provisions of the IBC. For comparison, the
noise control provisions of the New York City building
code are also described later in this chapter.

2 TYPES OF NOISE LIMITS

Noise ordinances, regulations, criteria, and standards
are promulgated by jurisdictions to serve the needs of
those jurisdictions. Cities and towns publish noise ordi-
nances that appear as part of their town regulations or
in their zoning or planning bylaws. These regulations
are usually imission type regulations in that they typ-
ically control environmental sound by limiting sound
that a source may produce at a receptor location.

Emission-type limits set constraints on sound
produced by a source. Emission limits are more
prevalent among agencies setting standards for specific
sound-source producing industries. Often, these are
expressed using descriptors other than sound pressure
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level; for example, sound power level is sometimes
used.

Many federal agencies have noise regulations, but
these are usually intended only to apply to sources and
receptors affected by projects funded by those agencies
and are not generally applicable to all projects or
facilities. The U.S. Environmental Protection Agency
(U.S. EPA) has not set general environmental sound
pressure level limits but has identified sound pressure
levels that protect public health and welfare with a
margin of safety and has set limits on specific types of
equipment such as trucks and air compressors.

U.S. building codes are intended to set standards
to ensure construction quality. Most prevalent among
these are lower limits on the sound isolation perfor-
mance of sound-isolating constructions. The implica-
tion is that building codes tend to be imission-type
standards. This is true of the IBC. However, as seen
in the New York City building code, emission limits
do also appear in some codes as well.

This chapter discusses noise limits that appear in
the 2003 IBC model building code.2 They are limits
for which the local building official is obligated to
judge as having or having not been met. The local
building official is normally not obligated to evaluate
conformance of building construction with noise limits
that are not part of the building code. For example,
a building official may not be explicitly required
to evaluate the conformance of noise produced by
a rooftop unit at nearby residential property in
accordance with a municipal noise limit; however, he
or she would have the authority to do so if judged to
be prudent by that official.

3 NOISE REGULATION FORMAT
Noise regulations share several facets. These are as
follows:

1. Status. Every standard states whether it is vol-
untary or obligatory, and, if it is obligatory,
under what circumstances individuals or orga-
nizations must conform to the standard.

2. Object. Every standard is devised to limit
sound exposure at a receiver or to limit sound
emitted by a source.

3. Scope. Every standard will indicate the spe-
cific type of noise exposure and condition
under which the ordinance is applicable.

4. Limit. Every standard expresses its limits
either as numerical values for one or more
noise descriptors or in some other specific way
such as establishing hours of operation or in
some subjective manner such as not allowing
noise that constitutes an “annoyance.”

5. Evaluation. Every standard should indicate
the means by which conformance can be
objectively established.

4 INTERNATIONAL BUILDING CODE (IBC)
The following is a detailed discussion of the noise
control provisions of the IBC. The full code text

can be obtained from the International Code Council
(www.iccsafe.org). The noise control provision for
sound appears in Section 1207, Sound Transmission.
Since the noise control provisions are part of the body
of the IBC, its status is obligatory; that is, a state or
locality that adopts the IBC must include this section
on building noise control or pass specific legislation to
remove or modify it.

The object of IBC Section 1207 is the receiver; that
is, it seeks to limit noise at a receptor as opposed to
controlling sound emitted by a source. The scope of the
code is limited to the sound isolation performance of
“all common interior walls, partitions, and floor/ceiling
assemblies between adjacent dwelling units or between
a dwelling unit and adjacent public areas. . .” Note
that this section of the IBC only addresses sound
transmission between dwelling units even though the
code covers all types of building construction.

The scope of Section 1207 includes the airborne
and impact sound isolation performance of construc-
tions separating dwelling units. The airborne sound
isolation performance limit is expressed as minimum
party wall and floor/ceiling sound transmission class
(STC) rating of 50, if such rating has been determined
on the basis of sound transmission loss measured in
a laboratory, or 45 if determined from noise reduc-
tion measured in the field. Similarly, the impact sound
isolation performance limit is expressed as a mini-
mum floor/ceiling impact isolation class (IIC) rating
of 50, if such rating has been determined on the basis
of impact sound pressure levels produced by an ISO
tapping machine and measured in a laboratory, or 45
if determined from tapping machine sound pressure
levels measured in the field.

The reference standards imply that the evaluation of
a building assembly can be made by a building official
by comparing proposed or constructed partition and
floor/ceiling assemblies with lists of tested assemblies.
It specifically references a publication dated 1944,
which does not provide STC ratings; however, there
are many agency and commercial publications that
provide such information. Hence, the code does not
explicitly require the involvement of an engineer or
some other professional and does not require testing,
but permits testing for unrated assemblies or where
performancemaybe inquestion.OnlyAmericanSociety
for Testing and Materials (ASTM) laboratory tests for
sound transmission loss and impact isolation are cited.
The corresponding ASTM field tests are not cited.

5 STATE ADOPTIONS OF IBC NOISE
PROVISIONS

5.1 California
States and other jurisdictions sometimes modify code
limits and/or formats. This is true of acoustical
provisions as well, although it is quite rare. The State
of California has made modifications to the IBC on
sound transmission by adding provisions to the IBC
limits and adding new limits.

The California building code is contained in the
California Code of Regulations, Title 24, Part 2,
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Volume 1.3 The California building code section on
sound transmission is similar to the IBC section
but differs in four ways. First, the California code
provides more detail regarding the application of STC
and IIC ratings. For example, it provides definitions
and lists applicable standards. Second, it expands the
application of residential limits to other residential-
type spaces such as hotel guest rooms and other
residential-type occupancies. Third, it is more specific
about how and by whom field testing is to be
conducted, and the types of sound isolation descriptors
that should be measured. This includes specifying a
minimum STC rating of 26 for corridor doors and
minimum composite STC rating of 30 for corridor
walls with doors. And fourth, it establishes a limit for
sound inside residential spaces produced by exterior
noise sources such as highway traffic and aircraft.

The California amendment on interior sound pres-
sure level produced by exterior noise is expressed as
a day–night average sound pressure level (DNL) not
to exceed 45 dB. The standard permits the alternative
use of the community noise exposure level (CNEL)
and indicates that the interior CNEL sound pressure
level must also not exceed 45 dB. The day–night aver-
age sound pressure level is the 24-h equivalent sound
pressure level with a 10-dB penalty added to sound
pressure levels occurring between 10 p.m. and 7 a.m.
The community noise exposure level is similar in that
it is a 24-h equivalent sound pressure level, but with
a 5-dB penalty applied to sound pressure levels occur-
ring between 6 p.m. and 10 p.m., and a 10-dB penalty
applied to sound pressure levels occurring between 10
p.m. and 7 a.m. The California code expresses a pref-
erence for use of the DNL but permits the use of the
CNEL.

A building official responsible for evaluating the
conformance of a building with California code
sound limits may do so by comparing wall and
floor–ceiling assemblies with those assemblies listed
in Appendix Chapter12, Section 1208A.4.2. Or the
official can request certification through field testing by
an acoustician. The acoustician can judge conformance
or nonconformance of a building construction to the
code through the use of one or more of the following
noise descriptors:

• Noise isolation class (NIC)
• Normalized noise isolation class (NNIC)
• Field impact insulation class (FIIC)
• Normalized A-weighted sound pressure level

difference (Dn)

The NIC, NNIC, and FIIC are defined in ASTM
standards. The Dn is described in Appendix Chapter12,
Section 1208A.4.2 of the California code.

The Appendix Chapter 12 evaluation of interior
sound pressure levels requires an acoustical analysis
to be conducted before construction if the DNL or the
CNEL exceeds 60 dB. The standard also alternatively
requires an evaluation report by an acoustician after
construction is completed.

5.2 New York City

New York City has its own building code and does
not reference the IBC or its predecessors; however,
it is similar in its requirements to both the IBC
and its predecessors. The first modern building code
for the City of New York was enacted in 1938. It
was replaced by a “new code” in 1968. The noise
control provisions of the Building Code of the City
of New York are contained in Title 27, Construction
and Maintenance, Subchapter 27, Article 9, Noise
Control in Multiple Dwellings.4 The object of the city
code Article 9 is the receiver. The scope of the code
includes the sound isolation performance of party walls
and floor–ceiling assemblies between dwelling units
or between a dwelling units and adjacent public and
utility areas.

The airborne sound isolation performance limit is
a minimum party wall and floor–ceiling STC rating
of 50, if such rating has been determined on the basis
of sound transmission loss measured in a laboratory,
or 48 if determined from noise reduction measured in
the field. The code requires that the entrance door to
dwelling units have an STC rating of not less than 35.
Additionally, the code provides recommendations on
the treatment of wall penetrations and the like to avoid
compromising airborne sound isolation performance.

The impact sound isolation performance limit is
expressed as a minimum floor–ceiling impact noise
rating (INR) of 50, if such a rating has been determined
on the basis of impact sound pressure levels produced
by an ISO tapping machine and measured in a
laboratory, or −2 if determined from tapping machine
sound pressure levels measured in the field. Note that
the INR is no longer used and is approximately as
follows:

INR ∼= IIC − 51

where the INR is the impact noise rating and IIC is
the impact isolation class rating.

The reference standards imply that the evaluation
of a building assembly can be made by a building
official by comparing proposed or constructed partition
and floor–ceiling assemblies with lists of tested
assemblies.

The code also sets limits on sound produced by
various building noise sources and provides guidelines
for equipment vibration isolation. The only receptor
limit provided is that sound produced by exterior
building equipment transmitted to inside dwelling units
must not exceed NC-35.

The code also limits the amount of sound that
building mechanical equipment can produce. It sets
limits on the sound power levels in mechanical spaces
or shafts adjoining dwelling spaces and sound power
produced by exterior mechanical equipment adjoining
buildings. Both are expressed as sound power levels
in octave bands 63 to 8000 Hz. In the case of exterior
equipment located adjacent to other buildings, the
permitted sound power levels are also given for various
distances between source equipment and receptor
buildings.
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6 COMPARISON OF BUILDING CODES

Table 1 summarizes the provisions of the Interna-
tional Building Code, the California building code
Section 1208 on sound transmission control, and the
City of New York Subchapter 12, Article 9, on noise
control. The provisions of all three codes are simi-
lar with respect to airborne sound isolation with some
differences as noted.

7 GUIDE TO BUILDING NOISE CRITERIA

Conformance with building code requirements for
sound isolation does not always ensure that the expec-
tations of occupants of a building will be met. When
providing assistance to an architect or owner of a new
building, the acoustical consultant must recognize this
and be vigilant in identifying those situations where
occupants will expect greater building sound isolation
performance. It is this author’s experience that build-
ings in which sound isolation complaints have occurred
have often had sound isolation characteristics that con-
form to minimum code requirements. Perhaps the most
common instance of complaints is one where a fam-
ily sells a single-family home in a quiet suburb and

moves to a more expensive condominium, many times
in a more urban setting. Having been swayed by their
perceived quality of the condominium’s fit and finish,
as well as the unit’s cost, and having lived for many
years in a single-family home, the reality of hearing
sounds from adjacent units and/or mechanical equip-
ment sound often becomes a source of disappointment
and complaints. The acoustical consultant must guide
the architect in avoiding this pitfall by providing rec-
ommended sound isolation performances that meet the
likely expectations of future occupants while fitting
within the reality of budget constraints.

Table 2 presents a guide for establishing sound isola-
tion criteria for three categories of residential construc-
tion defined as minimally sensitive, moderately sensi-
tive, and highly sensitive. These sensitivities are of per-
sons occupying multiresidential buildings. Persons of
minimal sensitivity in this context are those not expect-
ing special qualities in building performance or do not
anticipate intensive use of their living unit for activities
requiring quiet, for example, studying or intently listen-
ing to quiet music. High ambient sound pressure levels
produced by mechanical systems are typical of living
units served by window air conditioners. High ambient

Table 1 Summary of IBC, California Title 24 Code, and City of New York Section 1208.0 Provisions on Noise

IBC California City of New York

Title
Building Code of the City of New York

Chapter 12 Interior Environment Appendix Chapter 12: Title 27, Construction and Maintenance,
Section 1207 Sound Transmission Section 1208 & 1208A Sound Subchapter 27,

Transmission Control Section 1208.0
Noise Control in Multiple

Dwellings
Status

Obligatory Obligatory Obligatory
Object

Receiver Receiver Receiver and Source
Scope

Interior walls, and floors between Interior walls, floors between Interior walls, floors between
dwelling units dwelling units, exterior walls dwelling units, dwelling unit entry doors

Interior sound pressure levels produced by Interior and exterior building
exterior noise sources equipment

Limits
STC ≥ 50 STC ≥ 50 STC ≥ 50

(45 if field tested) (45 if field tested) (48 if field tested)
IIC ≥ 50 IIC ≥ 50 INR ≥ 0 (IIC ≥ 51)

(45 if field tested) (45 if field tested) (IIC ≥ 49 if field tested)
Corridor entrance doors and seals Dwelling entry doors

STC ≥ 26 STC ≥ 35
NC-35 max produced by
mechanical equipment

DNL or CNEL ≥ 45 dB
Maximum sound power levels

specified for mechanical
equipment

Evaluation
Comparison with listed Comparison with listed assemblies

assemblies and report by acoustical consultant Comparison with listed assemblies
(testing if assembly not listed)
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soundpressure levels are common inbuildingsoverlook-
ing major highways and with windows providing low
noise reduction because of lightweight glazing and/or
because of poor window gaskets.

Persons of moderate sensitivity would expect good
speech privacy and low enough ambient sound pres-
sure levels to ensure uninterrupted intelligibility of
spoken and television speech at moderate levels.
Mechanical systems serving these units would require
sound attenuation. In noisier urban areas, acoustical
windows may be required to sufficiently control exte-
rior sound transmission into living areas. Achieving the
IIC ratings in Table 2 would require standard carpet-
ing or fairly sophisticated hard-finished floor systems
incorporating resilient underlayments.

Persons falling in the highly sensitive category
would expect minimally audible airborne and impact
sound transmission from adjacent units, good speech
intelligibility for low-level signals, and an ability
to play moderately loud music without disturbing
neighbors. Even in quiet environs, acoustical windows
may be required. Special attention must also be paid to
controlling noise frommechanical systems serving these
livingunits.Achieving the IIC rating indicated inTable 2
would require carpeting or floated hard-finished floors.
Floated floors would be characterized as a concrete
or other heavy construction isolated from the building
structural floor by vibration isolation elements.

To achieve building floor–ceiling constructions that
provide IIC ratings of 50 or higher generally requires
special construction details including resilient floor
underlayments (or floated floor constructions) and
sound isolation ceilings. IIC ratings higher than 65
are generally easily obtained by using floor carpeting.
As a compromise, condominium complexes sometimes
create rules that permit hard-finished floors, providing
they can achieve a minimum IIC rating of 50, if carpet-
ing is used in unit walkways and halls, and if the total
carpeting floor coverage is in a range of 40 to 70%.

Interior sound pressure levels produced by mechan-
ical systems and indicated in Table 2 are consistent
with the recommendations of the American Society

of Heating, Refrigerating, and Air-Conditioning Engi-
neers (ASHRAE).5 Tonal sound, such as that produced
by transformers and other electrical equipment, may
need to adhere to lower sound pressure level limits than
indicated for mechanical systems. This is also true for
transient sound, such as sound produced by elevators.

The suggested criteria for environmental sound in
Table 2 apply to transportation sound, that is, sound
produced by road traffic, aircraft, and railroads. The
criteria may not be suitable for industrial noise or
weapons firing sound, for example.

The information of Table 2 is to be used only as
a general guide for setting criteria and should not
be included in building project specifications without
further consideration of project needs, feasibility, and
local code requirements. The interpretation of sensitivity
for categorizing residential occupancies must be done
with care, and individual circumstances may influence
categorizations.

8 SUMMARY
In the last 10 years much has changed in U.S.
building codes. The three former code organiza-
tions—Building Officials and Code Administrators
International (BOCA), International Conference of
Building Officials (ICBO), and Southern Building Code
Congress International (SBCCI)—have collaborated to
form a new code organization—the International Code
Council (ICC). The three model codes have been with-
drawn fromuse and the new International BuildingCode
(IBC) has been promoted by the three organizations. The
IBC is generally comprised of the portions of each of
the three former model codes. The IBC acoustical lim-
its appear in Section 1207, Sound Transmission. This
code section most closely matches that of the BOCA
code on sound, except that the IBC code sets minimum
STC and IIC ratings of 50, instead of 45, for party wall
and floor–ceiling constructions of residential units in
multiresidential buildings.

The ICC increase of STC and IIC rating limits from
45 to 50 has brought sound isolation performances
up to general expectations in this author’s experience.

Table 2 Guidelines for Acoustical Criteria in Multiresidential Buildings

Sound Isolation Type
Minimally
Sensitive

Moderately
Sensitive

Highly
Sensitive

Party wall/floor sound isolation
Wall and floor sound isolation (STC rating) 50 55 60a

Floor impact sound isolation (IIC rating) 50 55 60a

Mechanical equipment sound isolation (Criteria curve, NC, RC)
Sleeping rooms 35 30 20
All other rooms 40 35 25

Exterior environmental sound isolation
Exterior environmental sound pressure levels inside units (day–night
average sound pressure level in dB)

45 35 25

Maximum exterior environmental A-weighted sound pressure level inside
unit (measured with meter slow response)

65 55 45

aHigher values may at times be desired or required, but these represent the general limits of modern construction normally
encountered in the United States, with the exception that the IIC rating of floor–ceiling constructions can be increased
beyond what is shown if carpet is used on floors.
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Market rate properties nevertheless generally require
higher STC and IIC ratings on the order of 55 as
suggested in Table 2 for moderate sensitivity to noise.

The IBC still lacks the exterior facade/fenestration
limits of the California building code and of build-
ing codes of several European countries. Programs to
establish compatible land-use zoning around airports
and other noise-producing activities have been widely
established. Nevertheless, economic and social pres-
sures are still causing noise-sensitive building devel-
opment to occur near major noise sources. Today,
construction of residential subdivisions within a few
feet of major highways and in areas affected by noise
is still common. Oddly enough, sometimes the attrac-
tion of noisy sites for development is the source itself,
that is, the convenience of being near a highway or an
airport. Hence, the only way to protect the eventual
building occupant is for jurisdictions to incorporate
exterior facade/fenestration sound isolation provisions
into their building codes.
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CHAPTER 114
SOUND INSULATION OF RESIDENTIAL
HOUSING—BUILDING CODES AND
CLASSIFICATION SCHEMES IN EUROPE
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1 INTRODUCTION

Most countries in Europe have legal sound insulation
requirements for dwellings. However, fulfillment of
legal requirements does not ensure satisfactory condi-
tions, and for this reason classification schemes have
been introduced in several countries to meet the need
to specify a higher level of acoustical comfort than
prescribed by the legal requirements. It is important to
observe that acoustical comfort for a person is related
to the person both as a receiver of sound but also as a
source of sound. It can be annoying to be exposed to
noise from the neighbors, but it can be equally annoy-
ing to know that your activities can be heard by other
people, implying lack of privacy or causing annoy-
ance. The classification schemes define a number of
classes, which are intended to reflect different levels of
acoustical comfort. While requirements for sound insu-
lation between dwellings have existed approximately
50 years in several countries, it is only during the
last few decades that facade sound insulation require-
ments have become common in Europe. At the same
time there is a focus on creating improved acous-
tical environments. The aim of current noise policy
in Europe is to reduce the noise exposure of peo-
ple in order to avoid adverse effects. Within build-
ing acoustics, the international (ISO) standards for
laboratory and field measurements are implemented
as European (EN) standards. A few years ago, EN
standards for prediction of sound insulation in build-
ings were developed and subsequently published as
ISO standards.

2 ACOUSTICAL COMFORT IN DWELLINGS

Acoustical comfort can be characterized as follows:

• Absence of unwanted sound
• Desired sounds having the right level and

quality
• Opportunities for acoustical activities without

being heard by or annoying other people

Poor sound insulation between dwellings can be
a cause of conflicts and a cause of restraints of
activities.1

To achieve acoustical comfort in a dwelling, certain
requirements have to be fulfilled concerning:

• Airborne sound insulation
• Impact sound insulation
• Noise level from traffic and industry
• Noise from building services and equipment

It has often been claimed that people want good sound
insulation but are not willing to pay extra to get it. In
1995 an investigation was made in Sweden to find the
desired level of sound insulation of new dwellings.2
In all, 2322 questionnaires were used for the analysis:
65% of the participating people lived in multistory
housing, 20% in detached housing, 10% in terraced
housing, and 5% in other kinds of housing. One of
the main questions was about the willingness to pay
a higher rent if the sound insulation of the apartment
could be significantly improved. In summary it can
be concluded that around 60% of the population
were willing to pay on average a 10% higher rent
if the sound insulation of the dwelling could be
improved. On the other hand, if a dwelling is expensive
and marketed as “luxury,” the occupants expect a
proportional sound insulation.3 Besides, there is in
general an increasingly stronger request for comfort.
Additional challenges are new lifestyle trends, such as
bare floors, powerful home entertainment, and more
flexible hours.

In spite of the fact that a dwelling is probably the
biggest investment during most people’s lifetime, that
much time is spent in the dwelling, and that acousti-
cal comfort is very important to well-being, objective
information about the acoustical conditions is rarely
available, or it might happen that the concepts applied
for quantification of the performance are not suitable.
This is very unsatisfactory to prospective occupants of
a dwelling, as acoustical quality is a “hidden” quality,
which is not easily evaluated by other means. Fulfill-
ment of legal requirements does not ensure satisfactory
conditions, and for this reason classification schemes
have been introduced in several countries to meet the
need to specify a higher level of acoustical comfort
than prescribed by the legal requirements. The classi-
fication schemes define a number of classes, which are
intended to reflect different levels of acoustical com-
fort. Thus, it is, of course, important that concepts
applied for evaluation of sound insulation correlate
well with the subjective evaluation of the sound insu-
lation experienced in practice. In Europe, concepts as
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well as the level of requirements differ widely accord-
ing to the results of a survey4 carried out in 24 coun-
tries in 2004. Considerations on concepts are further
elaborated in Ref. 5.

In Europe there is a focus on creating improved
acoustical environments, see the Environmental Noise
Directive (END)6 and the strategy paper.7 The aim of
current noise policy is to reduce the noise exposure
of people in order to avoid adverse effects. There-
fore, the policy has to consider some general prin-
ciples that exist both at a technical level and at a
legal level. The legal principles are related to noise
management, other environmental issues, and sustain-
ability.

The technical principles refer to the management
and reduction of noise emission and exposure and have
a clear ranking:

1. To avoid and reduce noise at its source (noise
that is not generated cannot lead to noise
exposure)

2. To reduce noise in its propagation (measures
as close to the source as possible should be
preferred because such measures protect the
highest number of people)

3. To reduce noise at the receiver (these measures
should only be used if other measures are
ineffective)

Following these principles, the European Union
(EU) has developed a comprehensive policy on envi-
ronmental noise that is based on the two fundamen-
tals: emission-related legislation for controlling noise
at its source and the Environmental Noise Directive6

(END) with elements closely related to noise percep-
tion. The END6 defines three key elements for future
noise policy that constitute a standard approach to the
management of environmental noise:

• Harmonized assessment of environmental noise
• Informing and consulting the public
• Appropriate actions

The basis for the assessment of environmental noise
is strategic noise maps, which are to be established
with common noise indicators and methods. On the
basis of the assessment provided by the strategic
noise maps, competent authorities must draw up
action plans to reduce noise where it is necessary,
to maintain environmental noise quality where it is
good, and to protect quiet areas in agglomerations.
The Directive does not set any limit value, nor does
it prescribe the measures to be used in the action
plans, which remain at the discretion of the competent
authorities.

To have widespread information to the public
about noise exposure, its effects, and the measures
considered to address noise, the most appropriate
information channels should be selected. Action plans
should address priorities in areas of interest and

should be drawn up by the competent authorities in
consultation with the public.

While the END6 creates focus on the environments,
including facades, there is no similar EU initiative con-
cerning sound insulation between dwellings, although
the above-mentioned three key elements (harmoniza-
tion, information, actions) are applicable to this topic.

3 CONCEPTS FOR EVALUATION OF SOUND
INSULATION
In the beginning of the twentieth century, it was real-
ized that insufficient sound insulation could initiate
conflicts between neighbors and reduce the well-being
of the occupants, and thus the need for sound insula-
tion requirements was recognized. The very first sound
insulation requirements were qualitative; for example,
“the building constructions shall be designed to pro-
vide sufficient sound insulation between dwellings
according to the assessment made by the building
commission” (example from municipal requirements
in Denmark, 1936). In the middle of the twentieth cen-
tury, the requirements became more specific but still
were not quantified. Typically, they were comparative,
for example, requiring “a sound insulation as good as a
1/1 brick wall or another construction providing at least
the same sound insulation” (example from national
requirements in Denmark, 1956). Later, more specific
concepts appeared, for example, Rm being an arith-
metic average of one-third octave values. It was only
in the 1960s that several countries introduced quan-
tified requirements referring to specific concepts and
standards.

Now, at the beginning of the twenty-first century,
more than 50 years after implementation of the first
national sound insulation requirements in Europe,
most countries in Europe have legal requirements,
although the criteria and enforcement differ widely.
In general, building regulations in Europe have been
developed and enforced by governmental agencies.
Within building acoustics, the ISO standards are
implemented as European (EN) standards, and the
majority of countries apply the field measurement
methods described in ISO 140 parts 4, 5, 7 from 19988

and the rating methods in ISO 717 from 1996.9 Due
to the fact that ISO 717 offers a variety of concepts,
several countries can keep concepts applied in the past
and still refer to ISO 717, implying that the incentive
to harmonization is insufficient.

The first international standard for rating of
sound insulation of dwellings was ISO/R 717:1968,10

which was based on extensive investigations (see
Chapter 107) and supporting field measurements
according to ISO/R 140:1960.11 The maximum allow-
able unfavorable deviation from the reference curve
was 8 dB. A revised ISO 717 consisting of three parts
was published in 198212 and the series supported the
ISO 140 series published in 1978.13 The basic refer-
ence curves were the same as in ISO/R 717:1968,10

but the 8-dB rule was removed. However, the 8-dB
rule survived partly in the 1982 revision, in the sense
that the maximum deviation must be indicated in the
test report, if it exceeded 8 dB.
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When the first legal sound insulation require-
ments appeared more than 50 years ago, the fre-
quency range of 100 to 3150 Hz became the “tradi-
tional” frequency range for European building acous-
tical requirements, field tests, and laboratory tests.
However, in countries with lightweight building prac-
tice, for example, Sweden and Norway, the need
to include lower frequencies (<100 Hz) gradually
became obvious.

Influenced by the French concepts Rrose and
Rroute and the increasing need in other countries for
evaluation of traffic noise insulation and for including
low frequencies (down to 50 Hz), ISO 717 : 1982
was revised thoroughly. The next (and most recent)
version of ISO 717:19969 includes a range of spectrum
adaptation terms for rating of sound insulation. As a
consequence, the standard opens up the possibility to
apply these adaptation terms for an extended frequency
range down to 50 Hz by adding such terms when
specifying the requirements for sound insulation. In
parallel, ISO 140 was updated, the field parts being
published in 1998; see Ref. 8. The ISO 140 standards
and ISO 717 standards have also been published as
European standards (EN ISO). An overview of the ISO
717 history is found in Table 1.

The current international concepts for evaluation
of airborne and impact sound insulation are defined
in ISO 717–19 and ISO 717–2,9 respectively. In
Table 2 an overview is found of the basic ISO 717
concepts (single-number quantities) and the spectrum
adaptation terms intended for specification and test
of:

• Airborne sound insulation between dwellings
• Airborne sound insulation for facades
• Impact sound insulation between dwellings

The spectrum adaptation terms have been intro-
duced to take into account different spectra of noise
sources: C and Ctr (corresponding to pink noise and
road traffic noise, respectively) for airborne sound
insulation (see Table 3) and CI (L′

n,w + CI + 15 cor-
responds to the energy sum) for impact sound insu-
lation. The spectrum adaptation terms—colloquially
named C corrections—may be calculated for the usual
frequency range or for an enlarged frequency range
including the one-third octave frequency bands 50, 63,
and 80 Hz (C, Ctr, CI) and/or 4000 and 5000 Hz (C
and Ctr only). The octave band measurement results
may be used for rating field measurements. The C cor-
rections are equipped with indices specifying the type
of spectrum and the frequency range, if enlarged (see
Table 2). The maximum unfavorable deviation shall no
longer be indicated, even if it exceeds 8 dB. However,
the C corrections are more restrictive to dips and peaks
in the airborne and impact sound insulation curves,
respectively, thereby to some extent substituting for
the former 8-dB rule.

The single-number quantities and the spectrum
adaptation terms are derived from one-third octave
values (laboratory and field) or 1/1 octave values
(field only) measured according to ISO 140.8 The

different adaptation terms will enable one to take
into account different types of noise spectra, without
leaving the well-known reference curve system. Thus,
C, Ctr, and CI have not been included directly in
any single-number quantities but have been introduced
as separate terms to be added. In Table 2 the “one-
third octave” ISO 717 single-number field quantities,
spectrum adaptation terms, and the total number of
concepts are indicated.

A requirement may be expressed as the sum of
a single-number quantity and a spectrum adaptation
term or solely as the single-number quantity. Consider
examples on statements of airborne and impact sound
insulation requirements:

DnT,w ≥ 55 dB L′
nT ,w ≤ 50 dB

DnT,w+C ≥ 55 dB L′
nT ,w+CI ≤ 50 dB

DnT,w+C50–3150 ≥55 dB L′
nT ,w+CI,50–2500 ≤50 dB

In 2004 a survey describing the main sound insula-
tion requirements between dwellings was carried out in
24 countries in Europe.5 A comparison of requirements
revealed considerable differences, not only in level
of requirements but also in terms of descriptors used
and the frequency range applied. In the lower part
of Table 2—based on the 2004 survey5—information
has been added about the number of concepts actually
applied in Europe. Table 2 also indicates the num-
ber of countries applying spectrum adaptation terms
(including low-frequency terms). The results of the
European survey are described in Sections 4 and 5. In
Section 6 are found the basic single-number quantities
for field use, the terms they are derived from as well
as equations, and references to definitions in the rele-
vant standards. Building codes in the United States are
covered in Chapter 113.

All ISO standards mentioned in this chapter are
also EN standards and thus implemented in the
CEN member countries. Although implemented in
all CEN countries, ISO 717 field concepts are not
necessarily applied in all national building regulations,
for example, national concepts Ilu;k and Ico are applied
in the Netherlands; compare Section 4. Only products
subject to free trade must apply concepts defined in
the harmonized standards.

The above considerations concern concepts as
defined in ISO 717. The United States and Canada use
American Society for Testing and Materials (ASTM)
standards, defining slightly different single-number
quantities and no spectrum adaptation terms. For
airborne sound the ASTM method differs in two main
aspects: Frequency range of 125–4000 Hz and the
8-dB rule is included. The ASTM rating procedure
for impact sound insulation is also similar to the
ISO procedure, but again ASTM applies the 8-dB
rule. For further information about the ASTM impact
sound ratings, see Refs. 14 and 15. Japan has partly
incorporated ISO standards in the Japanese standards,
but they are seldom used in the field, see Ref. 16 for
an overview of building acoustical standards in Japan.
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Table 1 Historic Overview of ISO 717 Standards with Indication of Main Characteristics

1968 ISO/R 717 : 1968,10 Rating of Sound Insulation for Dwellings Field concepts: Ia, Ii
8-dB rule

1982 ISO 717 : 1982,12 Acoustics—Rating of Sound Insulation in
Buildings and of Building Elements:

Field and laboratory:
Rw, R′

w, etc.
Ln,w, L′

n,w, etc.
No 8-dB rule, but unfavorable deviations more

than 8 dB shall be reported

Part 1: Airborne Sound Insulation in Buildings and of Interior
Building Elements

Part 2: Impact Sound Insulation
Part 3: Airborne Sound Insulation of Facade Elements and

Facades

1996 ISO 717 : 1996,9 Acoustics—Rating of Sound Insulation in
Buildings and of Building Elements:

No reporting of deviations
Several spectrum adaptation terms:

Part 1: Airborne Sound Insulation C, Ctr, CI
Part 2: Impact Sound Insulation Various frequency ranges

Table 2 Overview of ISO 717 Concepts for Evaluation of Sound Insulation in Buildings and Application in Europe

Airborne Sound Insulation
between Rooms

(ISO 717–1)

Airborne Sound Insulation
of Facades
(ISO 717–1)

Impact Sound Insulation
between Rooms

(ISO 717–2)

Basic concepts R′
w R′

w L′
n,w

(single-number quantities) Dn,w Dn,w L′
nT,w

DnT,w DnT,w

Spectrum adaptation terms None None None
(listed according to intended C C Ctr CI
main applications, see Table 2) C50–3150 C50–3150 Ctr,50–3150 CI,50–2500

C100–5000 C100–5000 Ctr,100–5000
C50–5000 C50–5000 Ctr,50–5000

Total number of concepts 3 × 5 = 15 3 × 9 = 27 2 × 3 = 6

Number of concepts BC: 7 of 15 Facades not fully
included in
survey

BC: 4 of 6
applied—based on survey (cf. CS: 6 of 15 CS: 3 of 6
Ref. 4) in 24 countries in Europe BC+CS in total: 9 of 15 In total: 4 of 6

Number of countries (cf. Ref. 5)
applying spectrum adaptation
terms in a BC or a CS

BC: 5 (1 lf) of 24
countries CS: 9 (7
lf) of 9 schemes

Some countries
apply spectrum
adaptation terms
in BCs

BC: 2 (1 lf) of 24
countries CS: 7 (6
lf) of 9 schemes

BC = Building Code (legal requirements); CS = Classification scheme; lf = low-frequency

Table 3 Relevant Spectrum Adaptation Term for Different Types of Noise Sources

Type of Noise Source Relevant Spectrum Adaptation Term

Living activities (talking, music, radio, TV) C
Children playing (spectrum 1b: A-weighted pink noise)
Railway traffic at medium and high speed a

Highway road traffic > 80 km/h a

Jet aircraft short distance
Factories emitting mainly medium and high-frequency noise
Urban road traffic Ctr
Railway traffic at low speedsa (spectrum 2b: A-weighted urban traffic noise)
Aircraft propeller driven
Jet aircraft large distance
Disco music
Factories emitting mainly low- and medium-frequency noise

aIn several European countries calculation models for highway road noise and railway noise exist, which define octave
band levels; these could be used for comparison with spectra 1 and 2.
bThe spectra 1 and 2 are defined in ISO 717-1.
Source: Table A.1 from ISO 717-1 : 1996.9
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4 BUILDING CODES IN EUROPE

Building codes include typically acoustical require-
ments concerning:

• Airborne sound insulation between dwellings
• Impact sound insulation between dwellings
• Facade sound insulation (or indoor noise levels

from traffic and industry)
• Noise from building services and equipment

In addition, there may be other requirements. Examples
are limits concerning vibration levels and reverberation
time. This chapter mainly deals with the main
requirements related to airborne and impact sound
insulation. For facades only qualitative overview
information is included.

To ensure that completed buildings fulfill the
requirements, detailed designs may be carried out
applying prediction methods, for example, EN 12354,17

basedon theperformanceof thebuildingelements (direct
transmission) and junctions (flanking transmission). The
performance data may be determined by calculations
(applying construction and material characteristics) or
by laboratorymeasurementscarriedoutaccording to ISO
1408 (direct transmission) and ISO 1084818 (flanking
transmission). An overview of the principles of the
prediction methods is found in Ref. 19.

The main requirements on airborne sound insu-
lation between dwellings in the 24 European coun-
tries responding in the 2004 survey5 are presented in
Table 4. Similarly, the main requirements on impact
sound insulation are presented in Table 5. In several
countries the sound insulation requirements were orig-
inally based on the actual performance of traditional
building constructions that were considered to offer a
sufficient level of sound insulation; see Section 3. An
exception is Austria, where the requirements20 were
based directly on a large survey in 197421; the strictest
requirements in the world are probably found in Aus-
tria.

The requirements in Tables 4 and 5 cannot be
compared without being converted to the same con-
cept. However, a correct conversion depends on the
actual conditions for room dimensions, partition area,
and other conditions and the conversion of val-
ues between different concepts is highly uncertain,
especially when “low-frequency” spectrum adaptation
terms—including Ctr—are involved. Based on previ-
ous experience, a rough conversion has been presented
in Ref. 4, although the conditions for the conversion
are no longer valid due to changes in building practice.

A comparison of requirements revealed consider-
able differences, not only in level of requirements
but also in terms of descriptors used and the fre-
quency range applied. Ten different concepts were
applied for airborne and six for impact sound insula-
tion requirements, not counting variants and additional
recommendations. Significant differences are found
when comparing sound insulation requirements in dif-
ferent countries:

Airborne Sound Insulation Impact Sound Insulation

10 concepts +
variants/
recommendations

6 concepts +
variants/
recommendations

For multistory
housing variation
> 5 dB

For multistory
housing variation
> 15 dB

For terraced housing
variation > 10 dB

For terraced housing
variation > 15 dB

The strictest
requirements are
found in Austria

The strictest
requirements are
found in Austria

The total number of concepts applied is found in
Table 2. The most recent version of the standard ISO
7179 has contributed to the diversity by allowing dif-
ferent concepts and by introducing spectrum adaptation
terms with different—extended—frequency ranges
for the evaluation. In addition, national, special rules
have been added in some countries to compensate for
shortcomings or difficulties of field test procedures and
conditions.

During the last decade low-frequency descriptors
have been introduced in all five Nordic countries and
in Lithuania. The low-frequency terms are included
in the legal minimum requirements in Sweden (see
Tables 4 and 5) and in the criteria for the higher,
voluntary quality classes in classification schemes in
all six countries, see Section 5.

In building acoustics, the frequency range has tradi-
tionally been 100 to 3150 Hz. However, a trend toward
lightweight building constructions has increased the
low-frequency problems, for example, due to neigh-
bors’ music and footfall noise. Thus, a growing need
to include the low-frequency sound insulation has been
recognized. In general, there seems to be a trend
toward increasing the requirements and including the
spectrum adaptation terms in the concepts defining
the airborne and impact sound insulation requirements,
although the process is slow.

In 2003 the United Kingdom took a step in
a different direction than other countries by intro-
ducing the spectrum adaptation term Ctr as a part
of the required criterion for airborne sound insula-
tion between dwellings in general, although Ctr is
based on an average traffic noise spectrum and has
a strong weight at low frequencies. The “Ctr spec-
trum” is intended for optimizing sound insulation
against traffic and other sources with significant low-
frequency contents, for example, disco music. The idea
behind including Ctr for evaluation of sound insulation
between dwellings is to take into account low frequen-
cies without actually having to design for or test at low
frequencies (assuming that if a construction gives good
sound insulation down to 100 Hz, the sound insulation
below 100 Hz is probably also good). The idea is inter-
esting, but apart from the conference paper,22 there
seems to be no official reports or articles available jus-
tifying that this is a cost-effective and balanced way
to meet the needs for increased sound insulation in an
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Table 4 Airborne Sound Insulation between
Dwellings—Main Requirements in 24 European
Countriesa,b

Multistory
Housing

Terraced
Housing

Country Conceptc Req. (dB) Req. (dB)

Austria DnT,w ≥55 ≥60
Belgiumd DnT,w ≥54 ≥58
Czech Rep. R′

w ≥52 ≥57
Denmarke R′

w ≥52f ≥55
Estonia R′

w ≥ 55 ≥55
Finland R′

w ≥ 55 ≥55
France DnT,w+C ≥53 ≥53
Germanye R′

w ≥53f ≥57
Hungary R′

w ≥52 ≥57
Iceland R′

w
g ≥52h ≥55

Italy R′
w ≥50 ≥50

Latvia R′
w ≥54 ≥54

Lithuania DnT,w or R′
w ≥55 ≥55

Netherlands Ilu;k
i ≥0 ≥0

Norway R′
w

j ≥55 j ≥55 j

Poland R′
w+C ≥50f ≥52

Portugal Dn,w ≥50 ≥50
Russia Ibk ≥50 l
Slovakia R′

w ≥52 ≥52
Slovenia R′

w ≥52 ≥52
Spaind DnT,w+C100–5000 ≥50 ≥50
Sweden R′

w+C50–3150 ≥53 ≥53
Switzerland DnT,w+C ≥52 ≥55
United Kingdom DnT,w+Ctr ≥45 ≥45

aData collected 2002–2006.
bOverview information only. Detailed requirements to be
found in the building codes.
cThere exists no generally applicable conversion between
the different concepts, as the relations depend on the
characteristics of the rooms and the constructions. Exact
conversion can only be made in every specific case.
dBelgium, Spain: Proposed new requirements, enforce-
ment expected in 2007.
eRevision of requirements expected in 2007.
fHorizontal, requirement for vertical is 1 dB higher.
gIn addition to the rating procedure described in ISO 717,
the Icelandic building regulations prescribe max 8 dB
unfavorable deviation.
h55 dB recommended.
i Ilu;k ≈ R′

w − 55 dB.
jIt is recommended that the same criteria are fulfilled by
R′

w + C50–3150.
kIb = R′

w − 2 dB.
lNo requirements. Probably the requirements for
multistory housing are used.

optimized way. In 2004 Australia followed the United
Kingdom by also introducing Ctr in the requirements
for airborne sound insulation between dwellings, and
in addition CI for impact sound insulation requirements
was introduced, see Ref. 23.

Typically, sound insulation requirements have orig-
inally, that is, more than 50 years ago, been based
on the actual performance of traditional building con-
structions—which have been considered to offer a
sufficient level of sound insulation—and since then

Table 5 Impact Sound Insulation between
Dwellings—Main Requirements in 24 European
Countriesa,b

Multistory
Housing

Terraced
Housing

Country Conceptc Req. (dB) Req. (dB)

Austria L′
nT,w ≤48 ≤43

Belgiumd L′
nT,w ≤58e ≤50

Czech Rep. L′
n,w ≤58 ≤53

Denmarkf L′
n,w ≤58 ≤53

Estonia L′
n,w ≤53 ≤53

Finland L′
n,w

g ≤53g ≤53
France L′

nT,w ≤58 ≤58
Germanyf L′

n,w ≤53 ≤48
Hungary L′

n,w ≤55 ≤47
Iceland L′

n,w
h ≤58i ≤53

Italy L′
n,w ≤63 ≤63

Latvia L′
n,w ≤54 ≤54

Lithuania L′
n,w ≤53 ≤53

Netherlands Ico
j ≥+5 ≥+5

Norway L′
n,w

g ≤ 53g ≤ 53g

Poland L′
n,w ≤58 ≤53

Portugal L′
n,w ≤60 ≤60

Russia Iyk ≤67 l
Slovakia L′

n,w ≤58 ≤58
Slovenia L′

n,w ≤58 ≤58
Spaind L′

nT,w ≤65 ≤65
Sweden L′

n,w+CI,50–2500 ≤56m ≤56m

Switzerland L′
nT,w+CI ≤53 ≤50

United Kingdom L′
nT,w ≤62 None

aData collected 2002–2006.
bOverview information only. Detailed requirements to be
found in the building codes.
cThere exists no generally applicable conversion between
the different concepts, as the relations depend on the
characteristics of the rooms and the constructions. Exact
conversion can only be made in every specific case.
dBelgium, Spain: Proposed new requirements, enforce-
ment expected in 2007.
eFrom any ‘‘nonbedrooms’’ outside the dwelling to a
bedroom ≤ 54 dB is required.
fRevision of requirements expected in 2007.
gIt is recommended that the same criteria are fulfilled by
L′

n,w + CI,50–2500.
hIn addition to the rating procedure described in ISO 717,
the Icelandic building regulations prescribe max 8 dB
unfavorable deviation.
i53 dB recommended.
j Ic o ≈ 59 − (L′

nT,w + C) dB ≈ 70 − L′
nT,w dB for bare

concrete floors or Ic o ≈ 59 − L′
nT,w dB for other floors

like wooden floors, floating floors, and floors with soft
coverings.
kIy = L′

n,w + 7 dB.
lNo requirements. Probably the requirements for
multistory housing are used.
mThe same criteria shall also be fulfilled by L′

n,w.

remained essentially unchanged in several countries,
although neighbor noise levels and the demand for
comfort have increased. There may be several rea-
sons for being reluctant to change requirements, one of
them being the fear of economic consequences, another
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being the difficulties with update of guidelines without
extensive experience. In spite of this, stricter require-
ments have been implemented or proposed in some
countries during the last few years, but it is a very slow
process for the above-mentioned reasons. However,
sound classification schemes can partly compensate for
lack of appropriate legal requirements and at the same
time provide different quality levels; see Section 5.

Legal requirements concerning sound insulation
against traffic noise differ even more than requirements
for sound insulation between dwellings due to not only
different concepts but also different principles. There
is a variety of ways to express facade sound insulation
requirements. Several countries specify the required
sound insulation of facades as a function of the outdoor
noise level (often in quite rough 5-dB steps), some-
times with different day and night requirements. Other
countries require the indoor level LA,eq,24h to be below
a certain limit, and there may be additional maximum
limits for “events.” In addition, the methods for deter-
mination of the exterior noise exposure vary consider-
ably. In some countries there are no general, national
legal sound insulation requirements, but only local. In
total, the situation is quite complex. On a European
level the Environmental Noise Directive 2002/49/EC
(often abbreviated END)2 defines two main indica-
tors, Lden and Lnight for description of annoyance and
sleep disturbance, respectively, to be introduced in EU
member states and to be applied for mapping. Future
criteria for facades might be expected to be expressed
by these harmonized environmental noise indicators.
Noise mapping and actions are required according to
the time schedule in the END.2 The main purpose is to
reduce noise exposure to a more reasonable level out-
door as well as indoor. The primary goal is to reduce
outdoor noise levels by reducing emission from vehi-
cles (road, railway, air, construction equipment) and to
increase facade sound insulation, where necessary to
obtain satisfactory conditions for the inhabitants. The
activities are described in several publications, see, for
example, Ref. 7.

For years, there have been discussions about
the sufficiency or insufficiency of the ISO tapping
machine, and alternative sources, for example, rubber
balls, have been proposed. However, it seems as if the
main problem might be that the low-frequency energy
actually produced by the tapping machine is ignored in

most countries.4 Sweden is the only country applying
CI,50–2500 for legal requirements; see also Table 5.

To gather information and share experience more
systematically about sound insulation requirements,
a working group, EAA TC-RBA WG4,24 has been
established under the European Acoustical Association
(EAA), Technical Committee Room and Building
Acoustics (TC-RBA) aiming at recommendations for
harmonization of concepts applied for sound insulation
requirements.

5 CLASSIFICATION SCHEMES IN EUROPE

Acoustical classification schemes exist in nine coun-
tries in Europe. France and Germany were the first
countries to prepare and publish such schemes. An
overview of European classification schemes is found
in Table 6. The main criteria for airborne and impact
sound insulation between dwellings are found in
Tables 7 and 8. Criteria for sound insulation internally
in dwellings are found in Tables 9 and 10. Facade
sound insulation criteria are described in Ref. 25.
The schemes include several other criteria concern-
ing sound insulation and noise levels. For complete
information, see the standards.26–34

For lightweight buildings it is important that low-
frequency spectrum adaptation terms (down to 50 Hz)
according to ISO 7179 are included, implying a
significantly improved correlation between subjective
and objective sound insulation; see Ref. 35. The low-
frequency descriptors have been introduced in all five
Nordic countries and in Lithuania, but in no other
countries. The low-frequency terms are included in
the legal minimum requirements in Sweden and in
the criteria for the higher, voluntary quality classes
in the classification schemes in all six countries. The
importance of including low frequencies for impact
sound is also emphasized in Refs. 4, 14, 15, and 36.
The Nordic schemes are based on a common Nordic
draft,37 following several investigations.38–40 A list of
all European schemes is found in Table 6.

The different classes in classification schemes
are intended to reflect different levels of acoustical
comfort. Taking into account also economical factors,
different classes in the same scheme may apply
different concepts as in the five Nordic countries and
Lithuania.

Table 6 Overview of European Schemes for Sound Classification of Dwellings

Country Class Denotations Year of Implementation Reference

Denmark (DK) A/B/C/D 2001 DS 490 (2001)26

Finland (FIN) A/B/C/D 2004 SFS 5907 (2004)27

Iceland (IS) A/B/C/D 2003 IST 45 (2003)28

Norway (N) A/B/C/D 1997/2005 NS 8175 (2005)29

Sweden (S) A/B/C/D 1996/1998/2004 SS 25267 (2004)30

France (F) QL/QLAC 1993/1995/2000 Guide Qualitel (2000)31

Germany (D) I/II/III 1994 VDI 4100 (1994)32

Lithuania (LT) A/B/C/D/E 2004 STR 2.01.07 (2003)33

Netherlands (NL) 1/2/3/4/5 1999 NEN 1070 (1999)34
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Table 7 Airborne Sound Insulation between Dwellings—Main Criteria in European Schemes for Sound
Classification

Class Criteria (dB) in DK, FIN, IS, N, S

DK FIN IS N S

A R′
w + C50–3150 ≥ 63 R′

w + C50–3150 ≥ 63 R′
w + C50–3150 ≥ 63 R′

w + C50–5000 ≥ 63 R′
w + C50–3150 ≥ 61

B R′
w + C50–3150 ≥ 58 R′

w + C50–3150 ≥ 58 R′
w + C50–3150 ≥ 58 R′

w + C50–5000 ≥ 58 R′
w + C50–3150 ≥ 57

C R′
w ≥ 55 R′

w ≥ 55 R′
w ≥ 55a R′

w ≥ 55a R′
w + C50–3150 ≥ 53

D R′
w ≥ 50 R′

w ≥ 49 R′
w ≥ 50 R′

w ≥ 50 R′
w ≥ 49

Class Criteria (dB) in F, D, LT, NL

F D/Multistoryb D/Terraced LT NL

QLAC DnT,w + C ≥ 56 III H: R′
w ≥ 59 III R′

w ≥ 68 A R′
w + C50–3150 ≥ 63 1 DnT,w + C ≥ 62

V: R′
w ≥ 60 or DnT,w + C50–3150 ≥ 63

QL DnT,w + C ≥ 53 II H: R′
w ≥ 56 II R′

w ≥ 63 B R′
w + C50–3150 ≥ 58 2 DnT,w + C ≥ 57

V: R′
w ≥ 57 or DnT,w + C50–3150 ≥ 58

I H: R′
w ≥ 53 I R′

w ≥ 57 C R′
w or DnT,w ≥ 55a 3 DnT,w + C ≥ 52

V: R′
w ≥ 54

D R′
w or DnT,w ≥ 52 4 DnT,w + C ≥ 47

E R′
w or DnT,w ≥ 48 5 DnT,w + C ≥ 42

aUse of C50–3150/5000 is recommended also in class C.
b H = horizontal; V = vertical.

Table 8 Impact Sound Insulation between Dwellings—Main Criteria in European Schemes for Sound
Classification

Class Criteria (dB) in DK, FIN, IS, N, S

Class DK FIN IS N S

A L′
n,w + CI,50–2500 ≤ 43 L′

n,w ≤ 43 and L′
n,w ≤ 43 and L′

n,w ≤ 43 and L′
n,w ≤ 48 and

L′
n,w + CI,50–2500 ≤ 43 L′

n,w + CI,50–2500 ≤ 43 L′
n,w + CI,50–2500 ≤ 43 L′

n,w + CI,50–2500 ≤ 48

B L′
n,w + CI,50–2500 ≤ 48 L′

n,w ≤ 49 and L′
n,w ≤ 48 and L′

n,w ≤ 48 and L′
n,w ≤ 52 and

L′
n,w + CI,50–2500 ≤ 49 L′

n,w + CI,50–2500 ≤ 48 L′
n,w + CI,50–2500 ≤ 48 L′

n,w + CI,50–2500 ≤ 52

C L′
n,w ≤ 53 L′

n,w ≤ 53a L′
n,w ≤ 53a L′

n,w ≤ 53a L′
n,w ≤ 56

L′
n,w + CI,50–2500 ≤ 56

D L′
n,w ≤ 58 L′

n,w ≤ 63 L′
n,w ≤ 58 L′

n,w ≤ 58 L′
n,w ≤ 60

Class Criteria (dB) in F, D, LT, NL

F D/Multistory D/Terraced LT NL

QLAC L′
n,w ≤ 52 III L′

n,w ≤ 39 III L′
n,w ≤ 34 A L′

n,w + CI,50–2500 ≤ 43 1 L′
nT,w + CI ≤ 43

QL L′
n,w ≤ 55 II L′

n,w ≤ 46 II L′
n,w ≤ 41 B L′

n,w + CI,50–2500 ≤ 48 2 L′
nT,w + CI ≤ 48

I L′
n,w ≤ 53 I L′

n,w ≤ 48 C L′
n,w ≤ 53a 3 L′

nT,w + CI ≤ 53

D L′
n,w ≤ 58 4 L′

nT,w + CI ≤ 58

E L′
n,w ≤ 60 5 L′

nT,w + CI ≤ 63

aUse of C50–3150/5000 is recommended also in class C.
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Table 9 Airborne Sound Insulation Internallya in Dwellings—Criteria in European Sound Classification Schemes

Class Criteria (dB) in DK, FIN, IS, N, S

DK FIN IS N S

A None R′
w + C50–3150 ≥ 48 R′

w + C50–3150 ≥ 48 R′
w + C50–5000 ≥ 48 Dn,w ≥ 44

B None R′
w + C50–3150 ≥ 43 R′

w + C50–3150 ≥ 43 R′
w + C50–5000 ≥ 43 Dn,w ≥ 40

C None None None None None

D None None None None None

Class Criteria (dB) in F, D, LT, NL

F D/Multistory and Terracedb LT NL

QLAC None III H: R′
w ≥ 48 A R′

w + C50–3150 ≥ 48 1 DnT,w + C ≥ 52
V: R′

w ≥ 55 or DnT,w + C50–3150 ≥ 48

QL None II H: R′
w ≥ 48 B R′

w + C50–3150 ≥ 44 2 DnT,w + C ≥ 42
V: R′

w ≥ 55 or DnT,w + C50–3150 ≥ 44

I H: R′
w ≥ 40 C None 3 DnT,w + C ≥ 32

V: R′
w ≥ 50

D None 4 DnT,w + C ≥ 22

E None 5 DnT,w + C ≥ 12

aConditions vary. Typically at least one (sleeping) room shall fulfill the conditions.
bH = horizontal; V = vertical.

Table 10 Impact Sound Insulation Internallya in Dwellings—Criteria in European Sound Classification Schemes

Class Criteria (dB) in DK, FIN, IS, N, S

Class DK FIN IS N S

A None L′
n,w ≤ 58 L′

n,w ≤ 58 L′
n,w ≤ 58 L′

n,w ≤ 64
L′

n,w + CI,50–2500 ≤ 58 L′
n,w + CI,50–2500 ≤ 58 L′

n,w + CI,50–2500 ≤ 58

B None L′
n,w ≤ 63 L′

n,w ≤ 63 L′
n,w ≤ 63 L′

n,w ≤ 68
L′

n,w + CI,50–2500 ≤ 63 L′
n,w + CI,50–2500 ≤ 63 L′

n,w + CI,50–2500 ≤ 63

C None None None None None

D None None None None None

Class Criteria (dB) in F, D, LT, NL

F D/Multistory and Terraced LT NL

QLAC None III L′
n,w ≤ 46 A L′

n,w + CI,50–2500 ≤ 53 1 L′
nT,w + CI ≤ 53

QL None II L′
n,w ≤ 46 B L′

n,w + CI,50–2500 ≤ 58 2 L′
nT,w + CI ≤ 63

I L′
n,w ≤ 56 C None 3 L′

nT,w + CI ≤ 73

D None 4 L′
nT,w + CI ≤ 83

E None 5 L′
nT,w + CI ≤ 93

aConditions vary. Typically at least one (sleeping) room shall fulfill the conditions.

Concerning sound insulation against traffic noise,
the schemes in Norway, Denmark, and Iceland specify
maximum indoor level LA,eq,24h 20, 25, 30, and 35, and
dB for classes A, B, C, and D (class C equals legal
requirements). Sweden has slightly different criteria.
The upper class seems to be quite strict and may not
be realistic. The German schemes (and legislation)
apply a different approach. The sound insulation of

the facade is specified as a function of the outdoor
level, and classes I and II refer both to the same legal
requirements, while class III specifies +5 dB higher
sound insulation. Future criteria for facades might
be expressed by the harmonized environmental noise
indicators Lden and Lnight for description of annoyance
and sleep disturbance, respectively, see definitions in
Ref. 2.
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As an alternative or supplement to extensive clas-
sification schemes, some countries have defined a
simple set of criteria for specification of increased
acoustical comfort, for example, added in an Annex
in the document describing the legal requirements.
Such criteria are found in for example, Austria20 and
Germany.41 The Austrian criteria20 are described as
improvements in decibels compared to the legal min-
imum requirements: (1) For airborne sound insula-
tion between dwellings and for airborne sound insu-
lation of facades, an improvement of 3 dB is defined;
(2) for impact sound insulation between dwellings, an
improvement of 5 dB is required; and (3) noise lev-
els from technical installations shall be reduced by
5 dB.

Considering the classification schemes in Europe
there are several discrepancies:

• Concepts used for description of sound insula-
tion and noise criteria

• Number of quality classes and intervals between
classes

• Use of low-frequency spectrum adaptation
terms according to ISO 717 : 19969

• Sound insulation internally in dwellings
• Common or separate quality levels for multi-

story and terraced housing
• Balance between criteria for airborne and

impact sound insulation
• Relation to legal requirements

The status of the classification schemes in relation
to the legal requirements varies. In some countries
the building code and the classification standard
are incoherent. In other countries they are strongly
“integrated,” implying that the building code refers
to a specific class in the classification standard rather
than describing the requirements. In Finland, Norway,
Sweden, and Lithuania, class C equals the legal

Table 11 Airborne Sound Insulation between Rooms—Definitions of Field Properties according to ISO 140-4

Weighted Value Equationsa for 1/3 or 1/1 Octave Values Explanations of Symbols

R′
w (6) R′ = L1 − L2 + 10 log(S/A) dB L1 is the average SPL in the source room.

Dn,w (3) Dn = L1 − L2 − 10 log(A/A0) dB L2 is the average SPL in the receiving room.
DnT,w (4) DnT = L1 − L2 + 10 log(T/T0) dB S is the area of the separating element.

A is the equivalent sound absorption area in
the receiving room.

A0 is the reference absorption area, in square
metres; A0 = 10 m2.

T is the reverberation time in the receiving
room.

T0 is the reference reverberation time; for
dwellings, T0 = 0.5 s.

A = 0.16V/T, where V is the room volume.

a Definitions and equation numbers refer to ISO 140-4:1998.8

Table 12 Airborne Sound Insulation of Facades—Definitions of Field Properties according to ISO 140-5a

Weighted Value Equationsa for 1/3 or 1/1 Octave Values Explanations of Symbolsb

R′
45◦,w (3) R′

45◦ = L1,s − L2 + 10 log(S/A) − 1.5 dB L1,s is the average SPL on the surface of the
R′

tr,s,w (4) R′
tr,s = Leq,1,s − Leq,2 + 10 log(S/A) − 3 dB test specimen.

Dls,2m,n,w
c (7) D2m,n = L1,2m − L2 − 10 log(A/A0) dB L2 is the average SPL in the receiving room.

Dls,2m,nT,w
a (6) D2m,nT = L1,2m − L2 + 10 log(T/T0) dB Leq,1,s is the average value of the equivalent

continuous SPL on the surface of the test
specimen including reflecting effects from
the test.

Leq,2 is the average value of the equivalent
continuous sound pressure level in the
receiving room

L1,2m is the outdoor SPL 2 m in front of the
façade.

S is the area of the test specimen, determined
as given in annex A.

a Definitions and equation numbers refer to ISO 140-5:1998.8
b For explanation of A, A0, T, T0, A = 0.16V/T, see Table 11.
c ISO 140-5, Table 1, has an overview of different measurement methods corresponding to different sound sources
(loudspeakers as well as road, railway, and air traffic). Guidelines for positioning of loudspeakers and outdoor microphones
are also found in ISO 140-5. If traffic is applied as source, the ‘‘Is’’ in the index should be replaced by ‘‘tr’’.
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Table 13 Impact Sound Insulation between Rooms—Definitions of Field Properties according to ISO 140-7

Weighted Value Equationsa for 1/3 or 1/1 Octave Band Explanations of Symbolsb

L′
n,w (2) L′

n = Li + 10 log(A/A0) dB Impact sound pressure level, Li, is the average
L′

nT,w (3) L′
nT = Li − 10 log(T/T0) dB SPL in the receiving room when the floor

under test is excited by the standardized
impact source; it is expressed in decibels.

a Definitions and equation numbers refer to ISO 140-7:1998.8
b For explanation of A, A0, T, T0, A = 0.16V/T, see Table 11.

requirements, and classes A and B define higher levels
of acoustical comfort. As a consequence, attention
is drawn to the fact that the legislative requirements
are minimum requirements, providing a possibility to
voluntarily specify and design for a better acoustical
quality.

6 FIELD MEASUREMENTS—CHECK OF
COMPLIANCE WITH CRITERIA

A check for compliance with requirements may be made
by carrying out field tests in the finished building. The
equations to be applied, when testing sound insulation in
buildings, are found inTables 11, 12, and 13 for airborne
sound insulation between dwellings, for facade sound
insulation, and for impact sound insulation between
dwellings, respectively. The evaluation concepts are
found in the left columns in the tables. Names of
properties and corresponding single-number quantities
are described in Table 14.

The property to be measured in a specific situation
is specified in the legal requirements or by the builder.
The test results are to be compared with the limits,
and the test methods are defined in the standards.
Thus, it should be simple. However, in practice there
are several precautions to take to ensure reliable
sound insulation measurement results. Examples on
questions and situations relate to among other things
the shapes of the rooms, for example, irregular,
long, narrow, staggered, partly divided, extremely
complicated room geometry, big differences in room
volume, and to microphone and source positions.
Concerning facade sound insulation measurements,
there are some additional questions about the type of
source (traffic or loudspeaker). If a loudspeaker is used,
which position should it be used in, how should it be
arranged, and so forth.

Due to severe difficulties in the field, a whole set of
guidelines have been made and published in ISO 140-
14, which is to be applied in combination with ISO
140-4 and ISO 140-7. ISO 140-14 has five Annexes
with guidelines aiming at more reliable measurements
according to ISO 140-4 and ISO 140-7.

The extent of the guidelines indicates how impor-
tant it is to choose concepts for building regula-
tions that reduce the difficulties as much as possible,
of course, also taking into account the importance

Table 14 Names of Sound Insulation Field
Properties Listed in Tables 11–13

Terma Symbolb Definition

Apparent sound reduction
index

R′ Table 11

Normalized level
difference

Dn Table 11

Standardized level
difference

DnT Table 11

Apparent sound reduction
index

R′
45◦ Table 12

Normalized level
difference

D2m,n
c Table 12

Standardized level
difference

D2m,nT
c Table 12

Normalized impact sound
pressure level

L′
n Table 13

Standardized impact
sound pressure level

L′
nT Table 13

a The corresponding single-number quantity has the
same names with ‘‘Weighted’’ added in front of the term
indicated; see also ISO 717.
b The corresponding single-number quantity has the same
symbol with ‘‘w’’ added in the end of the index, see ISO
717.
c The index has a prefix ‘‘tr’’ or ‘‘ls’’ dependent on whether
the sound source is traffic or a loudspeaker.

of correlation with subjective evaluation. Thus, it is
important that the properties applied are well defined
(i.e., all parts of the basic equation should exist) and
that the results are reproducible, that is, the mea-
surement uncertainty should be low, so it is easy to
determine compliance with requirements. The goal for
concepts must be a high correlation between predic-
tion, measurement results, and subjective evaluation.
This subject is further elaborated in Ref. 6.

7 SUMMARY

After approximately 50 years with almost no changes
in building acoustical requirements in Europe, there
is a trend toward stricter requirements, although the
process is slow. During the last decade voluntary
classification schemes describing different levels of
acoustical comfort have been introduced in nine
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countries in Europe, thus covering the need to define
different quality levels.

A comparison between 24 European countries of
the lega1 requirements for sound insulation between
dwellings reveals significant differences concerning
concepts as well as levels, and the requirements for
facades differ even more. None of the voluntary
classification schemes are identical.

The most recent version of standard ISO 7179

has contributed to the diversity by allowing different
concepts and by introducing spectrum adaptation terms
with different—extended—frequency ranges toward
lower and higher frequencies for the evaluation. In
addition, national, special rules have been added in
some countries to compensate for shortcomings or
difficulties of field test procedures and conditions.

The findings do not reflect a harmonized Europe.
In the future, efforts should be made to increase the
harmonization of concepts (not necessarily levels), and
the requirements for facades should be based on the
harmonized environmental noise indicators Lden and
Lnight (see Ref. 2) for description of annoyance and
sleep disturbance, respectively.

To gather information and share experiences more
systematically about sound insulation requirements,
a working group, EAA TC-RBA WG4,24 has been
established under the European Acoustical Association
(EAA), Technical Committee Room and Building
Acoustics (TC-RBA) aiming at recommendations for
harmonization of concepts applied for sound insulation
requirements.

More noise sources—including neighbors’ activi-
ties—and an increased demand for high quality and
comfort together with a trend toward lightweight con-
structions are contradictory and call for optimizing
building design using acoustical prediction models; see
Ref. 19.

The benefits of a harmonization include facilitating
the exchange of information and experience and
development of design tools. Based on the experience,
legal requirements and classification criteria might be
adjusted and optimized.
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1 INTRODUCTION

Commercial and public buildings such as offices,
malls, stores, motels, hospitals, schools, universities,
airport terminals, law courts, police stations, libraries,
museums, and churches all have the potential to be
seriously effected by noise. These buildings represent
a very diverse group. Although some buildings may
require special noise control considerations, for most
of these buildings, it is possible to set down a
general approach to noise control by considering noise
criterion, noise sources (such as transportation and
mechanical services), and noise control techniques.
The most common techniques include consideration
of transmission of sound through walls and floors,
vibration isolation, and sound absorption in the rooms.
A commonly used method of designing for noise
in commercial and public buildings is given, based
on tabulated data of planning noise criteria, interior
sound sources, measurements or estimates of exterior
noise, and the acoustical properties of materials and
constructions. In some special buildings, such as
concert halls, a more sophisticated approach to noise
control must be used and noise issues considered at an
early stage in the design.

2 GENERAL APPROACH TO NOISE CONTROL
IN BUILDINGS

Noise control in commercial and public buildings usu-
ally involves consideration of the effect of sound
transmission from interior and exterior sources and
the reverberation of sound in occupied spaces, on
speech privacy, speech intelligibility, and annoyance.
In some cases, issues of concentration on tasks,
sleep, and even health and social behavior may also
need to be considered. The interior noises of con-
cern may be air-conditioning systems, office equip-
ment such as computers and copiers, conversations,
or coffee makers. The external sound sources are
usually associated with roads, rail traffic, aircraft,
building or mechanical services involving pumps

or fans but not building construction, and other
temporary or intermittent activities such as lawn
mowing. The acoustical design of a building may
also involve the impact, on neighboring buildings,
of noise generated in or by the building being
designed.

Design for noise in buildings can be considered
under the usual three categories of source(s), path(s),
and receiver(s). Where external noise sources are con-
cerned, there is no opportunity for controlling noise
at the source and very little opportunity for control-
ling noise at the receiver, and so noise control is
predominantly by the building fabric. Building siting
is important as noise problems can be caused to, as
well as from, the local environment. For internal noise
sources there is some possibility of source noise con-
trol, by the selection of mechanical plant, for instance,
but again the control of noise is predominantly by the
building fabric and the layout of the building (where
sensitive and noisy spaces are located).

The approach to noise control then amounts to
the determination of potential sound pressure levels
from interior and exterior noise sources, the selection
of appropriate noise criteria for the activities to be
carried out in spaces in the building, and the design
of the layout of the building and specification of
materials, construction, and finishes in the building.
One acoustical design approach is to estimate or
measure the peak sound pressure levels at the building
site and design the external envelope to reduce these to
A-weighted levels about 5 dB below the background
noise level caused by the air-conditioning system
or the sound system designed to produce masking
noise.

In the design procedure presented here, single-
number criteria, sound pressure levels, and properties
of materials and constructions are used. A frequency-
dependent approach, such as in the music and media
facilities, for instance, is beyond the scope of this
chapter but is addressed in other texts, as are other
design procedures.1–4
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3 PLANNING NOISE CRITERIA

The siting of a building can be as important for
producing a satisfactory sound environment (both
inside and outside a building) as the design of the
building itself. Whether this needs to be considered
depends on the existing (and potential future) external
noise sources, the sensitivity of the occupants, the
activities in the building, and the budget for the
building. It is always possible to design and construct
buildings such as airport terminals and airport hotels
for very noisy environments, but noise control comes
at a price that tends to increase exponentially with
the degree of noise control. It should be understood
though that while it is possible to achieve a satisfactory
internal sound environment in a building near a major
airport or highway, this is unlikely if the building is to
be naturally ventilated.

Often the most effective way of dealing with exter-
nal noise is by way of site selection. In some coun-
tries there are standards and codes regulating or giv-
ing recommendations for the siting (and construction)
of buildings in relation to major transportation noise
sources.5,6 Noise-sensitive buildings such as schools
should generally not be sited on busy roads or under
flight paths. Likewise, rooms that are noise sensitive
should not be located near rooms in which the sound
pressure level is expected to be high. For example, a
plant room located directly above a CEO’s office is
not good planning.

There are many different planning criteria world-
wide, and so it is difficult to give general cover-
age to this aspect of planning for noise and noise
control. Here we give some recommended planning
noise levels for Denmark7 as it has some of the
most stringent recommendations. In general Denmark
follows World Health Organization and the Organi-
zation of Economic Cooperation and Development
recommendations8,9 and avoids using source-specific
noise metrics. The Danish planning levels are of partic-
ular interest because they address the issue of different
sound sources, of the times of occurrence of the noise,
the character of the noise (low-frequency content and
tonal and impulse corrections for some sources), and
peak sound and vibration levels. Examples of the plan-
ning levels, which are not mandatory, are summarized
in Table 1 for commercial and public buildings. Such
criteria usually refer to sound pressure levels 1.2 m
above the ground at the boundary of the nearest prop-
erty and at least 2 m away from a building facade.

4 BUILDING NOISE CRITERIA

One of the most interesting aspects of designing
buildings is the difficulty in dealing with multiple
requirements that may be contradictory. Developing
noise criteria is no exception and cannot be treated in
isolation. For example, there is little point in specifying
double glazing to control external noise if windows
need to open for ventilation.

Theoretically (simplistically), it should only be
necessary to set criteria based on acceptable internal
sound pressure levels in spaces for the activities being

carried out in the building. In practice, it is usually
necessary to specify the sound isolation performance
of common walls between spaces, for example, the
sound transmission class (STC), or weighted sound
reduction index (Rw) value of walls separating motel
rooms, as well as reverberation times. The STC (Rw)
values are set because it is not possible to estimate
what sound sources will be present in a building during
its life, and, like other aspects of the environment,
buildings can only be expected to moderate the
external environmental conditions, such as noise
events, rather than to produce constant sound pressure
levels. Reverberation time is important for aural
comfort as well as controlling sound pressure levels.

Much of the material on recommended sound lev-
els in buildings has been developed over many years
and should be considered as a mixture of practical and
idealistic criteria. The interior sound pressure levels
specified in Table 2 are for unoccupied spaces with air-
conditioning and other services operating. The levels
are assumed to be approximately steady, and so there is
no need to specify a noise metric that accounts for tem-
poral variations in the noise. For temporal variations
of less than ±3 dB an arithmetic average level can be
assumed. For greater variations in level a metric such
as LAeq should be used, but existing interior noise cri-
teria should be considered as suitable for quasi-steady-
state situations. There are other noise metrics used, for
example, balanced noise criterion (NCB) and room cri-
teria (RC)10,11 besides the two common ones, noise
criterion (NC) and LAeq, in Table 2. There are more
comprehensive tabulations of indoor noise criteria.12,13

Typical values of recommended sound isolation per-
formances of walls in office buildings are given in
Table 3.

There can be too little noise as well as too much
noise, although this is rare. If the sound pressure
levels in a building are too low, then minor activity
noise can be disruptive and speech privacy cannot
be achieved with economically viable constructions.
If external sound pressure levels are low and a
building is naturally ventilated, then again it may
be difficult/expensive to achieve satisfactory speech
privacy between workstations in open-plan offices or
to control noise from the building effecting neighbors,
for example, a school next to residential buildings.

An office building containing open-plan offices
with many workstations is a special case where a
compromise on background noise, screen, or partial-
height partition attenuation values, speech level, and
reverberation time must be considered to achieve ade-
quate speech privacy and adequate speech intelligibil-
ity within a workspace (see also Chapter 109).

5 NOISE SOURCES
The noise sources that should be considered in
commercial and public buildings can be considered in
two categories: external and internal.

The major external noise sources are usually con-
cerned with transportation: road traffic, aircraft, trains,
and, occasionally, shipping. However, there are many
other sources that may be significant at a given site.
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Table 1 Partial Summary of Danish Recommended Planning Sound Pressure Levels

a. Noise Limits from Commercial and Industrial Enterprisesa

Building location and use Mon–Fri, 7 a.m.–6 p.m., Mon–Fri, 6–10 p.m.,
Sat, 2–10 p.m.,

All days,
10 p.m.–7 a.m.

Sun and public holidays,
Sat, 7 a.m.–2 p.m. 7 a.m.–10 p.m.

Commercial and industrial areas 70 dB 70 dB 70 dB
Mixed residential/commercial

areas, urban centers
55 dB 45 dB 40 dB

b. Recommended Limit Values for Use When the
Enterprise and the Dwelling Are Located in the
Same Buildingb

Day and evening,
7 a.m.–10 p.m.

Night, 10 p.m.–7 a.m.

Enterprises, apart from offices 50 dB 50 dB
Offices 40 dB 40 dB
Rooms in dwellings 30 dB 25 dB
c. Recommended Road Traffic Noise Limitsc

Public institutions (hospitals, educational institutions,
schools): 55 dB

Service enterprises, (hotels,
offices, etc.): 60 dB

d. Recommended Train Noise Limitsd

Public institutions (hospitals, schools, etc.): 60 dB
Service enterprises (hotels, offices, etc.): 65 dB
e. Recommended Aircraft Noise Limitse

Residential areas and noise-sensitive public institutions (schools,
hospitals, nursing homes, etc.): 55 dB

Service enterprises (hotels, offices, etc.): 60 dB

aThe noise limits in part (a) are A-weighted equivalent sound pressure levels (LAeq), i.e., the energy averaged value over a
specified period (8 h during the day, 1 h in the evening, and one-half hour at night). If the noise contains clearly audible
tones or impulses, 5 dB must be added to the equivalent noise level to determine the noise rating level. The recommended
noise limits refer to outdoor sound pressure levels.
bThe recommended limit values in part (b), for noise from an enterprise, are indoor A-weighted equivalent sound pressure
levels (LAeq).
cOutdoor recommended limits in part (c) are 24-h LAeq values.
dThe limits specified in part (d) are outdoor 24-h LAeq values. There are also requirements governing both the maximum
sound and vibration levels at individual dwellings. The recommended maximum limit value is an A-weighted sound
pressure level of 85 dB. To avoid vibrations, minimum planning distances have been laid down for the distance from a
building to the center of the tracks.
eThe recommendations quoted in part (e) are A-weighted equivalent sound pressure levels over a 24-h period (LAeq), where
5 dB has been added to the sound pressure levels in the evening period (7–10 p.m.) and 10 dB to the sound pressure
levels at night (10 p.m.–7 a.m.) for commercial and military aircraft.
Source: From Ref. 7.

Table 2 Examples of Approximate Recommended
Sound Pressure Levels (Unoccupied) and
Reverberation Timesa

Room A-weighted NC RT (s)

Private office 40 35 0.5
General office 45 40 0.5
Courtroom 40 35 0.8
Churches 35 30 1.0
Hospital ward 35 30 0.5
Hotel/motel bedroom 35 30 0.5
Restaurants 45 40 <1.0
Classroom/conference

room
35 30 0.7

aAppropriate values in this table may depend on room
size, amplification, and other factors.

Noise from industrial sites as well as sporting and cul-
tural activities are occasionally significant. For schools
the external sounds of children playing may be noise
for classrooms. In public and commercial buildings
noise sources such as fans and chillers in adjacent
buildings and utilities such as transformers, sewage,
and water pumps can be of concern, but these sources
are usually controlled under environmental protec-
tion legislation. Construction site noise and alarms on
buildings and vehicles can also be annoying sources,
but these are infrequent events and are not designed
for.

The major noise sources inside buildings besides
people activity noises, such as conversations, footsteps,
doors closing, sound systems, and music, are the
heating, air-conditioning, and ventilation systems used.
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Table 3 Examples of Recommended Laboratory
Measured STC (Rw) Values to Achieve Adequate
Sound Pressure Levels and Speech Privacya

Room
Adjacent

Room
STC (Rw) Value

of Common Wall/Floor

General office Corridor/lobby 45
Plant room 60

Conference
room

Conference
room

50

Office 50
Toilet 55
Plant room 60

Private office Private office 50
General office 45
Corridor/lobby 50

a(These should be considered as approximate as
published recommendations vary by about ±STC 5 from
the values listed in table.)

Other building services, such as lifts and plumbing,
can also be important. External sound pressure levels
can be measured at a site or can be estimated based on
traffic usage of nearby roads, railroads, or aircraft flight
paths, although whether these sound pressure levels
will be maintained over the lifetime of the building is
dubious.

5.1 Road Noise
There are many procedures for the estimation of
road traffic noise14,15 (see also Chapter 120) and
recommendations for location of buildings based on
noise metrics such as LA10 and LAeq. These methods
take account of the vehicle flow rates, the mix
of light and heavy vehicles, the speed of vehicles,
whether the vehicles are freely flowing or not, the
road gradient, the road surface, the topography of
the surroundings, the distance to the road from the
site under consideration, and the presence of roadside
barriers or other buildings. Obviously, the noise will
also depend on the make and model of vehicles and
how well the vehicles are maintained.

An approximate estimate of the LAeq from a road
over flat ground can be obtained from

LAeq = 55 + 10 log(Q) + 0.3p − 20 log(d) dB

where Q is the vehicle flow rate in vehicles per hour,
p is the percentage of heavy vehicles, and d is the
distance in metres from the center of the nearside
traffic flow. To achieve a value of LAeq of 55 dB with
a traffic flow of 1000 vehicles per hour and 10% heavy
vehicles would require a distance of approximately
50 m from the road.

5.2 Aircraft Noise
There are a bewildering number of aircraft noise met-
rics [e.g., maximum overpass sound pressure level
(Lmax), noise and number index (NNI), noise expo-
sure forecast (NEF), Australian noise exposure forecast
(ANEF), and time above A-weighted sound pressure

level of 70 dB (TA70)] and an even larger number
of aircraft types, movements, loadings, flight paths,
weather conditions and other factors that can affect
the sound pressure levels at a building site (see also
Chapter 125). It is not possible to give approximate
estimates of sound pressure levels experienced near
airports, but data on at least one noise metric are
often available from aviation authorities for specific
airports and military airfields. This is in the form of
noise contours, often averaged over a year. Approxi-
mate maximum sound pressure levels at a site can be
estimated from the maximum pressure level of large
commercial aircraft measured during takeoff: approxi-
mate A-weighted noise level of 110 dB at 150 m. For
most commercial buildings aircraft noise should not
be a problem if the building is more than 1 km to the
side of a flight path. For public buildings this sideline
distance may need to be more than 2 km.

5.3 Air-Conditioning Noise Sources and
Control
The main noise sources in air-conditioning systems
are the fans, chillers, cooling towers, airflows through
ducts, grills and diffusers, and flanking transmission
through ducts and plenums (see also Chapters 110
and 112). The control of these sources is largely by
the appropriate siting and selection of mechanical
equipment, silencers, duct sizes, and linings.16

5.4 Airborne and Structure-Borne Noise and
Vibration Transmission in Commercial
Buildings
In commercial buildings as in other buildings and
structures, there are two basic forms of sound trans-
mission between spaces: airborne and structure-borne
or vibration transmission (see also Chapter 105). Air-
borne sound transmission, as the name suggests, is the
transmission of acoustic energy through the air for all
or part of its transmission. Structure-borne transmis-
sion involves the direct excitation of the structure by a
services source such as a fan or pump or by activity in
the building such as people walking on floors with hard
surfaces or doors closing, or sporting activity such as
a bouncing ball or water lapping against the sides of
a swimming pool. Such sound transmission may not
be noticeable to occupants of the room in which the
source is located but can be annoying to occupants in
other parts of the building.

The STC ratings of single-leaf walls, such as solid
masonry walls, is wholly determined by the surface
density of the wall. For a given type of composite con-
struction, for example, gypsum board on metal studs,
the STC value is still mainly dependent on the surface
density of the wall, but other factors such as the size,
spacing and gauge of the studs, the type and thickness
of the absorbing material between the studs, and the
use of resilient channels (vibration isolation) all influ-
ence the performance. Table 4 indicates approximate
values of different constructions and more detailed
information can be found elsewhere.17–19

Structure-borne sound transmission is dealt with by
specifying the impact isolation class (IIC) of floors, the
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vibration isolation required for different types of rotat-
ing machinery, its weight, its center of gravity and floor
construction and span, and the vibration isolation of
supply and waste pipes from the building structure.20

6 FLANKING TRANSMISSION
Transmission of sound that is not via the most
direct path or the major dividing element between
spaces is known as flanking transmission. Thus, sound
that travels via an air-conditioning duct that services
two adjacent rooms is considered to be flanking
transmission because the direct transmission path (the
shortest path) is through the common wall. Sound
transmission is more likely to be affected by flanking
transmission the greater the acoustic performance of
the common wall is. Below STC (Rw) 35 flanking
transmission can usually be ignored. Above STC 55
flanking transmission usually dominates transmission
due to poor sealing of joints within the wall or between
the wall and other building elements such as other
walls or the ceiling or in the air gaps around a door
or through a suspended ceiling or return-air plenum
or because of the chasing of electrical or hydraulic
services within a wall.

There is one flanking transmission path that is often
significant in commercial buildings: transmission of
sound through suspended ceilings from one office to
another. This type of transmission is important because
office partitions are often built to the suspended ceiling
and not the structural slab. This allows flexibility in
office layout without the need to relocate services
above the suspended ceiling. However, suspended
ceilings often have low mass and hence low STC
ratings.

A doorway through a high-performance wall is a
sure way of degrading the acoustic performance of a
wall, as is the use of return-air grills in doors. Operable
walls such as folding and sliding doors tend to have
poor acoustic performances partially because of the
difficulty in sealing them. The fitting of lightweight
partitions is also important.21

7 EFFECT OF CONSTRUCTION OF WALLS
AND FLOORS BETWEEN INHABITED SPACES
Although there are sophisticated theoretical and empir-
ical equations for calculating the transmission of sound
through walls and floors, most of the data used for
design purposes comes from laboratory tests. Simple
theory based on the surface density of a wall is often
adequate for single-leaf constructions. For masonry
walls it gives STC values within about ±STC 2, and
there is little advantage in achieving greater accuracy
because of wall material, construction, and flanking
path variability. The simple model for random inci-
dence sound transmission loss (TL) (also known as
sound reduction index) is

TL(dB) = 20 log(f m) − 47

where f is the frequency (in Hz) (using f = 500
will give an estimate of the STC value) and m is the
surface density (in kg/m2). Double-leaf constructions

and lightweight constructions require more complex
analysis.22

Besides mass and frequency there are three major
factors effecting the sound transmission through walls
and floors:

• Whether the wall or floor is a single- or
multiple-leaf construction

• Whether, in the case of double- or multi-
leaf construction, the wall–floor has sound-
absorbing treatment in the cavity

• Whether, in the case of double- or multileaf
construction, the wall–floor has structural iso-
lation (e.g., staggered stud wall or floated floor)

There are many possible constructions for walls and
windows and as well as combinations of these. For
design purposes it is useful to have some examples.
These are given in Table 4 for walls and Table 5
for floors with more comprehensive data available
elsewhere.17–19

8 COMPOSITE CONSTRUCTIONS
It is often the case that walls in commercial and public
buildings are not uniform in construction because
of doors, windows, or vents. In such situations the
values in Tables 4 and 5 may also be used to
estimate the “effective” (or “apparent,” “composite,”
or “resultant”) STC value due to the inclusion of
these other elements. The effective STC value, STCeff,
of the wall will depend on the relative areas and
one-third octave transmission loss (TL) values of the
elements (including air gaps) that form the wall. The
expression for calculating the effective transmission
loss, TLeff, at a given frequency, is given below. It
is common practice to use the same expression for
calculating the effective STC value of the common
wall by substituting STC for TL.

TLeff = 10 log
[∑

Ai

/ ∑
(Ai × 10−0.1TLi )

]

where Ai is the area of the ith component of the
wall (in m2) and TLi is the transmission loss of the
ith component.

Example A wall is composed of brick (STC of 50
and area of 10 m2) and a window (STC of 20 and area
of 1 m2):

STCeff = 10 log[11/(10 × 10−5 + 1 × 10−2)]

= 10 log(11 × 102)

= 30

9 USE OF SOUND-ABSORBING MATERIALS
The use of sound-absorbing materials in buildings
is important for speech intelligibility, aural comfort,
and controlling sound pressure levels from mechanical
services or other sources. (see also Chapter 104) In
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Table 4 Representative Transmission Class
(STC/Rw) Data for Walls, Doors and Windows (to
Nearest STC5)

Construction STC/Rw

24-g Metal Studs
16-mm GBa each side of 65-mm studs at

600-mm centers, no absorption
40

16-mm GB each side of 65-mm studs at
600-mm centers, 40-mm FGb

45

2- × 16-mm GB each side of 65-mm studs at
600-mm centers 40-mm FG

55

2- × 16-mm GB each side of 90-mm studs
600 o.c.,c no absorption between studs

50

2 × 16-mm +1-× 16-mm GB on 65-mm
studs 600 o.c., 80-mm FG between studs

55

2 × 16-mm GB each side of 90-mm studs
600 o.c., 80-mm FG between studs

55

3 × 16-mm GB each side of 90-mm studs
600 o.c., 80-mm FG between studs

60

20-g Metal Studs
2- × 16-mm GB each side of 90-mm studs

600 o.c., 80-mm FG between studs
50

As above with resilient channels on one side 60
Wood Studs
16-mm GB each side of 50- × 100-mm studs

at 600-mm centers, no absorption
35

As above but with 80-mm FG and resilient
channels on one side

50

As above but with 2- × 16-mm GB on each
side of studs and 50-mm FG

60

Brick
Single brick 45
Double brick 50
Cavity brick 55
Concrete Block
100-mm hollow lightweight 45
As above with 13 mm render both sides 50
100-mm hollow lightweight with 16-mm GB

on resilient channels
55

Solid Concrete
150 mm thick 55
As above with 40-mm FG +16-mm GB on

50-mm wood furring
60

Windows
3 mm, fixed glazing 25
6 mm, fixed glazing 30
10 mm, laminated, fixed 35
Double glazing (4-mm glass, 50-mm

airspace, 4-mm glass)
40

Doors
Hollow core, no seal/gasket 15
Solid (35 mm) without seals 20–25
Solid (35 mm) with seals 25–30

aGB = gypsum board or similar.
bFG = fibreglass batt or similar.
c On centerline.

commercial and public buildings absorbing materials
are more likely to be of use in reducing reverberation
time in large spaces such as courts, multipurpose
halls, and landscaped offices. The reason why special

Table 5 Representative Transmission Class
(STC/Rw) and Impact Isolation Class [IIC(LnTw)] Data
for Floors

Construction STC/Rw IIC(LnTw)

Concrete slab
150 mm thick 55 25(85)
150 mm thick with carpet
and underlay

55 85(25)

150 mm thick with 50-mm
slab on isolation pads

60 < 70(> 40)

150 mm thick with wood on
furring on pads

60 65(45)

absorbing treatments on walls and ceilings are often of
limited use for controlling noise is worth considering
as such treatments can be an expensive exercise giving
little return when a room is carpeted and has other
sound-absorbing furnishings.

In most office spaces speech privacy and low sound
pressure levels are aimed for, but these two require-
ments are, to a degree, mutually exclusive. [A quiet
space is one in which conversations can be most easily
overheard and where there are the greatest distractions.
When the A-weighted sound pressure level exceeds 50
dB, the noise increasingly becomes distracting.] Lower
sound pressure levels would result if a ceiling with
a higher absorption (NRC∗ value) were used but by
how much? In general terms, if the existing amount
of absorbing material in a room is A1 m2 sabin (A1 =∑

(Ai × NRCi ) where Ai is the area of surface i of
absorption NRCi) and the absorption is increased to A2
m2 sabin, the reduction in sound pressure level in the
reverberant field (there will be no reduction in sound
pressure level in the direct field near the source) will
be 10 log (A2/A1), which, for a doubling of the aver-
age NRC value or area of absorbent, results in a 3-dB
reduction in the sound pressure level. However, if there
is already a carpet or an acoustic ceiling and absorbent
furnishings such as upholstered chairs and curtains, it
would be difficult to double the amount of absorbing
material in the room, and so any change in the sound
pressure level will be small. A doubling of the absorp-
tion in a room results in the halving of the reverbera-
tion time (reverberation time is inversely proportional
to the total absorption), which could have a significant
influence on the perception of noise in the room.

∗NRC is a commonly used single-figure rating system for
materials used where speech is of major importance. It is an
average absorption coefficient in the speech frequency range.
An NRC rating of 0 means the material reflects all the sound
and a value of 1 means it absorbs all the sound. NRC values
do not tell the complete story. A high NRC value might be
achieved even though the material absorbs sound poorly at
low frequencies, for instance. In such a case a room would
sound “boomy,” and low-frequency absorption using panels
of resonant absorbers may need to be used. See Table 6 and
other references23–25 for some examples of materials and
their NRC values.
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Table 6 Representative Absorption Coefficients of
Materials

Material/Construction NRCa

Masonry walls
Clay brick (glazed or painted) 0.05
Concrete block (coarse) 0.30
Concrete block (painted) 0.05
Masonry plastered 0.05
Marble or glazed tiles 0.00
Sound-absorbing concrete blocks 0.50

Stud walls/panels
Any gypsum board wall, e.g., 13-mm
GB on each side of 90-mm studs

0.05

6-mm plywood with airspace behind 0.10
Floors

Wood floor on joists 0.05
Concrete or terrazzo 0.00
Linoleum, rubber or vinyl tiles 0.05
Carpet
3-mm pile 0.15
6-mm pile heavy, foam backed 0.25

0.55
Glass

3 mm 0.15
>6 mm 0.05

Ceilings
12-mm gypsum board 0.05
Rigid mineral fibreboard suspended
ceiling

0.60

Cellulose sprayed-on absorbent,
16 mm thick

0.55

Furnishings
Curtains
10 oz velour, straight 0.15
18 oz velour, 50% full 0.55
Fabric- or vinyl-covered fiberglass
wall panels 50 mm thick

0.80

Fabric- or vinyl-covered fiberglass
wall panels 100 mm thick

0.95

People
On medium upholstered seats 0.80
On hard seats 0.55

aThe NRC values of some of these finishes, e.g., ceiling
panels, will depend on the mounting conditions.26

10 SOUND INSULATION AGAINST TRAFFIC
AND AIRCRAFT NOISE
Where codes are available for the construction of
buildings against road traffic and aircraft noise,5,6 they
should be referred to. A simple approach is given
below, but it should be understood that the acous-
tic transmission of facades is more complex than this
method would suggest. The spectrum, level, and direc-
tion of the sound can vary over the facade that will in
turn affect the transmitted sound. While most exter-
nal sound sources are somewhat different in spec-
trum to speech (for which the STC rating system
was developed) and the angle of incidence is not ran-
dom (random incidence is used for STC determina-
tions), STC values are often used for outdoor–indoor

Table 7 Outdoor–Indoor Transmission Classa

Façade Area as %
of Floor AreaRoom

Source Furnishingsb 20 30 40 60 80 100 160

Aircraft Hard −1 +1 +2 +4 +5 +6 +8
Standard −3 −1 0 +2 +3 +4 +6
Soft −5 −3 −2 0 +1 +2 +4

Road Hard +1 +3 +4 +6 +7 +8 +10
Standard −1 +1 +2 +4 +5 +6 +8
Soft −3 −1 0 +2 +3 +4 +6

aCorrection to be added to the difference between outdoor
and indoor sound pressure levels to obtain the required
STC for the facade fenestration.
b‘‘Hard’’ is typical of a kitchen or bathroom, ‘‘standard’’
is typical of a living room or dining room, and ‘‘soft’’ is
typical of a bedroom.

acoustical design purposes. Where a higher level of
accuracy is required the outdoor–indoor transmission
class (OITC) can be used.27

For outdoor sources such as aircraft and road
traffic that have strong low-frequency components, the
perceived insulation tends to be less than indicated by
STC ratings. Harris28 gives a correction method based
on the noise source, facade area, and room furnishings:

Lout − Lin = STCeff − correction (see Table 7)

where Lout is the outside A-weighted sound pressure
level, Lin is the inside A-weighted sound pressure level
(e.g., criteria in Table 2), and STCeff is the STC value
of the composite facade (walls, windows, doors, roof,
vents, etc.).

Given the uncertainties in sound levels, perception,
and other factors, it can be seen from Table 7 that for
facade areas about 20 and 50% of the floor area there is
little point in using the OITC in other than exceptional
circumstances.

There are also alternatives to the previous equation.
The most common is

Lout − Lin = STCeff − 10 log(S/A) − 6

where S is the area of facade through which the
sound is transmitted to a room having A m2 sabin
of absorption.

The effort to control external sound transmission
through the exterior envelope of a building is usually
concentrated on windows, roofs, doors, and vents as
these are the weakest transmission paths with the
windows often being more important in commercial
and public buildings while roofs may be more
important in residential buildings.

11 ANALYTICAL NOISE MODELS
In buildings, because of the limitations on accu-
racy of sound transmission predictions due to flank-
ing paths, workmanship, angle of incidence of sound,
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unknown noise sources and levels, it is rarely neces-
sary to use sophisticated techniques such as statistical
energy analysis (SEA) for high-frequency transmis-
sion, finite element analysis/boundary element method
(FEM/BEM) for low- to mid-frequency transmission,
and the Helmholtz method (for the full-frequency
range) to design for noise transmission.29–32 There
are a number of simple empirical and analytical noise
models that are useful, but generally buildings are
designed using tabulated values of STC, IONR, IIC,
and NRC values as indicated above.
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1 INTRODUCTION

Structures immersed in a moving fluid experience
fluid loading forces. These forces are caused by
several physical phenomena. The phenomena may be
divided into three main categories: (1) steady incoming
flow that impinges on the structure, (2) unsteady
incoming flow, and (3) eddies (vortices) that form in
the fluctuating wake flowing past the structure. The
manner in which a structure responds to the flow forces
is governed by several factors, the most important
being: (1) its geometrical shape and dimensions; (2) its
boundary conditions and rigidity (stiffness) and mass
distributions, which govern its fundamental and higher
natural frequencies; and (3) its vibration damping.
The structures may be divided into two main types:
(1) stiff structures that are relatively rigid and that have
fundamental bending and torsional frequencies that are
above the predominant fluctuation frequencies in the
incoming flow and wake eddy formation rates and
(2) flexible structures that have fundamental frequencies
much lower than or that coincide with the frequencies of
the fluctuating forces in the incoming flow and/or wakes
from any neighboring structures upstream. Dynamic
forces experienced by “rigid” structures can be divided
into two main types: (1) longitudinal forces in the flow
direction mostly caused by unsteady incoming flow and
(2) lateral and torsional forces that are mainly caused by
thevortex shedding in the structure’s ownwake.Flexible
structures can experience additional forces caused by
motion of the structure itself in response to the flow
forces. Motion of the structure, sometimes caused by
aeroelastic effects, can alter the flow and result in
self-generating feedback mechanisms known such as
galloping, flutter, or vortex-generated motion resulting
in increased vortex shedding.

In addition, aeroelastic effects associatedwith vortex
shedding are also important since, when the vortex
shedding frequency coincides with an eigenfrequency,
feedback motion results in which the vortex-generated
motion intensifies the vortex shedding.

2 FLUID FLOWS

There is a considerable body of literature describing
the vibration of structures caused by fluid flow. This
chapter describes the response of structures to fluid
flow forces and in particular the response of build-
ings, towers, and other structures to forces caused by

wind. The discussion includes reviews of the phys-
ical phenomena involved, methods of vibration pre-
diction, human response to the vibration and methods
of vibration reduction and control. In addition, refer-
ences to the literature are provided for further read-
ing, including books on wind effects on structures,1–6

book chapters,7–9 books of proceedings,10–13 design
guides,14–18 and articles in journals.19–50 There are
many books covering the dynamic response of struc-
tures that are also useful in study of this topic.51

2.1 Fluid Flow around a Body
When a fluid flow meets a structural body, the flow is
perturbed as it travels around the structure. The flow
behavior depends on several factors. In practice, the
main fluid effects are due to the fluid’s viscosity and
inertia. When a fluid flows near to the surface of a
body, its viscosity causes it to adhere to the surface
and to slow down near to the surface. The result is
that a slowly moving layer of fluid exists near to the
surface known as a boundary layer. Figure 1 shows
the velocity profile of a typical boundary layer. In
pipes and machinery elements containing fluid flow,
boundary layers tend to grow in thickness with distance
along the surface. In atmospheric wind the boundary
layer is more or less constant in thickness, except
that it differs in thickness depending upon the terrain
roughness (e.g., whether the flow is over water, forests,
suburbs, or over built-up city environments, etc.). The
different flow speeds in the boundary layer cause flow
shearing in the layer; after the fluid passes a body, it
tends to rotate and at high enough speeds vortices can
form, which are also known as eddies.1–6

U

U

U

x

Figure 1 Growth of a typical two-dimensional boundary
layer along a flat surface.
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As the flow approaches a body in its path, it
slows down on the upstream side, accelerates around
the sides, and forms eddies in the downstream side.
The collection of eddies is known as the wake. After
traveling some distance downstream, the wake slowly
disappears after the eddies disintegrate.1–6 See Fig. 2.

When a fluid flow meets a structure, the flow is
affected by its geometrical shape. Bodies that do not
have a streamlined shape (i.e., bluff bodies) have a
different effect on the fluid flow than those that do
(i.e., streamlined bodies). Cables, wires, and cylindrical
exhaust stacks and chimneys can be considered to be
bluff bodies.1–9 Some asymmetrical bodies such as
aircraft wings, turbine blades, and some automobiles are
essentially streamlined when the flow approaches in the
design direction. But, if the flow approaches such bodies
at an abrupt angle different from the design direction,
they must be regarded as bluff bodies as well.

The feature that distinguishes the flow around bluff
bodies from that around streamlined ones is that a
significant wake is formed behind bluff bodies. (See
Fig. 3.) The wake is separated from the rest of the

Figure 2 Organized eddies in a flow that dissipate into
a disorganized wake.

Shear Layer

Wake

A

(a)

(b)

B

Separation
Points

Boundary Layer

Figure 3 Plan view of flow past a body, showing
stagnation point (I) separation, and eddy formation:
(a) square cylinder1 and (b) circular cylinder. (From Ref. 1.)

flow by a shear layer. In the case of bluff bodies with
sharp corners the shear layer begins at the corners as
shown in Fig. 3a, and the flow separates from the body
contour at these locations. With bluff bodies such as
circular cylinders (Fig. 3b), flow separation is delayed.
In the latter case a shear layer is formed first, which is
known as the boundary layer, and then flow reversal in
the boundary layer causes flow separation at locations
such as A and B as shown in Fig. 3b, past which the
boundary layer becomes a free shear layer.

The exact location of these flow separation points
depends on several factors including: (a) the intensity
of the turbulence in the approaching flow, (b) the body
shape and dimensions, (c) the surface roughness of the
body, and (d) the Reynolds number.1–10

The static pressure (also known as the gauge
pressure) in the flow depends upon the flow speed.
Along any streamline, the pressure and flow velocity
are related by the Bernoulli equation:

p1 + 1

2
ρU 2

1 = p2 + 1

2
ρU 2

2 = constant (1)

where p1 and p2 are the static pressures at two points in
the flow on a streamline, ρ is the fluid density, and U1
and U2 are the corresponding flow velocities at the two
points 1 and 2. The quantity 1

2ρU 2 is called the dynamic
pressure denoted by q. At some upstream locations on
the body theflow slows down, some of the dynamic head
is lost, and the static pressure is increased according to
Eq. (1). On the body’s sides the flow velocity increases
again, and the static pressure drops.

If the flow comes to a complete stop at any
location, the point is known as a stagnation point
(see, e.g., point 1 shown in Figs. 3a and 3b). The
pressure is the sum of the static pressure and the
dynamic pressure 1

2ρU 2. Further downstream from
these locations the fluid stream can separate from the
body forming regions of separated flow. The different
static pressures around the body give rise to the well-
known lift and drag forces, which are perpendicular to
and in the same direction as the flow, respectively1,3

(see Fig. 4). In Fig. 4 the flow approaches the body
at an angle α to the x axis. The angle α is known

V

L

x

y

Lift

Total
Force

Drag

α

α

Figure 4 Lift and drag forces on a body.
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as the angle of incidence. In aeronautics, it is often
called the angle of attack.

The viscous and inertia forces and their relationship
to each other affect the characteristics of the flow
around the body.1,7 The ratio of the inertia and viscous
forces can be shown to be the Reynolds number, Re,
which is given by

Re = ρ UL/µ = UL/ν, (2)

where L is a typical body surface dimension, µ is the
fluid dynamic viscosity, and ν = µ/ρ is called the fluid
kinematic viscosity.

2.2. Vortex Formation
Long cylindrical structures such as machinery heat
exchanger tubes, which the flow strikes perpendicu-
larly, shed vortices (eddies) in the wake. The vortices
are shed periodically and give rise to periodic lat-
eral (lift) forces on the cylinders. This phenomenon is
observed in the case of wind flow on slender circular
cylindrical structures such as cables, chimney stacks,
towers, masts, etc.1–9 (see Fig. 5).

It also exists to a somewhat lesser degree on similar
noncircular structures. (See Fig. 6.) Further discussion
on eddy formation on circular cylinders follows.

(a)

(b)

Figure 5 (a) Flow visualization of close wake behind
a circular cylinder and (b) vortex street downstream of
a circular cylinder. Copyright Onera (www.onera.fr), the
French Aerospace Lab.

Figure 6 Wake downstream of a thin plate immersed in
a water flow. Copyright Onera (www.onera.fr), the French
Aerospace Lab.

The Strouhal number S is defined as

S = nd/U (3)

where n is the vortex shedding frequency (in Hz), d is
the characteristic structural dimension (in m), and U is
the flow velocity (in m/s). For a long slender cylinder,
the characteristic dimension d is typically chosen to
be its diameter.

Figure 7 shows, for smooth circular cylinders, the
flow dependence on Reynolds number.1–9

In the case of noncircular slender prismatic struc-
tures, the Strouhal number is similarly defined; the
characteristic dimension d is normally chosen to be the

(a)

Re ≅ 1

30 ≤ Re ≤ 5000

5000 ≤ Re ≤ 200,000 Re ≥ 200,000

Re ≅ 20

(c)

(b)

(d ) (e)

Von Karman Vortex Trail

Turbulent
Wake

Turbulent
Wake (narrower)

Figure 7 (a) Flow past circular cylinder Re ∼= 1, (b) flow
past circular cylinder Re ∼= 20, (c) flow past circular
cylinder 30 ≤ Re ≤ 5000, (d) flow past circular cylinder
5000 ≤ Re ≤ 200, 000, and (e) flow past circular cylinder
Re ≥ 200, 000. (From Ref. 1).
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across-wind dimension. Table 1 gives Strouhal num-
bers for a selection of closed shapes (Table 1a) and
for open and cylindrical shapes (Table 1b). It is seen
that the Strouhal number for closed shapes depends
not only on the across-flow dimension d but on the
along-flow dimension B and the leading-edge radius r

as well. The range of Reynolds number in which the
Strouhal number is valid is also given in Table 1a.6

Using the characteristic dimension of the body
and the flow velocity, the Strouhal number S can be
used to predict the frequency of vortex shedding in
the structure’s wake. For cylindrical structures, the
Strouhal number may be assumed to be about 0.2 and
to be nearly independent of Reynolds number. The
numbers given in Table 1 should be used for guidance
only. Figure 8 shows some experimental results6 for

Table 1 Strouhal Numbers for (a) Closed Sectional Shapes and
(b) for Open and Circular Sectional Shapes

(a)

Shape of Cross Section

Strouhal Number

S = f
(

dw

U∞

) Valid Range
of Reynolds Number

B
d

= 1

r

B

dU∞

0.33 2 × 106 > Re > 4 × 105
r
d

= 1
3

B
d

= 1 0.2 → 0.35 7 × 105 Re > 4 × 105

r

B

d
W r

w
= 1

4
0.35 2 × 106 > Re > 7 × 105

B
d

= 1 0.2 8 × 105 > Re > 3 × 105
B

Wdr r
w

= 1
4

0.3 Re > 3 × 105

B
d

= 1 0.2 5 × 105 > Re > 3 × 105
B

Wdr r
w

= 1
4

0.65 1.6 × 106 > Re > 6 × 105

B
d

= 2B

dr 0.4 2.5 × 106 > Re > 3 × 105
r
d

= 1
2

B
d

= 1
2

0.2 → 0.35 6 × 105 > Re > 2 × 105

B

d
r

r
d

= 1
4

0.35 1 × 106 > Re > 6 × 105

Ellipse 0.12 5 × 105 > Re > 3 × 105B

d B
d

= 2 0.60 2 × 106 > Re > 1 × 106

Ellipse
B

d B
d

= 1
2

0.2 7 × 105 > Re > 1 × 105

0.22 Re > 8 × 104

d
0.125 Re > 5 × 104

d 0.13 → 0.22 Re = 0.3 + 1.4 × 105

d 0.14 → 0.22 Re > 0.8 × 105



VIBRATION RESPONSE OF STRUCTURES TO FLUID FLOW AND WIND 1379

Table 1 (continued)

(b)

Profile
Wind-

direction S = fw

(
d

u∞

)
Profile

Wind-
direction S = fw

(
d

u∞

)
Profile

Wind-
direction S = fw

(
d

u∞

)

d
d 0.14

0.125d

d
0.17 d 0.15

0.12 0.18

0.5d

d
0.14

0.062d

d
0.18

d

dd
0.12

0.18 0.18

0.25d

d
0.15 d 0.15

dd

0.5d
0.14

0.16

0.125d

d
0.18

d

0.25d
0.5d

0.18 d
0.5d

0.11
0.16 0.15

0.150.5d

d
0.14

d

2 × 0.25d
0.15

d

2d
0.16

0.18

0.25d

d
0.17

d

d
0.14 d 0.20

0.15 0.15

Source: From H. Bachmann et al., Ref. 6. Reprinted, with permission.
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Figure 8 Strouhal numbers for rectangular sections.
(From H. Bachmann et al., Ref. 6. Reprinted with
permission).

the dependence of the Strouhal number for closed
rectangular cross sections on the section aspect ratio
l/d .

2.3 Added Fluid Mass
Structures immersed in moving fluids are exposed to
a variety of dynamic forces that can cause vibration
of the structures. However, it is well known that the
fluid itself has an effect on the dynamics of structures.
This effect is most pronounced in cases where the
fluid density is comparable with the density of a
structure. As a structure moves, it entrains some of
the fluid, effectively increasing the structure’s mass.
The effect is independent of the fluid viscosity. The
mass of the entrained fluid is normally termed the
added mass. This added mass has the effect of reducing

the natural frequencies of the structure. It also has the
effect of coupling together the modes of vibration of
the structure and the vibration of structural elements
situated near to each other in the fluid.7

The response of a structure to a dynamic force is
related to its stiffness, damping, and effective mass.
Extended structures have a low fundamental natural
frequency and multiple higher natural frequencies. In
many cases vibration in the fundamental frequency is
dominant.3,6,51 At a frequency below a natural fre-
quency, the structural response is stiffness controlled.
At or near to a natural frequency the response is damp-
ing controlled, and above a natural frequency it is mass
(or inertia) controlled. Thus the added mass is seen
to have most effect on the high-frequency vibration
of light structures immersed in dense fluids. Proper
modeling of the vibration of ship hulls in water, struc-
tural elements of pumps conveying dense liquids, and
the dynamics of ship propellers, liquid heat exchanger
tubes, and the like must always account for fluid mass
loading and inertia effects.7 It can be shown theoreti-
cally that the added mass is proportional to the mass
of fluid displaced by the structural element.7

If two structures are situated close to each other,
the added mass also becomes a function of the spacing
between the structures and in addition inertial coupling
will exist between them. Several books present tables
of added mass for various structural geometries.3,7

If the structure is axisymmetric, the added mass is
easily calculated and the motion effects are symmetric
about the length axis. If a structure is asymmetric, it
can be shown that the added mass couples motion
in the X- and Y -orthogonal directions and has an
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Figure 9 Flow in multitube heat exchangers of nuclear or
thermal power stations. Copyright Onera (www.onera.fr),
the French Aerospace Lab.

effect on torsional motion as well.7 Figure 9 shows
an experimental visualization of the flow in multitube
assemblies such as those found in a heat exchanger
in a nuclear or thermal power station. The interaction
of the vortices in the wakes of upstream cylindrical
structures with those downstream can be seen clearly.
It can also be observed that the interaction between
upstream and downstream cylinders varies with time
as eddies are shed alternately from the top (right) and
bottom (left) of the upstream cylinders.

For the theoretical case of a simple mass–spring–
damper system, much above its natural frequency, the
acceleration response of the structure to a given force
is proportional to its mass. For real extended structures
with multiple natural frequencies, the situation is more
complicated, but at high frequency and for excitation
that is not near to any natural frequency, the structure’s
mass is normally the dominant effect that governs its
response. Thus the added mass effect is more important
for light structures and at high frequency.

In cases where water or some dense liquid is the
fluid medium, then mass loading effects are important
and must be considered. However, for air or some other
fluid medium such as natural gas, added mass effects
can normally be ignored in practice. Since the rest of
this chapter will be concerned mainly with the response
of structures to wind forces, added mass will not be
considered further.

3 WIND CHARACTERISTICS

The wind flow speed and direction normally continu-
ally change. The wind in most cases is highly turbulent,
and its characteristics depend on a number of factors,
the most important being: (a) the surface roughness of
the terrain (which differs according to whether the sur-
face is water, open terrain, subusrban, or urban) and
(b) the height above the ground.1–5

3.1 Variation of Wind Velocity due to Height
above Ground Level

Figure 10 represents the instantaneous velocity profile
of wind with height above the ground, z. The wind
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Figure 10 Instantaneous wind profile U(z,t) with super-
imposed turbulence as a function of height, z.

flow velocity varies with height because of the addition
of the turbulent flow to the mean flow. A time average
of the flow is shown as the mean flow profile given in
Fig. 10. The averaging time used must be significantly
greater than the time of passage of the wind flow over
the body d/U , where d is a characteristic dimension
in the flow direction and U is the flow velocity.

3.2 Effect of Terrain

Buildings and other obstacles have the effect of slowing
down the wind. This causes a large difference between
low- and high-elevationwind velocities. In open country
there is less difference between low- and high-levelwind
velocities. Figure 11 shows typical wind speed profiles
in open country (rural), suburban, and city terrains. Both
average (mean) speed profiles and an indication of the
range of gust fluctuations are given. The gradient wind
speed is the undisturbedwind speed expected at high ele-
vation.Theprofiles canbepredicted if the surface rough-
ness factors expected for each terrain are known.1–5

Figure 12 presents typical wind boundary layer
velocity profiles for three different areas. The height,
z, above the ground is given in the vertical scale in
metres. Wind velocities are expressed on the horizontal
scale as a percentage of the gradient (or upper level
undisturbed) wind velocity.

3.3 Wind Flow around Buildings

Wind speeds and profiles are typically referenced with
respect to a standard height of 10 m (33 ft) above
ground level. See Fig 13. It can maintain a fairly
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Mean Speed Profile
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Fluctuations
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Figure 11 Vertical profiles of mean wind velocity for three typical terrains.
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Figure 12 Typical wind velocity profiles: town or city (left), suburban (center), and rural or open country (right) landscapes.

steady direction, but it can also change in speed and
in direction (known as veering). When an obstruction
such as a building is encountered, the flow pattern
changes markedly. (See, e.g., Fig. 14.)

Buildings introduce distinct individual wind flow
patterns. Near large buildings the wind can behave
in a very complicated manner due to local flow
accelerations, formation of eddies, and flow reversals.
For example, winds can reverse direction and head
downward in the “upwind roller” that can form in front

of a large tall building. The wind can also roll and flow
upward behind such a building. (See Fig. 15.)

By watching the behavior of vegetation, birds in
flight, flags flying, and the like near a building, it is
possible to observe such wind flow patterns in real
life. The use of scale-model buildings in wind tunnels
makes it possible to reveal such wind flows by the
use of flow visualization techniques (e.g., smoke).
Wool or cotton tufts attached to the model building
and ground surfaces are also used sometimes for flow
visualization.
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Figure 13 Typical wind velocity profiles in city and open
country regions with velocities of 8 km/h and 16 km/h
referred to a height of 10 m.

Wind velocities vary widely in different parts of the
world. For example, in England and Wales, large cities
and towns rarely experience wind gusts that exceed
110 km/h (stagnation pressure p = 560 Pa) (70 mph).
Coastal areas can have gusts of up to 145 km/h
(stagnation pressure p = 970 Pa) (90 mph). Some areas
in the north of England and Scotland can be subjected to
gusts that exceed 160 km/h (p = 1185 Pa) (100 mph.)

3.4 Wind Stagnation Pressure and Flow
around Buildings
The stagnation pressure can be calculated from Eq. (4),
which is based on the Bernoulli equation, Eq. (1)

p = 0.6U 2 (4)

Incoming
Wind Flow

Wake
Region

Area  of Strong Surface Winds

Figure 15 Schematic diagram of airflow patterns around
a bluff-body or building.

The constant 0.6 is approximately half the specific
mass of air, at 20◦C and average relative humidity.
For example, a strong gale-force wind blowing with
a free stream velocity of 80 km/h (48 mph) could
exert a maximum stagnation pressure of 296 Pa on
a building:

As the air passes over and around the building, the
static pressures are positive (relative to gauge pressure)
on the upstream windward side and negative (relative
to gauge pressure) on the downstream (leeward) or
sheltered side. The negative pressures can cause the
roofs to be “sucked off” buildings and windows out
of walls. If the wind comes to a complete stop at a
stagnation point, its dynamic pressure far upstream is
fully converted into a static pressure.

The maximum wind force exerted on a building can
be considerable. The wind force normally varies over a
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Figure 14 Wind flow around a building. (a) section view and (b) plan view. (+) = Positive gauge pressure; (−) = negative
gauge pressure. Flow normally separates at the sharp upstream corners of the building. Reattachment in some cases
occurs before the wake is formed. (1 = stagnation point, 2 = separation points, and 3 = reattachment points).
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building surface, and the total wind force usually does
not exceed 80% of the maximum theoretically possible
value.

Example Consider a building with 15-m wide × 6-
m high wall exposed to 160 km/h gusts in an exposed
coastal area in Scotland:

Wind pressure = 1185 Pa

Actual force transmitted to building will be between
50 and 80% of theoretical maximum, depending on
surface roughness of the building.

Estimated maximum total force on building

= 15 × 6 × 1185 × 80% N = 87.7 tonnes

The Beaufort scale is used in some countries as a mea-
sure of wind strength. Table 2 shows Beaufort scale
number ratings for several different wind descriptions
and speeds, together with corresponding stagnation
pressures.

3.5 Duration of Average Wind Speeds
Wind conditions vary from day to day and month
to month in most parts of the world. Table 3 gives
average wind speeds and the fraction of the time winds
are above 8 and 16 km/h in the United Kingdom.

3.6 Wind Excitation of Buildings
The wind excitation forces on building structures may
be divided into two main categories: (a) fluctuating
forces in the wind direction on the structures caused
by the turbulent pressure fluctuations that exist in
the approaching wind flow and (b) fluctuating forces
caused by turbulent eddies shed in the wake of
the structure. These eddies (vortices) shed in the
structure’s wake mostly result in fluctuating forces

Table 2 Beaufort Scale Ratings and Stagnation
Pressures for Different Wind Conditions and Speeds

Wind Speed Stagnation
Wind Beaufort Pressure

mph km/h m/s Description Scale (Pa)

1 1.5 0.42 Calm 0 0.106
6 10 2.8 Light breeze 2 4.70

12 20 5.6 Gentle breeze 3 18.8
24 40 11.1 Fresh breeze 5 73.9
48 80 22.2 Fresh gale 8 296.0

Table 3 Average Wind Speeds and Fraction of Time
Winds Are above 8 and 16 km/h in the United
Kingdom

Under 8 km/h
(5 mile/h)

Under 16 km/h
(10 mile/h) Situation

20% 45% Coast
35% 55% Rural
45% 75% City suburbs
55% 95% City centers

in the cross-wind direction and to a lesser extent in
the torsional direction. Wind excitation forces and
the building vibrations they cause may be further
subdivided and are now described in more detail in
the following sections in this chapter.1–9

As discussed already, the response of a building
structure to wind depends not only on the wind char-
acteristics but on the structure parameters as well.
Very stiff structures deflect little in the wind, and
their response can be treated as simple random forced
response problems. However, flexible structures such
as road signs, tall bridges, tall buildings, communi-
cation towers, and the like can respond appreciably
and their movement can change the flow. The inter-
action of the structure motion and flow is known as
an aeroelastic phenomenon. The calculation of the
aeroelastic response of building structures is much
more complicated than that of a pure forced response
problem. Although many attempts have been made to
calculate the response of rigid and flexible building
structures to wind, many unknowns and variables in
the wind flow, speed and direction with time, height
above the ground, interactions with other structures,
and complicated building geometries make calcula-
tions difficult.1–6,8,9 In most cases, scale models need
to be tested in wind tunnels to obtain reliable results.

Figure 16 shows a schematic of wind effects and
building excitation effects.

3.6.1 Turbulence-Induced Vibration (Gust or
Buffeting) Vibration of a structure may be caused
by turbulence in the oncoming flow. The unsteady
velocities and related pressure fluctuations in the
approaching flow produce unsteady loading on the
structure. The response of the structure caused by
this unsteady loading is often termed buffeting. If
the turbulence in the oncoming flow is associated
mostly with turbulence in the wake of an upstream
structure, the loading and structural response is
usually called wake buffeting, although some refer
to the phenomenon as turbulence-induced vibration
or gust-induced vibration. The turbulent gusts cause
fluctuating drag and lift forces on the structure and
resulting inline, across-wind, torsional vibrations, and
a combination of all three effects.1–6,8,9

3.6.2 Wake-Induced Vibration (Buffeting) If a
structure is downstream of another structure, it will be
subjected to the turbulent wake shed from the upstream
structure. If the separation between the structures
is only a few typical building dimensions, then the
downstream building can be subjected to periodic
excitation caused by the vortices shed alternately from
the left and right sides of the upstream structure.
(See Figs. 5, 6, and 9.) If the direction of the wind
is such that only the vortices from one side of the
upstream structure strike the downstream structure, the
excitation frequency will be only half as much as in
the case where vortices from both sides strike the
downstream structure. If the wind is very turbulent and
it veers in direction, then the vortices will strike the
downstream structure aperiodically. Some of the time
vortices may strike the downstream structure, and the
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Figure 16 Classification of dynamic effects from wind.

rest of the time they may miss the structure completely,
which may be in free flow conditions the rest of the
time. At a considerable distance downstream, the wake
will have become disorganized (see Fig. 2), and the
excitation forces will become more random in nature.
The wake effect depends also on the flow velocity, and,
as Fig. 7 shows, it can be related more accurately to the
Reynolds number. Methods for the calculation of the
response of structure to inline buffeting are given in
several recent publications.1–6,8,9,15 The methods are
too complicated to give in detail here.

3.6.3. Vortex-Induced Vibration In the case of
slender cylindrical structures such as chimneys, towers,
and masts, vortices are shed alternately from the left
and right of the structure in the wind direction in
the wake. (See Figs. 5, 6, and 7.) This phenomenon
gives rise to oscillating forces in the cross-wind (or
lift) direction at the vortex shedding frequency, n. If
the structure is very stiff, and the motion is negligibly
small, then it can be regarded as forced motion. If the
structure is extended as in the case of a tall flexible
building, and the natural frequencies of the building are
close to the Strouhal frequency, the structural motion
can affect and significantly interact with the flow so
that the motion of the body causes the eddies to be
shed at the same frequency as the body vibration and
this is no longer strictly related linearly to the wind
speed. This important effect is known as lock-in and
is observed experimentally to result in a considerable
amplification of the structural motion. The motion can
result in large vibration amplitudes, but not usually
greater than half of the cross-wind dimension of the
structure.1–6,8,9,15 Theoretical analyses are not yet
completely successful in predicting the full range
of lock-in vibrations of flexible structures.2,6,15 The
motion is illustrated in Fig. 17.

Galloping is an aeroelastic phenomenon. It is more
prevalent on slender structures such as ice-coated

power lines and slender flexible masts with rectangular
cross sections and other open sections such as H,
I, U, and so forth. See Table 1b. Galloping can
occur in a variety of manners. One common form
of galloping is across-wind galloping. Large motions
of the structure can result in across-wind vibration
with amplitudes up to 10 times or even more of the
across-wind dimension of the structure. The motion
can be explained physically as follows. As the structure
moves, its velocity relative to the oncoming wind
velocity increases the angle of incidence (sometimes
also called angle of attack) α of the wind to the
structure. This increase in angle increases the lift forces
on the structure. These increased forces cause further
across-wind deflection and so on. The oscillatory
motion is only limited when the structural velocity
relative to the wind velocity no longer produces an
increase in across-wind force with increase in the
relative angle of attack. Some authors treat this motion
as a nonlinear phenomenon and theories have been
formulated to predict the effect and motion. Often
the static lift and drag coefficients are used for first
approximations of the lift and drag forces needed in a
theoretical analysis.2,6

Across-wind galloping can occur at any wind speed.
Surprisingly, galloping is often observed at low to
moderate wind speeds. This is because with a low
wind velocity, the structural velocity is appreciable
compared to the wind velocity and causes a consid-
erable change in the relative angle of attack α of the
structure to the wind. See Fig. 4.1–6,8,9,15

Torsional galloping is similar to across-wind gal-
loping. With torsional galloping, torsional (twisting)
vibration is involved in place of across-wind vibration.
Such across-wind and torsional galloping motions are
inherently unstable and can result in violent motions
and even eventual structural failure.2
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3.6.4 Flutter Flutter is similar to galloping, but
here across-wind and torsional vibrations may be
excited simultaneously. Like galloping, it is an aerody-
namic instability. Unlike galloping, however, which is
largely a single-degree-of-freedom phenomenon, flut-
ter is a two-degree-of-freedom phenomenon. Vortex
shedding is not involved. The torsional and the across-
wind motions are coupled together.1,2

Several types of flutter have been observed.2

Classical flutter is well known to aircraft designers,
particularly with the wings themselves and the control
elements on the wings (ailerons). If the structure has
natural frequencies of vibration in the across-wind
(lateral) and torsional modes, which are very close
to each other, then with small changes in structural
position or geometry, the two frequencies of vibration
can be caused to coincide and flutter commences.

Stall flutter normally occurs when the wind is at an
oblique incidence to the structure and when structural
or airfoil stall is involved.1,2 As the relative angle
of attack increases, if the relative angle of attack is
sufficient to reach and increase past the angle of stall,
the lift force can be suddenly lost. Such flutter can
result in very large vibration. Road signs mounted on
a central cylindrical post are prone to such vibration.
The vibration can be suppressed by increasing the
stiffness of the supporting post and/or the structural
damping.

Panel flutter is observed on aircraft and spacecraft
fuselage and wing panel structures but can be observed
on flexible building or bridge facings too, for instance,
on sheet metal roofs. In such cases the motion is again
self-excited, affects the fluid flow, and is unstable.
It can be suppressed by geometrical redesign and/or
increase in panel vibration damping.1–6,8,14,51

4 STRUCTURAL VIBRATION RESPONSE OF
BUILDINGS AND TOWERS
Figure 18 presents a schematic that indicates the
vibration amplitude responses of a building structure
to the different types of excitation discussed in
Sections 3.6.1 to 3.6.4 and as classified in Fig. 16.

4.1 Types of Building Vibrations
As already discussed in Section 3 of this chapter, fluid
flow and wind forces are responsible for a variety
of vibratory mechanisms in structures. In the case of
inline buffeting, (Fig 18a), the vibration amplitudes
generated increase nonlinearly and very rapidly with
flow speed. This is because motion can be regarded
as forced motion, and the turbulent flow forces
involved are proportional to flow velocity squared. It is
important to know the fundamental natural frequency
of a structure if it is in forced motion since below
the natural frequency the response is mostly stiffness
controlled, at or near to the natural frequency is
damping controlled, and above the natural frequency
it is mass (or inertia) controlled.

In cross-wind vortex shedding motion (see Fig.
18b), again a knowledge of the structural fundamental
natural frequency is needed since by careful building
design, it may be possible to modify this frequency
and change it so that it only becomes a problem at low
wind speed at which excitation forces are minimal.

In cases of aerodynamic instability (galloping or
flutter) such instabilities only begin at a critical
wind speed, and again the natural frequencies of the
structure are involved in the vibration as described
before in Section 3.6 of this chapter.

4.2 Natural Frequencies of Building Structures
The natural frequencies of a building can be calculated
from knowledge of its stiffness and mass distributions
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Figure 18 Main types of wind-induced oscillations: (a) vibration due to turbulence, (b) vibration due to vortex shedding,
and (c) self-excited vibration due to aerodynamic instability.

with a numerical program such as the finite element
method (FEM). Figure 19 shows a schematic distribu-
tion of the mass and stiffness distributions of a 210-m
telecommunications tower.6

The first three natural frequencies and mode shapes
of vibration of the tower are shown in Fig. 19. These
are seen to be very low, the first two being less

than 1 Hz. Often vibration in the fundamental natural
frequency is dominant and most important.

Although FEM programs can be used to calculate
the fundamental natural frequency, it has been found
that the calculation is no more accurate than using
an empirical calculation based on the height of the
building alone and use of an approximate formula such

210 m
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Stiffness
Distribution Mode Shapes
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K = 1

200 m 

φ3.5 mm

150 m 
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(kNs2/m2) (kNm)
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f2 = 0.61 (Hz)
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Figure 19 Telecommunications tower with mass distribution, stiffness distribution, and natural modes of vibration. (From
H. Bachmann et al., Ref. 6, Reprinted with permission).
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as Eq. (5).6,31

f = 46/h (5)

where h is the building height in metres.
The reason that the fundamental natural frequency

is dominated by the building height appears to be that
as the buildings grow taller they become more massive,
and then stiffer supports must correspondingly be used
to support the building’s weight. Figure 20 shows
measured experimental data for building height plotted
against fundamental natural frequencies of a large
number of tall buildings. Equation (5) is also plotted
in Fig. 20. It is seen that this equation is a good fit to
most of the experimental data.

Figure 21 shows that buildings of height even
greater than those plotted in Fig. 20 have been con-
structed. The fundamental natural frequency of a build-
ing is of considerable importance, but so are several
other building properties. Since there is a continu-
ing trend to construct building structures of increasing
height, wind-induced vibration of tall structures is a
topic of increasing concern for structural engineers.
The three most important properties of structures that
are relevant to wind-induced vibration are: (1) shape,
(2) stiffness (or flexibility), (3) fundamental natural
frequency, and (4) damping. (See Fig. 22.)

5 METHODS OF BUILDING STRUCTURE
VIBRATION REDUCTION AND CONTROL
When structures are excited into motion, the forces
opposing the motion are due to inertia, stiffness, and
damping.
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Figure 20 Fundamental frequency fe of tall buildings.
(From H. Bachmann et al., Ref. 6. Reprinted with
permission.)

It is impractical to increase the mass of the building.
Increasing the stiffness of a building can, in principle,
reduce its deflection to wind forces, although often

519 m (1703 ft)

Sears Tower Taipei 101 Petronas Towers Empire State Building

508 m (1667 ft)

452 m (1486 ft) 449 m (1472 ft)

To scale +− 2m

Figure 21 Telecommunication towers: (a) Hornigsrinde, Germany, (b) Munich, and (c) CN Tower, Toronto.



1388 NOISE AND VIBRATION CONTROL IN BUILDINGS

140
 S

tr
uc

tu
re

 H
ei

gh
t (

m
) 120

100

80

60

40

20

0
0 20

Rigid

Flexible

Λ = 0.15
0.12
0.10
0.06

10 30

Structure Width (m)

40 50

Figure 22 Demarcation line between ‘‘flexible’’ and
‘‘rigid’’ structures (� = logarithmic decrement). (From H.
Bachmann et al., Ref. 6. Reprinted with permission).

Damping

Material Contact Areas
within Structures

Hysteresis
(viscous, friction,
perhaps yielding)

Relative Motion
between Substructures
(bearings, joints, etc.)

External Contact (non
structural elements,
energy radiation to the
soil, etc)

ExternalInternal

Figure 23 Various types of damping.

there is a limit to the amount of stiffness increase
that can be achieved. However, useful increases in
stiffness can be achieved relatively easily in the case
of masts, antennas in some cases by the use of guy
wires and cables. The dynamics of guyed masts are
complicated because tensioning of the guy cables is
applied and the vibrations of the guy–mast system tend
to be nonlinear in character. The guy cables themselves
normally vibrate, resulting in some useful damping.6
Various types of structural damping are illustrated in
Fig. 23.

For wake buffeting, across-wind vortex-induced
vibration, galloping, and flutter, damping forces
become dominant in controlling vibration. Passive
damping can be applied successfully in such cases.
Different passive damping elements have been used
in practice, and several new designs have been pro-
posed. The World Trade Center in New York had about
10,000 passive “friction” dampers mounted in the truss
structures. (See Fig. 24.)

Tuned vibration dampers (TMD) are also now used
in many tall buildings. The first tall building to have
such a device was the 280-m high Citicorp Center in
New York City (Fig. 25). This employed a 270,000-
kg concrete block “floated” on a hydrostatic support
system. Springs are attached to the mass and tunes to

Damper

Column
Floor Truss

Damping
Material

Truss
Attach-
ment

Column
Attachment

Figure 24 Friction dampers used in the load-bearing
structure of the now-destroyed World Trade Center
towers (New York City).

give the TMD system a natural frequency the same as
the fundamental vibration frequency of the building.
In addition, hydraulic dampers are applied to dissipate
the vibration energy. Stops must be provided to prevent
excessive damaging motion of the floating mass during
intense storms. A problem is that electrical power
is needed to provide hydrostatic pressure for the oil
suspension system. If the electrical power fails during
a storm, then the TMD system becomes inoperative.

The principle of operation of the tuned mass
damper is that as the building vibrates at its natural
frequency, the tuned damper will also vibrate at the
same frequency, but out of phase and thus applying
forces opposing the motion of the building.

More recently, tall buildings have used TMDs
made of large masses suspended by cables, rather like
pendulums. The 500-m building in Taiwan opened in
November 2004 has a 500,000-kg mass suspended
on four cables near the top of the building between
the 86th and 89th floors. See Figs. 26 and 27. As
the building vibrates, the mass swings in an opposite
direction, and pneumatic dampers are used to dissipate
vibration energy. Excessive damaging vibration is
prevented by the dampers. The system is mainly
designed to reduce wind-induced vibrations by 35%,
but it is said to also suppress earthquake vibrations.
Since the building is situated only 1 km from a

Spring and Damping
Hydraulics N - S

Control Device

Twist - Protection

Buffer

Spring and Damping
Hydraulics E - W

Concrete Block
370,000 kg

Figure 25 Vibration absorber, Citicorp Center, New
York. (From H. Bachmann et al., Ref. 6. Reprinted with
permission).
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Figure 26 (a) Photograph and (b) construction drawing of Taipei 101 skyscraper in Taiwan.

Figure 27 Photographs of tuned mass damper (TMD)
ball in Skyscraper Taipei 101 in Taiwan.

fault line, earthquake damage is of concern. During
construction in 2003, a 6.8-scale earthquake was
experienced. The building survived the earthquake
and the tuned mass system is said to have worked
satisfactorily, although a construction crane fell from
the 50th floor during the earthquake killing five
construction workers.

Other types of damping systems have been pro-
posed and in some cases implemented. Some such
dampers rely on liquid motion inside rigid contain-
ers to absorb and dissipate the vibration energy. For
example, nutation dampers have been investigated by
Modi and Welf.52 Tuned liquid dampers (TLD) and
tuned liquid column dampers (TLCD) have been inves-
tigated for use in buildings by Sakai et al.53 and Xu
et al.38 These dampers have been used successfully
in spacecraft satellites and marine vessels by Amieux
and Dureigne.54 TLD and TLCD systems have some
advantages over TMDs, including lower costs, less
maintenance, and easier construction and handling.38

As discussed before, circular section structures,
like chimneys, mast, and cooling towers are prone
to across-wind vortex excitation. The vortex shedding
can be reduced and suppressed to some degree by
the use of strakes, shrouds, slats, and the like as
shown in Fig. 28. The strakes, shrouds, and slats can
reduce the coherence of the vortex shedding along the
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Figure 28 Methods of reducing vortex-induced vibration in cylindrical structures.
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cylindrical structure, but their effectiveness depends to
some extent on the Reynolds number of the flow.1,4,6

6 HUMAN RESPONSE TO VIBRATION
AND ACCEPTABILITY CRITERIA

In most cases, building vibration caused by wind
is insufficient to cause structural damage, except in
some cases to the superstructure or cladding. (See
Fig. 29.) The vibration is, however, often unpleas-
ant and worrying for occupants. The swaying of
tall buildings particularly at the tops can be discon-
certing for occupants to say the least. Most stud-
ies on acceptability of vibration have been for fre-
quencies higher than those normally encountered in
tall buildings. Some studies have been conducted
with very low frequency vibration using vibration
simulators. Other results have been obtained from
extrapolations from high frequency to low frequency
to arrive at criteria for acceptability of vibration at very
low frequencies less than 1 Hz. Most subjects report
that they cannot sense vibration with acceleration less
than about 0.01 g. If the vibration has an acceleration
exceeding about 0.1 g, most subjects find the vibration

Table 4 Human Acceleration Acceptability Criteria

Perception Acceleration Limits

Imperceptible a < 0.005g
Perceptible 0.005g < a < 0.015g
Annoying 0.015g < a < 0.05g
Very annoying 0.05g < a < 0.15g
Intolerable a > 0.15g

Source: From Refs. 1, 6, and 50.

is becoming intolerable. Table 4 lists some human
acceptability criteria.

7 USE OF WIND TUNNELS AND SCALE
MODELS
In some cases, it is difficult to predict the wind flow
around and forces on buildings from previous knowl-
edge, published studies, and existing empirical pre-
diction schemes and theoretical models. Such cases
include building designs with complicated or unusual
shapes, buildings in the downstream wake of other
buildings or groups of buildings. In such cases, the
testing of scale models in wind tunnels should be con-
sidered.

Since wind tunnel testing can be expensive (on
the order of $20,000 to $100,000 in 2005), it is
normally only considered for the design of larger
buildings and structures where the cost savings is
greater than the wind tunnel tests. Wind tunnel testing
of model buildings and structures and model scaling
and similarity laws for the flow are described in several
publications.1,2,4,5,18
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1 INTRODUCTION
Earthquakes are generated wherever the accumulation
of strain at geological faults leads to their rupture
and slip, until a new stable state is reached. There
are essentially two types of faults, those associated
with horizontal (strike-slip) and those associated with
vertical (dip-slip) movement. The waves generated
propagate either by compression and dilation with the
ground particle motion in the same direction as the
propagation (longitudinal or P waves) or by shear
(transverse or S waves); both types are referred to
as body waves. When body waves reach the Earth’s
surface, they are reflected back into the crust, and
a vibration of the surface is initiated, which prop-
agates through surface waves. Surface waves, along
with S waves, account for the strongest part of seis-
mic motion, that is, these are the potentially more
destructive. Protection of buildings from earthquake-
induced vibration, therefore, is the process to estimate
the amount of energy (often related to magnitude) that
is expected with a specific probability to be released
at the source, to establish methods for determining the
frequency content, duration, and intensity of ground
motion that finally excites the structure, and to define
methods for calculating and optimizing the structural
dynamic response to this vibration.

2 CONCEPT OF SEISMIC DESIGN OF
STRUCTURES
Protection of buildings from earthquake-induced vibra-
tion is achieved through their seismic design. The goal
of seismic design is to ensure that a structure behaves
“satisfactorily” when subjected to earthquake loading.
As is the case with most loading types, the antici-
pated behavior or performance levels for the structure
are different for different levels of the loading. Ideally,
and taking into account the large uncertainty associated
with earthquake loading, several levels of performance
should be considered in design, each one correspond-
ing to a different probability of exceedance of the seis-
mic loading. According to most current seismic codes,
the structure should resist minor earthquakes (i.e.,
remain serviceable at its serviceability limit state) with-
out significant damage, sustain moderate earthquakes
(i.e., at its ultimate limit state) with repairable dam-
age, while avoiding collapse during major earthquakes.
This points to the need to design a structure for a set of
performance objectives (limit states), recently referred
to as performance-based design (PBD).1 Through the

code-defined design procedure, therefore, the engineer
is provided with the seismic loads that the structure
should be able to withstand in order to meet the above
objectives, the minimum design requirements and the
detailing rules that ensure the desired performance as
well as with the methods of structural analysis to be
employed in order to determine the response of the
structure under the design loads.

For a given level of seismic exposure, it can be
generally claimed that structures built in industrialized
countries aware of the seismic risk are in general
adequately safe (less vulnerable), but the expected
actual cost of damage inflicted, as well as the indirect
cost resulting from business disruption, need for
relocation, and the like can be significantly higher.
As a result, the seismic risk of potential economic
losses is in fact a qualitative product of seismic
hazard (i.e., the level of seismic exposure), structural
vulnerability (i.e., the level of expected damage), and
element value at risk (defined by the importance of
the structure). It has to be noted though that seismic
risk modeling is a useful decision-making and risk
management diagnostic tool that does not provide
solutions alone; it is the code-prescribed design and
assessment process that guarantees compliance with
the structural performance criteria.

3 FUNDAMENTALS OF BUILDING RESPONSE
TO EARTHQUAKE
3.1 Single and Multiple-Degree-of-Freedom
Systems
The simplest model of a structure that can be consid-
ered is a single-degree-of-freedom (SDOF) pendulum
having its mass concentrated on top and vibrating lat-
erally under base excitation, while its resistance is
exclusively provided by the total stiffness k of its verti-
cal elements (a one-story building or an elevated water
tank are some typical examples). When a force that
varies with time p(t) is applied on this structure with
mass m, the resulting displacement, denoted by u(t),
is a function of the system damping force fD and the
stiffness-related resisting force fs . Newton’s second
law of motion leads to the fundamental equation:

mü + cu̇ + ku = p(t) (1)

which for the particular case of base excitation (due to
earthquake) is written in the form:

mü + cu̇ + ku = −müg(t) (2)
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The solution of the above equation is obtained by
adding the response of the SDOF system to the so-
called effective earthquake force peff(t) = −müg(t)
for all impulses up to the particular time t :

u(t) = 1

mωn

t∫

0

peff(τ) sin[ωn(t − τ)] dτ (3)

where ωn = √
k/m. Equation (3) is known as

Duhamel’s integral , and it is a special form of the
convolution integral.

For the case of multiple-degree of freedom systems
(corresponding to the vast majority of engineering
structures), nodal displacement is a vector that can be
expressed in terms of particle modal contributions as

u(t) =
N∑

r=1

φrqr(t) = �q(t) (4)

where φr are the modes of the system and qr(t) the
modal coordinates. Using this transformation, eq. (1)
can be written in the form:

N∑
r=1

mφr q̈r (t) +
N∑

r=1

cφr q̇(t) +
N∑

r=1

kφrqr(t) = p(t)

(5)

By multiplying each part of the equation by φT
n and by

substituting the generalized mass, stiffness , and force
components being, respectively, Mn = φT

n mφn, Kn =
φT

n kφn, and Pn = φT
n mφn, the N equations expressed

in Eq. (5) are summarized in matrix form:

Mq̈ + Cq̇ + Kq = P(t) (6)

where M is the diagonal matrix of the generalized
modal masses Mn, K is the diagonal matrix of the
generalized modal stiffness Kn, and P(t) is a column
vector of the generalized modal forces Pn(t).

3.2 Elastic Spectra and Design Spectra

A response spectrum is a plot of the peak response
(to the aforementioned effective earthquake force) as
a function of the natural period and can be derived
by analyzing a series of SDOF systems, as can be
seen in Fig. 1. It is explained in more detail in the
literature.2–4 The quantities typically plotted are the
spectral pseudoacceleration Spa, pseudovelocity Spv,
and displacement Sd , which are interrelated through
the familiar expressions

Spa = ωSpv = ω2Sd (7)

For design purposes, Spa is more useful than the actual
response acceleration since the former can be used to
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calculate directly the maximum forces on the struc-
ture. An important piece of information provided by a
spectrum is the range of periods for which the response
of a structure is peaking. A useful indicator of the dam-
ageability of a ground motion is Spv, which is a direct
measure of the seismic energy input, since for negli-
gible damping the energy stored in an oscillator with
mass m is equal to 1

2mS2
pv. On the other hand, recently

developed displacement-based design and assessment
procedures are based on the displacement spectrum.
Despite those trends, current codes base their design
forces on Spa spectra (directly or indirectly), hence, Spv
and Sd curves can always be derived due to Eq. (7).

The significant differences in the shape of response
spectra derived from different ground motions are
illustrated in Fig. 2, which shows the 5% damped Spa
spectra for three accelerograms recorded in three dif-
ferent parts of the world. In particular, the Pacoima
Dam (California) S16E and the Kalamata (Greece)
N10W records are from earthquakes with similar mag-
nitude (6.6 and 6.2) and very close to the record-
ing station (epicentral distances of 3 and 15 km). It
is seen that, although the amplitude is significantly
larger for the Pacoima record, the shape of the two
spectra is quite similar, with peaks occurring in the
short period range. On the other hand the Mexico City
1985 transverse component, recorded at the SCT sta-
tion during a magnitude 8.1 earthquake at a distance
of 400 km, resulted in a significantly different spectral
shape, wherein the critical period range is between 1.7
and 2.8 s. Bearing in mind that the fundamental natural
period of a building frame is approximately equal to
N /10, where N denotes the number of stories, it is seen
that the Mexico City record with a peak ground accel-
eration (PGA) of only 0.17g, was more critical for
high-rise buildings with T > 1.7 s than the Pacoima
record with a PGA of 1.17g.

For design purposes, it is clear that spectra
smoother than those of Fig. 2 are required since a
future motion is very unlikely to be identical to a
previously recorded one, and also the exact periods

of a structure are difficult to assess in practical situa-
tions (e.g., when stiff cladding or partition elements are
present in steel or reinforced concrete (R/C) frames).
A smooth design spectrum , therefore, encompasses a
family of ground motions and is derived from a statis-
tical evaluation of actual spectra.

The code spectrum prescribed by the vast majority
of modern seismic codes is a function of a number of
parameters that define the target level of seismic exci-
tation that is accepted for a structure and depends on:

• The seismo-tectonic environment of each geo-
graphical region and the corresponding expo-
sure of structures to seismic hazard

• The foundation soil conditions that characterize
the site of construction

• The importance of the structure
• The amount of damping due to a number

of sources (material damping, damping at
connections, etc.)

• The ability of the particular structural configu-
ration to absorb seismic energy through stable
cycles of inelastic response.

Seismic codes typically specify pseudoacceleration
spectra only, consisting of a shape to be anchored to a
(design) PGA, which is a function of the soil category
that the foundation soil can be classified into: For softer
materials, the spectrum is generally shifting rightwards
representing a higher level of bedrock ground motion
amplification that is expected to occur when higher
period pulses propagate through the (relatively) loose
soil profile. Moreover, the effect of the epicentral
distance on the spectral amplification at particular
period ranges (as seen in the Mexico and Pacoima
response spectra) has been widely regognized in recent
seismic codes (e.g., the American codes since 1997)
through the specification of near-source factors . In
the latest version of the American seismic code (IBC
2000)5 the concept of spectral dependency remains
intact, but the spectral acceleration is defined through
the magnitude- and soil-dependent factors Fa and Fv .
The latest version of the European Seismic Code,
Eurocode 8 (EN1998–1, 2003)6 also accounts for the
effect of earthquake magnitude by distinguishing to
type 1 (Ms > 5.5) and type 2 (Ms < 5.5) spectra, as
seen in Fig. 3.

Based on the above, it can be stated that the spec-
tral values are a function of both foundation soil
properties, distance from the source, and intensity of
the event. However, there is a number of inherent
uncertainties in the definition of the appropriate soil
profile determination due to the difficulty to evalu-
ate the overall dynamic response of the soil forma-
tions from the Vs profile of the uppermost 30 m as
adopted in the U.S. codes. In fact, it has been exten-
sively shown7 that the dynamic material characteris-
tics of soil profiles (described as a one-dimensional
soil column) are often inadequate to depict the com-
plex (“site effects”-related) nature and physics of the
multilayered, nonlinear, three-dimensional and possi-
bly inclined soil layers over a nonrigid bedrock.
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Figure 3 Recommended type 1 elastic response spectrum for soils A to E according to Eurocode 8 (EN1998-1, CEN
2004).6

A typical example of a code-specified spectrum
is shown in Fig. 3, where the 5% damped elastic
pseudoacceleration spectrum of Eurocode 8 (CEN
2004)6 is plotted; it is calculated through the following
set of expressions:

0 ≤ T ≤ TB : SC(T ) = agS

[
1 + T

TD

(η · 2.5 − 1)

]

TB ≤ T ≤ TC : SC(T ) = agSη · 2.5

TC ≤ T ≤ TD : SC(T ) = agSη · 2.5

(
TC

T

)
(8)

TD ≤ T ≤ 4s : SC(T ) = agSη · 2.5

(
TCTD

T 2

)

where α = effective peak ground acceleration
normalized by gravity

T = fundamental period of the structure
TA, TB, TC, TD = corner (characteristic)

period values depending on the
corresponding subsoil class as
described in Table 1

η = factor accounting for damping
other than 5% = √

5/ζ (ζ being
the critical damping ratio)

S = soil amplification parameter
varying from 1.0 to 1.6

It has to be noted that the values to be ascribed
to periods TB , TC , TD , and S for each ground type
may be found in the National Annex of each country
that will adopt the Eurocode. Although technically
feasible, designing a normal structure to respond
elastically to the design earthquake forces is believed
to lead to disproportionately high construction cost.
For this reason, seismic design codes allow inelastic
response in plastic mechanisms that are considered
as favorable in terms of seismic performance and

Table 1 Soil Amplification Parameter and Corner
Periods as a Function of Subsoil Class for
Earthquake Type 1

Ground Type S TB Tc TD

A 1.0 0.15 0.40 2.00
B 1.20 0.15 0.50 2.00
C 1.15 0.20 0.60 2.00
D 1.35 0.20 0.80 2.00
E 1.40 0.15 0.50 2.00

maintain structural integrity. The relationship between
elastic and design spectra, therefore, is inevitably
related to the level of energy dissipation anticipated
to take place through cycles of inelastic behavior and
damage of the structural members.

Most of the seismic codes worldwide are influ-
enced either by the American codes [mainly the Uni-
form Building Code (UBC) now replaced by the
International Building Code (IBC)] or the Eurocode,
and adopt the aforementioned concepts. An exception
was Japan, which until recently was relying more on
strength and much less on ductility, but this changed
after the 1995 Great Hanshin (Kobe) earthquake, and
stricter requirements regarding ductile detailing were
introduced.

The reduction in the forces associated with the elas-
tic spectra is usually made by dividing the elastic
spectra by the “behavior factor” q (in the Eurocodes)
or the “response modification factor” R (in the U.S.
codes). It is noted that for an ordinary reinforced con-
crete building, the highest value according to Eurocode
8 is less than 6, while the IBC provisions prescribe a
top value of 8. It is therefore necessary, before pro-
ceeding to any comparative evaluation of code-defined
spectra, to account for the different assumptions on the
reduction of forces prescribed in different codes.
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3.3 Design Situations
The design seismic action or the design earthquake is
a ground motion or a set of ground motions defined
in a way appropriate for the design of structures.
Depending on its type and importance, the seismic
action can be defined in terms of (a) a set of
(equivalent) lateral forces, (b) a response spectrum,
(c) a power spectrum, or (d) a set of acceleration
time histories. The foregoing can be defined either on
the basis of a seismic code (most common case) or
by carrying out a site-specific seismic hazard analysis
with due consideration of ground effects. The scope
of each procedure can be appreciated by considering
the following four situations that might be faced by an
engineer in practical design (see Fig. 4):

• For many building structures, and also for some
“small-scale” and regular (i.e., without abrupt
changes in plan or height) civil engineering
structures (such as small bridges, viaducts,
etc., and typical geotechnical structures such
as retaining walls), the equivalent lateral force
procedure can be used. The procedure is well
documented in most current seismic codes and
will be described with specific reference to two
major codes, Eurocode 8 and IBC 2000 code.5,6

• For buildings with configuration problems
(irregular in plan and/or elevation), for many
types of “medium” bridges, and for many of
the structures falling beyond the scope of this
chapter, an elastic dynamic analysis has to be

carried out, typically in the form of modal
response spectrum analysis. The definition of
the elastic spectrum, the aforementioned modifi-
cations due to site effects, and its reduction to an
inelastic design spectrum, are some of the most
important issues relating to seismic loading.

• In cases such as the design of very important
structures, or structures clearly falling outside
the limits of the existing codes (e.g., struc-
tures with very high fundamental natural peri-
ods), a full time-history analysis, typically in
the inelastic range may be required. Note that
there is no advantage in using this procedure for
an elastic analysis of the structure which can
be conveniently carried out (at essentially the
same accuracy) using the modal superposition
approach, the exception being structures where
due to highly irregular geometry it is diffi-
cult to combine the modal contributions, or
whenever the structural model includes critical
frequency-dependent parameters.4 An appropri-
ate selection and scaling of natural and/or arti-
ficial records has then to be made. For assess-
ment purposes, a nonlinear static (pushover)
approach may also be performed in order to
identify the expected plastic mechanism in a
structure and to assess its actual capacity to
resist earthquake loading.
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Figure 4 Overview of the alternative analysis approaches for the seismic design of structures.
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3.4 Seismic Isolation and Passive Control
Designing a structure on the basis of inelastic spectra
and capacity design means that for earthquakes that
exceed the design event, damage to the structure could
be substantial. Perhaps more importantly, formation
of a favorable mechanism does not guarantee that
interstory drifts and/or floor accelerations will be
low enough to prevent extensive damage to the non-
structural elements. These and other concerns have
led to the development of alternative conceptual
frameworks for seismic design, currently referred to
as active and passive control of the seismic response
of the structure. The devices used in active control
introduce an energy (or force) source into the structure.
Such systems8 have been developed during the last
two decades for reducing the response of buildings
(particularly tall ones) to wind and earthquake loading.
Nevertheless, despite the attractiveness of the concept
and the high-quality interdisciplinary research carried
out over the last two decades, the practical application
of active control systems still remains very limited,
mainly in full-scale demonstration projects.

As a result, by far the most practical approach, at
least nowadays, is passive control , which incorporates
the fundamental ideas of seismic isolation and provi-
sion of supplemental damping. There are two inter-
related ideas behind developing a seismic isolation
system: The first one is to make the structure much
more flexible than it is, by altering the way it rests
on the ground, hence shift it to the long period range
of the response spectrum that is typically character-
ized by reduced accelerations (cf. Figs. 2 and 3) and
consequently reduced inertial forces; the second is to
introduce some kind of “fuse” between the structure
and the ground, whereby the amount of base shear to
be transferred from the shaking ground to the structure
is controlled by the strength of the fuse. By making the
structure more flexible, one might achieve lower seis-
mic forces, but displacements tend to increase. It is
therefore essential to also control the amount of hor-
izontal displacement of the isolated structure and an
efficient way to do this is by increasing its damping.

Currently, used isolation systems are based on
the concept of flexible supports that can either
remain essentially elastic (linear isolation) or enter the
inelastic range (nonlinear isolation) upon exceeding a
certain level of horizontal shear.9 The basic elements
included in a seismic isolation system are:

• Horizontally flexible supporting devices (isola-
tors) located either between the structure and its
foundation or at a higher level in the structure;
in buildings the flexible supports are commonly
located at the superstructure–foundation inter-
face.

• A supplemental damping device (or energy dis-
sipator) for reducing the relative horizontal dis-
placement between the superstructure and sub-
structure (i.e., the portion of the structure below
the isolators). Such devices can be of different
types: Hysteretic dampers, wherein energy dis-
sipation is taking place by yielding of metals;

lead–rubber bearings, which are elastomeric
bearings with a lead core that provides both
damping (after yield) and resistance to service
lateral loads; viscous dampers, such as the oil
dampers commonly used in the motor industry;
frictional dampers based on friction between
different materials, that is, stainless steel and
PTFE (Teflon).

• Some means for controlling displacements at
service levels of lateral loading, that is, wind
loading and serviceability limit state (SLS) or
smaller earthquake loading.

A critical point in passive control systems is that
whereas isolator damping is always reducing the dis-
placements of the structure that are controlled by the
fundamental mode, it tends to increase floor acceler-
ations caused by higher modes. This might be very
important in structures where protection of secondary
systems (equipment and nonstructural elements) is the
main reason for using seismic isolation. Seismic attack
on secondary systems is frequency selective, and it is
possible to design isolation systems that reduce the
response of such systems more than that of the primary
structural system. A related issue is that in nonlin-
ear isolation systems (which are used in the majority
of applications), control of the amount of base shear
through the strength and the stiffness of the isolators
does not guarantee control of the story shear distribu-
tion along the height of the building. Whenever higher
mode response is not adequately controlled, “bulged”
distributions of story shear can result and in extreme
cases the shear in the upper half of the structure may
exceed the base shear.9 The foregoing are clear indica-
tions of the need for a reliable dynamic analysis when
dealing with isolated structures.

A critical review of code provisions for seismic
isolation can be found in Naeim and Kelly.10 U.S.
code provisions (IBC 2000)5 include both the equiva-
lent lateral force (section 1623.1.3.1) and the dynamic
analysis (section 1623.1.3.4) procedures for seismi-
cally isolated buildings, but the restrictions for the for-
mer are such that in most practical cases the dynamic
approach has to be applied. Two sets of verifications
are required: The first one is for the design earthquake
(10%/50-year probability), under which the structure
is required to remain essentially elastic. The second
one is a stronger event (10%/250-year probability) for
which the isolation system should be designed and
tested, while all building separations and utilities that
cross the isolation interface should be designed to
accommodate the forces and displacements associated
with this seismic input. In Europe, provisions for seis-
mic isolation of buildings have first been introduced
in the final version of Eurocode 8.6

4 METHODS OF ANALYSIS UNDER
EARTHQUAKE LOADING
4.1 Equivalent Lateral Force Procedures
The typical procedure in the equivalent static anal-
ysis method is the determination of an appropriate
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value of the base shear in terms of the structure mass
and the design earthquake intensity, properly reduced
for inelastic effects, along the lines discussed in the
previous section. The base shear is then used for esti-
mating a set of lateral forces distributed along the
structure following (more or less) the fundamental
mode of vibration. Since the base shear itself is also
calculated on the basis of the fundamental period,
it is clear that the application of the equivalent lat-
eral force method should be restricted to structures
whose dynamic response is governed by the fundamen-
tal mode, that is, they are characterized by so-called
regularity in height and plan.

The Eurocode 8 and IBC 2000 Procedures The
method is referred to as simplified modal response
spectrum analysis rather than as equivalent static
analysis. The base shear (sum of horizontal loads) is
calculated from

Vb = Sd(T1)W (9)

where Sd (T1) is the ordinate of the design spectrum
corresponding to the fundamental period T1 of the
structure, and W is the gravity load contributing to
inertial forces; this is taken as the permanent load-
ing (G) and a portion of the variable (live) loading
Q. The fundamental period T1 can be estimated either
from a proper eigenvalue analysis, or from Rayleigh’s
method, or from empirical formulas included in the
code.

The lateral forces corresponding to the base shear
of Eq. (9) are calculated assuming (conservatively)
that the effective mass of the fundamental mode is
the entire mass of the structure; hence

Fi = Vb

siWi∑
sjWj

(10)

where Fi is the horizontal force acting on story i, si ,
sj are the displacements of the masses mi , mj in the
fundamental mode shape, and Wi , Wj are the weights
corresponding to the previous masses.

According to the IBC 20005 provisions, the method
is applicable to:

• All ordinary buildings in regions of moderate
to slightly more severe ground motion potential

• Irregular structures in regions of moderate to
slightly more severe ground motion potential
having no more than five stories

• Other structures with plan or vertical irregular-
ities but in areas primarily located on relatively
stiff soil conditions and fundamental period less
than 0.7 s

The design base shear as given in the following
equation is the seismic response coefficient Cs times
the effective seismic weight W of the structure, that
is, seismic dead load, including the total dead load and
applicable portions of other loads (partition load of at
least 0.5 kN/m2, permanent equipment, etc.):

Vb = CsW = SD1IE

RT
W ≤ SDSIE

R
(11)

where IE is the importance factor, R the response
modification factor, SD1 is the seismic coefficient, and
SDS is the minimum base shear coefficient illustrated
in Fig. 5 and summarized in Table 2 as a function of
the spectral response acceleration and the site class.

Two lower bounds to Vb are set in IBC 20005:

• For all seismic zones

Vb ≥ 0.44SDSIEW (12)

• For cases of seismic design conditions E and
F where spectral acceleration S1 > 0.6g:

Vb ≥ 0.5S1

R/IE

W (13)

The fundamental period T1 is calculated using the
same procedures as in Eurocode 86 [cf. Eq. (9)]. The
distribution of lateral forces along the height of the
structure is given by

Fi = (Vb − Ft)ziWi∑
zjWj

(14)

To
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Figure 5 Design spectra according to IBC 2000.5
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Table 2 Minimum Base Shear Coefficient SDS According to IBC 2000

Mapped Spectral Response Acceleration at Short Periods

0.25 0.50 0.75 1.00 1.25
Site Class SDS Vmin/W (%) SDS Vmin/W (%) SDS Vmin/W (%) SDS Vmin/W (%) SDS Vmin/W (%)

A 0.133 0.587 0.267 1.173 0.40 1.76 0.533 2.347 0.667 2.933
B 0.167 0.733 0.333 1.467 0.50 2.20 0.667 2.933 0.833 3.667
C 0.200 0.880 0.440 1.760 0.55 2.42 0.667 2.933 0.833 3.667
D 0.267 1.173 0.467 2.053 0.60 2.64 0.733 3.227 0.833 3.667
E 0.417 1.833 0.567 2.493 0.60 2.64 0.600 2.640 — —

The top force Ft is a simple way of accounting for
the effect of higher modes on the force pattern and is
important for tall buildings only.

4.2 Modal Analysis Procedures
For the purposes of seismic design the method is
almost invariably applied in combination with the
design response spectrum and is typically referred
to as modal response spectrum analysis. Its field of
applicability covers essentially cases where modes
other than the fundamental one affect significantly the
response of the structure. Detailed presentations of
the modal response spectrum analysis can be found
elsewhere.3,4,11 In modal analysis involving lumped
mass systems, the (elastic) force vector fn for the nth
mode, calculated on the basis of the response spectrum,
is

fn = mϕnπ�
Ln

Mn

Span (15)

where m is the mass matrix, ϕn is the nth mode shape
vector, Ln is the earthquake excitation factor (depend-
ing on the mass distribution and the corresponding
mode shape), Mn is the generalized mass, and Span
is the spectral pseudoacceleration corresponding to the
period Tn of the nth mode. Note that the forces fin are
acting on the (lumped) masses mi ; in the common case
of buildings with floor diaphragms, mi is the mass of
the ith story and fin the nth mode force acting on this
mass. The corresponding maximum base shear for the
nth mode is given by

V0n = L2
n

Mn

Span (16)

The displacements for the nth mode can be calculated
from

un = ϕn

Ln

Mnω2
n

Span (17)

where ωn = 2πTn is the circular frequency of the
nth mode. Since the response of a structure results
from the contribution of all modes, and since modal
maxima generally do not occur simultaneously, it
is customary to combine the action effects Si from
the individual modes in a statistical way. The most
commonly adopted procedure is the square root of the
sum of squares (SRSS) combination, that is,

Si,max
∼=

√
S2

i1 + S2
i2 + S2

i3 + · · · (18)

where Si,max is the probable maximum value of
the action effect (force or displacement), and the
subscripts 1, 2, 3, . . . refer to the 1st, 2nd, 3rd,
. . . mode; a sufficient number of modes should be
considered in estimating Si,max. Equation (18) gives
reasonable values in many practical cases but is
generally unconservative when two or more modes
are closely spaced, that is, their periods are close to
each other; this is often the case in three-dimensional
structures susceptible to torsional effects. In these
cases more refined combination rules, such as the
complete quadratic combination (CQC)12 or a time-
history analysis are appropriate.

4.3 Time-History Procedures
Time-history analysis is used for design purposes only
as an exception and almost exclusively whenever non-
linear effects are to be considered explicitly, rather
than through the R-factor approach. When accelera-
tion time histories are used for design, it is imperative
that they actually correspond to the design earthquake
for the site under consideration, which means that
the envelope of the response spectra of the accelero-
grams used should reasonably match the elastic design
spectrum for the site (no R-factor reduction). Sev-
eral options are available for selecting a set of design
accelerograms:

• Use of records from actual earthquakes, scaled
to the design earthquake intensity

• Use of artificial accelerograms generated so as
to match the (target) elastic response spectrum;
this is sometimes referred to as the engineering
method

• Use of simulated accelerograms generated by
modeling the source and travel path mecha-
nisms of the design earthquake (seismological
method ).

Selection of Recorded Accelerograms This can
be the ideal solution whenever an extensive database
of acceleration time histories is available, containing
records from earthquakes with a broad range of char-
acteristics. Then, a selection can be made of records
matching the source parameters (focal mechanism and
depth, distance from source), travel path, magnitude,
peak ground motion parameters (A, V, D), and dura-
tion, for the site under consideration. In a practi-
cal context, the criteria for selecting ground motion
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records are often related to the use of the A/V (i.e.,
peak ground acceleration over peak ground veloc-
ity, PGA/PGV) ratio,13 which is a simple parameter,
easy to calculate, and correlates well with the M–R
(magnitude–distance) relationship as well as with the
site conditions. Another possible criterion is to select
ground motion records whose spectra (Spa or, prefer-
ably, Spv) are peaking in the vicinity of the funda-
mental period of the structure under consideration,
irrespective of their other characteristics.

Scaling of Recorded Accelerograms The most
commonly applied scaling procedure is based on the
PGA, that is, all records used for design are scaled
to the same PGA but, as discussed in Section 3, the
spectral ordinates are proportional to the PGA over the
short period range only (T < 0.2 s), whereas for longer
periods (covering most of the usual civil engineering
structures) they are proportional to thePGV, and for very
longperiods (T > 3.0 s) theyareproportional to thepeak
ground displacement (PGD).All these values are ground
motion dependent only, that is, they are not correlated
in any way to the characteristics of the structure to be
designed.

A sensible choice of scaling parameters accounting
for the characteristics of both the record and the
structure are the spectral values, either those of the
response spectrum or of the Fourier spectrum. An early
(1952), but still quite popular, proposal is Housner’s14

spectrum intensity, SIv , which is the area under the Spv
spectrum

SIv =
Tb∫

Ta

Spv(T , ξ) dT (19)

with Ta = 0.1 s, Tb = 2.5 s, and ζ = 20%. The rea-
son for selecting these period limits is that they were
deemed to represent the range of typical periods of
buildings at the time; it is understood that SIv is
intended to be an overall measure of the “damageabil-
ity” of a ground motion with respect to a population
of structures. Whenever a particular structure is to be
designed or assessed, a condensation of the limits sug-
gested by Housner is appropriate. Kappos15 suggested
a modified Housner intensity based on Ta = 0.8T1 and
Tb = 1.2T1, where T1 is the fundamental period of the
structure, calculated using the average of the SI values
from the 5 and 10% velocity spectra.

Use of Simulated Ground Motions In the engi-
neering method, artificial accelerograms are gener-
ated so as to match the (target) elastic response
spectrum, hence they are typically called spectrum-
compatible motions. In the seismological method, sim-
ulated accelerograms are generated by modeling the
source and travel path mechanisms. All the aforemen-
tioned types of accelerograms are generally allowed
as input for time-history analysis in Eurocode 8,6
which, however, appears to promote the first. The
duration of the records must be consistent with the
characteristics (M, R, etc.) of the earthquake underly-
ing the establishment of the design αg . A minimum

of five records is required for time-history analysis
and additional rules are given in Eurocode 8,6 regard-
ing the allowable difference between the mean spec-
trum of these records and the code spectrum. IBC,
on the other hand, recommends5 the use of actual
recorded accelerograms as input for time–history anal-
ysis; these should be selected from at least three dif-
ferent events, with due consideration of magnitude,
source distance, and mechanisms, that should be con-
sistent with the design earthquake. Simulated time his-
tories are allowed whenever three appropriate recorded
motions are not available. The design is based on the
maximum response when three motions are used, while
an average value can be used when the accelerograms
used exceed seven.

5 DESIGN EXAMPLE
Consider the three-story, four-bay, moment resisting
R/C frame building shown in Fig. 6, for which the
base shear and its distribution along the height is to be
determined. For such a frame, an approximate value
for the fundamental period is given in Eurocode 86:

T1 = 0.075h3/4

hence for h = 10.5 m ⇒ T1 = 0.44 s.
The above approximate period value corresponds to

the plateau (TB < T < TC) of the elastic [see Eq.(8)],
as well as of the design, spectrum given by Eurocode
86 for subsoil class B and corner periods: TB = 0.15,
TC = 0.50. Hence, the ordinate of the design spectrum
can be calculated as follows:

Sd(T ) = agS
β0

q
= 0.24g × 1.0 × 2.5/3.9 = 0.153g

where ag = effective peak ground acceleration
= 0.24g

S = soil parameter, which for the (assumed)
subsoil class B is equal to 1.0

β0 = 2.5
q = behavior factor = q0KW =

3.9 × 1.0 = 3.9 > 1.50
q0 = basic value of the behavior factor,

dependent on the type of the structural
system and on regularity in elevation
= 3.0αu/α1 = 3.9(for a frame system
and ductility class M,
according to Table 5.1 of
Eurocode86)

αu/α1 = 1.30 for a multistory, multibay frame
KW = factor reflecting the prevailing failure

mode in structural systems with walls
= 1.0 for a frame system

The total base shear that acts on the frame is a function
of its weight and is therefore derived as

Vb = Sd(T1)W = 0.153g × (3 × 300) = 137.7 kN

The lateral forces corresponding to the calculated base
shear are derived according to (10), assuming that
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F3 = 64.26 kN

x
y

x

T1 = 0.44 s

W3 = 300 kN

W2 = 300 kN

W1 = 300 kN

h3 = 10.5 m

h2 = 7.5 m

h1 = 4.5 m

F2 = 45.90 kN

F1 = 27.54 kN

Figure 6 Calculation of the equivalent seismic forces of an RC frame.

the fundamental mode is increasing linearly with the
building height, hence sk are substituted by hk , the
heights of stories above the foundation level. As a
result, Eq. (10) can be written as

Fi = Vb

hiWi∑
hjWj

and the forces Fi (as calculated in Table 3 and shown
in Fig. 6) can then be used for a standard static analysis
of the building.

6 CONCLUDING REMARKS

The goal of this chapter was to first present some
fundamentals of earthquake engineering and then focus
on different methods for the dynamic analysis of
structures subjected to earthquakes. Subsequently, the
most important features of seismic design (i.e., design
of structures against earthquakes) were outlined,
focusing on practical aspects of design regulations.
However, since the scope of this short chapter was
inevitably limited, the reader should make recourse to
the more specialized literature (such as Chopra11 and
Kappos16) for a more detailed treatment of seismic
analysis and design.

Table 3 Lateral Forces Acting on the Selected
Frame

Story Level Wi (kN) hi (m) hiWi Fi

0 0 0
1 300 4.5 1350 27.54 kN
2 300 7.5 2250 45.90 kN
3 300 10.5 3150 64.26 kN

6750 137.70 kN
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1 INTRODUCTION

Low-frequency sound transmission between adjacent
dwellings is causing an increase in noise nuisance. Rea-
sons for this are the proliferation of hi-fi and homemovie
systems of high power and enhanced bass response
and increased use of mechanical services in residen-
tial buildings and appliances within dwellings. Many of
these sources generate significant low-frequency sound.
In general, building elements that fail to satisfy sound
insulation requirements and regulations do so at low
frequencies. Lightweight cavity walls, for timber-frame
housing and conversions, are least effective at low fre-
quencies. Masonry walls and floors often fail in the
frequency range of 50 to 400 Hz.

A major limitation in the implementation of present
standard methods of test and prediction of wall and
floor insulation at low frequencies results from the
modal characteristic of the sound pressure fields
generated in the rooms and of the vibration fields
on the separating walls and floors. This causes large
spatial and spectral variations in sound pressure level
and the sound pressure level difference between rooms
is strongly dependent on the room size and shape.

The standard methods for the measurement and pre-
diction of sound insulation between dwellings should
include a correction for the modal characteristics of
the sound fields at low frequencies. Heavyweight and
lightweight constructions must be treated differently
and yield different corrections to the standard rela-
tionship between sound pressure level difference and
sound reduction index.

2 LABORATORY AND FIELD PERFORMANCE
INDICES

Although there has been a proliferation of sources
of low-frequency noise in buildings,1,2 the current
standards3–6 deal only with the frequency range of
100 to 3150 Hz. An annex to the International orga-
nization for Standardization (ISO) 140 standard for
laboratory and field measurements deals with frequen-
cies down to 50 Hz, but there is poor reproducibility

between laboratories below 100 Hz and a method of
measurement has yet to be agreed. Eventually, it may
be possible to achieve good reproducibility between
laboratories using a universally acceptable measure of
sound reduction index for frequencies below 100 Hz.7
However, a fundamental question remains on how such
laboratory measurements can be related to field perfor-
mance of the separating wall, floor, or partition when
in situ. Diffuse or neutral acoustic field conditions in
test chambers do not correspond to the modal behavior
of sound fields in small room volumes associated with
dwellings at low frequencies.8

The standard expression for sound reduction index
R, in laboratory test conditions, is4

R = (L1 − L2) + 10 log(S/A2) dB (1)

where L1 and L2 is the average sound pressure level
in the source and receiver rooms, respectively, S is
the party wall area, and A2 is the total absorption of
the receiving room. The performance of a partition
in field conditions is given by the standardized level
difference5:

DnT = (L1 − L2) + 10 log(T /0.5) dB (2)

where T is the reverberation time of the receiving
room.

Procedures now are in place to relate the field per-
formance of walls and floors to the laboratory measure-
ments, including the effects of flanking transmission.9
However, the relationships are based on the assump-
tion of diffuse sound field conditions in the rooms. The
sound fields in small rooms, at low frequencies, are
not diffuse and exhibit large variations with source and
receiver position and frequency. The maxima and min-
ima in sound pressure level, at the room resonances,
also are accentuated because room surfaces and con-
tents are less effective absorbers at low frequencies
than at mid and high frequencies.10

1404 Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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Figure 1 Measured (heavy line) and finite element model predicted (light line) sound pressure level in a room of plastered
brick walls and concrete floor and ceiling.

3 SOUND FIELDS IN ROOMS AT LOW
FREQUENCIES

In addition to laboratory and field measurements, theo-
retical modal analysis and finite element methods have
been used to demonstrate that the room dimensions
exert a strong influence on sound pressure level differ-
ence between rooms at low frequencies.11–13 Adjacent
rooms of identical shape and size and thus of the same
resonance frequencies are strongly acoustically cou-
pled, and the resultant sound pressure level difference
can deviate from the value, which would be obtained
in diffuse field conditions.

For a rectangular room with hard walls, the sound
pressure can be expressed in terms of normal modes14:

p = p0 cos

[
πnxx

LX

]
cos

[
πnyy

Ly

]
cos

[
πnzz

Lz

]
(3)

for 0 ≤ x ≤ Lx, 0 ≤ y ≤ Ly, 0 ≤ z ≤ Lz where nx,
ny, nz are integers and p0 is the maximum pressure
amplitude. The natural frequencies are given by

fnxnynz
=

( c

2

) [(
nx

Lx

)2

+
(

ny

Ly

)2

+
(

nz

Lz

)2
]1/2

(4)
where c is the velocity of sound.

In Figure 1 is shown the measured and predicted
sound pressure level at one position in a rectangular
(5.75 × 4.88 × 4.24 m) chamber with a loudspeaker
in a corner. The chamber is of plastered brick walls
and concrete floor and ceiling. The peaks and dips are
accentuated because of the low room absorption below
200 Hz. The predicted response was obtained from
a finite element model,15 which gave best agreement
with measurement on assuming an average absorption
coefficient of 0.02. The chamber volume of 120 m3 is

typical of acoustical test chambers, designed to give
an even distribution of room modes and high modal
density (see room modes indicated in Fig. 1) in order
to approximate a diffuse field condition necessary for
standard tests.

Rooms in dwellings generally are of small dimen-
sions, and the sound field has a low modal density at
frequencies below 200 Hz. In Figure 2 is the measured
and predicted sound pressure level at one position in
a room (4.24 × 2.84 × 2.40 m) with a loudspeaker in
a corner. The room modes are more separated than in
the previous case (see room modes indicated in Fig. 2)
with fluctuations in sound pressure level of the order of
±10 dB about the average value. The room was con-
structed of plasterboard and timber-frame walls, timber
floor, and ceiling. The finite element model predic-
tion gives best agreement with measurement with an
assumed average absorption coefficient of 0.15. This
is because the lightweight construction acts partially
as panel absorbers below 200 Hz and room damping
is by modal reaction rather than local reaction.16 In
general, it has been found that the absorption of room
contents, such as furnishing, has little effect on the
spatial and spectral variation of sound pressure level
at low frequencies.10 Again, this is because porous
absorbers are inefficient at low frequencies and also
interact less with normal room modes than with tan-
gential and oblique modes, which come into play at
higher frequencies.

4 BENDING FIELDS ON WALLS AT LOW
FREQUENCIES
So far, we have described the sound pressure field in
a room in terms of normal modes as a prelude to dis-
cussing the modal interaction between two adjacent
rooms. The generated bending field, on the wall sep-
arating the two rooms, also interacts with the room
pressure fields. The bending wave field also can be
expressed in terms of normal modes. If the wall is
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Figure 2 Measured (heavy line) and predicted (light line) sound pressure level in a room of timber-frame walls and timber
floor and ceiling.
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Figure 3 Measured and predicted sound pressure level difference of a lightweight cavity wall.

modeled as a simply supported plate with bending stiff-
ness B = Eh3/12(1 − ν2) where E is Young’s modu-
lus and ν is Poisson’s ratio, then the bending vibration
field takes the form17

v(y, z) = vnynz
sin

(
LY /πnyy

)
sin (LZ/πnzz) (5)

vnynz
is the bending vibration amplitude, Ly and Lz

are the wall dimensions, ny , nz are integers, and
0 ≤ y ≤ Ly, 0 ≤ z ≤ Lz. The natural frequencies of
the wall are given by

fnynz
= π

2

(
B

ρs

)1/2
[(

ny

Ly

)2

+
(

nz

Lz

)2
]

(6)

where ρs is the mass per unit area. If the natural
frequencies of the wall bending field coincide with

those of the room pressure fields, then large variations
in sound pressure level difference can be expected.

5 INTERACTION BETWEEN ROOM MODES
AND WITH WALL MODES

Field surveys of low-frequency sound transmission
across lightweight cavity walls and heavyweight
masonry walls indicate large spatial and spectral
variations in level difference. Figure 3 shows the
measured and finite element model predicted one-third
octave band sound pressure level difference across
a lightweight cavity wall of area 2.84 × 2.4 m.
The wall was constructed from two leaves of 38-
mm plasterboard, each on 50-mm timber frames and
separated by a 200-mm cavity containing 50-mm
mineral wool. The separated rooms were of equal
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Figure 4 Measured and predicted sound pressure level difference of a heavyweight cavity wall.

dimensions—4.23 × 2.84 × 2.4 m—and therefore
had the same room modes, which are shown in Fig. 3.

Both predicted and measured curves indicate a
dip at 40 Hz, which is caused by the acoustic-
acoustic coupling of the (1,0,0) mode in each room.
Preliminary checks were made of the theoretical
mass–spring–mass frequency fmsm. For the case
shown, fmsm = 48 Hz and did not coincide with the
room mode coupling frequencies. In general, the
mass–spring–mass resonance appeared to have little
influence on room mode coupling. Also indicated in
Fig. 3 are the wall modes, which onset at 20 Hz,
below the first room modes. The wall modal density
is relatively high, even below 100 Hz, and no single
wall mode strongly influences room mode coupling.

Figure 4 shows the measured and finite element
model predicted one-third octave band sound pressure
level difference across a heavyweight cavity wall of
area 3.88 × 2.38 m. The wall was constructed from
two leaves of 140-mm plastered brickwork, separated
by a 75-mm cavity. The two rooms were of equal
dimensions, 2.7 × 3.88 × 2.38 m. In the case shown

in Fig. 4, a significant dip in level difference occurs
in the 63-Hz band, which is caused by the coupling of
the room modes perpendicular to the separating wall
[in this case the (0,1,0) modes], which also are in close
proximity to the first (1,1) wall mode.

6 STATISTICAL SURVEY OF THE EFFECT OF
ROOM DIMENSIONS
A field measurement survey of the influence of room
dimensions on sound pressure level difference between
rooms at low frequencies would be protracted and
expensive. The survey would involve recording the
room dimensions, construction details, location of
loudspeakers, and microphone positions, and measure-
ments would require a more refined frequency anal-
ysis than is presently available to the standard meth-
ods. However, an experimentally validated numerical
model (in this discussion, a finite element model) of
sound transmission between adjacent rooms can be
employed in a survey of different room sizes, which
allows the salient features to be identified and yields
the likely statistical distributions.
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Figure 5 Sound pressure level difference of a lightweight cavity wall of plasterboard on timber frame of 3.5- × 2.5-m
area for room volumes in the range of 20 m3 to 50 m3.
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Figure 6 Sound pressure level difference of a 3.5- × 2.5-m heavyweight wall for room volumes in the range of 20 m3 to
50 m3.
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Figure 7 Average sound pressure level difference and standard deviation for a lightweight cavity wall (lower curve) and
a heavyweight wall (upper curve), between equal rooms for volumes ranging from 25 m3 to 50 m3.

In Figure 5 are shown the predicted spatial average
sound pressure level difference for a lightweight cavity
wall of plasterboard on timber frame, between equal
rooms where the room volumes have been varied from
20 to 50 m3. The separating wall area is constant
at 3.5 × 2.5 m, and the room volumes were varied
by altering the room dimension perpendicular to the
separating wall (i.e., from 2.3 to 5.7 m).

There are some dips in sound pressure level
difference in the 50-Hz third octave band and also in
the 80-Hz band, which correspond to the normal room
modes perpendicular to the party wall. However, there
also are some peaks in the 80- and 125-Hz band and, in
general, the adverse dips are not pronounced because
the wall modal densities are high and no single wall
mode predominates.

In Figure 6 are shown results for the case of a
heavyweight wall, of the same area and for the same
range of room volumes. Here the variation in sound
pressure level difference is much greater than for the

lightweight wall due to matching of both the room
modes and the wall modes. The wall modes are few
in number and therefore can be influential.

Figure 7 shows the mean sound pressure level
difference and standard deviation for the two wall
types: lightweight cavity and solid masonry. The
values were obtained from 100 room pairs, ranging
in volume from 25 to 50 m3. The sound pressure
level difference across lightweight cavity constructions
shows a mass law trend with little statistical spread
due to the effect of room volume. The standard
deviation is of the order of 2 to 3 dB. This means
that, although dips occur in sound pressure level
difference, at frequencies dictated by the normal room
modes perpendicular to the wall, they are of the
order of 5 to 10 dB and “wash out” when all room
volumes are considered in the population. Overall, the
average sound insulation of a party wall of lightweight
construction is lower than that of the heavyweight
construction, below 200 Hz, as expected.
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The sound pressure level difference across heavy-
weight walls is little affected by variations in room
volume at frequencies below the onset of the first wall
mode; in this case, below 50 Hz. Above this frequency,
the sound pressure level difference is strongly dependent
on room modes and thus on room dimensions, and the
fluctuations are accentuated by the wall modes, which
are well spaced in frequency. For the case considered,
a 200 mm masonry wall, the standard deviation is 12 to
15 dB in the frequency range of 50 to 125 Hz.

7 PRACTICAL CONSIDERATIONS
Architects and builders naturally would be interested to
know if dips in sound pressure level difference at low
frequency could be predicted and possibly avoided.
Such a prediction might be given as a correction to
the standard relationship between sound pressure level
difference and sound reduction index, expressed as a
function of the room and wall modal distributions, in
particular of the simultaneous occurrence of room and
wall modes in the measurement band of interest.

However, the corrections should be simple. This
is possible if the following is assumed: A standard
laboratory method of measuring sound reduction index
is possible for the frequency range of 50 to 100 Hz;
the adjacent dwellings consist of rectangular room
pairs of the same dimensions; the separating wall
can be characterized as either lightweight cavity or
heavyweight masonry; the associated flanking walls
and floors are assumed to be of the same construction
as the separating wall.

The first step is to estimate the third octave frequency
band f1/3 where the dip in sound pressure level
difference is likely to occur due to the coupling of room
modes. This is when f1/3 = c/(2L), where L is the room
length perpendicular to the separating wall. It is not
straightforward to estimate the natural frequencies of
the wall bending vibration since the modes are strongly
dependent on edge conditions, which cannot easily be
assessed. The second step, therefore, assumes a worst-
case condition, where a wall mode also occurs in the
band f1/3 described above. A basic construction type is
established, heavyweight or lightweight cavity, and the
area of the separating wall also is considered.

For heavyweight walls of area less than 10 m2,
subtract 20 dB from the value of level difference as
follows:

L1 − L2 = R − 10 log[S/(αST )] − 20 dB (7)

where S is the wall area, ST is the total room area,
and α = 0.02. For heavyweight walls of area greater
than 10 m2, the correction to Eq. (7) is −10 dB.
For lightweight cavity constructions, the correction
to Eq. (7) is −5 dB, with α = 0.15, irrespective of
wall size.

Architects and builders should avoid pairing rooms
of equal dimensions, if possible. The room dimensions
perpendicular to the separating wall should differ by
0.5 to 1.0 m. It also is recommended that heavyweight
walls should not be smaller than 10 m2. Where possi-
ble, the room shapes should be nonrectangular. These

recommendations will not eliminate low-frequency
dips (and peaks) in sound pressure level difference
between adjacent rooms but will reduce the variation
in sound insulation by reducing the strength of the
acoustic coupling between room modes and between
room and wall modes.
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CHAPTER 119
INTRODUCTION TO COMMUNITY NOISE AND
VIBRATION PREDICTION AND CONTROL

Malcolm J. Crocker
Department of Mechanical Engineering
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Auburn, Alabama

1 INTRODUCTION
The main sources of urban community noise are
(a) road traffic, that is, trucks, cars, and motorcycles,
(b) aircraft/airport noise, (c) railroads, (d) construction
noise, (e) noise from light and heavy industry, and
(f) noise from recreation activities. Road traffic noise
is the most important of these and is discussed in
this chapter in some detail. Aircraft/airport noise,
although often cited as a major problem, is generally
considered to be of less importance because, although
it can be intense, it is mostly concentrated around
major airports. However, from another point of
view, aircraft noise is of extreme importance since
strong public resistance to airport expansion in many
countries is driven by aircraft noise complaints around
airports. Railroad noise is a problem for residential
strips situated along major rail lines, but it is much
less pervasive than road traffic noise. Construction
noise is often a problem too since in large cities
there are normally some new building projects being
undertaken; in addition, noise from the construction of
new highways is a concern where heavy equipment
contributes to the noise problem.

2 DISCUSSION
Several noise indicators and rating measures are in
use. The equivalent sound pressure level Leq is used in
many countries for the assessment of road traffic noise,
although the statistical 10% level L10 remains in use
in Australia, Hong Kong, and the United Kingdom for
target values and insulation regulations for new roads
and planning values for new residential areas. The
A-weighted day–night average sound pressure level,
DNL is currently the main descriptor of community
noise in the United States. With DNL, a penalty of
10 dB is added to noise made at night. In Europe
the day–evening–night sound pressure level, LDEN
is widely used. With LDEN, penalties of 5 dB are
applied to noise in the evening and 10 dB at night.
Chapter 34 discusses some of the descriptors that
have been used. Chapter 127 describes the current
practice of evaluating community noise problems in
Europe, the United States, and several other countries.
Coelho has written a review of community noise in
Chapter 130 in which the different types of community
noise ordinances are described.

In the United States, the day–night average sound
pressure level (DNL) has been in widespread use to
assess community noise annoyance since its adoption

by several federal agencies in the mid-1970s. If the
DNL of the community noise is below 70 dB, there
is little danger of hearing loss. However, many people
become highly annoyed, and there can be significant
sleep disturbance in the community. In 1978, by
evaluating the results of 11 clustering social surveys
on noise annoyance in several countries, Schultz
produced a curve relating the average annoyance
response percentage of people highly annoyed with
the day–night sound pressure level. See Fig. 1. The
Schultz curve has been widely used since then,
although in recent years considerable doubt has been
expressed whether it can be applied with equal
confidence to different sources of community noise,
including road traffic, railroad, and aircraft.

As shown in Fig. 18 of Chapter 34, later studies
sponsored by the U.S. Air Force in the early 1990s
have indicated that people have a moderate, but a
different, reaction to aircraft, traffic, and railway noise
at the same day–night average sound pressure level.2
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Figure 1 Synthesis of all the clustering survey results.
The mean of the ‘‘clustering surveys’’ data, shown here,
is proposed as the best currently available estimate of
public annoyance due to transportation noise of all kinds.
It may also be applicable to community noise of other
kinds.1
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Figure 2 Percentage highly annoyed persons (%HA) as a function of DNL. Two synthesis curves per mode of
transportation, and the data points are shown. For the curves obtained with multilevel analysis the 95% confidence
intervals are shown.3

One possible explanation may be that aircraft noise
near a busy airport has a greater variation in level in
time and has a different frequency content (generally
higher) than road or rail traffic. Another explanation
may be the inadequacy of the day–night sound
pressure level measure itself, which does not make
any allowance for level or, even more importantly, for
loudness.

In a more recent study, Miedema and Vos3 came to
a similar conclusion as Finegold et al.,2 although their
results were slightly different in magnitude. At high val-
uesofDNLbetween60 to70 dB, the rankingof road traf-
fic and railway noise differ a little from the earlier results
ofFinegoldet al.2 Their conclusionsmaybesummarized
as follows. Below aDNLof 40 to 45 dB, virtually no one
is highly annoyed (HA). As the DNL increases, so does
the percentage of the populationwho are highly annoyed
(%HA). The rate of increase in the %HA is greater for
aircraft noise than road traffic noise, which in turn has
a greater rate of increase than railway noise.3 Some of
the results of this study are given in Fig. 2, which shows
curves fitted to the data points by a least squares regres-
sion procedure. Since the 95% confidence limits for the
three curves do not overlap, for the higher levels of DNL
it can be concluded that the percentage of people that are
highly annoyed, %HA, depends on the mode of trans-
portation causing the noise.3

Equations fitting the data,3 assuming zero annoy-
ance at an A-weighted sound pressure level of 42 dB,
are

Aircraft : %HA = 0.20(DNL − 42)

+ 0.0561(DNL − 42)2

Road traffic : %HA = 0.24(DNL − 42)

+ 0.0277(DNL − 42)2

Rail : %HA = 0.28(DNL − 42)

+ 0.0085(DNL − 42)2

More recently Fidel and Silvati have also found that
aircraft noise is more annoying than noise from other
forms of transportation at the same values of DNL.4
In this study, the authors find 14% highly annoyed by
aircraft noise at DNL of 55 dB and 5% highly annoyed
at DNL of 50 dB, so that they estimate that the airport
attitudinal survey data, when grouped in 5-dB wide
“bins,” will yield 12% highly annoyed at about 54 dB.4
As a result of these and other more recent studies, many
standards that continue to use A-weighted metrics such
as LEQ,DNL, andLDENhave applied various penalties
for aircraft noise in using the original Schultz curve
(Fig. 1). The ISO standard5 applies a 3- to 6-dB penalty,
while theAmerican National Standards Institute (ANSI)
standard uses a 5-dB penalty.6 The ANSI penalty is
phased in between 55 and 60 dB as shown in Table 1.

Schomer et al. have questioned the continuing use of
metricssuchasDNL,whicharebasedonA-weighting.7,8

It iswellknownthat theA-weightingfilter is independent
of the sound pressure level, while the apparent loudness
of the sound is not. Since annoyance is obviously related
strongly to loudness, then use of metrics based on A-
weighting are likewise fraught with problems. Schomer
et al.8 have suggested instead that consideration should
be given to the use of a loudness-level-weighted sound

Table 1 Penalities for Aircraft Noise Applied by ANSI
to Original Schultz Curve

Measured Value
of DNL

New Value
of DNL

50 50
55 55
56 57
58 61
60 65
65 70

Source: From Ref. 7.
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exposure level (LLSEL) and loudness-level-weighted
equivalent level (LL-LEQ). They suggest that LLSEL
and LL-LEQ can be used to assess the annoyance
of environmental noise. They conclude from their
annoyance studies that, compared with A-weighting,
loudness-level weighting better orders and assesses
transportation noise sources, and with the addition of
a 12-dB adjustment, loudness-level weighting better
orders and assesses highly impulsive sounds. Thus, they
state that significant improvements can be made to the
measurement and assessment of environmental noise
without resorting to the large number of adjustments
that are required when assessing sound using just the
A-weighting.8 Implementation of LLSEL and LL-LEQ
capabilities on type 1, hand-held one-third octave band
sound level meters would also be inexpensive.8

Some community noise ordinances and test codes
or standards, such as those used to evaluate building
site noise in Germany and the United Kingdom, require
the intrusive noise to be compared with the ambient
noise. If the noise is more than 10 dB above the
ambient, it is deemed excessive, while if it is only
5 dB above, it may be tolerated. Fields claims that
such a procedure is not supported by large amounts
of noise data and surveys.9 According to Fields, the
results of 70,000 evaluations of 51 noise sources by
over 45,000 residents show that there is no evidence
to support the long-held assumption that the reactions
of residents in a community to an intrusive noise is
reduced when there are other environmental noises
present.9 In fact, Fields asserts that provided residents
are able to ascertain a logical estimate of their long-
term exposure to the actual noise levels of the intrusive
events, the presence or absence of ambient noise does
not affect their judgment of the amount of noise
annoyance produced by the intrusive noise events.9
This is an important finding since it suggests that
noise limits should be given as an absolute number of
decibels, rather than an amount exceeding the ambient
noise. Of course, if DNL or the new European LDEN
is used as the noise limit, different limits must be set
for aircraft, road traffic, and railway noise.

3 TRAFFIC NOISE PREDICTION AND
CONTROL
There are several reasons for the emergence of traffic
noise as the main source of community noise annoy-
ance in most developed countries. The power–weight
ratio of trucks and cars has been constantly increased
to permit higher payloads and more speed and accel-
eration; the resulting higher power engines are usually
noisier than the earlier lower power ones. The num-
ber of vehicles has increased dramatically in most
countries over the last 20 or 30 years. This, com-
bined with the movement of people from country to
city and the natural increase in urban population, has
exposed more and more people to more and more traf-
fic noise. Chapter 120 discusses road traffic noise in
more detail.

Although aircraft noise near airports is more intense
than road traffic noise, the large number of vehicles in
use and the fact that traffic noise is created in close
proximity to residential housing ensures that it is a
greater problem than aircraft and airport noise in most
countries. The numbers of vehicles in use continues
to increase. Studies in North America and Europe
suggest that the external noise of many vehicles has not
been significantly reduced in recent years. See Fig. 3,
which shows the cruise-by noise levels of cars, light
trucks, and heavy trucks over the period of 1974 to
1999.

The main sources on vehicles include power plant
(and power train) noise, tire–road interaction noise,
and wind noise. The noise of cars is dominated by
tire noise, except under accelerating conditions at low
speed, during which power plant noise exceeds tire
noise. With medium and heavy trucks, however, power
plant noise is not exceeded normally until about 40
km/h or 50 km/h is reached. At very high speeds wind
noise on cars and trucks can become a major source,
but below about 130 km/h it normally does not exceed
tire noise. See Chapters 83, 86, and 87.

The sound pressure levels generated by heavy
vehicles exceed those of most cars by about 10 to
15 dB. See Fig. 4. Trucks are vastly outnumbered by
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1999.10
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Figure 4 Cruise by exterior A-weighted sound pressure levels measured at 7.5 m for cars, heavy vehicles with two axles,
and vehicles with more than two axles.11

cars, but since they are normally in service for much
longer periods than cars each day and they are so much
noisier, they are a very important contributor to the
overall road traffic noise problem. Noise levels near
highways depend upon traffic flow rates and the mix of
light and heavy vehicles with cars. Traffic noise tends
to increase during mornings and evenings as people
travel back and forth to work and other activities.
Traffic noise is normally at a minimum during
nighttime hours between about 1:00 and 4:00 a.m.

There are two main methods of evaluating vehicle
noise. The first consists of measuring the passby noise
of a vehicle at 7.5 or 15 m from the road centerline.
The maximum A-weighted sound pressure level is
recorded for single vehicles under controlled conditions
normally on a special test track. See Chapter 120.
Figure 4 is an example of the noise of individual
vehicles traveling at constant speed, normally known
as the “cruise-by” condition. For traffic noise prediction
schemes, statistical passby measurements of randomly
occurringvehicles aremadenear selectedhighways.The
levels measured in the statistical passby approach are
dependent on the mix of light and heavy vehicles with
cars and are also dependent on the type of road surface.

The second type of test, normally used for regu-
latory purposes, consists of a full-throttle acceleration
test performed on a vehicle, which approaches the mea-
surement zone AA in Fig. 5 at a controlled speed. The
measurement is again made at 7.5 or 15 m from the road
centerline. The maximum A-weighted sound pressure
levelmeasuredbetween linesA–AandB–Bis recorded.
See Fig. 5.

Traffic noise prediction schemes normally include
statistical information on the numbers of vehicles,
the vehicle mix, the noise characteristics of each
vehicle, the road surfaces, and the shielding effects of

B B

A A

Microphone

10 m

10 m

7.5 m

Figure 5 Measurement positions used for cruise-by or
acceleration noise tests.

residential buildings on the propagation of the sound
to the prediction points. See Chapter 120.

Community noise surveys and the creation of noise
maps are used in communities as a basis for checking
results of some of these traffic noise prediction
schemes. Also traffic noise prediction schemes and
community noise surveys of the one-octave, one-
third octave, and/or A-weighted sound pressure level
generated by traffic are useful in deciding on noise
abatement strategies. The most common traffic noise
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abatement strategy employed is the construction of
roadside barriers, although porous sound-absorbent
road surfaces are coming into use in some countries,
as discussed in Chapters 83 and 86. See Chapter 58
for a general discussion on barrier performance and
Chapter 122 for a discussion on their use to control
road and rail noise in the community.

Although well-established prediction schemes are
available topredict environmental noise fromroad traffic
in communities, it has been demonstrated that specific
prediction schemes can be established, which are more
reliable for individual cities during workday hours.
Of course, such specific prediction schemes cannot
be transferred to other cities.12 There are many other
studies of road traffic noise and its prediction in the
community.13–19

4 RAIL SYSTEM NOISE PREDICTION AND
CONTROL
Railway noise is generally less of a problem than road
traffic noise and aircraft/airport noise. This is because
the numbers of rail vehicles are much smaller than
road vehicles, and railroad noise generally adversely
affects smaller regions of most cities. Rail system noise
is, however, a major problem for communities situated
near railroad routes.20–30 The major sources on railway
and rapid transit systems are (1) power plant noise,
(2) wheel–rail interaction noise, and (3) aerodynamic
noise. The main railway and rapid transit system power
plants in use include (1) electric motors, (2) diesel
engines, and (3) combined diesel–electric systems. See
Chapter 121 for a detailed discussion on rail system
noise sources and methods for their control.

Diesel power plants can be very noisy if the
noise is not properly suppressed. Wheel–rail noise
depends upon wheel–rail roughness and train speed.
Wheel–rail roughness can be increased by the use of
cast-iron brake systems. Disk brakes, which are coming
into increasingly widespread use, have been found to
reduce wheel–rail wear, roughness, and thus noise.
Aerodynamic noise, although a problem inside rail
vehiclesatveryhighspeeds,hasnotnormallybeen found
to be a major community noise problem, even at the very
high speeds of 300 km/h as discussed in Chapter 121.

Community noise prediction schemes for railway
noise must include data on the power plant and
wheel–rail noise of the rail vehicles, the number of
railcars in operation and the rail vehicle speeds. In
addition, the prediction schemes must account for the
attenuation caused by air and ground surface absorp-
tion and by the distance to the observation points.
The screening caused by obstacles, including build-
ings, railway cuttings, embankments, and purpose-built
noise barriers must also be included in the schemes.
There is some evidence to suggest that railway noise
causes less sleep disturbance than road traffic noise at
the same noise level.26–31 In the United Kingdom, an
A-weighted sound pressure level differential in favor
of railway noise has been used in the development
of railway noise legislation, using the equivalent A-
weighted sound pressure level and existing road traf-
fic noise legislation as the base. Railway noise and

its effects continue to attract the attention of many
researchers and authorities.26–31

5 ATTENUATION PROVIDED BY BARRIERS,
EARTH BERMS, BUILDINGS, AND VEGETATION
Noise barriers are being used increasingly to protect
residential communities from road traffic and rail and
rapid transit noise. Chapter 58 describes empirical for-
mulas that can be used to predict barrier performance.
Barriers are of limited use to protect residential areas
from aircraft and airport noise, and construction site
noise, with the possible exception of their use to offer
protection from the noise caused by the testing of
aircraft engines during ground run up. Likewise, the
mobility and elevation of noise sources of construc-
tion equipment used on building sites and highway
construction sites often make the use of barriers of
limited use. Urban barriers must also be designed to
be acceptable aesthetically. The formulas for barrier
performance given in Chapter 58 are mostly based
on idealized theoretical considerations or experimen-
tal studies conducted in the laboratory. Chapter 122
describes some of the practical considerations in the
use of urban barriers.

The attenuation of a barrier is normally defined
in two main ways. The first involves the barrier
attenuation, which is defined as the difference between
the sound pressure levels measured (or predicted)
at a location and the sound pressure level at the
same location under free-field conditions. The second
definition involves the reduction in sound pressure
level (known as insertion loss) at the receiving
location achieved by the insertion of the barrier.
The attenuation provided by a barrier is a function
of frequency. More exactly it can be related to the
difference between the two path lengths from the
source to the receiver divided by the wavelength: (1)
over the barrier and (2) straight through the barrier.
This quantity is known as the Fresnel number, which
is also used in optics. See Chapter 58.

The Fresnel number can also be related to the effec-
tive nondimensionalized height parameter of the bar-
rier (defined as the ratio of barrier height perpendicular
to the incident sound divided by its wavelength.) The
effective height of the barrier increases with wave-
length and so does the barrier attenuation. This means
that a barrier of fixed height is more effective in atten-
uating high-frequency sound, and stronger shadows are
created for high-frequency sound than low-frequency
sound. A similarity can be observed with the behavior
of light since an obstacle produces a stronger shadow
for short-wavelength (high-frequency) violet light
than long-wavelength (low-frequency) red light. See
Chapter 58 for further discussion on barrier acoustics.

Theoretically, noise barriers can be shown to
provide the same attenuation if placed at the same
distance from the source or from the receiver. In
practice, however, as common with other passive noise
control measures, their placement nearer to the source
is usually more effective. This is because receivers,
such as the upper regions of high-rise buildings, can
extend in height above a barrier placed near to them,
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and thus sound is not blocked from reaching them
and they are thus not protected.32 However, single-
or multiple-road and rail vehicles are normally located
close to the ground, and barriers placed close to them
block the sound better, which would otherwise be
traveling to the multiple elevated receivers.

It is particularly important to ensure that barriers
do not have holes or leaks that can degrade their per-
formance and that they are constructed from material
with an adequate transmission loss (sound reduction
index) to sufficiently attenuate sound penetrating them
and reaching the receivers directly in that manner.
Urban barriers are sometimes made to absorb sound
on the side facing the source so as to reduce the sound
reflected back to the source. Care must then be made to
ensure that the sound-absorbing material can survive
the local environmental conditions and not become
degraded too rapidly. Chapter 122 describes the use
of sound-absorbing material with urban barriers.
Chapter 58 presents formulas for predicting the attenu-
ation of barriers, while Chapter 122 gives formulas and
nomograms for predicting the attenuation of barriers
used in urban situations. These formulas are now incor-
porated in commercial software. The sound attenuation
of barriers with complicated shapes such as cantilever,
parabolic barriers, or earth berms can now be predicted
with boundary element method (BEM) approaches.

Unfortunately, when barriers are used in the field,
the atmospheric effects of turbulence or wind and/or
temperature gradients above the barriers normally
degrade their attenuation and/or insertion loss perfor-
mance. Chapter 122 describes factors that must be con-
sidered when barriers are used in practical situations
to reduce road and rail traffic noise in the community.
Wind is probably the main cause of the degradation
of the acoustical performance of barriers. Wind has
been found to have two main effects. First, the tur-
bulence in the wind causes the sound waves to be
scattered so that some of the sound energy propa-
gates into the shadow zone behind the barrier. Second,
wind gradients, which exhibit increasing wind speed
with height above a barrier (with wind blowing in the
same direction as the sound propagation), can bend
the sound downward into the so-called shadow region
of the barrier, thereby decreasing its attenuation. Tem-
perature gradients in which the temperature increases
with height (called temperature inversions) can have
a similar effect in bending sound downward into the
shadow zone behind a barrier. In practice, the attenu-
ation of an urban barrier does not reach its theoretical
value because of such environmental effects, and in
real-use urban barriers normally have an upper atten-
uation limit of about 20 dB, unless they are of double
construction, in which case the upper limit is about
25 dB. See Chapter 122.

6 GROUND-BORNE VIBRATION
TRANSMISSION FROM ROAD AND RAIL
SYSTEMS
Vibration generated by road and rail vehicles, some
industrial enterprises, and building sites is transmit-
ted through the ground and into buildings nearby.

Vibration at frequencies up to 200 to 250 Hz can be
transmitted at distances as far as about 200 m from
roads or railway lines. Vibration at higher frequen-
cies tends to be attenuated more rapidly with distance.
The vibration caused in the buildings results in floor
and wall vibrations, the movement of household or
office objects, the rattling of doors and windows, and
indirectly as reradiated noise. Vibration is annoying
to people at frequencies up to 50 or 100 Hz because
various body organs resonate at low frequencies. For
example, the stomach and other internal organs res-
onate in the region of 8 to 10 Hz, and the eyes and
head resonate at frequencies of about 20 to 40 Hz.
The chest wall cavity resonates in the range of 50 to
100 Hz. Chapter 123 discusses some of these phenom-
ena in more detail. Damage to buildings from vibration
is unusual, although there are some cases where con-
struction of new highways or railway lines has not
been allowed because of the fear that the vibration they
would cause could damage ancient historical buildings.
Vibration of the ground or building foundations is nor-
mally measured in the vertical direction with velocity
or acceleration transducers such as accelerometers. The
quantities usually recorded consist of the maximum
velocity or acceleration levels. The levels are normally
measured in one-third octave frequency bands, and
each band is weighted according to human response
to vibration. Chapter 123 describes the procedures for
measurement and prediction of these quantities. The
chapter also discusses human response to vibration and
suggests suitable vibration limits.

The sources of ground vibration from road vehicles
include passage of the vehicle wheels over road
irregularities such as bumps and holes. With rail
vehicles, the source mechanisms are related to the
travel of the wheels over the rail, which causes periodic
and random forces. The periodic forces are created by
the passage of the wheels over the spatially periodic
supports of the rails and any discontinuities located at
rail joints. The broadband random vibration is caused
by unevenness or roughness in the rail and wheel
contours. At high speed, vibration can also be caused
when the vehicle speed exceeds either the Rayleigh
surface wave speed in the ground or the bending wave
speed in the rails, as described in Chapter 123.

Vibration is transmitted through the ground by
various wave mechanisms. The wave motion is
quite complicated and consists of three main types:
dilatational or pressure waves, equivolume or shear
waves, and free surface or Rayleigh waves, as
described in Chapter 123. The main methods of
protecting buildings from ground vibration include
reduction of vibration at the source, such as better
road and rail maintenance, the use of softer suspension
systems for road and rail vehicles, resiliently mounted
and better maintained rail tracks, and grinding of the
wheels and rails to reduce roughness. Other methods to
protect buildings include base isolation of the buildings
themselves, as is described in Chapter 124.

Models exist for predicting the propagation of
ground vibration from road and rail traffic.33,34 The
models are mainly different because of the different
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input force mechanisms. With road vehicles, for the
purpose of generating the wheel–road interface forces,
the road itself can be considered to be rigid while
the vehicle and its suspension are assumed to generate
the dynamic forces in response to the road roughness.
With rail vehicles, however, the excitation is differ-
ent and is related to the unsprung mass of the wheel
and axle combined with the mass of part of the rail
system. Existing models range from mostly empirical
to completely theoretical. Two-dimensional theoretical
models are simpler but do not include the complete
effects of fully three-dimensional models. Finite ele-
ment (FEM) and coupled finite element/boundary ele-
ment (FEM–BEM) models have been used and are
becoming available in commercial software packages.
Finite difference methods are also in use and have
some advantages over FEM–BEM models since the
computational code is simpler. Using those models to
calculate absolute vibration level35 requires significant
modeling details. Greatest accuracy is achieved when
making predictions of insertion loss, even with rela-
tively simple models. See Chapters 123 and 124.

7 BASE ISOLATION OF BUILDINGS FOR
CONTROL OF GROUND-BORNE VIBRATION
Road and rail traffic and some industrial and/or
building operations cause ground vibration of a fairly
continuous nature. Railways are usually the sources of
most intense ground vibration since they often carry
relatively heavy vehicles at high speeds, which results
in significant rapidly created forces transmitted to the
ground. Although it is possible to reduce the vibration
at the source in some cases, there is some limit to the
reduction that can be achieved economically.

When new buildings, particularly those of a sensi-
tive nature, such as hospitals, auditoriums, and concert
halls are to be constructed near to existing highways
and railway lines, suppression of the building vibration
and base isolation of the buildings themselves should
be considered. See the discussion in Chapter 124.
Some simple, relatively low cost measures are avail-
able for reducing building vibration, including (1)
increasing the damping in the structure, (2) stiffening
certain regions of the building to move natural frequen-
cies away from forcing frequencies thereby avoiding
resonances, and (3) the installation of floating floors in
sensitive parts of the buildings.

In cases where the ground vibration is severe,
such as where a building must be constructed near
to a railway, it may be necessary to vibration isolate
the complete building from the ground by means of
base isolation, as described in Chapter 124. This may
be essential only for sensitive buildings. The amount
of vibration that is acceptable in the building will
depend upon its use and other factors such as the
duration and nature of the vibration. The principles
of base isolation are similar to those used to protect
buildings against earthquakes; however, the lower
level of vibration experienced from road, rail, and
some industrial sources compared with earthquakes,
makes the design criteria somewhat different for each
case studied. Each building design will be different

and building use, acceptable vibration limits, and other
criteria will determine the design chosen. Typical
isolation frequencies are in the range of 5 to 15 Hz.

There are two main types of isolators normally
used for base isolation of buildings. These include (1)
laminated rubber isolators and (2) helical steel spring
isolators. The rubber isolators can either be made from
natural rubber or from synthetic rubber. Steel spring
isolators usually combine several helical springs in
one unit. The rubber isolators normally have higher
inherent damping than spring isolators. However, the
spring isolators are sometimes made with additional
damping elements to suppress internal coil resonances
of the springs at high frequencies, and to limit vibration
during the rapid vibration onset or vibration decay
caused by passing trains or vehicles. Steel springs are
expensive but can be manufactured to have precise
stiffness values and long life. Rubber isolators are
usually less expensive but have the drawback that they
can be subject to degradation more rapidly than steel
springs unless they are protected against any possible
hostile environmental conditions, which could cause
the degradation. If adequate protection is provided,
however, rubber isolators can be made to have sufficient
life in terms of both degradation and creep performance.

The design of vibration isolators is described in
Chapters 54, 59, and 124. Their performance in build-
ings is normally measured in terms of the insertion loss
they provide, as explained in Chapter 123, since this
quantity describes the benefit obtained from the use
of the isolators. Single-degree-of-freedom models are
useful to give some approximate indication of the iso-
lator performance, although building vibration is much
more complicated, and more sophisticated vibration
models must be used for better vibration predictions.
With continuous excitation, which is almost steady
state, such as is caused by passing trains, the vibra-
tion problem can be treated in the frequency domain.
With some cases where the excitation is more impul-
sive in nature, such as is caused by some industrial
applications, then a time-domain modeling approach
is more convenient. More complicated building base
models employ finite element methods. Studies on base
isolations of buildings continue.36–42 Various software
programs are available commercially to create such
sophisticated building vibration models. In some cases,
simple two-dimensional numerical models are used
to reduce computational demands. Three-dimensional
approaches are more suitable to obtain more accurate
building models, as discussed in Chapter 124.

8 AIRCRAFT AND AIRPORT NOISE
PREDICTION AND CONTROL
Air travel is projected to continue increasing in
the foreseeable future. These increases will require
the expansion of existing major airports and the
creation of new airports. Airport expansion provokes
public resistance because of the annoyance, speech
interference, and sleep interference caused by aircraft
noise in nearby residential districts. Aircraft noise
is a much more localized problem than surface
transportation noise since it is significant primarily
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around major airports. Most of the noise energy is
produced by the operations of scheduled airliners, the
contribution of the large numbers of general aviation
aircraft being relatively small. See Chapter 125.

The introduction of early pure jet passenger air-
craft in the late 1950s brought much higher noise
levels during both takeoff and landing than the pis-
ton engine airliners that they replaced. The majority
of piston engine propeller-driven airliners have now
been phased out of service, although twin-engine prop-
jet aircraft continue to be used on many low-density,
short-range routes. Jet aircraft operate at much higher
cruising speeds than do propeller ones, and the aero-
dynamic configuration necessary for them to achieve
these results in higher takeoff and landing speeds.
Required runway length is normally greater with jet
than propeller aircraft, partly as a consequence of these
higher speeds, and partly because jet engine thrust is
reduced when an aircraft is stationary or nearly so.
This naturally brings the airport noise closer to residen-
tial communities. The generally large size and inertia
of long-range passenger jet aircraft, and their greater
throttle response times compared with those of piston
engine propeller-driven aircraft, require them to use
long approach paths, resulting in more extensive low-
level flight over surrounding neighborhoods. More-
over, jet aircraft normally use considerable amounts
of power on approach to counteract the drag of their
high-lift devices. The noise produced by jet powered
aircraft is primarily from their engines. The aerody-
namic noise produced by the passage of the aircraft
through the air (termed airframe noise) is still nor-
mally insignificant in comparison. See Chapter 9 for a
discussion on airframe noise.

In the early 1960s, the first fanjet engines (also
known as turbofans or bypass jets) entered service.
Although developed mainly to improve fuel economy,
the fanjet engines were quieter than the first pure
jet (or turbojet) engines of the same thrust. A fanjet
engine can be regarded as essentially a ducted prop-
jet engine, in which the propeller (called the fan) is
ducted to improve efficiency. All long-range airliners
and many medium-range airliners are now powered
by fanjet engines. Such fanjet engines mostly produce
broadband noise from their high-speed jet exhausts
during takeoff, although with lower power conditions
during landing approach, the tonal whine produced by
the compressor stages usually becomes prominent. At a
distance of 5 km, the A-weighted sound pressure level
during a jet aircraft takeoff is of the order of 60 dB
to 65 dB and is sufficient to interfere with speech. See
Chapters 22, 34, and 125. Current wide-body fanjets
(e.g., Boeing 717, 737, 767, 777, and 787 and Airbus
A-300/310, A-318, A-320, A-330/340, A-350, and A-
380) have considerable noise control technology built
into their engines and are much quieter than the early
pure jet and fanjet aircraft.

Some airliners have been particularly designed to
have quiet operational characteristics. The BAe 146,
first introduced in the 1980s, was an early, very quiet,
four-engine jet airliner, which has special high-lift
devices giving it short takeoff and landing capabilities

that make it able to operate from very short runways
at small downtown airports. It is able to operate from
downtown airports such as those at Mönchengladbach,
Aspen, and at the London City Airport (a converted
dock). In May 2006 landing and takeoff tests at the
London City Airport of the newer Airbus A-318 has
shown it can also use this downtown airport. Following
evaluations by Airbus, London City Airport, and the
UK airworthiness authorities, in March 2006, these
authorities granted the A-318 a steep landing approach
certification that enabled the airport compatibility tests
to take place. With its very low noise characteristics,
the A-318 makes it possible for it to use downtown
airports such as the one in downtown London.

As discussed in more detail in Chapter 125,
propeller-driven airliners are used on some medium-
range and most short-range routes, and such aircraft
are almost exclusively powered by gas turbine engines.
Such turboprop aircraft, as they are commonly known,
mainly produce tonal noise instead of the broadband jet
noise. The noise of propellers is quite directional and
is mostly radiated in the propeller plane. Helicopters
are less commonly used than jet and turboprop aircraft,
but they can be quite noisy and produce A-weighted
sound pressure levels of about 60 dB at 1 km. Like
propeller aircraft, the helicopter blade noise is very
directional and is created both by the main rotor and
the high-speed tail rotor.

Aircraft noise is evaluated for two main reasons:
(1) for certification purposes and (2) to monitor the
noise around airports. For certification, the noise of
individual aircraft is measured using the effective
perceived noise level (EPNL). For monitoring noise at
airports it is normal to use a measure that accounts for
many aircraft movements and the time of day that the
noise is produced. In the European Union a composite
measure known as day–evening–night sound pressure
level (LDEN) is used. See Chapters 1, 34, and 125.
The LDEN includes components for daytime, evening,
and nighttime hours. During the evening, a 5-dB
penalty is applied and at night a 10-dB penalty.

Figure 6 shows the noise levels and spectra of a fanjet
aircraft both for takeoff andapproach.Figure 7shows the
measurement locations used for certification of aircraft
according to FAR Part 36 noise standards. See Chapter
34. Research on evaluating aircraft and airport noise and
community annoyance continues.44–55

9 OFF-ROAD VEHICLE AND CONSTRUCTION
EQUIPMENT EXTERIOR NOISE PREDICTION
AND CONTROL
Off-road vehicles and heavy construction equipment
are used for roadway and railway construction, earth
moving and excavation, laying of pipes and cables, and
construction of new buildings. They are responsible
for high levels of environmental noise and cause
annoyance, speech interference, and sleep disturbance
in residential areas. In addition, there is the possibility
they can cause hearing damage to people operating this
equipment or people working in close proximity. A-
weighted sound pressure levels can be as high as 75 to
90 dB at distances of 15 m. Sound pressure levels at
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Figure 6 Noise levels and spectra of wide-body fanjet aircraft (e.g., the Boeing 747).43

distances of several hundred metres can be of the order
of 60 to 70 dB, which is above acceptable community
noise limits.

The main noise sources on off-road vehicles and
construction equipment consist of the engine, exhaust,

intake, cooling fans, and the tracked wheels. Mobile
compressors are also significant noise contributors
and are often used in conjunction with impulsive
noise generators, such as pneumatic drills, cutters, and
vibrating roller equipment.
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Figure 7 Measurement locations for certification testing of aircraft to FAR Part 36 noise standards.

In Europe, off-road vehicles and heavy construction
equipment are required to have product labels giving
their sound power outputs. Noise emission limitations
are set by an EEC Directive. In the United States
such equipment noise output is governed by com-
munity noise ordinances or state regulations. Mobile
compressors are one exception since their noise out-
put is regulated by the U.S. Environmental Protection
Agency (EPA). Other countries do not seem to have
uniform approaches to regulate the noise of off-road
vehicle and construction equipment.

As described in Chapter 126, in Europe the sound
power output of such equipment must be provided by
display of a label. The sound power is normally deter-
mined through measurements of the sound pressure
level at discrete microphone locations on a hemispher-
ical surface as described in International Organization
for Standardization (ISO) standards. Alternatively, the
sound power can be determined with the use of sound
intensity equipment.

Off-road vehicles and heavy construction equipment
can be divided into three main categories as discussed
in Chapter 126: (1) wheeled vehicles, including excava-
tors, loaders, and graders, with which the engine is the
dominant noise source, (2) tracked vehicles, in which
the track noise is comparable to the engine noise, and (3)
vibration and impact generating tools, including pneu-
matic drills and vibrating rollers, in which the noise is
generated by the tool itself and no engine is involved.

The exterior noise can be reduced by a combination
of passive means, including enclosures, vibration iso-
lators, use of the vibration damping materials, sound-
absorbing materials, and baffles and barriers. Enclo-
sures can be very effective, particularly if absorbing
materials are used inside and they are properly sealed.
Unfortunately, this is not always possible because of
the heat buildup created by most items of machinery,
in particular the engine. The use of inlet and exhaust
mufflers is essential on such equipment. Chapters 85
and 126 describe the design and use of such muf-
flers. Sound-absorbing material is sometimes placed
inside the mufflers, although the material can lose
its effectiveness because of contamination with mois-
ture and carbon particles. Normally, for such reasons
reactive mufflers are preferred. Chapter 126 gives an
example of noise reduction on a mobile compressor.
Other examples of mobile compressor noise control
are given in Chapter 54. Compressor noise is discussed
in detail in Chapter 74. Efforts continue on reducing
interior and exterior noise and vibration of off-road
vehicles.56–58

10 ENVIRONMENTAL NOISE IMPACT
ASSESSMENT
Environmental noise impact assessments (sometimes
known also as environmental noise impact state-
ments) are used to balance the negative noise impact
of a proposed development versus the benefits that
that development, such as a new highway, industrial
development area or recreation facility, could bring to
a nearby community.59–63 See Chapter 127.
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Existing community noise exposure guidelines are
consulted when preparing the assessments. These are
based on the premise that there is a level of noise
that is acceptable to the majority of the community.
If this level is likely to be exceeded by a proposed
development, appropriate mitigation measures need to
be selected with due consideration of cost and technical
feasibility. The mitigated noise impact is assessed for
acceptability to the potentially affected community as
well as the benefit of the development to the community
as a whole. In Chapter 127 the terms community noise
and environmental noise are used interchangeably.

11 INDUSTRIAL AND COMMERCIAL NOISE IN
THE COMMUNITY
The annoyance produced by industrial and commercial
noise is very similar to that produced by road
traffic noise when the long-term energy equivalent
sound pressure levels are the same.64–67 However, as
explained in Chapter 128, in most countries industrial
noise is treated differently from road traffic noise. As
explained in Chapter 130, it is common now for a city
to have different districts zoned for noise. Normally,
industrial enterprises are located in special zones in
the city. It is desirable for the industrial zones to
be separated from zones for residential housing. The
separation in distance must not be too great; otherwise
people will be inconvenienced by having to travel a
long way to work. But the industrial and residential
zones must not be situated too close to each other
either. The noise created in residential areas from the
sources in the industrial zones is normally predicted on
the basis of the sound power outputs from the different
noise source components in the industrial zone.

As explained inChapter 128, industrial and commer-
cial noise sources can be divided into two main cate-
gories. The first category includes steady noise sources
that have little variation in level and character during the
day and night. The second category includes intermit-
tent noise resulting from different industrial production
cycles and caused by vehicles coming and going to the
industrial andcommercial areas.Steadynoisecontaining
pure-tone and impulsive components is generally found
to be less acceptable in residential areas compared with
steady noise of the same long-term equivalent sound
pressure level. This is particularly true when steady
noise contains pure-tone components below 90 Hz, as
discussed inChapter 128. Impulsive noise is also known
to bemore annoying than steady noise of the same equiv-
alent sound pressure level.

Chapter 128 describes a procedure for predicting
the sound pressure levels in residential areas, which
is based on knowledge of the sound power output per
unit area of the industrial operation. Included in the
procedure are adjustments for wind effects on the noise
propagation. Such sound pressure level predictions are
valuable in deciding whether new industrial operations
should be permitted near residential communities
and/or residential developments should be allowed
near existing industry. It is important to monitor the
noise levels produced by the industrial and commercial
operations and make comparisons with those that

are predicted. Also in order to avoid community
complaints, it is important to inform the public in the
residential areas of such noise monitoring and also to
provide details about all activities being undertaken to
reduce noise from the industrial and commercial zones
reaching the residential areas.68–78

12 CONSTRUCTION AND BUILDING SITE
NOISE
Noise created on building sites in a city can interfere
with speech, sleep, and other human activities.65–69

The noise created comes from a variety of machin-
ery and mechanical equipment and includes demolition
of buildings, construction of new buildings, laying of
pipelines, sewers, and cables, and construction of new
roadways and railways. Some noise is impulsive in
character, such as caused by pile driving. Other noise
is more continuous in nature from sources such as com-
pressors and heavy earth-moving equipment. Noise
levels on building sites can be predicted from knowl-
edge of the sound power output of the different items
of machinery. Chapter 129 explains how predictions of
the noise at different locations near a building site can
be made. Normally the contributions from the different
sources are added on an energy basis. In some coun-
tries the predicted or measured sound pressure level
from all the sources is compared with the ambient
noise level when none of the sources is acting. There
are few standards or test codes for the prediction and
control of noise from building sites. In 2006, the only
such test codes were those in Germany and the United
Kingdom. These test codes provide tools for the cal-
culation of the daytime and nighttime rating levels.
These are then compared to standard ambient-noise
values for decisions on the acceptability of the build-
ing site noise. Transient noise peaks on the building
site can also be considered in these assessments.

Local authorities sometimes are tolerant of intense
noise on a building site in order to speed up
construction for economic or political purposes or
to limit disruptions to road and rail traffic and the
operations of public utilities. If the A-weighted sound
pressure levels caused by the sources are no more than
5 to 10 dB greater than the ambient levels, they may be
allowed by some authorities. But levels that are greater
than 10 dB above the ambient are normally determined
to be excessive and require regulation and/or control.

Using city or national ordinances, some local author-
ities impose penalties for impulsive noise and/or noise
containing prominent pure-tone components. Other
local authorities restrict noise in certain city zones
and others only during nighttime. In some cases
noise control programs are initiated when repeated
and/or frequent complaints are received. If noise
control measures are found to be necessary, these
should start with the noisiest sources and incorpo-
rate the normal source–path–receiver concepts as
explained in Chapters 54 and 129. As discussed in
Chapters 126 and 129, the European Union (EU)
Directive 2000/14/EC requires construction equipment
machinery used on building sites to be subject to noise
labeling. This EU directive requires the manufacturer to
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state the guaranteed sound power level in the operating
instructions and on the machine itself with a label. The
determination of the sound power level is usually car-
ried out in accordance with ISO 3744. Some of these
construction machines are subject to sound power level
limits.

13 COMMUNITY NOISE ORDINANCES
The major sources of noise in the community are caused
by surface transportation, aircraft/airports, industry,
and construction.70–78 As discussed in Chapter 130,
the main contribution to community noise, in most
countries, is caused by road and rail traffic. The
annoyance caused by noise depends upon the level,
duration, time of day, frequency content, and other
factors. Road traffic noise depends upon the road
surface, road inclination, traffic density and mix, and
speed of automobiles and light and heavy trucks.
Railroad noise depends upon vehicle speed, load, wheel
and rail roughness, and other factors. Some of these
sources can be controlled locally by regulation, such as
with speed limits. Some factors are outside local control.

Community noise regulations and noise ordinances
are of two main types: qualitative and quantitative.
Qualitative types of noise ordinances prohibit excessive
noise during certain hours of the day or night and/or
prohibit some noisy activities during certain hours and
in certain defined noise zones. The difficulty with such
ordinances is that they are vague in nature and difficult
to enforce. Quantitative noise ordinances, however,
restrict noise generated and/or received. The levels
allowed at the boundary where they are produced or the
boundary where they are received are normally given
as A-weighted sound pressure levels. These quantitative
ordinances need trained staff for enforcement who can
use calibrated measurement instruments to determine
the sound pressure levels accurately. Since noise levels
fluctuate in the community and vary during day,
evening, and night periods, average levels are often used
such as the equivalent sound pressure level. The A-
weighted equivalent sound pressure level came into use
in the United States in the 1970s, and recommendations
have been published by the World Health Organization
(WHO) for day and nighttime to protect people from
becoming moderately or seriously annoyed. In the
United States the day–night average sound pressure
level is also widely used. This is calculated from
the equivalent day time sound pressure level and the
equivalent nighttime sound pressure level to which a
10-dB penalty is applied to sound occurring between
10 p.m. and 7 a.m.. In Europe the day–evening–night
sound pressure level is now increasingly used. This is
similar to the day–night average sound pressure level
but is calculated from three periods with a 5-dB penalty
applied during evening hours and a 10-dB penalty
applied during nighttime.

Some noise ordinances specify different noise zones
that are defined for the activities performed in the
zones. Zones can be specified for heavy industry, light
industry, residential, school, hospital, and other uses.
Normally different noise zones are created with steps
of 5 dB from noisiest to quietest zone with restrictions

on the maximum noise permitted in each zone. For
instance, some activities such as construction may be
prohibited in some zones. Obviously, enforcement is
essential if the ordinance is to have any use at all.
Fines and other financial penalties can be used for
enforcement. In the United States, the Office of Noise
Abatement and Control set limits for noise output of
some sources such as heavy trucks and compressors
on building sites and was active in producing a
model community noise ordinance standard. Since
1980 centralized planning by the EPA Office of Noise
Abatement and Control has largely been disbanded and
taken up by different government agencies and local,
citywide, or state authorities. In Europe, a different
situation exists. European directives in recent years
have required strategic noise maps to be created for
major transportation facilities such as airports and
railway stations and for large cities. Action plans are
required to manage noise problems and recommend
noise reduction if necessary. The goal is to harmonize
noise criteria and noise zoning and limits among the
different European member states. The experience in
other countries such as Australia, Canada, China, and
Japan is described in detail in Chapter 130. Further
work and discussion on community noise evaluation
and ordinances and regulations continues.70–78
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Noise Prediction Method Based on Vehicle Composi-
tion Using Genetic Algorithms, Appl. Acoust., Vol. 66,
No. 7, July, 2005, pp. 799–809.

16. B. De Coensel, T. De Muer, I. Yperman, and
D. Botteldooren, The Influence of Traffic Flow Dynam-
ics on Urban Soundscapes, Appl. Acoust., Vol. 66, No.
2, Feb., 2005, pp. 175–194.
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1 INTRODUCTION

Noise from motor vehicles is arguably the most
pervasive of all environmental noises.1,2 Although
the noise levels of individual passenger cars, trucks,
buses, and motorcycles are relatively low compared to
airplanes and trains at equivalent distances, their shear
numbers and close proximity to sensitive receptors more
than offset their lower source levels. For this reason,
considerable attention is given to controlling exterior
motor vehicle noise at the source, abating noise from
traffic flows, and planning appropriate land uses in the
vicinity of highways. In this chapter, noise emissions
from motor vehicles are examined individually and
collectively in traffic flows. Because of their greater
volumes, the noise from passenger cars and trucks tend
to dominate traffic noise. Further, because trucks have
in-service source levels that can be on the order of
10 dB higher than cars, the level of traffic noise is also
strongly influenced by the mix of cars and trucks. To
address the noise of individual vehicles, regulations are
in place inmost countries to limit the noise productionby
vehicle category. To address the noise from traffic flows,
measurement protocols are available, as are various
traffic noise models. These models typically not only
predict traffic levels but are also used to assess different
noise abatement strategies.

2 NOISE OF INDIVIDUAL VEHICLES

In the broadest sense, the sources of the exterior
motor vehicle noise are considered in three categories:
power train, tire–pavement, and aerodynamic noise.
Power train noise is taken here to include all sources
associated with vehicle propulsion, including noise
from the engine, induction system, engine accessories,
transmission and gears, cooling fan, and so forth. Also
included in power train noise is exhaust outlet noise;
however, this is often considered separately. Of the three
categories, power train and aerodynamic noise are solely
properties of the vehicle while tire–pavement noise is
both a function of the vehicle (tires) and the pavement on
which it operates. The contribution of these sources to
the total exterior noise produced by a vehicle depends on
thegeneral typeofmotorvehicle, its operatingcondition,
and its environment. Motor vehicles are typically

grouped as light vehicles (passenger cars, pickup
trucks, sport utility vehicles, and passenger size vans),
medium trucks, heavy trucks, buses, and motorcycles.
In the United States, light vehicle are defined as being
less than a gross vehicle weight (GVW) of 4500 kg,
medium trucks have single-drive axles with a GVW
of 4500 to 12,000 kg, and heavy trucks have multiple-
drive axles with a GVW typically over 12,000 kg.3

The operating conditions typically considered include
acceleration, cruise, upgrade, deceleration, and idle.
For modeling and assessing traffic noise, idle and
deceleration are generally not considered with the
possible exception of engine compression breaking
of heavy trucks. The dependency of motor vehicle
noise sources on environment is primarily due to
pavement type; however, temperature is also generally
acknowledged to have an effect on both power train and
tire–pavement noise on the order of 1 dB/10◦C.4–6

Each of the three noise source categories has its
own typical dependency on vehicle operating parame-
ters. Powertrain noise is dictated primarily by engine
speed [revolutions/minute (rpm)] and load. Power train
noise typically increases proportionally to 30 times
log (rpm) and increases by about 2 to 3 dB for par-
tial versus full throttle.7 Power train noise does not
show a constant relationship to vehicle speed, as the
ratio between these is a function of gearing and gear
selection. Tire–pavement noise is primarily a func-
tion of vehicle speed, V . Generally, tire–pavement
noise increases proportionally to 30 to 35 times log(V ),
although a very wide range in the multiplier has been
reported in the literature.8 Tire–pavement noise is also
known to depend on applied torque during accelera-
tion. This effect can increase the noise produced by 0
to 8 dB, depending on the tire design and construction
and on the applied torque.9 Aerodynamic noise is also
dictated by vehicle speed, typically proportionally to
60 times log (V ). An example of how these sources
combine based on these relationships and actual
data9,10 is shown in Fig. 1 for a composite of light
vehicles operating under cruise, road-load conditions.

Two types of the test procedures are used for themea-
surement of individual vehicles. These are controlled
passby tests, such as Society of Automotive Engineers
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Figure 1 Typical contribution of passenger car noise sources under cruise conditions as a function of speed.

(SAE) J98611 and International Organization for Stan-
dardization (ISO)362,12 and statistical passby tests, such
as ISO 11819-1,13 and those specified by the U.S. Fed-
eral Highway Administration (FHWA).14 In controlled
passby tests, a single test vehicle is driven by micro-
phone(s) at a distance of 7.5 mand/or 15 mset at a height
of 1.2 or 1.5 m (5 ft). The maximum A-weighted sound
pressure level measured using a 1

8 -s (fast) exponential
averaging time is reported. Operation of the vehicle is
closely controlled, and often the tests are done on closed
test tracks. These tests are typically used to determine
differences betweenvehicles or tireswith other variables
held constant. In field situations, controlled passby tests
are also used to isolate pavement effects for a vehicle(s)
with specific test tires.Statistical passby tests aremadeof
randomly occurring vehicles operating on public road-
ways. These tests are typically used to determine the
range and average of noise levels within vehicle cate-
gories at one or more sites. Microphone placement and
data measurement and reporting are the same as con-
trolled passbys. Because vehicle speed is not controlled,
the passby levels must be examined as a function of
speed. The speed of each vehicle must be determined
externally. Differences in the noise level–speed rela-
tionship are then used to compare site-specific issues
such as pavement type or to compare noise from vehicle
categories. Because of the variability of the noise from
individual vehicles and the fact that vehicle speed is not
controlled, statistical passby methods require many data
points to achieve stable results.

Much has been done to characterize noise produced
by various vehicle types in Europe and the United
States using statistical passby methods. Under cruise
conditions, these data typically show a large range in

noise level for individual vehicles at any given speed and
within a given vehicle category. Ranges for individual
vehicles of 10 dB in each category are common across
multiple sites in the speed range from 50 to 115 km/h.
By segregating the sites by pavement type, this range
is reduced by a few decibels, however, even for a
single site, the typical range in individual vehicle noise
level is typically 4 to 6 dB. Most of this variation
can be accounted for by tire noise, which ranges by
about 5 dB within a vehicle category. However, some
variation is also due to higher noise levels generated by
modified vehicles or ones with faulty exhaust systems.
An example of statistical passby data for light vehicles
taken at a single site only is shown in Fig. 2.

The largest and most recent database of statistical
passby levels in the United States was reported by
the U.S. Department of Transportation in 1995.3 This
data set consists of over 6000 individual passby events
collected over 40 sites in different areas of the United
States. Regression lines corresponding to the mean
energy emission of five categories of vehicles are
shown in Fig. 3 normalized to a distance of 15 m and
averaged over all pavement types.

The data were also analyzed by pavement group-
ings of Portland cement concrete (PCC), dense graded
asphalt concrete (DGAC), and open graded asphalt
concrete (OGAC). The greatest effect of pavement was
seen for automobiles and light trucks at speeds above
50 km/h where the averaged difference between PCC
and OGAC reached about 4.5 dB. For medium and
heavy trucks, this difference was about 2.5 dB above
65 to 80 km/h. Data from European studies display
similar effects of vehicle and pavement type.15 For
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y = 27.27 Log(x) + 18.607
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Figure 2 Statistical passby test results for automobiles measured at 15 m from I-895.1
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Figure 3 Emission level comparison of various vehicle categories in the United States at a measurement distance of
15 m.1

comparison, the average of mean energy emission lev-
els taken from three European studies15–17 have been
energy averaged and compared to the U.S. levels in
Fig. 4 as normalized to a distance of 7.5 m.

3 REGULATION OF MOTOR VEHICLE NOISE
Regulatory test procedures are an adaptation of the
technical standard developed by an engineering body
specializing in the measurement of product character-
istics. The ISO dominates the regulatory procedures in
European countries. In addition, other countries have
procedures identical to the European countries or refer
directly to a specific European regulation. In some

cases, the ISO procedures have been modified by the
implementing country leading to a variety of similar
but often different regulatory procedures.

The United Stated and Canada followed the devel-
opment of procedures by the SAE. California, the first
state to adopt a vehicle noise certification procedure,
used the SAE J986 and SAE J36618 for cars and trucks,
respectively. The operating modes in ISO and SAE are
similar, using acceleration from a stabilized approach
speed around 50 km/h up to a higher speed but limit
the engine speed to being equal to or less than the
rated power engine speed. The SAE-based procedures
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Figure 4 Comparison of vehicle emission levels from the United States and average of European studies normalized to
a measurement distance of 7.5 m. 1,10–12

Table 1 Exterior Motor Vehicle Noise Limitsa in Overall A-weighted Sound Pressure Level, dB

Regulatory Group Passenger Cars Trucks and Buses Motorcycles Tires

Argentina 78–85 80–85 NR NR
Australia NR 81–85 80 NR
Brazil 79–81 84–87 80 NR
Canada 80 83 NR NR
China 82–84 84–87 NR NR
European Union 74 74–80 80 72–76
Japan 76 76–83 73 NR
Korea 76–82 79–82 77 NR
Mexico 81 84 89 NR
Saudi Arabia 78–82 79–85 NR NR
South Africa 74 75–77 NR NR
Taiwan 78 83 78 NR
United Nations 74 74–77 75–80 72–76
U.S. federal over 4535 kg NR 80 80 NR
U.S. state and local 80 80–84 NR NR

aLimits shown do not encompass the entire detailed variants based on mass, power on/off usage. NR indicates the
jurisdiction listed does not have a regulation listed for the product.

required approximately twice the physical measure-
ment area of the comparable ISO tests area with the
measurement microphone 15 m from the driving lane
for SAE versus 7.5 m for the ISO. The regulatory lim-
its under these test procedures are given in Table 1 as
of 2003. Static tests intended to monitor changes in
the exhaust system performance or intentional modi-
fication are also in place in some jurisdictions. Both
static and moving tests can identify a defective exhaust
component, however, the no-load static tests are not
otherwise correlated to passby tests.

The UN member countries have developed the
1998 Global Agreement, which modifies some of
the mandatory requirements of 1958. Consequently,
United Nations (UN) influence on noise procedures

and limits now includes most of the countries included
in the 1958 agreement and also the United States,
South Africa, China, and Russia as well as the major
non–Western Europe areas that effectively make it a
true global regulation. The consequences of this action
are not yet known in many countries including the
United States.

There has been some concern expressed about
the effectiveness of new vehicle noise regulations in
reducing noise levels in the community. The European
Union 1995 Green Paper concluded the two decades
of reductions of limits have not provided the desired
improvement in the community exposure.19 The rea-
sons for the limited effectiveness were later identified
to include slow exchange rate of older, nosier vehicles
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to new, quiet ones; a trend toward bigger, more pow-
erful trucks and light vehicles; lack of in-use controls;
the underlying levels of tire–pavement noise; and a
lack of a test procedure that represents actual vehi-
cle operation.1 Studies have shown the driving mode
in the community is significantly less severe than the
regulatory test. As a result, product design modifi-
cations are introduced for engine speeds higher than
in use operation. In addition, the emphasis on power
train noise conceals the contribution of tires that occurs
even at the lower vehicle speeds near 30 km/h. Conse-
quently, the ISO has embarked on developing a more
representative urban rating that includes a power-train-
dominated full-throttle mode and a tire-dominated con-
stant speed. These are combined to yield a level that
more closely represents the noise impact of urban traf-
fic. The European regulations have also added a high-
speed tire noise rolling test that addresses the highway
noise problem. But the initial levels and step reductions
along with the rate of vehicle exchange will delay any
meaningful improvement for over a decade.

The U.S. consumer interest in vehicle noise regu-
lation has been very limited. Early regulation reduced
the initially higher exhaust levels, which was the public
perception of vehicle noise problems. Although there
is no conclusive noise data, trends in the United States
support the notion of generally increasing traffic levels.
The tire–pavement noise levels on U.S. freeways have
led to residential complaints that have resulted in free-
way noise barriers and the advent of major research
on quiet highway surfaces. In 1968, when the first
noise regulation was adopted in California, the average
family of 3.4 people20 owned one vehicle. Today, the
average family of 2.7 people has two vehicles plus one
recreational or off-road vehicle suggesting increased
volumes of traffic.20 In addition the predominance of
sport-utility-styled vehicles has increased the tire noise
component of the vehicle noise because of the more
aggressive tires, which are intended for multiple season
and recreational driving. Finally, the speed limits on
the interstate system and regional highways are higher
than 20 years ago. To address these trends, future test
procedures must be developed to deal with the annoy-
ance of the urban community, reflecting the manner
in which vehicles are actually operated. Test proce-
dures must rate the tire noise source as it impacts the
urban and rural resident under a range of operating
speeds from 60 km/h through 100 km/h. In addition,
regulations must restrict the modification of vehicles
to ensure that in-service vehicles continue to meet the
design standard.

The international procedure groups must continue
to be active in the development of tests that address the
increasing range of products from the traditional inter-
nal combustion cars through the innovative electric
vehicle with a variety of power sources. With the pos-
sible exception of motorcycles3 all vehicles, regardless
of the power source, have a significant tire component
that becomes a more significant part of the total vehicle
as the power train levels are reduced.

4 VEHICLE NOISE IN TRAFFIC FLOWS
Because of the levels produced, traffic noise from
freeways and multilane highways tends to be a
primary source of concern for community noise. The
basic parameters governing the noise generation from
highways are average vehicle speed, traffic volume,
mix of light vehicles and trucks, and pavement type.
Above 80 km/h, the composite noise from a traffic
flow of cars and trucks increases at about 35 log(V )
(Fig. 3). At these speeds, since trucks are about 5 to
9 dB louder than light vehicles (Fig. 4), the traffic
noise depends on the percentage of medium and heavy
trucks as well as the total number of vehicles. Within
each vehicle category, the noise level increases by
3 dB with each doubling of volume. The effects of
pavement depend not only on the type of pavement
present but also on the traffic mix. However, even with
relatively high truck volumes, the pavement can cause
differences in highway traffic noise of 6 dB or more.

The temporal nature of noise from highways also
depends on traffic volume and mix as well as distance
to the roadway. For higher volumes and/or further
distances from the roadway, the short-term noise levels
display little variation. At higher volumes, multiple
individual vehicles determine the resultant noise so
that there is little variation in noise from moment to
moment. Similarly, at larger distances, more individual
vehicles contribute to the noise because the distance to
each vehicle is similar over a longer length of roadway.
For lower traffic volumes and/or close distances,
temporal variations of 30 to 40 dB or more can occur
depending on background noise, the noise produced
by an individual vehicle, and the distance away. An
illustration of several measured temporal variations
are given in Fig. 5 for different traffic volumes and
distances from urban area freeways.

Reflecting the difference in day and nighttime
traffic volumes, noise from major arterial roadways
and highways often displays a consistent diurnal
pattern for levels measured on an hourly basis.21 Under
this pattern, the lowest hourly levels characteristically
occur in the early morning (1 : 00 to 3 : 00 a.m.) when
traffic volumes are lower, rise rapidly to about 6 : 00
or 7 : 00 a.m., remain constant to after 6 : 00 p.m.,
and then fall off toward the early morning minimum.
This pattern as measured for 28 different roadways is
illustrated in Fig. 6. In congested areas, the hour of
highest noise level and the hour of peak traffic volume
are not necessarily the same due to reduced speeds at
highest volumes.

For arterial roadways, the freeway diurnal noise
pattern is also often present. In additional to the
short-term temporal variations noted for highways, the
presence of traffic control devices can also influence
the temporal variation of noise from arterial roadways.
Even away from intersections, traffic lights can create
“platooning,” where groups of vehicles pass by a
location followed by long periods of no vehicles.
At controlled intersections, the noise of the traffic is
different both in terms of its temporal variation and
character.22,23 At traffic lights, there will be periods
of time when vehicles are idling, producing relatively
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Figure 5 Variation of overall A-weighted sound pressure level (slow response) over 15 min for heavy traffic and light
traffic as measured at 15 m.
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Figure 6 Typical diurnal pattern of noise levels from roadway.17
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Figure 7 Vehicle noise emission levels for nonaccelerating and interrupted flow/grade operating conditions.1

low noise levels, followed by vehicles accelerating
from rest and periods of cruise conditions. Unlike
cruise where the noise emission is heavily influenced
by tire–pavement noise, during acceleration, the noise
emission is initially influenced by power train noise.
Especially for trucks, the character of this sound is
distinctive as the noise is very much a function of
engine rpm, and noise will have a “saw-tooth” pattern
as the truck uses several gears to gain speed.24,25

Because of gearing differences and the prevalence of
automotive transmissions, this characteristic is not as
pronounced in light vehicles. However, the difference
between low-speed cruise and acceleration is much
greater for light vehicles than for trucks (Fig. 7).

Traffic noise is typically characterized using the
equivalent sound pressure level (Leq) metric instead
of maximum passby level. The time period over
which the Leq is determined can vary with the traffic
density or temporal variation of the noise, however,
a minimum of 2 min is specified for “steady” traffic
noise and up to 30 min where the anticipated range
in sound pressure level fluctuation is greater than
30 dB.14 Three to six repetitions over the selected
time period are also recommended. The details of
measurement depend on the intent of the measurement.
In cases where it is desired to assess the environmental
noise impact at a specific location, measurements in
hourly intervals over a 24-h period are typically made
so that the day–night sound pressure level (Ldn) or the
community noise equivalent level (CNEL) values can
be determined. Measurement locations are typically
near the location for which the impact is to be assessed.
Measurement of traffic speed and volume are not
necessarily required and the measurements are often
unattended. When the intent of the measurement is

to compare before and after levels when a roadway
change is planned, or to compare the measurements to
traffic model results, or to compare one site to another,
additional documentation is required. In these cases,
the noise measurements are typically shorter, lasting
several hours, and are usually attended so that unusual
occurrences and noises can be identified and removed.
The measurement of traffic volume and average
vehicle speed by category is also required. In addition,
documentation of the site geometry and conditions,
ground type and cover, and meteorological conditions
are also needed. For before and after measurements,
microphones are placed at standard locations or near
sensitive receptors; however, a reference microphone
30 m or less from the center of the nearest travel
lane is desirable. For comparison between sites or to
traffic models, measurement sites should be flat and
free from extraneous reflecting surfaces within at least
30 m of the traffic and microphone locations. One
microphone is placed 15 m from the center of the
near lane of vehicle travel at a height of 1.5 m above
the plane of vehicle travel. Additional microphones at
7.5 m and 30 m are often used, as are microphones
at greater heights than 1.5 m. Wind speed should not
exceed 19 km/h (12 mph) during the measurements.14

With these criteria, research-grade measurements are
not possible in many situations.

5 PROPAGATION OF TRAFFIC NOISE

The underlying nature of sound propagation away from
individual vehicles is that of a point source over a
reflecting plane. This leads to a general behavior of
spherical divergence or a 6-dB reduction in sound
pressure level with each doubling of distance (DD)
or as given by 20 log(r/ro). As a result, maximum
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passby levels of individual vehicles falloff at a rate of
about 6 dB/DD for propagation over acoustically hard,
relatively flat ground for distances of 30 m or less. For
traffic flows, the individual point sources are spread
out into a continuous line of sources. In this case, the
general behavior is that of cylindrical divergence or a
3-dB reduction in level with each doubling of distance
[10 log(r/ro)]. In urban settings, for propagation down
a side street away from a traffic line source, the
sound also decreases at about 3 dB/DD after about
an initial 2- dB amplification due to reflections from
the building surfaces.24 For time-averaged metrics of
vehicle passbys, such as the single event level (SEL),
the averaged level also decreases at 3 dB/DD for open
areas.

A number of different phenomena often occur to
complicate the ideal propagation models discussed
above. At distances close to the line of vehicle passby,
constructive and destructive inference patterns occur,
modifying the spectrum of the received sound and its
overall A-weighted level. This interference is a func-
tion of the path length difference between the direct
and reflected sound waves propagating from the vehi-
cle and the impedance of the intervening ground. At
farther distances, a number of other factors influence
the sound propagation from vehicles and traffic flows.
In open areas, these include temperature and wind gra-
dients, propagation over acoustically “soft” ground,
and atmospheric air absorption.26 The net effect of
these factors is to generally provide more sound atten-
uation than that predicted by the ideal spreading laws.
As a result, applying the theoretical attenuation of
3 dB/DD for traffic flows or 6 dB/DD for individual
vehicles tends to predict higher levels than those that
actually occur. Of these factors, only attenuation by
atmospheric absorption is generally considered not a
source of noise level variation, although it is a function
of relative humidity. Wind tends to be the most volatile
in terms of effect on propagation due to its variation in
both speed and direction. At distances as close as 30
m from a freeway, differences in noise due to wind

changes can be as great as 5 to 6 dB even for rela-
tively light wind conditions. For improved consistency
in data, it is preferred to measure vehicle and traffic
noise under conditions of virtually no wind or when
the wind is in a cross direction between the roadway
and measurement location or when the wind is in the
direction from the roadway to the microphone (down-
wind). Upwind conditions should be avoided due to
the potential for substantial excess attenuation in the
resultant shadow zones.

In situations where other forms of excess attenua-
tion exist, wind and temperature effects can reduce the
effectiveness of the attenuation and result in higher
levels than those normally occurring. When barriers,
buildings, or topography provide the shielding between
the traffic source and receiver, the downward bend-
ing of the sound rays with downwind propagation and
temperature inversions can reduce the shielding pro-
vided by these obstacles. They can also nullify the
effects of excess ground attenuation. As a result, for
residences exposed to traffic noise, the received levels

can noticeably increase over what normally occurs in
cases where excess attenuation is commonly present
due to barriers and obstacles, ground attenuation, or
prevailing wind conditions.

6 MODELING OF TRAFFIC NOISE
Modeling of traffic noise has several uses, including
estimating current noise exposure along roadways,
assessing the effect of roadway changes, and predicting
the performance of noise abatement options. The basic
elements of traffic noise modeling are the traffic source
levels and the propagation or attenuation of sound
between the traffic and the receiver. Typical source-
related inputs to traffic noise models are the speed
and volume of vehicle types, operating mode of the
vehicles, and the length of roadway with line of sight
to the receiver location. Propagation-related inputs
include the acoustic characteristics of the ground,
the number of lanes of travel, site geometry and
topography, and the type and geometry of any barriers
or buildings present. Most models also consider the
type of pavement at the site in regard to tire–pavement
noise generation, the prevailing wind and temperature
conditions,27 and interrupted traffic flows.22 There
are a number of resources that can be consulted
for additional, detailed information about traffic noise
prediction methods.26,28–30

Embedded in traffic noise prediction routines are
some assumptions about the vertical distribution of
source strength on the vehicles for the operating
mode under consideration. Knowledge of source height
is critical for predicting propagation effects and the
effectiveness of the barriers. Under cruise conditions
for properly maintained cars and trucks, tire–pavement
noise typically begins to dominate power train noise
at speeds above about 40 km/h.25 For trucks, the
speed is found to be more in the range of 50 to
60 km/h. At any speed in which tire–pavement noise
dominates, the source is known to be very close to the
ground, within about 100 mm.8 At lower speeds, the
distribution is skewed more to power train sources.
For light vehicles, noise to the side of the vehicle
comes from the underbody area and wheelwell areas
near the engine compartment and from the exhaust
outlet. These source regions are also relatively close to
the ground, typically within one metre of the ground.
For trucks, the engine compartments are higher, 1 to
2 m above the ground, and exhaust outlets may be as
high as 4 m. Although there has been work completed
worldwide on this subject,16,31 the data are limited. As
a result, traffic models often rely on partial data and/or
assumed source heights.

Worldwide, there are many traffic noise mod-
els available. Many general sound-mapping software
codes have some traffic noise prediction element. Also,
many countries have their own accepted model for pre-
dicting traffic noise. In the United States, the new Fed-
eral Highway Administration (FHWA) Traffic Noise
Model (TNM) is replacing the older STAMINA2.1.
This new model features improved sound propagation
prediction, particularly for barrier insertion loss and
propagation over acoustically soft ground. Unlike the
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older model, TNM uses one-third octave band levels
in its calculations of sound propagation.32 TNM has
undergone and continues to undergo extensive valida-
tion. When a reference microphone position is used,
the propagation algorithms typically provide supe-
rior results compared to older models.33 Compared to
STAMINA, TNM has been found to predict greater
insertion loss by 1 to 3 dB.33,34 Initial validation work
by the U.S. Department of Transportation DOT indi-
cates very good agreement between calibrated field
measurements and TNM results with an average dif-
ference of 0.5 dB in open areas when strong winds
were not present.35 Although TNM has the provision
for including the effects of pavement type, use of
this feature is not currently allowed. As a result, on
an absolute basis, TNM can overpredict traffic noise
levels by as much as 5 dB in cases where the pave-
ment is quieter than the average pavement assumed
in the model.36 To improve the absolute performance
of TNM and other models, it is recommended to ref-
erence the model results to measurements of existing
traffic noise representative of the site made at locations
within 30 m (100 ft) of the roadway.35

7 ABATEMENT OF TRAFFIC NOISE

Abatement of traffic noise is driven by two distinct
criteria. These are basically proactive and reactive.
Proactively, for new highways or major alternations,
such as adding lanes to an existing roadway, noise
levels are predicted using traffic noise models. These
levels are then compared to criteria that trigger the
need for noise abatement to be considered. These
criteria vary by country and jurisdiction. Within the
European Union, 55 Ldn is considered the goal for
exterior noise levels, while 65 Ldn is considered the
limit of acceptable noise level.19 Each country is
then expected to develop plans to reduce the level
down to the 55 Ldn goal. In the United States, the
FHWA identifies noise impact and need to consider
noise abatement when the predicted levels from new
highways or major alternations approach 67 dB for
highest hourly Leq level for noise-sensitive land uses.37

States refine this criterion and commonly use hourly
Leq values ranging from 64 dB up to 67 dB as the
threshold for considering noise abatement. At the local
level, lower thresholds, such as 65 Ldn, are common.
These mixed metrics, maximum hour Leq and Ldn,
require some reconciliation in order to compare the
various criteria. Using the data of Fig. 6, the highest
hour Leq values of 67 dB typically equate to an Ldn
of about 70 dB, while an upper limit of Ldn of 65
then translates to a highest hour Leq of 62 dB. At
an Ldn of 70 dB, slightly more than 20% of the
people exposed to the traffic noise would be expected
to be highly annoyed (see Chapter 34). For existing
highways, similar or higher criteria are often used to
identify the need for noise abatement. In these cases,
negative public reaction to the traffic noise can drive
noise abatement even though the levels are at or below
the criteria. Also, “minor” alternations to the pavement
surface such as transverse tining of PCC can initiate

the need for abatement due to increased noise level
and changes in noise character.38,39

Abatement of traffic noise can be considered
using the traditional source–path–receiver analysis.
In regard to the source, new vehicle noise emission
standards are applicable as discussed previously. In-
use noise levels, however, can be significantly higher
due to poor maintenance or purposeful alternation.
Although traffic noise levels could be significantly
lowered by eliminating such vehicles from the traffic
flow (refer to Fig. 2), in-use regulation and enforce-
ment is not commonly done. Based on vehicle speed
versus noise relationships (Fig. 3), traffic noise can
also be reduced by lowering vehicle speed limits.
Noisier vehicles, such as heavy trucks, can also be
restricted on a roadway to reduce traffic noise lev-
els. Quieter pavement surfaces are commonly used in
Europe and Asia as a method of controlling noise at
the source. Open graded (porous) and/or rubberized
asphalt is beginning to be used in the United States for
traffic noise abatement. Initially, such pavements have
demonstrated the ability to reduce traffic noise up to
5 dB or more on highways and local roadways.36,40

In regard to the path, noise barriers are commonly
used in many countries to shield sensitive receptors
from traffic. In the United States, all but six states
have constructed noise barriers along their highways.
Although strictly voluntary, 22 of these states have
constructed barriers for the sole purpose of abating
existing noise levels.41 Field performance of highway
noise barriers typically provides a reduction in noise
level in the range of 5 dB to 12 dB depending on
the height of the barrier, the distance of the receptor
location away from the barrier, and topography
and acoustic characteristics of the site. Typically,
noise reduction goals are established within the
transportation agencies and if the stated goal is not
feasible, the noise abatement project is not done. These
goals commonly range from 5 to 10 dB. Noise barriers
are not limited to major highways. Barriers are used
for traffic noise abatement at the local level both by
governmental bodies and developers when the levels
along arterial streets warrant abatement. Most traffic
noise models provide some algorithm for predicting
barrier performance, which is used to specify barrier
geometry and to predict performance. While other
path-related traffic noise abatement methods include
highway realignment, and acquiring land for buffer
zones along the highway, these are seldom used.

In cases where the impact is severe and source–path
abatement is not feasible, receiver-based abatement is
considered. In this situation, air conditioning may be
added to an existing building or house to reduce the
need for open windows. Acoustically weaker elements
of the building facade such as windows, doors, and
vents may be replaced with units providing increased
noise reduction. Finally, enhancement of the wall
construction itself may be considered. Although not
strictly abatement, noise levels experienced by sensi-
tive receptors can be avoided through land-use plan-
ning and development. This is often done as a two-tier
process where exterior noise criteria are applied as
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the first level. If these cannot be met, development
may still be allowed if it is demonstrated that interior
criteria can be met through proper building sound insu-
lation. These criteria are set on the state and local level.

In assessing traffic noise abatement methods to
a specific application, a number of trade-off issues
are involved. The use of barriers has been the
long-standing method of choice. However, in some
situations, barriers are not feasible because of site
constraints and/or inability to produce a 5- to 10-dB
reduction given the site geometry. Also, barriers may
not be acceptable to the residents along a roadway due
to blocking desired views and other aesthetic reasons.
Use of barriers can also be restricted for safety, line-
of-sight concerns. Abatement through the application
of quieter pavement surface overlays has become an
increasingly popular alternative. However, the effec-
tiveness of quieter pavement surfaces depends on their
improvement in noise performance relative to the orig-
inal pavement and their continued noise performance
over their life cycle. Although quieter pavement sur-
faces have been found to be cost effective in some
countries and applications,42 they are currently not eli-
gible for federal funding or assistance in the United
States as a noise abatement method.
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CHAPTER 121
RAIL SYSTEM ENVIRONMENTAL NOISE
PREDICTION, ASSESSMENT, AND CONTROL

Brian Hemsworth
Noise Consultant
Derby, United Kingdom

1 INTRODUCTION

The main purpose of any environmental noise predic-
tion scheme is to determine whether the noise levels
from the source in question exceed legislative limits
(if they exist) or project-determined noise assessment
criteria. This means that the noise prediction scheme is
used to predict noise levels in terms of a noise descrip-
tor that correlates with annoyance.

For railways this is the prediction of the equivalent
sound pressure level (Leq), and there is a growing
tendency for the simple 24-h Leq noise level to be
replaced by metrics that penalize night or evening/night
traffic. The separation of the 24-h period into separate
or aggregated time periods affects the detail of the
operational information needed for accurate prediction
but does not affect the basic prediction process.

It is more important to understand the principles
on which prediction models can be developed than to
attempt to provide prescriptive data for universal use
in prediction models. These principles are appropriate
to any surface rail system irrespective of the type
of rolling stock used or the track designs. It is the
role of the user to input the specific source levels
and attenuation algorithms that are appropriate to the
specific case under investigation.

2 PREDICTION PROCESS

A number of alternative Leq-based criteria are used
worldwide and are discussed in Chapters 25 and 34. For
a series of individual events (such as train passages) Leq
can be derived from the following equation∗:

Leq = 10 log10

[
n∑

i=1

10SELi /10

]
− 10 log10 T (1)

where SELi = SEL for the ith train passby
T = assessment time period (in seconds)
n = number of train passbys in period T

∗A number of prediction schemes do not use SEL as the basic
energy descriptor since SEL will invariably have a higher
numerical value than themaximumA-weighted sound pressure
level of the train passby and may be confusing to the general
public. Alternative options such as Leq/h are used1 with the
consequent change in T in Eq. (1), e.g., for 24-h Leq from SEL,
T = 86, 400, for 24-h Leq from hourly Leq, T = 24.

For a particular receiver position a train service can
be considered as a number of repeated noise events
(Ni) and the summation equation for each train type
is simplified to

Leqi
= SELi + 10 log10 Ni − 10 log10 T (2)

where the suffix i refers to types of trains with identical
noise characteristics. Thus

Leq = 10 log10

[
m∑

i=1

10Leqi /10

]
(3)

where m is the number of types of trains.
It is therefore necessary to be able to predict the

noise level caused by a single train passby (SELi)
from knowledge of its source characteristics and the
propagation from the source to the receiver position.

Figure 1 shows a typical prediction flow diagram
where the noise level (SEL in this example) is pre-
dicted for all trains on each track and summed over the
relevant time period to give total Leq. From a compu-
tational point of view the logic is for source noise to
be summated for each track before entering a propaga-
tion loop, but this can be varied depending on whether
it is important to identify which “train type” gives the
highest noise level or the track which contributes most
to the overall noise level.

In some prediction models the calculation process
is in one-third octave or octave band levels. This does
not alter the procedure described below but naturally
requires more detailed information for each element of
the calculation and a summation stage from frequency
data into overall noise level. Each of the elements in
the prediction process is summarized in the following
sections.

3 SOURCE NOISE LEVELS

Three sources are considered:

• Rolling noise
• Power unit noise
• Aerodynamic noise

The first step in the process is to identify the free-
field source related noise levels, before taking account
of propagation effects. This is normally defined as a

1438 Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.



RAIL SYSTEM ENVIRONMENTAL NOISE PREDICTION, ASSESSMENT, AND CONTROL 1439

Reference Noise Level (SEL)

Train Length Correction
Train Speed Correction

Track/Support Structure Correction

Propagation

Distance Correction
Atmospheric Absorption Correction

Ground Absorption Correction

Reflection Effects

Façade Correction
Reflection Correction

Convert SEL to LAeq 

Assessment Duration Correction
Number Of Trains Correction 

Calculate LAeq  for the Total Railway 
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Predicted Level from

Total Railway
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for Each Train Type on
Each Track

Screening Correction

Figure 1 Railway noise prediction flow diagram.

noise level at a close distance from the track with
the ground on the same level as the track. Different
models use different reference distances, but the choice
is not critical and the majority use a distance of 25 m
relative to the track. This allows empirical data to be
obtained for trains at all speeds without the danger of
aerodynamic effects on microphones from high-speed
trains.

3.1 Rolling Noise

Rolling noise is always present and must be included
in any prediction model. Chapter 93 describes the
background to rolling noise and identifies the major
generation parameters as train speed and wheel–rail
roughness.

Figure 2 shows the results of regression analysis of
single-vehicle SEL [total SEL − 10 log N (where N =
number of vehicles in train)] as a function of train
speed for a number of passenger trains on continuously
welded rail. This clearly demonstrates the difference
in noise level between vehicles with cast-iron tread
brakes and disk brakes.

The reason for this change in noise level is due
to differences in wheel surface roughness produced
by the different braking systems (see Chapter 93).
The use of cast-iron tread brakes is reducing and has
almost been completely replaced on passenger vehicles
by disk brakes. Many freight vehicles in Europe are
still braked using cast-iron tread brake blocks, but
current initiatives involve replacement of these with
tread brakes using brake blocks of composite materials.
There is evidence to show reduced noise levels from

70.0

75.0

80.0

85.0

90.0

95.0

Train Speed (km/h)

S
in

gl
e-

V
eh

ic
le

 A
-w

ei
gh

te
d

S
E

L 
(d

B
)

50 100 160 200

Disk-Braked Vehicle
Cast-Iron Tread
Braked Vehicle

Figure 2 Example result of regression analysis for
passenger vehicles.

these vehicles (again because of reduced wheel surface
roughness levels) but comprehensive data on wheel
roughness and noise levels are lacking, and it is
currently believed that the noise characteristics of
composition block tread braked trains are the same
as disk braked trains. This needs to be confirmed,
and it is therefore necessary that for new train
designs, empirical data, similar to that shown in
Fig. 2, is obtained for input to a prediction scheme
to provide further information for “ Train type” in
Eq. 2.

Following normal convention, a speed function
takes the form of

LAmax = k log(V ) + C (4)

where V is train speed and C is a constant; and it
is commonly taken that k = 30 can be used without
serious loss of accuracy. This value will certainly
be used in situations where data were obtained with
insufficient speed range to provide a reliable regression
analysis.

For a maximum passby noise speed function of 30
log(V ), it follows that noise energy (SEL) will have
a speed function of 20 log(V ), and most prediction
models include a 20 log(V ) speed function for rolling
noise SEL as is shown in Fig. 2. The usual modeling
of rolling noise is to assume the train to be a line of
incoherent dipoles. From this it can be assumed that for
a receiver located approximately 25 m from the track,
the maximum sound pressure level is independent of
train length (for trains longer than say 50 m) since for
these close distances the contribution from sources at
the extremities of the line is negligible.

The length of the line source is, however, important
in determining SEL since for a given train speed, train
length will affect the duration of the noise signal. The
correction term for train length is

10 log(TL/TL0) (5)

where TL is train length and subscript 0 refers to an
arbitrary reference.
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It is more common to assess train length correction
by the number of identical vehicles in the train since
this information is likely to be a more readily available
parameter. Thus it is necessary to provide an equation
for SEL for a reference train length and modify this
by Eq. (5) for the train in question.

Using the noise level versus speed relationships
above, a doubling of speed gives a change in the A-
weighted noise level LAmax of 9 dB and 6 dB in the A-
weighted SEL. The difference (at the same speed) in the
A-weighted noise level between cast-iron tread-braked
passengervehicles anddisk-brakedpassengervehicles is
about 10 dB in both LAmax and A-weighted SEL. A train
of disk-braked vehicles will therefore need to travel at
approximately three times the speed of an identical train
of cast-iron tread-braked vehicles to produce the same
noise energy.Thus, for accurate prediction it is important
to know the train speed and train type, particularly the
form of braking utilized.

These reference levels are derived from measure-
ments of the noise from train passbys. It is there-
fore important to define the measurement conditions
that should be used. A number of standards exist, for
example, Ref. 2, each with slight differences in detail.
There are, however, a number of common features:

• Track to be good quality continuously welded
rail, supported by concrete sleepers on ballasted
track

• Free-field conditions
• Dry conditions
• Wind speed <5 m/s
• Wind direction from track to receiver

3.2 Diesel Locomotive on Power
The noise from a diesel locomotive on full power, and
particularly at low speeds (see Chapters 93 and 97),
needs to be treated separately from its rolling noise
and is considered as an additional noise source. The
maximum sound pressure level for this situation is
usually independent of train speed, SEL will therefore
reduce by 10 log(V ) as speed increases because of the
reduced duration of the noise event.

For older generation diesel locomotives, the UK
prediction scheme3 is based on a free-field maximum
A-weighted sound pressure level of 90 dB at 25 m
from the track. Using the modeling of a locomotive
as a point source with cosine directivity gives the
following relationship:

SEL = LAmax + 10 log(d/V ) + 8.6 (6)

where d is distance from track (m) and V train speed
(km/h).

For the reference conditions of d = 25m, this
becomes

SEL0 = 112.6 − 10 log(V ) (7)

In carrying out noise predictions it is therefore necessary
to identify those locations where diesel locomotives
will be regularly on power. Reference 4 suggests two

common situations as (a) a train accelerating with a
heavy trailing load and (b) a train traversing an uphill
gradient. One useful addition to a noise prediction
suite would be to link the source noise data with train
performance data. This would automatically give train
speed by geographic location and identify those areas
where the locomotive was generally on power.

3.3 Aerodynamic Noise
Classical aerodynamic noise is generated from fluctu-
ations in the turbulent boundary layer, from flow over
sharp edges and protuberances, cavities, and the wake.
For trains the main sources have been identified as the
leading bogie area and the pantograph.5 Aerodynamic
noise generation is dealt with in Chapters 9, 87, and 88.

As train speeds increase, there is the possibility
that this source may become significant. The major
problem, if it does occur, is that it will have a speed
function approaching V 8, which is in excess of the
other sources associated with train noise. Thus once
aerodynamic noise becomes a major contributory noise
source in a design, any attempt to increase speed
without changing that design will give rise to higher
noise levels than expected.

The speed at which aerodynamic noise becomes
significant depends on a number of design factors,
and it is not usually an issue for train speeds below
200 km/h. In Japan it can be the most important noise
source at speeds in excess of 270 km/h.6

Aerodynamic noise may become significant at lower
speeds when lineside noise barriers are used. If the aero-
dynamic A-weighted noise level is within say 10 dB of
the total rolling noise level, because its source will be
well above rail level, the barrier will attenuate that noise
less than rolling noise. Then predictions using standard
barrier formulas may overestimate that barrier’s effec-
tiveness because the barrier equation is likely to have
been developed in the absence of aerodynamic noise.

Aerodynamic noise can be predicted from first
principles, but it is more likely that total train noise
will be measured to high speeds giving relationships
similar to that shown in Fig. 2 but with a change in
function of speed at the higher speeds.

4 PROPAGATION OF TRAIN NOISE
It is normal for the railway to be modeled as a series
of straight-line segments, and the propagation of noise
reflects this modeling.∗ It is possible to derive an
empirical relationship from measurements, but the final
prediction will more than likely have to take into
account the fact that some of the segments are of
finite length. For this it is necessary to quantify the
component parts that comprise total attenuation.

The prediction can be defined by the following
equation:

L = L0 − �geo − �air − �grnd − �screen + �refl (8)

∗A segment is defined as the length of track over which
the noise source and propagation characteristics are constant.
Thus determination of segment extremities will consider train
speed, train numbers, and propagation features, particularly
the location of barriers to free propagation.
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where L = noise level at the receiver
L0 = train specific reference noise level for

actual conditions of train and track
(Section 2)

�geo = attenuation due to geometric spreading
�air = atmospheric absorption correction

�grnd = ground absorption correction
�screen = attenuation such as track in cutting,

lineside noise barriers or housing
development

�refl = reflection corrections, including the
effect of the facade

4.1 Geometric Attenuation �geo

The geometric decay of noise energy (SEL) from a
source of constant sound power, moving on an infinite
straight line at uniform speed, can be shown to be

�geo = 10 log(d/d0)

where d = receiver distance
d0 = reference distance

and distance is measured along a line normal to the
straight-line trajectory of the source.

This relationship is valid for line and point sources
and is independent of source directivity. Where the
movement is over a finite path length, an angle of
view correction is required. This is a function of source
directivity, segment length, and distance between source
and receiver.

4.2 Air Attenuation �air

Sound propagation over relatively short distances in air
involves slight losses that are frequency, temperature,
and humidity dependent. Since the vehicle reference
noise levels will have been obtained from measure-
ment, with air attenuation, this correction will be zero
at the reference distance. A linear function is normally
taken with A-weighted attenuation values ranging from
0.5 dB to 1 dB per 100 m and each prediction model
will have reviewed available data to include a value
for air attenuation that is consistent with the way the
propagation model has been defined.

The air absorption correction is not usually applied
to the engine-generated noise from a diesel locomotive
on full power because of its low-frequency content.

4.3 Ground Attenuation �grnd

Two variables, distance from the track and mean
propagation path height above ground level, are taken
into account with the ground generally considered
as either soft (to represent flat grassland) or hard
(to represent concrete or water). As the height of
the propagation path above the ground increases, the
absorption of the propagating wave by that ground
reduces, and for a mean path height greater than about
6 m it is often assumed to be zero.

Here again the location of the assumed source needs
to be defined, and for diesel power noise, with the
source taken to be 4 m above the rail level, the ground
is predicted to have less influence on the received noise
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Figure 3 Decay of SEL with distance. (From Ref. 3.)

level. The maximum effect of the ground in Ref. 3 is
taken as 3 log (d/25) for a mean path height less than
1 m. This decreases linearly to zero at a mean path
height of 6 m. Thus at a distance of 300 m from the
railway the maximum A-weighted ground attenuation
will be slightly in excess of 3 dB.

Figure 3 compares the predicted effect of combin-
ing the above attenuation terms in Ref. 3 with mea-
sured data. This figure is derived from the difference in
noise level between simultaneous measurements taken
at the reference distance (in this case 25 m from the
track) and the quoted distance for the same train. It
indicates a reasonable fit and also shows the increased
variability of noise as distance from the track increases
even in the situation of only accepting data for low
wind speeds (<5 m/s) in the direction from track to
receiver. In this example the range in the A-weighted
noise level measurements at 200 m from the track is
in excess of 15 dB, indicating the difficulty in com-
paring the results obtained from a single measurement
with predictions from a model aimed at determining
an average noise level.

Traditionally, noise prediction models have aimed at
predicting the average worst case, which was taken to
be the situation with the wind in the direction from
the source to receiver. The European Commission’s
Environmental Noise Directive7 requires noise levels to
be predicted in terms of Lden where the constituent parts
(Lday,Levening, andLnight) are the “A-weighted long term
average sound pressure levels as defined in ISO 1996-
2 : 1987, determined over all the day/evening/night
periods of a year, . . . a year is a relevant year as regards
the emission of sound and an average year as regards
themeteorological circumstances.”7 This implies a need
for assessing local meteorological conditions over a
year period and including in the propagation model the
effects of different meteorological conditions.

4.4 Screening Attenuation �screen

Obstacles to free propagation occur in the form of
railways in cuttings, the shoulders of embankments,
solid station platforms, purpose-built noise barriers, or
building development adjacent to the track. As with
most other data that is used in the prediction model,
the results for screening attenuation are generally
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empirical. Discussion of the principles of attenuation
from barriers is presented in Chapters 58 and 122.

It is common practice when assessing the perfor-
mance of noise barriers to use the higher of the pre-
dicted barrier effect and ground attenuation. This has
to be recognized when deriving a performance rela-
tionship from measured data. A number of screening
algorithms can be found in the literature, but it is
important to remember that a barrier prediction curve
is only valid for the quoted source location, and the
only way of comparing prediction equations with dif-
ferent source positions is to carry out predictions for
specific source–barrier–receiver geometries.

Barrier design is also important in determining its
effectiveness. It is likely that barriers will be built as
close as 3 m to the rail (safety and track maintenance
limitation will restrict the use of closer barriers), and
this means that the effect of a reflected wave between
the side of the rail vehicle and the barrier can be an
influencing factor.8 Barrier equations that attempt to
quantify this effect are given in Ref. 3, which proposes
a two-stage prediction for reflective barriers.

�barrier = �1 − �2

where �1 = performance of an absorptive barrier and
grass sided cuttings

�2 = reflective barrier correction
The following relationship is given for absorptive
barriers:

�1 = 7.75 log(5.2 + 203δ) for 0 < δ < 2.5 m
= 21 for δ > 2.5 m

where δ is the path difference (m) determined for a
source at the head of the rail.

�2 = 0 for D > 20 m
= 5 − 0.25D for 1 m < D < 20 m
= 4.8 for D < 1 m

where D is the distance between the relevant near rail
and the barrier.

Housing development can also be a source of
additional attenuation. These can be treated as a
composite barrier.3 Alternatively, some simple rules
of thumb have been reported in Ref. 4 where an A-
weighted noise level reduction of 8 dB is quoted for a
row of semidetached houses. Subsequent rows provide
an additional 4-dB reduction in noise level for each
row.

High development near a railway line obviously
provides shielding to other development behind it but
creates other problems in that high storys overlook the
railway and are difficult to shield with lineside barriers.
Also in situations where such development is on both
sides of the track, multiple reflections can give rise to
problems.

4.5 Reflection Correction �refl

Certain legislation requires prediction of the noise level
at, or immediately in front of, the facade of a property.

This requires an additional correction due to the pres-
ence of the facade. Most models include a +3-dB cor-
rection relative to the free-field A-weighted noise level.

5 MODIFICATION TO REFERENCE NOISE
LEVELS
The reference situation is a train operating on contin-
uously welded rails supported by concrete sleepers on
ballast.Anumber of variations to that reference situation
are in use and their effect, which should be included in
the reference noise level term, is discussed below.

5.1 Jointed Track
As the wheels traverse a joint, there will be an increase
in noise level. The maximum passby A-weighted sound
pressure level, when close to the track, will increase by
approximately 5 dB. Since the noise profile will now
consist of a number of “spikes,” the effect will be less
for A-weighted SEL, and an increase of about 2 dB
is more appropriate. These increases can also apply in
close proximity to switches and crossings. Jointed track
will have no effect on the power unit noise from a diesel
locomotive.

5.2 Wooden Sleepers
The effect of wooden sleepers appears to be within
the variability of measured noise levels for supposedly
identical conditions. No further corrections should be
made for either rolling noise or diesel locomotive
power noise.

5.3 Slab Track
This is an alternative track design where the ballast
is replaced by a concrete slab to form the track
foundation. It is not in common use on surface
railways, but measurements have indicated an increase
in A-weighted noise level relative to the reference
condition of between 2 dB and 10 dB for rolling noise.

5.4 Elevated Structures
No change to the reference A-weighted noise level is
required for a train on an embankment. Any change
in received noise level compared to the flat site
situation is a consequence of reduced attenuation by
the ground. Surveys of concrete and steel structures
have concluded that steel structures tend to be noisier
than concrete structures, and the worst situation is
for a steel structure with the track fastened directly
to it, that is, there is no ballast. In this situation an
enhancement in A-weighted noise level of up to 16 dB
is possible relative to the reference situation. Where
a concrete structure is used, direct fixation can give
increases of up to 10 dB, but when the design includes
ballasted track and a solid parapet (to act as a barrier)
that increase may only be of the order of 1 dB. The
addition to the A-weighted noise level results from
the supporting structure acting as a secondary sound
source.

6 RAIL SYSTEM NOISE ASSESSMENT
6.1 European Practice
A recent study,9 funded by the European Commission,
reviewed European national railway noise legislation
and indicated an almost common use of external LAeq
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for assessing environmental noise from railways. Three
Nordic countries use a 24-h value plus LAmax, and
the Nordic railway noise prediction model has been
developed to predict both of these metrics.10 The
Netherlands uses a three-time-period (day, evening,
night) assessment criteria and other countries use
criteria based on a day–night split. It is common
for those countries with railway noise legislation to
have national railway noise prediction models. This is
certainly the case for the United Kingdom, France, the
Netherlands, Germany, and Switzerland.

The legislative limits are not used to determine a
maximum level that must not be exceeded but are
usually part of national noise insulation regulations
for new infrastructure schemes where limits are set
that, when exceeded at residential property adjacent
to the railway, means that the property is eligible for
additional sound insulation.

Each country has different limit values in its
legislation, and where separate time periods are used
these also differ from country to country. In order
to obtain reliable statistics on noise exposure from
transport in Europe an Environmental Noise Directive7

requires mapping to be carried out in terms of the
day–evening–night noise level Lden. No European
country uses Lden as part of national legislation,
therefore all member states will be required to
introduce new prediction methodology to fulfill the
requirements of the new European legislation.

European Union projects HARMONOISE11 and
IMAGINE12 have been initiated to develop harmo-
nized models for road, rail, and industrial noise. It is
expected that models from these projects will even-
tually replace national models in preparation of the
necessary maps.

6.2 Practice Elsewhere
In the United States noise impact estimates are made
using either Federal Transit Administration (FTA) or
American Public Transit Association (APTA) crite-
ria. FTA criteria13 are based on absolute Leq values,
whereas APTA guidelines14 are written in terms of
maximum passby A-weighted sound pressure level.
Prediction models have been developed in Japan for
the Shinkansen lines considering lower car parts,
concrete bridge structures, and aerodynamic noise
from the upper car and pantograph as separate noise
sources.15 It is common in Australia to assess railway
noise in terms of both Leq and Lmax. The Nordic pre-
diction model is used in these cases. More details on
assessment criteria and legislative limits can be found
in Chapters 25 and 34.

7 RAIL SYSTEM NOISE CONTROL OPTIONS

7.1 Noise Control at Source

Although received noise level (Leq) is dependent on
number of trains, train speed, train length, and distance
from the track, its change is not particularly sensitive
to these parameters, especially when the considerations
of a commercially competitive operating railway have
to be taken into account. Effective noise control can

only be achieved by reducing the noise at source or by
use of barriers to noise propagation.

Rolling noise, the main contributor to rail system
noise, is the sum of wheel-radiated noise and track-
radiated noise. The balance between these sources,
given in the equation below, varies with detailed
design of wheel and track and operating conditions:

LTOT = 10 log(10LWHEEL/10 + 10LTRACK/10)

where LTOT = total rolling noise
LWHEEL = wheel-radiated noise
LTRACK = track-radiated noise

This relationship is important when considering the
control of the A-weighted noise level. If

LWHEEL − LTRACK ≥ 10 dB,

track treatments in isolation will be ineffective. If

LTRACK − LWHEEL ≥ 10 dB,

wheel treatments in isolation will be ineffective.
The flowchart for rolling noise generation, dis-

cussed in Chapter 93, identifies areas where measures
can be applied to reduce either both wheel and track
noise (reduction of force in contact zone/increase prop-
agation losses) or wheel and track noise separately
by using low noise components in wheel and track
designs. Chapter 93 has given an overview of noise
mitigation options and these are summarized below.

7.1.1 Smooth Wheels Smooth wheels and rails
can reduce both the wheel and track components of
rolling noise. Wheel roughness is controlled by the
type of braking used, and for some years the use of disk
brakes on passenger vehicles has shown a reduction in
A-weighted noise level of about 8 dB when compared
to the noise from cast-iron tread braked vehicles at the
same speed.

Brakes made of composite materials can give noise
characteristics similar to disk-braked wheels on passen-
ger vehicles, although because of higher wheel tempera-
tures during braking, leading to higher residual stresses,
wheel cross-section optimization will not be an option.

The general trend on mainland Europe is to use
cast-iron tread brakes on freight vehicles; thus the
wheels are considered to be “rough” and the vehicles
“noisy.” An initiative currently being undertaken by
the Union of International Railways (UIC) aims to
replace those cast-iron brake blocks with ones made
of composite materials.

The development of direct replacement composite
brake blocks is the subject of a current EU 5th
Framework Project.

Current knowledge is such that reduction of wheel
roughness levels below those found on disk-braked
wheels will not be achievable in the short to medium
term. Therefore, where a vehicle design currently
includes disk or composite brake blocks, any noise
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benefit from a further reduction of wheel roughness
should not be expected.

It should further be pointed out that where cast-
iron tread brakes are used, the service roughness levels
are achieved quickly and smoother surfaces to disk-
braked wheel roughness levels are not achievable even
through maintenance no matter how frequent.

7.1.2 Smooth Rails Smooth rails are essential for
a low-noise railway, and the formation of corrugations
can increase rolling A-weighted noise levels from disk-
braked stock by up to 20 dB. There are no validated
models for rail roughness growth, and rail roughness
is usually controlled through maintenance by grinding.
Rail roughness has to be higher than wheel roughness
before noise reduction will result from grinding, and
this is certainly the case with corrugated rail.

7.1.3 Low-Noise Wheels One of the objectives
of the Silent Freight Project16 (EU 4th Framework Brite
EuramProjectBE95-1238)was todevelopcost-effective
low-noise wheel designs. Options considered were:

• Optimization of the cross section to minimize
axial response due to radial forces

• Reduction of wheel diameter
• Additional damping
• Screening of the web

The Silent Freight Project showed that when compared
to the noise produced by a standard ORE/UIC 920-
mm-diameter wheel, reductions in wheel-radiated A-
weighted noise levels of about 7 dB (860-mm-diameter
shape optimized wheel with tuned absorbers) and 9 dB
(860-mm-diameter shape optimized wheel with shields
on the web) could be obtained.

7.1.4 Low-Noise Tracks A parallel project Silent
Track17 (EU 4th Framework Brite Euram Project
BE96-3017) developed a number of low-noise track
designs incorporating:

• Use of stiff rail pads
• Rail-tuned absorbers
• Reduction of rail foot width
• Optimized sleeper

The Silent Track Project showed that compared to a
track with standard soft rail pads a reduction in track-
radiated A-weighted noise level of between 5 dB and 6
dB could be obtained from the use of tuned absorbers
on the rail.

Because of the need to reduce dynamic fatigue
loads in sleepers and track support structures, softer
rail pads are becoming more common. Softer rail pads
also limit rail roughness growth and are thus beneficial
from that point of view. The desire for high rail pad
stiffness for noise reasons is therefore in conflict with
track fatigue requirements. Interestingly the absolute
noise level when using tuned rail absorbers is virtually
independent of the rail pad stiffness.

7.2 Bogie Shrouds and Low Trackside Barriers

As discussed in Chapter 93, where it is possible to
achieve an overlap of the bottom of the shroud and
top of the barrier, an A-weighted noise level reduction
of up to 10 dB can be achieved.18

In a study as part of Silent Freight16 and Silent
Track,17 where an overlap was not possible due
to international gauging restrictions, this A-weighted
noise level reduction was limited to 3 dB to 5 dB.

These forms of treatment can be effective, but there
are a number of maintenance and inspection issues that
need to be overcome before they can be implemented.

7.3 Noise Barriers

Section 3.4 of this chapter has indicated how the
effectiveness of noise barriers can be incorporated into
a noise prediction model. For a barrier to be effective,
the receiver needs to be in the shadow zone, that is,
below the straight line drawn from the source position
through the top of the barrier.

Measurements indicate a maximum A-weighted
noise level reduction for a plain vertical reflective bar-
rier to be in the region of 15 dB, although this requires
the barrier to have a height of 3 m more than the
source. That benefit can be increased by about 5 dB
with sound-absorbing material in the side of the bar-
rier facing the railway. The European Rail Research
Institute carried out a review of noise barrier design19

and concluded that this was the most effective way
of increasing the noise reduction of a plain vertical
reflective barrier. At that time other changes to barrier
design offered little effective benefit.

7.4 Cost-Effective Noise Mitigation

A software tool has been developed in the STAIRRS
project (strategies and tools to assess and implement
noise reducing measures for rail systems), which was
funded through the EU’s 5th Framework Competitive
and Sustainable Growth Programme. Figure 4, taken
from the final report,20 shows a relative comparison
of cost and effectiveness for a number of mitigation
options when applied to the European network. This
shows that noise reduction at source, as discussed
above, can be more effective and less costly than
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an option consisting of high barriers alone. Thus, it
will be worthwhile to invest more time and effort
into developing noise reduction at source to give
designers more options in implementing low-noise
railway systems.
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1 INTRODUCTION

Noise barriers have become a very common feature of
urban landscapes. For example, in the United States
over 1200 miles of noise barriers were constructed
in the year 2001 alone. Any form of solid obstacle
between source and receiver can comprise a noise
barrier. A barrier can reduce the noise in residential
areas if it is well designed. Barriers should be
impervious to sound without cracks or holes and of
sufficient height to provide sufficient noise attenuation.
Barriers are most effective if placed near to the source
of noise or the receiver and are generally ineffective
for low-frequency noise. In some instances, sound-
absorbing material is placed on or in the source side of
the barrier to reduce noise buildup there. The majority
of barriers are installed in the vicinity of transportation
and industrial noise sources to shield nearby residential
properties. Unlike building insulation, noise barriers
are designed to protect the external as well as the
internal environment at a dwelling. Noise barriers are
cost effective only for the protection of large areas
including several buildings and are rarely used for the
protection of individual properties. Noise barriers of
usual height are generally ineffective in protecting the
upper levels of multistory dwellings.

2 NOISE BARRIER PERFORMANCE INDICES

In the past two decades environmental noise barri-
ers have become the subject of extensive studies, the
results of which have been consolidated in the form
of national and international standards and prediction
models.1–5 Some unresolved problems still remain,
and these mainly relate to the degradation of the noise

barrier performance in the presence of wind and tem-
perature gradients, atmospheric turbulence, temporal
effects from moving traffic, vehicle composition and
speed, aesthetic quality of barriers, and their environ-
mental impact.6 An extensive guide to the acoustical
and visual design of noise barriers can be found in
some textbooks and design manuals.7,8

The performance of a barrier in shielding a receiver
from a noise source can be described by the term
barrier attenuation (Att), which is defined by

Att = −10 log10

( |pbo|2
|pff|2

)
dB (1)

where pff is the sound pressure in free field at the
receiver, and pbo is the sound pressure in the presence
of the infinite barrier in a semiinfinite configuration,
that is, when there is no ground and the lateral length
of the barrier is infinite. Therefore Att gives the
most basic performance of a barrier in blocking the
direct sound from reaching the receiver and is useful
when comparing the performance of different barriers
without the complications of influences from other
propagation effects. The use of the negative sign in
the right-hand side of the equation is based on the
convention that a reduction in sound pressure level is
defined as a positive attenuation.

Usually a barrier is placed on ground and is of finite
length. Hence, a more practical performance index is
the excess attenuation (EA):

EA = −10 log10

( |pb|2
|pff|2

)
dB (2)
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where pb is now the sound pressure at the receiver with
the barrier in its actual configuration—erected above
ground and of finite length.

The use of the free-field sound pressure pff as the
reference in Att and EA is convenient for theoretical
calculations. In practice, it is sometimes difficult to
determine the free-field sound pressure. A more direct
way of describing the performance of a barrier is
to measure the reduction of the sound pressure level
before and after the erection of the barrier. This is
known as the insertion loss (IL):

IL = −10 log10

( |pb|2
|pw/o|2

)
dB (3)

In this case the reference sound pressure pw/o is the
sound pressure at the receiver before the barrier is
built. Usually, this includes the ground effect (see
Chapter 5) and can be predicted using the models
detailed in Chapter 58. IL is therefore a direct indi-
cator of the actual benefit that a barrier could bring to
a receiver in a specific site. Where there is no ground
effect and the barrier is of infinite length, IL is equal
to Att.

The above three indices are the preferred indices
for barrier performance because they are consistent
with indices used in other areas of acoustics. There are
other terms that have also been used to describe barrier
performance. Two common ones are noise reduction
(NR) and transmission loss (TL). The noise reduction
of a barrier is defined in a similar way to IL, but since
the term is used also in building acoustics to describe
the sound pressure level reduction provided by a
partition between two rooms the use of noise reduction
could cause confusion. The definition of transmission
loss of a barrier can be even more confusing, since
TL is used both in building acoustics to describe the
reduction in sound intensity level through a partition
made of particular materials, and also in outdoor sound
propagation as the attenuation relative to the sound
pressure at a reference position (usually 1 m) from the
source. Hence the recommendation is to use Att, EA,
and IL to describe barrier performance.

In 1996, the International Organization for Stan-
dardization (ISO) published ISO 9613-21 that describes
a general method of calculation of attenuation of sound
during propagation outdoors. This standard has been
adopted widely for practical predictions of the noise
barrier insertion loss using a modified form of the
empirical formula:

IL = 10 log10

[
3 +

(
C2

δ1

λ

)
C3Kmet

]
(4)

where C2 = 20 and includes the effect of ground
reflections; C2 = 40 if ground reflections are taken into
account elsewhere. C3 is a factor to take into account
of a double diffraction or finite barrier effect, C3 = 1

for a single diffraction, δ1 = (rs + rr) − r0, and

C3 =

[
1 +

(
5λ

w

)2
]

[
1

3
+

(
5λ

w

)2
]

for double diffractions, δ1 = (rs + rr + w) − r0. In
these expressions r0 is the direct distance from the
source to the receiver in the absence of the barrier,
rs is the distance from the source to the top barrier
edge, rr is the distance from the top barrier edge to
the receiver, w is the width of the barrier, and λ is
the acoustic wavelength. The term Kmet in Eq. (4) is a
correction factor for average downwind meteorological
effects, and is given by

Kmet = exp− 1

2000

√
rsrr r0

2δ1
for δ1 > 0

= 1 for δ1 ≤ 0

It can be seen that the formula reduces to the simple
formula IL = 10 log10(3 + 20N1) when the barrier is
thin, there is no ground, and when meteorological
effects are ignored. This formula is identical to that
suggested by Tatge9 and depends only on the Fresnel
number, N1 = 2δ1/λ, in which the path difference is
δ1 = (rs + rr) − r0.

3 ATMOSPHERIC EFFECTS ON NOISE
BARRIER PERFORMANCE

The analytical and empirical formulas for barrier atten-
uation, which are presented in Chapter 58, are mostly
derived from theoretical considerations or scale-model
experimental data of edge diffraction under laboratory
conditions. When barriers are used in the field, they
are inevitably affected by the presence of ground and
the meteorological condition of the atmosphere. Atmo-
spheric turbulence, for example, can scatter substantial
amount of sound energy into the shadow zone of a
barrier. Generally, the field performance of a barrier is
lower than predicted particularly at receivers where the
predicted attenuation is high. In most standard calcula-
tion methods the barrier attenuation is limited to 20 dB
for a single barrier and 25 dB for a double barrier.

The effect of ground on barrier insertion loss can be
included by the methods introduced in Chapter 5. The
effect of the meteorology is more difficult to account
for, partly because of the complex theory involved
but also because of the lack of detailed and rigorous
enough meteorological data for the study. In most field
studies, only simple meteorological data such as wind
speed, direction, and temperature have been logged at
a single position, and details of the position-dependent
sound speed profile and turbulence structure were
not determined. Scholes et al.10 measured the effect
of a full-size noise barrier under different weather
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Figure 1 Variation of sound pressure level behind a
barrier in the field. (From Scholes et al.10)

conditions for the source height of 0.7 m. Although
the meteorological data recorded was not sufficient to
make the findings conclusive, the possible changes in
field performance can still be seen when the measured
sound pressure level behind the barrier was plotted
against the recorded vector wind speed, as shown in
Fig. 1. More than 15-dB variation can be seen at 4 kHz
within a range of ±5 m/s vector wind speed.

It should be noted that there are two influences of
meteorological conditions on barrier attenuation. The
first results from the refraction of the diffraction path
due to the vertical sound speed gradient. If the gradient
is positive, that is, sound speed increases with height,
then the sound path will be refracted downward and
the result is an effective reduction of the diffraction
angle, and a corresponding reduction in the barrier
attenuation. A simple empirical estimate of the effect
of typical downward refraction condition is provided
by the Kmet factor, which is independent of frequency,
in barrier attenuation formula (4).

The second influence is the scattering of the
sound energy by atmospheric turbulence, such that
higher level of sound energy penetrates the shadow
zone than would be from diffraction alone. Both the
sound speed profile and the atmospheric turbulence
are dependent on the atmospheric temperature and
wind. With typical sound speed profiles encountered
outdoors, the refraction effect is generally small at
a short range from the barrier. For example, with a
3-m high barrier, a source-to-barrier distance of 10 m,
and a receiver-to-barrier distance of 100 m, the Kmet
correction gives a reduction of barrier attenuation of
less than 1 dB. The atmospheric turbulence scattering
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Figure 2 Measure and predicted excess attenuation at
a receiver 18 m from 2.44 m wide, 2.55 m high barrier
showing the effect of atmospheric turbulence. Source is
8 m from barrier.

is, on the other hand, highly significant especially
deep in the shadow zone where the diffracted energy
is weak. Figure 2 shows the time-averaged excess
attenuation EA (dB), taken from Forssén and Ögren,
measured on a 2.44-m wide, 2.55-m high barrier under
light turbulence (light wind, about 1 to 3 m/s) and
strong turbulence (strong wind, about 4 to 7 m/s)
conditions. The source is 8 m from one side of the
barrier and 2.9 cm above ground. The receiver location
chosen is 18 m on the other side of the barrier
and 1.25 m above ground. The turbulence effect was
predicted by means of a secondary source model.11

It can be seen clearly that the effect of turbulence
is strongest at receivers where the attenuation is
highest. Generally, the reduction in attenuation due to
turbulence is stronger deeper into the shadow zone at
higher frequencies and at longer ranges. Furthermore,
with strong turbulence (wind 4 to 7 m/s), a reduction
of more than 5 dB at a receiver 18 m away can be
seen in the attenuation even at places where the no-
turbulence attenuation is low. It should be noted that
Fig. 2 shows the time-averaged values. Scattering by
turbulence can produce large random variations of
sound pressure level with time. Unfortunately, there is
no reliable simple formula that can be used to estimate
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the effect of turbulence on barrier attenuation. It should
also be noted that although atmospheric turbulence
is dependent on wind, it is equally dependent on
temperature fluctuations in the atmosphere. Strong
turbulence can still be found under no-wind situations
because of large thermal buoyant instabilities. Hence
measuring wind speed itself is not sufficient to fully
characterise atmospheric turbulence.

The influence of uncertainties in ground character-
istics and meteorological conditions can explain why,
generally, the field performance of barriers, especially
those with complex shapes, is found to be lower than
predicted. For example, Watts12 conducted an exten-
sive field trial of a multiedge noise barrier at three
motorway sites in the United Kingdom. Watts found
that the improvement provided by the multiedge bar-
rier in the field over a conventional thin barrier of the
same height was close to that predicted when the A-
weighted barrier attenuation is less than about 12 dB.
The improvement in the field, however, was found
to be insignificant for greater values of attenuation
in contrast to the continuous improvement predicted
by theory. More recent experiments by Watts13 have
demonstrated that ±2-m/s fluctuations in the wind
velocity can result in 5 to 7 dB degradation in the
spectral values of the insertion loss of a noise barrier
for frequencies above 1000 Hz. In this work a source
and receiver were installed on the opposite sides and
1.0 m away from the top of a 2.0-m T-shaped reflec-
tive noise barrier and the sound pressure levels and the
wind speed were recorded for a period of time.

It is clear that the study of barriers, especially those
with high performance, should also consider elements
of outdoor sound propagation, including the barrier
effects on the wind velocity profile, to obtain a reliable
estimate of the performance of a barrier in the field.

4 NOMOGRAMS AND COMPUTER
PROGRAMS
The physical principles related to the diffraction of
the sound by a noise barrier, discussed in detail
in Chapter 58, form part of broader sound propaga-
tion prediction standards for specific types of noise
sources, that is, road traffic, railway, airport, and indus-
trial sources. Some of these formulas based on the
Maekawa prediction method.14 and on the method pro-
posed by Kurze and Anderson.15 Different predictive
standards were adopted nationally, but increasingly
these standards are showing some conformity and are
condensing into smaller numbers with continental or
worldwide acceptance.

An internationally adopted method of predicting the
attenuation of noise barriers is given in the ISO 9613-2
(1996)1 which is detailed in Section 2. Figure 3 plots
the insertion losses as a function of the path length
difference, δ1, calculated using the ISO 9613-2 for a
single barrier (Fig. 3a) and for an earth berm of an
equivalent height (Fig. 3b). In these calculations the
top of the earth berm is assumed to be 1.0 m wide and
the meteorological effects are ignored (Kmet = 1).

The formulas provided in this standard are incor-
porated in several software packages for community

noise prediction, including Cadna-A16 and Sound-
PLAN.17 These products also include several national
prediction models, for example, the American TNM,
Scandinavian Nord 2000, British CRTN and CRN,
French NMPB, and Japanese Road Model B, which
also account for the noise barrier effect. A particu-
lar recent and comprehensive Nord 2000 method is
based on the complete separation of sound emission
and sound propagation phenomena. It accounts for the
atmospheric and ground effects around a barrier and
allows nonflat terrain profiles and nonstandard barrier
shapes to be considered.18

In the last 20 years the boundary element method
(BEM) has been used commonly to model the
performance of noise barriers with the complex top
edge and in the presence of absorbing/impedance
surfaces. To date, it is only really effective, over the
full frequency range of interest, for outdoor ground
surfaces that are essentially one dimensional, meaning
that there is some horizontal vector in which direction
there is no change in surface elevation or in acoustical
properties. The method requires the discretization
of the noise barrier surfaces and the surfaces of
nonuniform impedance. Practical applications of the
method are limited to two-dimensional problems of
several thousands elements. A typical size of the
element is λ/10 − λ/5, where λ is the acoustic
wavelength. Via conversion of the three-dimensional
problem to a sequence of two-dimensional problems
using a partial Fourier transform, the method can be
used to produce predictions for a point or incoherent
line source of sound.19 (Duhamel, 1996). In its original
form the boundary element method is limited to
modeling homogeneous quiescent atmospheres, so that
wind and temperature gradient effects are not modeled.
A comprehensive summary of the existing BEM
models and available software for the predictions has
been compiled by Chandler-Wilde.20

Alternative methods for the prediction of noise bar-
rier performance in the presence of wind and tem-
perature gradients include the parabolic equation (PE)
method and the fast field program (FFP) method. These
methods are detailed in the textbook by Salomons.21

The PE method is well-suited for medium- and long-
range sound propagation predictions in the presence
of slowly changing, realistic wind speed profiles. The
original PE method is a one-way sound propagation
method and does not include more complex inter-
ference effects, for example, the diffraction of sound
around multiple edge noise barriers. The FFP method
allows two-way propagation and is suitable for the
prediction of sound propagation in vertically stratified
media with piecewise constant sound speed profiles.
Recently, this method has been combined with the
BEM to model the complex diffraction effects.22

5 NOISE BARRIER DESIGN

A major rule for the noise barrier design is to install
it as close as possible to the noise source so that the
distance to the source is less or equal to the barrier
height rs � H (see Fig. 3a). Alternatively, the barrier
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Figure 3 Predicted values of the attenuation provided by (a) a plane screen and (b) a 1 m wide earth berm. (From ISO
9613-2, section 7.4.1)

can be placed close to the receiver, but in this case
the barrier will be effective only for low receiver
heights. Where an earth berm or cutting is present in
the vicinity of the source, any additional screen should
be installed to ensure the maximum value of the path
difference, δ1. The acoustical efficiency of such a noise
barrier can be predicted using the procedures explained
previously or determined in situ using the standard

methods detailed in ISO 10847 : 19972 or in American
National Standards Institute (ANSI) S12.8–1998.3

5.1 Transmission of Sound through the Barrier
Material
An essential criterion for selecting noise barrier mate-
rial is to ensure that the noise contribution trans-
mitted through the barrier material is insignificant
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Table 1 Categories for Airborne Sound
Insulation Defined in EN1793-3 : 1997

Category DLR (dB)

B0 Not determined
B1 < 15
B2 15 to 24
B3 > 25

in comparison with the contribution from the sound
diffracted over the barrier edges. The European
standard EN 1793-34 defines the procedure for measur-
ing the intrinsic characteristics of airborne sound insu-
lation performance and specifies four categories B0 to
B3, which are based on the value of single-number
rating of airborne sound insulation performance, DLR .
These categories are summarized in Table 1.

A basic requirement for the material and structure
of a noise barrier is that for a given noise source
spectrum the difference between the broadband and
sound pressure levels of the transmitted, Lt , and the
diffracted, Ld , noise components should exceed 10 dB,
that is,

Ld − Lt � 10 dB (5)

In the case of a long, continuous, impervious noise
barrier assembly without any structural defects, ISO
9613-21 specifies a minimum surface density of
10 kg/m2. This is the minimum value required for any
screening obstacle to be considered as a noise barrier.
An alternative recommendation defines the minimum
surface density (m) of the noise barrier material23 by

m = 3×10Att−10/14 kg/m2 (6)

where Att > 0 dB is the predicted attenuation of
the direct sound by a “massive barrier,” that is,
where there is only diffracted sound. The value of m
predicted by expression (6) excludes the contribution
from any structural elements and from the barrier
foundation. According to expression (6) the minimum
surface density required to achieve 20-dB attenuation
is m = 15 kg/m2. The range of the surface densities
of practical barrier materials varies from 4.4 kg/m2

for a 1.59-mm aluminum sheet to 244 kg/m2 for
100 mm of dense concrete. Typical barrier materials
include metal, aluminum, pressure preservative treated
timber, engineering bricks, or masonry blocks and
their combinations. Almost half of the noise barriers
constructed in North America until now are made of
concrete. Transparent noise barriers are common in
Europe and the Far East. These barriers are often made
of Plexiglas, acrylic, or safety glass.

5.2 Absorption of Sound by the Barrier
Material

In some applications the surface of a noise barrier
is treated with an acoustically absorbing material to
reduce the reflected acoustic energy. This requirement
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Multiple Reflections
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Noise Source

Road Surface

Figure 4 Effect of multiple reflections on the acoustical
performance of a road noise barrier.

may be important if the barrier is close to the
noise source, as illustrated in Fig. 4, or where two
parallel noise barriers are closely installed. The
absorbing barrier surface reduces the effect of multiple
reflections. When high-sided vehicles, for example,
lorries, buses, or trains, pass close to a barrier,
multiple reflections increase the level of the diffracted
component, Ld . The potential increase in the level
of the diffracted component has been estimated in
several studies.24–26 In a particular case, where a rigid,
1.5-m high barrier was installed 1.0 m away from
a passing railway carriage, the maximum predicted
improvement in the average insertion loss due to
the absorbing barrier treatment was 14 dB.25 Another
study by Watts and Godfrey26 found that absorbing
treatment on a 3.0-m high roadside noise barrier had
an insignificant effect on barrier efficiency when the
barrier was installed 5.6 m from the edge of a busy
motorway. It should be generally understood that the
value of the degradation can vary from site to site and
would depend largely on the proximity of the barrier
to the road, barrier elevation, position of the receiver,
quality of the absorbing treatment, and the type of the
ground near the barrier.

The quality of the absorbing treatment on noise bar-
riers is regulated by the European standard EN1793-1.4
The standard defines five categories, A0 to A4, which
are related to the measured value of the single number
rating of sound absorption performance, DLα. These
categories are summarized in Table 2. It is generally
accepted that noise barriers with high surface absorp-
tion offer superior performance only when the distance
between a noise barrier and the source is less or com-
parable to the barrier height.

Examples of absorbing barrier assembly are illus-
trated in Fig. 5. Figure 5a shows a typical absorptive
noise design consisting of prefabricated, perforated
metal panels between two steel sections, which are
secured into a solid concrete foundation. It is com-
mon to fill the panels with a mat of fibrous absorber
(e.g., rockwool or fibreglass), the face of which is



1452 COMMUNITY AND ENVIRONMENTAL NOISE AND VIBRATION PREDICTION AND CONTROL

Table 2 Categories of Absorptive
Performance Defined in EN 1793-1

Category DLα (dB)

A0 Not determined
A1 < 4
A2 4 to 7
A3 8 –11
A4 > 11

treated with a protective, hydrophobic porous mem-
brane. A typical thickness of the mat is between 50
and 100 mm. Timber enclosures filled with fibrous
absorbers can provide a cheaper alternative to the rel-
atively expensive perforated metal panels.

In some countries it is common to use 50- to
150-mm slabs of consolidated granular materials or
woodfiber as shown in Fig. 5b. The corrugated surface
of the porous slabs improves the absorption and
diffusion of sound at oblique angles of incidence. The
slabs are securely fastened using steel bolts or threaded
bars that can be cast into the concrete backing. A
typical height of these barriers is largely determined
by the site conditions and by the required value of
insertion loss. Practical barrier heights tend to vary
from 2 to 4 m, which are capable of achieving a 10-
to 15-dB insertion loss at low receiver levels.

Porous Filler

Elastic Seals

Elastic Seals
Concrete Backing

Consolidated Granular
Material or Wood Fiber

Solid or Perforated Metal/Concrete Backing

(a)

(b)

Steel Support
Sections

Steel Support
Sections

Perforated Metal Front

Figure 5 Two types of absorbing treatment for barriers:
(a) perforated panels filled with fibrous absorber and (b)
slabs of consolidated granular material or wood fiber.

The length of a noise barrier should considerably
exceed the barrier height. An empirical rule adopted
by the U.S. Federal Highways Administration (FHA)
suggests that a barrier should be long enough such that
the distance between the receiver and a barrier end is
at least four times the perpendicular distance from the
receiver to the barrier along a line drawn between the
receiver and the road. An alternative rule is to ensure
that the angle subtended from the receiver to a barrier
end should be at least 80 degrees, as measured from the
perpendicular line from the receiver to the roadway.

5.3 Effect of the Barrier Shape
An improvement of the barrier efficiency can also be
achieved by modifying the shape of the upper edge.
The results of numerical modeling and full-scale tests,
for example, Crombie et al.,27 Duhamel,19 Watts and
Morgan,28 and Ishizuka and Fujiwara,29 suggest that
T-shape barriers and multiple-edge noise barriers can
provide a 2.0- to 2.5-dB improvement of the broadband
insertion loss without apparent increase of the barrier
height.28 A comprehensive summary of the efficiency
of noise barriers of different edge shapes can be found
in the study by Ishizuka and Fujiwara.29 This work
shows that a complex noise barrier edge, for example,
a Y-shape barrier or barrier with a cylindrical edge,
can yield a 4.0 to 5.2-dB improvement in the insertion
loss with respect to that for a plain barrier of the same
height of 3.0 m. This is important when the increase in
the barrier height is not practical or impossible. A use-
ful diagram from this reference illustrating the change
in the mean insertion loss relative to a standard 3 m
high, plane screen noise barrier is provided in Fig. 6.29

In the Far East, particularly in Japan, cantilever
barriers of parabolic shape are used widely to shield
residential areas from noise emitted by elevated high-
ways. These barriers curve inward over the roadway
and are typically between 8.0 and 15.0 m in height,
to maximize their efficiency (see Fig. 7). In a typical
arrangement one barrier is made of a transparent mate-
rial, for example, Perspex, to provide natural lighting
conditions. All the internal surfaces of the nontrans-
parent barrier are designed to be sound absorbing to
control multiple reflections within the barrier corridor.

Earth berms (earth mounds) are used in rural and
semirural locations as an alternative ecodesign to or in
conjunction with noise barriers. These structures are
attractive because they are easy to blend with the land-
scape and require little maintenance. However, earth
berms require much more space than a vertical bar-
rier of equivalent acoustical performance. The standard
method of prediction of the acoustical efficiency of
an earth berm is detailed in the ISO 9613-2.1 The
acoustical efficiency of a berm is determined by the
path length difference between the noise source and
receiver, the shape of the top edge, and by the effect
of the porous soil of which the berm is constructed. It
is generally agreed that when an absorbing surface is
introduced to a wide earth berm, some improvement
in insertion loss in the higher frequency range can be
expected, particularly when the receiver and the source
are in the proximity of the berm; see Daigle, page 146.7
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This report suggests that the efficiency of the absorbing
surface of the earth berm is reduced if the wedge angle
of the berm is greater than 45◦. The acoustical perfor-
mance of the earth berm with a flat, grass-covered top
can be similar to that of a plane rigid barrier of equiv-
alent height.7 Mounting of a plane barrier on the top
of an earth berm may not offer any benefits due to lost
positive effect of its absorbing surface.

Alternative sustainable barrier designs (ecodesigns)
include planting that has been used for many years,
particularly in the Netherlands and Denmark, to blend
a man-made barrier into the surrounding landscape.
Present ecobarrier designs are based on successful com-
binations of living and man-made materials that include
thatch barriers, willow-weave wall, and stack and crib
biobarriers. Concrete, timber, masonry, and steel sup-
port structures can also be used to support vegetation
including flowers and bushes. Some ecobarrier designs
also incorporate porous absorbing materials that can
control the reflections from the barrier surface. More

Barrier with absorbing lining

Transparent barrier

Figure 7 Cantilever noise barrier system on a Japanese
highway.

details of these can be found in the textbook by Kotzen
and English.8 Some of these barriers are designed to be
self-sufficient, require little maintenance, and can have
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Figure 8 Typical arrangements of (a) the escape door and (b) a safety gap.

the life span of 25 years or more. An ecobarrier offers a
5- to 6-fold saving of space in comparison with the case
of an earth berm and provides sustainable solutions to
noise abatement, screening, and fencing, both in urban
and rural situations.

5.4 Air Gaps, Safety, and Maintenance
In addition to the basic requirements for the acousti-
cal performance of a barrier, there are several nona-
coustical characteristics that should be satisfied. These
characteristics relate to wind and static loading, safety
in collision, dynamic load from snow clearance, resis-
tance to brush fire, danger of falling debris, light reflec-
tion, means of escape, transparency, and impact of
flying stones. Relevant test methods are detailed in the
EN 1794-1 and EN 1794-2.5

Long sections of noise barrier require regular access
points for maintenance and emergencies. It is common
to provide escape doors or gaps at intervals of a
few hundred metres. The Highways Agency in the
United Kingdom recommends the installation of safety
doors or channels at intervals of not more than 200 m.
The width of the access routes must be sufficient to
enable delivery of the first aid equipment including
stretchers. Examples of noise barrier escape routes are
illustrated in Figs. 8a and 8b, respectively. Doors and
frames must be accurately fitted and properly sealed to

minimize the leakage of noise through possible gaps.
Escape channels should include an overlap section that
is typically lined with acoustically absorbing material
to ensure that the acoustical efficiency of the noise
barrier is not compromised by the discontinuity. The
length of the overlap is typically selected as a 2 : 1 or
3 : 1. To reduce line-of-sight propagation phenomena
the overlap is designed so that the ratio of the overlap
length, L0, to the overlap width, W0 (see Fig. 8b), is
typically 1 : 2 or 1 : 3.

The effects of gaps on barrier performance has
been studied by Don et al.,30 Watts,31 and Herman and
Clum.32 Gaps in the continuous barrier surface can
develop as a result of poor workmanship, degrada-
tion of the barrier material due to the weather and
elements, vandalism, and as a result of road acci-
dents. Watts demonstrated that the structural defects
in wooden barriers could cause a 9-dB reduction in
the predicted value of the insertion loss in the vicinity
of the barrier.31 Herman and Clum analyzed overlap
barrier gaps both experimentally and numerically.32

Their work shows that overlapping gaps between two
reflective barriers can result in a 5- to 11-dB reduction
in value of the insertion loss predicted immediately
behind the barrier. Typically, a degradation of 1 to
5 dB can be expected in the performance of absorbing
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barriers. The effects of the overlap gap tend to reduce
and become negligible at distances from the barrier,
which considerably exceed the width of the overlap. In
countries with cold climates, for example, in Finland or
Russia, controlled gaps are created deliberately at the
bottom on a noise barrier to avoid the damage due to
frost and snow. These gaps can cause a 3-dB degrada-
tion in the barrier insertion loss.8 This value of degra-
dation becomes negligible at greater receiver distances.

5.5 Effects of Traffic Type, Composition,
and Speed
The traffic composition and speed can affect the broad-
band and spectral performance of a noise barrier as a
result of the variation in the source spectrum, source
type, and position. This detailed aspect of the perfor-
mance of noise barriers is not well understood and is
the subject of ongoing research. Although these fac-
tors have a marginal influence on the prediction of
the barrier attenuation in terms of the time-dependent
noise indices (Leq and L10) used to assess environ-
mental noise, there may be significant effects on the
perception of the noise as a result of the influence on
the spectrum at a receiver behind the barrier.

In the standard prediction schemes, complex traf-
fic and railway noises are usually approximated by a
line of coherent or incoherent monopoles. This type of
source is assumed in several national and international
standards, including the British CRTN33 and CRN.34

Improved analysis of continuous traffic noise can be
achieved using a boundary element model based on
the incoherent line source.19 Improved analysis of rail-
way noise can also be performed if the incoherent line
source model includes a dipole-type radiation compo-
nent. A 15/85 combination of monopole/dipole radia-
tion contributions is suggested in the Austrian model
ÖAL-Richtlinie.35 The effect of such a combination
has been investigated by Morgan et al.36 In computer
simulations (e.g., Jonasson and Storeheier18), it is com-
mon to assume a distribution of static or moving-point
sources on the road or railway. In this way it is possi-
ble to calculate the different attenuation spectra from
sources with oblique rays over the barrier and at dif-
ferent distances. This could have a significant effect on
the time-dependent indices that are used, that is, Leq
and L10. In this way, the effects of position, emis-
sion spectrum, directivity of source, and speed can
be analyzed. This is not possible with the line source
approach.

The broadband efficiency of a noise barrier can be
predicted for a given traffic noise spectrum, L0(fn),
using the following expression:

ILB = 10 log10

(
N∑

n=1

10L0(fn)/10

)

− 10 log10

(
N∑

n=1

10[L0(fn)−IL0(fn)]/10

)
(7)

where IL0(fn) is the frequency-dependent insertion loss
(dB) and N is the number of frequency bands, fn,

considered in the analysis. A representative traffic noise
spectrum at the roadside is defined in EN 1793-3.4 The
increase in the proportion of heavy vehicles tends to
affect the broadband sound pressure level, whereas its
effect on the shape of the noise spectrum is relatively
small. On the other hand, for railway noise, the shape
of the noise spectrum and its broadband sound pressure
level can experience a 20-dBfluctuationdependingupon
the train type, speed, and the trainpositionwith respect to
the noise barrier. The effect of the railway noise spectra
(see, e.g.,Morgan et al.36) on the broadband efficiencyof
noise barriers has been studied by Horoshenkov et al.37

While the efficiency of the plane screen is relatively
unaffected by the spectral changes, the 4-dB to 7-dB
variation of the noise efficiency of more exotic barrier
designs, despite the higher insertion loss for the same
height in terms of the A-weighted sound pressure level
can be perceived as unacceptably high. Suchfluctuations
can be subjectively perceived to be more significant than
the objectively measured gain of 1 dB to 2 dB in the
average barrier performance.

6 INSERTION LOSS OF TREES AND
SHIELDING CAUSED BY INTERVENING
BUILDINGS

Often the insertion loss of tree belts alongside highways
is considered relative to that over open grassland. An
unfortunate consequence of the lower frequency ground
effect observed in mature tree stands (see Chapter 5) is
that the low-frequency destructive interference result-
ing from the relatively soft ground between the trees is
associated with a constructive interference maximum at
important frequencies (near1 kHz) for trafficnoise.Con-
sequently,many narrow tree belts alongside roads do not
offer much additional attenuation of traffic noise com-
pared with the same distances over open grassland. A
Danish study found relative attenuation of 3 dB in theA-
weightedLeq due to trafficnoise for treebelts between15
and41 mwide.38 Dataobtained in theUnitedKingdom39

indicates a maximum reduction of the A-weighted L10
due to traffic noise of 6 dB through 30 m of dense spruce
compared with the same depth of grassland. This study
found also that the effectiveness of the vegetation was
greatest closest to the road. A relative reduction of 5 dB
in the A-weighted L10 was found after 10 m of vegeta-
tion. For a narrow tree belt to be effective against traffic
noise, it is important that (a) the ground effect is similar
to that for grassland, (b) there is substantial reduction of
coherence between ground-reflected and direct sound at
frequencies of 1 kHz and above and (c) that the attenua-
tion through scattering is significant.

If the belt is sufficiently wide, then the resulting
greater extent of the ground effect dip can compensate
for its low-frequency range. Through 100 m of red
pine forest, Heisler et al.40 have found 8-dB reduction
in the A-weighted Leq due to road traffic compared
with open grassland. The edge of the forest was
10 m from the edge of the highway, and the trees
occupied a gradual downward slope from the roadway
extending about 325 m in each direction along the
highway from the study site. Compared with open
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grassland Huisman and Attenborough41 have predicted
an extra attenuation of 10 dB for road traffic noise
through 100 m of pine forest. They remarked also that
whereas downward-refracting conditions lead to higher
A-weighted sound pressure levels over grassland,
the levels in woodland are comparatively unaffected.
This suggests that extra attenuation obtained through
use of trees should be relatively robust to changing
meteorology.

Defrance et al.42 have compared results from both
numerical calculations and outdoor measurements
have been obtained for different meteorological situa-
tions. Their numerical method is based on a Green’s
fast parabolic equation (GFPE) method.21 A two-
dimensional GFPE code has been developed43 and
adapted to road traffic noise situations44 where road
line sources are modeled as a series of equivalent point
sources of height 0.5 m. The data showed a reduction
in A-weighted Leq due to the trees of 3 dB during
downward-refracting conditions, 2 dB during homoge-
neous conditions, and 1 dB during upward-refracting
conditions. The numerical predictions suggest that in
downward-refracting conditions, the extra attenuation
due to the forest is between 2 dB and 6 dB with the
receiver at least 100 m away from the road. In upward-
refracting conditions and at large distances, the adapted
GFPE model predicts that the forest may increase the
received A-weighted sound pressure levels somewhat,
but this isof less importancesince levels at suchdistances
are relatively low anyway. In homogeneous conditions,
it is predicted that sound propagation through the forest
is affected only by the scattering by trunks and foliage.

Defrance et al.42 have concluded that a forest strip
of at least 100 m wide appears to be a useful natural
acoustical barrier. It should be noted that, in this
study, both the data and numerical simulations were
compared to A-weighted sound pressure levels without
the trees present, that is, over ground from which
the trees had simply been removed. This means that
the ground effect both with and without trees would
have been similar. This is rarely likely to be the case.
ISO 9613-21 suggests a frequency-dependent foliage
attenuation coefficient (see Fig. 8 in Chapter 5).

6.1 Buildings
For a single building, the double-diffraction calcu-
lations mentioned earlier could be used. For source
or receiver situated in a built-up area, ISO 9613-21

proposes an empirical method for calculating the com-
bined effects of screening and multiple reflections. The
net attenuation Abuild (<10 dB) is given by

Abuild = Abuild,1 + Abuild,2

Abuild,1 = 0.1Bd0 dB

Abuild,2 = −10 log[1 − (p/100)] dB

(8)

where B is the area density ratio of buildings (total
plan area/total ground area) and d0 is the length of
the refracted path from source to receiver that passes
through buildings. Abuild,2 is intended to be used only

where there are well-defined rows of buildings near
to a road or railway. For such cases, p is the per-
centage of the length of facades relative to the total
length of the road or railway. The area density ratio
and the percentage of the length of facades can also
account for the effects of arcades and intermittent
building arrangement along a busy road. As with bar-
rier attenuation, the attenuation due to buildings is to
be included only when it is predicted to be greater than
that due to ground effect. The ISO scheme offers also
a frequency-dependent attenuation coefficient (dB/m)
for propagation of industrial noise through buildings
on an industrial site.
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1 INTRODUCTION

Vibration is generated by road and rail traffic over
a wide range of frequencies and amplitudes. Large-
amplitude vibration can cause damage to track compo-
nents, cracking of roadways, settlement of foundations,
destabilization of embankments, and damage to nearby
structures. But the focus of this chapter is on distur-
bance due to small-amplitude vibration. Vibration is
perceptible at amplitudes several orders of magnitude
below those generally required to cause damage to
buildings. Regulations prescribe acceptable levels of
vibration in the vicinity of new roads and railways and,
in particular, near the tunnels of underground railway
systems in cities. It is desirable to model accurately the
generation and propagation of vibration because per-
mission to build may only be granted if vibration can
be shown to be within acceptable limits. There may
also be restrictions applied if traffic patterns change,
for instance, if nighttime freight trains are to be intro-
duced on a line that normally carries only daytime pas-
senger trains or if heavy bus traffic is to be increased
on a residential road. This chapter addresses the issues
confronting practicing engineers when asked to evalu-
ate or mitigate ground vibration generated by road and
rail traffic.

2 IMPACT OF GROUND-BORNE VIBRATION
Vibration generated by road vehicles and by trains
can have significant environmental impact on nearby
buildings. The general complexity of the problem
is illustrated in Fig. 1. Inhabitants perceive vibration
either directly as motion in floors and walls or
indirectly as reradiated noise. A third and very
significant source of disturbance is due to movement of
household objects, especially mirrors, or by the rattling
of window panes and glassware. In all these cases
the problem of ground-borne vibration is important at
frequencies typically up to 200 to 250 Hz.1 Vibration
at higher frequencies is generally attenuated rapidly
with distance along the transmission path through the
ground. Vibration can travel long distances from its

Figure 1 Sources of ground vibration and their
transmission paths. (Courtesy of J. P. Talbot, Atkins
Consultants, UK.)

source. For a ground with soft clay or silt, ground-
borne vibration may produce annoyance to people in
buildings more than 200 m away from tracks.2

Many studies and standards address the effect
of vibration on buildings, their occupants, and on
equipment. The British standard BS 6472 : 19923

provides general guidance on human exposure to
vibration in the frequency range 1 to 80 Hz. It provides
curves for equal annoyance for humans plotted as
root-mean-square acceleration versus frequency. The
vibration dose value (VDV) is used as a vibration
measure that takes into account the time history of the
vibration (whether continuous or intermittent) for the
day or the nighttime. The American National Standards
Institute (ANSI) annoyance criteria due to vibration4

are described by the maximum weighted acceleration
level and are given in Table 1.

Experimental work by Duarte and Filho5 shows
that the sensitivity of people to a sinusoidal vibration
decreases with frequency up to around 40 to 50 Hz.
This is because the human head resonates around 20 to
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Table 1 ANSI Criteria for Annoyance due to
Ground-Borne Vibration

Building Use Category

Maximum Weighted
Acceleration Level

(dB re 10−6 g)

Hospital and critical areas 51
Residential (nighttime) 54
Residential (daytime) 57
Office 63
Factory 69

40 Hz, and hence it makes the person sensitive to even
low amplitudes of vibration. Sensitivity increases again
in the range between 50 and 100 Hz where the chest
wall and ocular globe resonate. The work shows also
that women are more sensitive to vibration than men.

Gordon6 develops generic vibration criteria (VC
curves) for vibration-sensitive equipment. These curves
are plotted in a similar way to the International
Organization for Standardization (ISO) 2631-2 : 2003
guidelines for the effects of vibration on people in
buildings.7 Vibration is expressed in terms of its root-
mean-square velocity and is plotted as a one-third
octave band. For a site to comply with a particu-
lar equipment category, the measured one-third octave
band velocity must lie below the appropriate curve for
the given category in Fig. 2.
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Figure 2 Generic vibration criterion (VC) curves for
vibration-sensitive equipment showing also the ISO
guidelines for people in buildings. [Courtesy of the Institute
of Environmental Sciences and Technology (IEST), Rolling
Meadows, Illinois; www.iest.org.]

Due to the increasing public sensitivity to noise and
vibration,8 railway companies must develop affordable
vibration countermeasures and predictive tools to per-
mit estimation of vibration levels in the early stages
of planning for new railways. With increasing com-
plaints about ground-borne vibration, many surveys are
conducted to assess the vibration effect on buildings
and their occupants and to help establish standards. In
Nagoya, for example, the city authority conducts sur-
veys about every 5 years to investigate the state of
noise and vibration environment.9

A noise and vibration study by Fields10 based on
interviews with people who live near railway tracks
finds a generally high level of dissatisfaction within
25 m of the track. People interviewed in the range
25 to 150 m from the track report rapidly diminishing
levels of complaint, and for distances beyond 150 m
there is a uniform and low level of complaint. The
study shows that many factors affect perception such as
the duration of vibration, the time of day, background
vibration levels, and various psychological factors such
as whether the railway is visible.

It is generally believed that damage to buildings
is associated with vibration, but this is unlikely
as vibration generated by road traffic or railway
trains rarely approaches the threshold of architectural
damage.11,12 There are exceptions, and certain historic
masonry structures are thought to have been damaged
by traffic-induced vibration. Fear of damage to historic
structures in Stockholm’s medieval quarter Gamla Stan
has been one of the obstacles to the building of a new
track.13 The fear is arguably justified in cases where
vibration has the potential to cause compaction and
differential settlement of foundations of buildings close
to roads or railways. This has been put forward as an
explanation for the road-ward inclination of cathedrals
and other ancient buildings.14

Turunen-Rise et al.15 and Klaboe et al.16 present
a new Norwegian standard NS8176 for vibration in
buildings from road and rail traffic. The standard
introduces a single quantity to describe the vibration
in buildings. This quantity is the statistical value of
maximum velocity or acceleration, vW,95 and aW,95,
respectively. These are calculated by recording the
vibration for at least 15 passing trains or vehicles.
For each record the third octave band frequency
spectrum is calculated and weighted with weight
values proportional to the human response at each
band. Assuming a lognormal distribution of the root-
mean-square values, vW,95 and aW,95 are calculated
from the velocity and acceleration with a nonexceeding
probability of 95%. In this standard vibration should
be measured in a position and direction in the building
that gives the highest vibration. A survey is conducted
by questioning people who live in buildings where
vW,95 and aW,95 were calculated using a prediction
model developed by Madshus et al.2 (see Section 5).
According to the survey, it is found that there is no
significant difference in reactions to vibration from
different sources. Buildings are classified into four
categories (A to D) according to the study, describing
the building state in terms of vibration. In order to
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provide a common answer format for sociovibrational
studies and a better data exchange from future surveys
to assess human perception of vibration in buildings,
Klaboe et al.17 present a methodology to standardize
carrying out a survey.

Research on ground-borne vibration, especially
from underground railways, has recently gained promi-
nence on account of the need to establish new under-
ground tunnels in cities. There is also pressure to put
high-speed intercity lines underground near residen-
tial areas. A particular feature of underground trains
is the widespread notion that once underground the
problem of noise goes away. But pure vibration in the
absence of noise can be unnerving and more disturbing
than vibration from visible and audible surface trains.
Also of concern is that underground tunnels may pass
near building foundations causing significant struc-
tural vibration. To address these issues a program of
research entitled CONVURT (control of vibration from
underground rail traffic) was established under the fifth
framework of the European Union (EU) program for
research, technological developments, and demonstra-
tion. The project had four main objectives: The first
was to create validated innovative and quantitative
modeling tools to enable accurate prediction of ground-
borne vibration transmission into buildings.18,19 The
second was to develop and evaluate new and cost-
effective track and tunnel components to reduce
ground-borne vibration and especially to develop
devices capable of being retrofitted to existing track.20

The third was to provide scientific input to allow the
preparation of international standards. Finally, CON-
VURT has established guidelines of good practice for
underground railway operation in order to maintain
minimum vibration for the lifetime of operation.21

3 EXCITATION MECHANISMS
Vibration from road and rail vehicles derives from the
inertia forces generated as vehicles pass over road
and track irregularities. The nature of irregularities
differs significantly between road and rail vehicles.
For road vehicles much attention is given to potholes
and speed cushions. A typical study is carried out
by Watts22 to assess the vibration levels generated
by vehicle crossing speed control cushions and road
humps finds that these speed control measures can
produce perceptible levels of vibration, but it is very
unlikely to cause even minor damage to buildings.
In general the resilience offered by pneumatic tires
helps to reduce the generation of high dynamic forces
and so reduce the level of traffic-induced vibration in
the vicinity of roads. By contrast the dynamic forces
generated by heavy steel wheels rolling on steel rails
are high, and the rest of this section will address
excitation mechanisms for rail vehicles.

Significant vibration in buildings near railway
tracks and subway tunnels is attributed to moving
trains. There are five main mechanisms for the genera-
tion of vibration. The first is a quasi-static mechanism,
and it is significantly close to a track where the passage
of individual axles can be distinguished. The passage
of a vehicle can be represented by the passage of a

number of discrete concentrated static forces applied
to the rails. As each force passes by, the observer expe-
riences an oscillatory motion even though the applied
force is constant. This may be visualized by imag-
ining a child riding a bicycle over a large mattress;
the vertical applied force is a constant, yet oscillatory
motion is induced in objects resting on the mattress.
The quasi-static effect contributes significantly to the
low-frequency response in the range 0 to 20 Hz.1,23

A second mechanism, known as parametric exci-
tation, derives from the periodic support of rail by
sleepers. The mechanism is similar to the quasi-static
effect described above because vibration is generated
when a constant wheel load moves along the rail at
constant speed. The difference is that when it encoun-
ters variable rail support stiffness the resulting ver-
tical motion of the wheel and axle cause dynamic
forces to be applied to the rail. This is analogous
to the same bicycle being influenced by individual
springs in the mattress and the vertical applied force
has an oscillatory component. Sleepers are uniformly
spaced and excitation occurs at a frequency equal to
the train velocity divided by the sleeper spacing (typ-
ically 25 Hz for low-speed trains and up to 150 Hz
for high-speed trains). An investigation of this effect
by Heckl et al.24 gives results for the measured accel-
eration spectra near a railway track. It shows that
peaks appear at some distinctive frequencies such as
the sleeper-pass frequency, and also that the response
can be large if the wheel track resonance coincides
with one of the sleeper-pass harmonics.

A third mechanism occurs when wheels apply
impulsive loading to the rail due to height differences
at rail joints and crossings. This mechanism is becom-
ing less important with the increasingly widespread use
of continuously welded track, but the growth of sur-
face unevenness is often more rapid in the vicinity of
welds. Impulsive loading also occurs when the wheels
have “flats” caused by skidding with locked brakes.

The fourth and generally most important source
of vibration is that generated by rail and wheel
unevenness or roughness. The unloaded rail profile
is not smooth, and this is true even when the rail
is new and has been recently installed. The reason is
that the track and trackbed are never perfectly straight
and flat. With time, ballast degrades and wheels and
rails deteriorate so that rail roughness increases. Rail
roughness contributes to vibration generation over a
wide range of frequencies. Typical rail roughness has
higher amplitudes for long wavelengths. An exception
to this rule is that a major source of rail roughness
is corrugation at wavelengths typically around 25
to 50 mm,25 but for typical train speeds these short
wavelengths generate vibration at frequencies well
above 200 Hz. At low speeds (speed-restricted track
and at the approaches to stations) dynamic forces
due to corrugation are generally small in amplitude
unless the track is badly corrugated. It is not generally
necessary to consider corrugation when evaluating
ground vibration from railways. Wheel roughness
generally contributes to perceived roughness uniformly
across the frequency range of interest to ground
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Figure 3 Average measured downward and upward
vertical displacement of a track with different train
velocities. (Reproduced from Ref. 28, by permission.)

vibration.26 There is a good summary of the various
factors contributing to rail roughness by Hunt.27

The fifth and final mechanism by which very large
amplitudes of vibration can be generated occurs when
train speeds approach or exceed either the speed of
Rayleigh surface waves in the ground or the minimal
phase velocity of bending waves in the track; see
Fig. 3. In low-speed urban rail networks no attention
need be given to this mechanism because the speed
of trains is low compared with all critical wave
propagation speeds. In recent years some attention has
been given to this mechanism due to the increasing
international trend toward higher speed trains; see, for
example, Refs. 29 and 30. For the case of very soft
soil, critical speed (often the Rayleigh wave speed)
can be easily exceeded by modern trains. If the train
velocity exceeds the Rayleigh wave speed, a ground
vibration boom occurs. In a location near Ledsgard in
Sweden the Rayleigh wave speed is around 45 m/s.
An increase in train speed from about 38 to 50 m/s
led to an increase of about 10 times in the generated
ground vibration. If train speed increases further to
the point where it reaches the minimal track phase
velocity, larger deflections can occur with potential
for train derailment. Vibration boom also occurs for
underground trains if the speed reaches the velocity of
shear waves in the ground.

There are other special sources of vibration exci-
tation in addition to the five mentioned above.
For instance, vibration is generated when a train
approaches a bridge due to the change of trackbed
geometry and stiffness.31 However, stiffness variation
can be classified as a parametric excitation. There
are also some avoidable sources of vibration, for
instance, those due to static and dynamic out-of-
balance of wheels, shafts, gearboxes, motors, and cou-
plings aboard the train. Also there are disturbances that
arise from tracking instability, cornering, flange con-
tact, and gauge variation. These sources are generally
of concern in older and poorly maintained track and
are beyond the scope of this chapter.

4 MODES OF PROPAGATION
Dynamic forces generated at the road–wheel or
rail–wheel interface propagate as vibration through

the ground and into buildings, causing annoyance to
people. Vibration waves in the ground are superficially
like sound waves in air except that in solids many
different kinds of waves exist depending on the nature
of the medium and its boundaries. Even in an isotropic
elastic full space (the simplest of solid media being
an elastic solid infinite in all directions), two kinds
of waves can propagate, and these are called the
body waves, moving spherically away from a localized
point of excitation. The first is a dilatational wave,
or a pressure wave (known as the P-wave). This is
a wave similar to compressive waves in air where
the particles within the medium oscillate parallel to
the direction of propagation of the wavefront. The
second is the equivoluminal wave, or the shear wave
(known as the S-wave). This is a transverse wave
where particle motion is perpendicular to the direction
of travel of the wavefront. There is no equivalent to
the S-wave in air because air possesses no stiffness in
shear. The situation becomes more complicated when
one considers that an elastic full space has no free
surface and is therefore unsuited to modeling wave
propagation in the ground. It is more common to use
models based on an elastic half-space (see Fig. 4)
where a third kind of wave appears, confined to the
free surface. This is the Rayleigh wave, also known
as the R-wave, and the motion of particles is elliptical
in a plane perpendicular both to the free surface and
to the wavefront. Rayleigh waves are superficially
similar to surface waves in water, but, whereas water
waves are controlled by the action of gravity or surface
tension, the Rayleigh wave is controlled by the elastic
properties of the solid. This leads to very different
characteristics. For instance, the particle motion for
Rayleigh waves is retrograde while for waves in water
particle motion is prograde, which means that the
particles orbit in opposite directions. Also unlike water
waves the vertical component of particle motion in a
solid is greater than the horizontal component. Both
components decay exponentially with depth so that
most of the energy associated with Rayleigh waves
is confined near the surface to a depth roughly equal
to the wavelength.33 From a practical point of view the
implication is that R-waves will not be attenuated by
barriers (natural or man-made) that are small compared
with the wavelength, but more on this later.

Pioneering work of Lamb34 on the response of
an isotropic elastic half space to different kinds of
impulsive and harmonic loads forms the basis of all
contemporary understanding of wave propagation in
elastic half space. All three types of waves (P-, S-,
and R-waves) are nondispersive. This means that their
wave speeds are each independent of the excitation
frequencies. In the ground, the P-wave speed is the
highest, typically 400 to 800 m/s. The S-wave is
somewhat slower than the P-wave and only slightly
faster than the R-wave, typically 200 to 300 m/s. For
the frequency range of interest, the distribution of
energy between the three different kinds of waves are
calculated by Miller and Pursey35 for an elastic half
space excited by a vertically oscillating rigid disk on
the surface. Of the total input energy, 67% radiates as
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Figure 4 Wave propagation in an elastic half space from a vertical surface load showing R-, S-, and P-waves.
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R-waves, 26% as S-waves, and 7% P-waves. As P-
and S-waves spread with hemispherical wavefronts in
the ground, their decay rate is inversely proportional to
the distance from the source. R-waves on the surface
spread on a circular wavefront and with a decay rate
inversely proportional to the square root of distance
from the source. This reduction in amplitude with
distance is called geometric decay. Material damping
will also influence the rate at which energy decays with
distance from the track, and to estimate this material
decay it is necessary to use a model for damping.

For surface roads and railways and for buildings
with reasonably shallow foundations, it is generally
thought that the Rayleigh wave is chiefly responsible
for vibration propagation. But this thinking is mis-
guided in almost all situations due to the effects of
layered media, wave reflections from bedrock, and
the effects of building foundations. Some of these
effects have analytical solutions. The Stoneley wave,
for instance, appears at the discontinuous interface
within an infinite solid formed by bonding two dif-
ferent half spaces. The Love wave (the fastest of all
surface waves) moves within a surface layer bonded to
a half space. The motion of particles is in a horizontal
plane parallel to the free surface. Love waves can cause
vibration to travel long distances from a source of dis-
turbance. Practically speaking, real ground conditions
are typified by continuous variation of soil properties
with depth, and geological layers are generally inclined
or discontinuous. Even if the dynamic loads applied to
the track are purely vertical, the transfer of energy at
the various tunnel–soil and soil–soil interfaces will
cause all wave types to be excited. The depth of the
water table is a further complicating and seasonally
varying factor. Analytical solutions are unlikely to be
of much use to practicing engineers, but an understand-
ing of the underlying physics is useful for vibration
propagation over long distances from the source. It

is useful to know that surface waves are of signifi-
cance because they carry most of the energy and their
geometric decay rate is low.

For propagation over long distances it is necessary
to include a realistic model for damping. Modeling
of damping is a matter of personal preference, and
the most common approach is to use a material loss
factor.36 But given that many affected by vibration
from railways live very close to the railway, it is
not often necessary to be concerned about material
decay. More important, however, are details of track
components that may reduce the proportion of energy
that enters the ground. For instance, energy that
propagates along the rails may be dissipated before
being transmitting into the ground. In tunnels the
propagation process is more complicated due to
interaction between the track, tunnel, and surrounding
soil. It can readily be seen that vibration prediction
from railways is not straightforward, but practicing
engineers have evolved a number of methods for
dealing with the various complications.

5 PREDICTION METHODS
There is increasing public sensitivity to noise and
vibration, and transportation systems need to conform
to increasingly stringent legislation. As a result
engineers need accurate methods for predicting noise
and vibration from road and rail systems. This section
focuses on two prediction methods, while a good
review of other methods can be found in the work
of Leventhall11 and Remington.12

The first is a method developed by Nelson and
Saurenman.37 It aims to estimate ground-borne noise
and vibration from trains for a variety of building
types, soil conditions, and track designs in the fre-
quency range of 6.3 to 200 Hz in third octave bands.
Design features such as resilient direct-fixation fasten-
ers, floating slab track, resiliently supported sleepers,
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continuous welded rails, vehicle suspensions, and oth-
ers are considered. The method predicts the level of
noise and vibration at a building (existing or proposed)
at some distance from an existing or proposed surface
railway or subway. The force density at trackbed, cal-
culated from field measurements, are provided as a set
of curves for different types of trains and track sys-
tems; see Fig. 5. The unit of force density is force
divided by the square root of train length. The force
density represents an incoherent line source at the
trackbed. The curves may not correspond exactly to the
actual train track system under consideration, in which
case adjustments are provided for variations includ-
ing floating slab, ballast mat, and primary suspension
stiffness. The next step in the method is to conduct
a field test procedure to determine the response due
to a line source by measuring a point-to-point trans-
fer mobility (Green’s function) from the railway to
the ground surface. The transfer mobility can be cal-
culated by striking the ground or the subway invert
with a hammer and measuring the input force and the
resulting vibration on the ground.

For a proposed subway, the hammer is struck at the
bottom of a borehole drilled to the depth of the pro-
posed tunnel. The transfer mobility of a point source is
numerically integrated over the train length to calcu-
late the response due to a line source representing the
train. This adjusted force density and the calculated
response due to a line source are used to determine
the vibration at the location of the building founda-
tion as if the building were not present. A coupling
loss correction is then used to calculate the vibration
at the building foundation for the frequency range of

interest. The coupling loss gives the third octave band
curve of the actual foundation vibration relative to the
level of incident ground surface vertical vibration that
would exist in the absence of the building and its foun-
dation. The vibration at the foundation is corrected by
means of floor-to-floor attenuation and floor resonance
amplification to obtain the third octave band of vibra-
tion at the floor under consideration. These predictions
can also be used to estimate room noise levels.

A second—and very different—method developed
by Madshus et al.2 predicts the vibration velocity from
railway trains using the following formula:

V = FV FRFB (1)

where FV = VT FSFD is the basic vibration function.
VT is a train-type specific vibration level, defined as the
vibration level on the ground at a reference distance of
D0 = 15 m from the center of the track, when a train
of the specified category passes at reference speed of
S0 = 70 km/h on a standard track and embankment.
FS = (S/S0)

A is a speed factor, which accounts for
the effect of the train speed S and A is the train
speed exponent. FD = (D/D0)

−B is a distance factor
that accounts for the distance attenuation due to
geometrical and hysteric damping. D is the distance
from the center of the track to the receiver and B is
the distance exponent. FR is the track quality factor
and FB is the building amplification factor; it is used
to transform the free-field ground vibration to floor
vibration at the most unfavorable place.
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Table 2 Typical Parameters for Prediction Method

Ground
Conditions Train Type VT (mm/s) A B

Soft clay High speed 0.4–0.5 0.9–1.1 0.3–0.8
Freight 0.7–0.8 0.9–1.1 0.3–0.4

Medium clay High speed 0.1–0.15 0.9–1.1 0.9–1.0
Freight 0.2–0.25 0.9–1.1 0.4–0.6

Source: From Ref. 2, reprinted by permission.

Equation (1) is used to predict one-third octave
r.m.s values, with all factors being frequency depen-
dent. Also a simplified version can be used at which
all factors are frequency independent and directly
related to the frequency-weighted root-mean-square
(rms) velocity. The parameters of the model are com-
puted based on a regression analysis. Typical parame-
ters are given in Table 2.

There are other methods for predicting vibration
from roads and railways. Examples are the prediction
of loading and road response by Rudder38 and
the analytical-empirical ground vibration technique
developed by Ungar and Bender.39 These methods
all have various merits. Individuals responsible for
making vibration predictions will need to balance
the need for accuracy against the resources (financial
and computational) available. Some consultants will
have access to an extensive database of vibration
measurements from different sites, and their own
experience will substantially enhance the usefulness
of the predictive methods.

6 VIBRATION COUNTERMEASURES
Ballast in conventional railway track can act effec-
tively to reduce vibration propagation. Generally,
vibration countermeasures are required in confined
spaces where ballast cannot be employed effectively.
It is common to experience vibration problems where
the rail is directly fixed to concrete or steel structures
such as tunnels, bridges, and roadways. Vibration can
also be controlled by careful attention to the detail of
rail alignment, track foundation, widening of embank-
ment (for surface railways), heavy tunnel structure,
and increased tunnel depth.12,13,40 Vibration can also
be reduced by controlling rail and wheel roughness.
This is generally considered a maintenance issue rather
than a vibration countermeasure. One exception is that
roughness growth can be controlled by the implemen-
tation of lubrication, especially at curves. In general,
though, rail and wheel grinding are required to keep
rail roughness under control. Moreover, all vibration
countermeasures will require maintenance and inspec-
tion for their continued effectiveness, and some coun-
termeasures require less maintenance than others. It
must always be born in mind that any alteration to the
track may render it more susceptible to corrugation
growth, and this may more than outweigh the bene-
fit of vibration countermeasures.25 This can work both
ways: Too high a rail support stiffness may not only
give poor isolation but may contribute to excessive rail
corrugation and thus excessive vibration and noise.37

Rail Pad
Base-Plate Pad

Sleeper Pad

Ballast Mat

Floating-Slab Track

Figure 6 Various rubber products used to reduce noise
and vibration transmission from railways. (Courtesy of
Getzner Werkstoffe GmbH, Bludenz, Austria.)

Vibration countermeasures fall into four categories.
First, certain aspects of vehicle design will reduce
dynamic force levels, for instance, by using low-
stiffness vehicle suspension and a low unsprung mass
(axle, axlebox, and wheel). Reducing the unsprung
mass of a bogie can lead to a reduction of up to
10 to 15 dB in levels of ground-borne vibration.40

Second, vibration can be isolated at the source by
means of resiliently supported track (e.g., railpads
and other resilient track support, resiliently mounted
sleepers, ballast mat, embedded rail, and floating slab
track) as illustrated in Fig. 6. Other in-track measures
include reduced sleeper spacing and sleeper–mass
redistribution.13 Third, vibration propagation can be
interrupted, for example, by digging a trench in the
vibration path between the source and the receiver.
This is an area of extensive study,32,41 but two broad
conclusions can be stated here. The performance of
open trenches is better than that of concrete-filled
trenches, and trench geometry has a clear effect on the
isolation performance. Finally, vibration isolation can
be achieved at the receiver by using rubber bearings
or steel springs in the building foundations.

The most economic solution for vibration problems
in old underground tunnels with directly fixed or
ballasted track is likely to be resilient track support.
The use of railpads does not raise the height of the
rail significantly, which is an important consideration
in small tunnels. A recent advance in resilient rail
technology involves supporting the rail by the web and
the underside of the head with large rubber wedges,
leaving the foot of the rail suspended,20 as shown
in Fig. 7. This provides very low vertical dynamic
stiffness while maintaining lateral stiffness required for
vehicle and rail stability. The resilient bearing again
has a low profile, and it can be installed and removed
easily for maintenance. One possible disadvantage of
using soft pads is that the level of noise radiated
from the rail may be increased on account of the
resiliently supported rail being less constrained by the
base plates.13

Floating slab track is widely known as an effective
measure of vibration isolation for underground tun-
nels. The track is mounted on a concrete slab that is
fixed to the tunnel invert by means of rubber bear-
ings or steel springs. The slab may be continuous or
discrete (segmented). Continuous slab is cast in situ
and segmented slab is constructed in discrete precast
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Figure 7 Resilient support of a rail, the Vanguard
system. (Courtesy of Pandrol Ltd, UK.)

sections. Discrete slab is convenient in many situa-
tions: It has the advantage that vibration propagation
along the track is interrupted, but there is potential for
maintenance problems if the slab segments are to move
relative to each other, affecting track alignment. Con-
tinuous slab has the advantage of structural integrity,
but it permits vibration to propagate along the tunnel,
and this may lead to greater levels of radiation from
the tunnel. Examples of floating slab tracks are the
1.5-m slab in Toronto, the 3.4-m Eisenmann track in
Munich and Frankfurt, the 7-m slab in the New York
City subway, and the British VIPACT continuous-slab
system.

In circumstances where ballast is used, as is
generally the case for surface trains and in some
tunnels, the use of ballast mats can be very effective. A
ballast mat is simply a mat of resilient material (usually
rubber, but sometimes rockwool inserted underneath
the ballast). It is analogous to the use of floating-slab
track in underground tunnels. An example of the use of
ballast mats within a tunnel can be found in the MBTA
Boston in the United States. Ballast mats are also used
to improve electrical isolation, water drainage, or to
reduce pulverization of the ballast.12 The mechanism
by which ballast mats attenuate vibration is not well
understood. One view is that the ballast mat acts as
a spring supporting the mass of ballast leading to
vibration isolation.42 An alternative view is that of
the authors who believe that ballast mats are effective

on account of their ability to allow ballast to move
under the application of axle loading. This prevents
the ballast from “locking up.” The truth is, no doubt,
a combination of these two effects.

In soft ground it may be necessary to improve the
characteristics of the soil surrounding the track. Soil
stabilization by means of injection grouting under and
adjacent to the track is effective because it stiffens
the soil structure, which reduces vibration propagation
due the quasi-static effect.13 This can be particularly
important for high-speed trains where trans-Rayleigh
effects can cause large-amplitude vibration.

A common theme that runs through all attempts to
assess the performance of vibration countermeasures
is that trends are difficult to identify. It is found,
for instance, that measures effective for one site are
less effective for another and that the effectiveness
of in-track countermeasures is sometimes found to
reduce with distance from the track. It is clear that
detailed modeling is required to make sense of these
observations and that accurate models can be used to
drive the development of new countermeasures.

7 MODELING
The strategy for modeling ground vibration from
road traffic differs from that for rail traffic mainly
because of the difference in excitation mechanisms.
For road vehicles the pavement can be considered to
be rigid, and the vehicle suspension is responsible for
controlling the dynamic forces generated in response
to road roughness. This permits a decoupling of
the excitation mechanism from the wave propagation
mechanism, which simplifies modeling. However, for
rail vehicles the unsprung mass of wheel and axle
combine with the mass of that part of the rail within the
deflection bowl to move in response to rail roughness.
Decoupling is no longer possible. Nevertheless, the
propagation mechanisms are largely common to both
problems, and an understanding of wave propagation
and modeling of the response of a half space under
different kinds of loading is essential before embarking
on any detailed modeling. Much of the fundamental
work was discussed in Section 4, but there are some
further fundamental issues that require discussion.
These include: (1) the effects of moving loads, (2)
random vibration theory, (3) track modeling, (4) tunnel
modeling, and (5) ground modeling. For any realistic
model of traffic-induced vibration, all these effects will
need to be considered. Most can only be addressed
through extensive use of mathematical techniques
(Fourier, wavelet, and Floquet transforms) and through
the use of computational techniques such as the finite
element and boundary element methods (FEM–BEM).
It is not possible here to do more than to identify the
various techniques.

Early models for computing vibration generated
from moving loads used a solution of moving constant
force on elastic half space. More advanced develop-
ments were made possible by including the inertial
effect of vehicles. Fryba43 discusses lucidly several
aspects of vibration of solids and structures under mov-
ing loads. Moving loads can be classified in three
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ways depending on whether the speed is less than,
equal to, or greater than the lowest wave speed in
the structure—that is, the critical speed. Above the
critical speed, waves analogous to shock waves are
generated, producing large amplitudes in the structure.
These large amplitudes are only to be expected in soft
ground or on flexible structures; most readers need not
concern themselves with the critical speed.

A theoretical analysis of the transmission of
road-vehicle-induced vibration through the ground by
Hunt44 considers vibration as a Gaussian-distributed
random process. Vehicles are modeled as single-axle
two degrees of freedom. Power spectral expressions
are calculated for the vertical ground acceleration away
from a long straight road. Only a half-space model is
used (i.e., no layering), and approximate methods are
used to account for the effect of the bending stiffness
of the road surface. A series of measurements is pre-
sented to validate the model, and a parametric survey
demonstrates the sensitivity of traffic-induced ground
vibration levels to ground properties, vehicle speed,
traffic intensity, road roughness, and vehicle charac-
teristics. This methodology is extended by Hunt45 for
the calculation of building vibration generated by rail-
ways using theory of random vibration and models of
infinite length for both building and track.

The Winkler beam46 (or beam on elastic founda-
tion) is used extensively to model railway tracks. Dis-
crete supports of rails can be assumed as an elastic
foundation of Winkler type. The benefit of using Win-
kler beam theory to model railway track is that it is
relatively easily coupled to models of the ground. But
while Winkler beam methods are within the computa-
tional abilities of many engineers, they do not enable
the beneficial effects of track resilience to be computed
with any accuracy. It is not unusual for insertion loss
performance figures of 30 dB or better to be quoted
based on Winkler theory, but it is generally found that
such performance cannot be achieved in practice. At
any reasonable distance from the track, it is unrealis-
tic to expect insertion loss of greater than 15 dB from
even the best of vibration countermeasures.

A theoretical model for both the generation and
propagation of vibration from freight trains is pre-
sented by Jones and Block.1 The model accounts for
both the rail roughness and the quasi-static effect of
moving axles. The input to the model is taken from
measurements by using a track recording coach. The
predicted vibration agrees well with the measured
vibration in the frequency range of 5 to 30 Hz. It is
found that heavy freight trains emit ground vibration
with predominant frequency component in the range
of 4 to 30 Hz.

Sheng et al.23,47–49 present a fully three-dimensional
model of a railway track coupled to a multilayered
half space. Both of the rails are modeled as a single
Euler–Bernoulli beam, and railpads are modeled as a
continuous resilient layer. Sleepers are modeled as a
continuous beam with no bending stiffness, and ballast
is modeled as a continuous layer of a linear spring with a
consistent mass approximation. The results show a good
agreement with measurements taken at three different

sites and demonstrate the dominance of the quasi-static
effect near the track at low frequencies. The model
is used to investigate the effect of track properties on
ground-borne vibration.

Krylov 50 presents a model to investigate the
effect of high-speed trains on ground vibration. The
important feature of the model is that it accounts
for sleeper spacing and the quasi-static forces of
the moving train. This model is used by Krylov
et al.29 to predict the vibration generated by the French
TGV and Eurostar high-speed trains along tracks
built on soft soils. Degrande and Lombaert51 use
the Betti–Rayleigh dynamic reciprocity theorem to
increase the efficiency of Krylov’s model. Degrande
and Schillemans51 compare the results from this model
with free-field vibration measurements during the
passage of a Thalys high-speed train at various speeds.
The model gives good predictions at low frequencies
where the quasi-static response dominates and at high
frequencies where sleeper-passing response dominates.
At the mid-frequency range where other mechanisms,
for example, rail roughness are important, the model
underestimates the response. Another theoretical and
experimental study on vibration from high-speed trains
is presented by Kaynia et al.28 where a good match is
shown between the predicted and measured results.

A three-dimensional semianalytical model for a
floating-slab track in a deep underground tunnel
is presented by Hunt.53 The model consists of
Euler–Bernoulli beams to account for the rails and
the track slab. The slab is coupled to the pipe-
in-pipe model, which consists of a thin shell (the
inner pipe) representing a tunnel, embedded within
an infinite continuum with a cylindrical cavity (the
outer pipe) representing the surrounding soil. Coupling
is performed in the wavenumber–frequency domain.
Three-dimensional numerical models are developed by
some researchers to model vibration from underground
railways. The main disadvantage of these models is
that they are computationally expensive. Powerful
numerical models are developed under CONVURT,
where a coupled FEM–BEM is used. The FEM is used
to model tunnel walls while the BEM is used to model
the surrounding soil. Taking account of periodicity
in the tunnel direction using Flouquet transformation
makes a significant improvement in the running time.54

Coupled FEM/BEM are also used to model road-
traffic-induced vibration. An example is the work
of Pyl et al.,55 which incorporates a moving source
and accounts for soil–structure interaction. A two-
dimensional vehicle model is used on longitudinal
road roughness to account for the source, and the
input is calculated by assuming the vehicle response to
be uncoupled from the road–soil response. The finite
element method is used to model a building where
the vibration is predicted, and the boundary element
method is used to model the ground. An example of
the power of coupled FEM/BEM methods is illustrated
in Fig. 8.

A different numerical method is used by Sheng
et al.56 This method is the discrete wavenumber
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Figure 8 Example of boundary element modeling.
Vibration of a building near a Metro tunnel in Paris.
(Courtesy of D. Clouteau, École Centrale, Paris.)

fictitious force method and is used to model an
underground tunnel embedded in a half space. The
method depends on writing the boundary integral
equations of only the displacement Green’s function.
This is an advantage over the BEM as the traction
Green’s function is not required. The finite difference
method57 may also be used to model the traffic-induced
and rail-induced ground vibration. Its advantage is
thought to be that the computational code is much
simpler than conventional numerical methods such as
BEM and FEM.

The methods described here are of limited use in
practice for four reasons: First, they require substantial
computational resources in addition to a working
knowledge of some fairly high powered analytical
tools. Second, a large quantity of input data is required
for the models, and this may not be readily available.
In particular, the variation of soil properties with depth
is unlikely to be known to great accuracy, and the
quality of predictions made can only be as good as the
quality of the input data. Third, few of these models
are validated over a wide range of different track and
ground conditions. It may be more sensible to use an
older and simpler predictive method that has stood the
test of time. Finally, no models presently available take
into account the nonlinearities of track elements and
of soils. These are likely to be significant if accurate
predictions are to be made.

8 CONCLUSION
There is no simple answer for the computation of
vibration generated by road or rail traffic. Simple mod-
els do not work with sufficient accuracy and elaborate
models are computationally expensive. Empirical mod-
els are valid only in certain simplified circumstances
and experimental measurement of vibration is only
really useful when there is the option of trying out
various different methods. It is the view of the authors
that substantial advances in vibration reduction will
only occur when the computational tools are widely

available and in the hands of the engineers responsible
for road, track, and tunnel design.
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CHAPTER 124
BASE ISOLATION OF BUILDINGS FOR
CONTROL OF GROUND-BORNE VIBRATION

James P. Talbot
Atkins Consultants
Derby, United Kingdom

1 INTRODUCTION
There are many sources of ground-borne vibration
in our cities. Some, such as the piling of a new
building foundation, are short lived and relatively few
people are affected. Others, such as the passage of
vehicles on roads and railways, are a more permanent
feature of the urban environment. These sources may
cause daily disturbance to building occupants, with
significant social and economic consequences.

Base isolation involves inserting isolation bearings
between a building and its foundation in order to
reduce internal levels of perceptible vibration and
reradiated noise. Either rubber bearings or steel springs
may be used. Since the introduction of base isolation
techniques in the 1960s, they have become well
established as one of the most effective means of
controlling ground-borne vibration. These bearings
are now used in residential buildings, office towers,
concert halls, cinemas, and hospitals.

2 SOURCES OF GROUND-BORNE VIBRATION
AND THEIR CONTROL
The dominant sources of urban ground-borne vibration
fall into three categories: construction activity, roads,
and railways. With the possible exception of certain
construction activities, vibration levels are unlikely to
cause damage to buildings. Typical levels due to road
and rail traffic lie in the range from 0.1 to 1.0 mm/s
and peak in the frequency range from 10 to 100 Hz.
Such levels are significantly below those at which
even light damage, such as the cracking of plaster,
may be expected. Nevertheless, the daily disturbance
caused to building occupants and the disruption caused
in specialist buildings, such as hospitals and research
facilities, can have significant social and economic
consequences.

There are many examples of construction activity
that generate ground-borne vibration: blasting, tun-
nelling, piling, and vibratory compaction can all cause
disturbance in nearby buildings. These sources are usu-
ally short lived and relatively few people are affected.
They are best controlled by careful design and man-
agement of the activities themselves.

In contrast, road and rail vehicles can cause
disturbance to large numbers of people many times
a day. In particular, railways carry heavy vehicles
at high speed, often passing within a few metres of
buildings and their foundations. They are generally
regarded as the most significant source of ground-
borne vibration. Railways may make use of vibration

control measures at source, and a variety of isolation
systems are available for incorporation within the
track. Further details may be found in Chapter 123.

Control at source is not always possible. For
example, where new buildings are constructed near
existing railways, it may be difficult and expensive
to take retrospective measures with either the vehi-
cles or the track. In such cases measures are usually
restricted to the buildings themselves. A variety of
straightforward cost-effective measures exist that may
be sufficient to control low levels of ground-borne
vibration. Damping treatments may be incorporated
into the building structure, floating floors installed, or
local stiffening undertaken to control structural reso-
nances. However, in certain cases the level of ground-
borne vibration may be considered large enough to
justify the base isolation of a building. Figure 1 illus-
trates a typical example. In this case a multistory office
building is isolated on spring bearings located in the
basement car park.

3 DECISION TO BASE ISOLATE AND ITS
IMPLICATIONS
The level of vibration within a building that is
considered acceptable is dependent upon many factors,
such as the duration and nature of the vibration,
the type of building, the activities of its occupants,
and what the occupants feel, hear, and see. More
subjective factors may also be involved, such as what
the occupants expect to experience, concerns over
structural damage, and whether they believe anything
could or would be done to improve the situation, such
as reducing the vibration or awarding compensation, if
they were to complain.

A number of standards aim to provide guidance
on the acceptable levels of perceptible vibration in
buildings, such as the British standard (BS) 64721

and the International Organization for Standardization
(ISO) 2631-2.2 Table 1 reproduces levels given in both
these standards at which adverse reactions may be
expected from people living and working in buildings.
The levels are expressed as vibration dose values, a
measure deemed appropriate for assessing transient
vibration, such as that from a passing train. Further
information may be found in Chapter 30. In some
buildings, such as hospitals and research facilities, the
acceptable level is determined by the nature of the
equipment they contain.3,4

Audible noise radiated from the vibrating structure
of a building can also cause disturbance. In the case
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Figure 1 Typical base-isolated building in the form of
a multistory office. (Courtesy of GERB Schwingung-
sisolierungen GmbH & Co, Germany.) The entire building
is isolated from its foundation by spring bearings located
in the basement.

Table 1 Vibration Dose Values (m/s1.75) Suggested
in BS 6472 and ISO 2631-2 at Which Adverse
Reactions May Be Expected from Building Occupants

Place

Low
Probability
of Adverse
Comment

Adverse
Comment
Possible

Adverse
Comment
Probable

Critical working areas 0.1 0.2 0.4
Residential 0.2–0.4 0.4–0.8 0.8–1.6
Office 0.4 0.8 1.6
Workshops 0.8 1.6 3.2

of railway vibration, this reradiated noise manifests as
a low-frequency rumble, which may be audible even
when the vibration itself cannot be felt. The peak fre-
quency component of the noise does not necessarily
coincide with that of the vibration because it depends
on the radiation efficiency of the structure concerned.
It is typically most noticeable in the frequency range
from 50 to 125 Hz. No standards currently exist specif-
ically concerning internal reradiated noise, although

various guidelines exist, such as those produced by
the American Federal Transit Administration (FTA).5

In practice, the decision on whether or not to
base isolate a building is usually based on a series
of vibration measurements. These are made either at
the site in question, prior to any construction work,
or on a similar building to the one being designed.
The data collected may then be analyzed in light of
previous experience and with the aid of the appropriate
standards and theoretical models.

3.1 Practical Implications
There are practical design implications, not normally
associated with a typical building project, that must be
addressed once the requirement for base isolation has
been established. A major implication is the reduction
in structural stiffness and overall stability due to
mounting the building on isolation bearings. Some
tall buildings are constructed of floor slabs supported
on columns and derive their stiffness from a service
tower or lift shaft. Once such a building is mounted
on bearings, the stiffness of the structure is often no
longer adequate and additional stiffening is required.
Additional horizontal stability may need to be provided
by sets of horizontal bearings.

Additional consideration must be given to settle-
ment of the building on its bearings, either during
construction or subsequently through creep in the bear-
ings, fire proofing of the bearings, and designing fail-
safe measures for the unlikely event of a collapsed
bearing. Care must also be taken not to “bridge” the
isolation by, for example, staircases, building services,
construction debris, or acoustical coupling. Suppliers
of base isolation bearings are usually able to advise on
these matters.

4 GENERIC DESIGN PRINCIPLES
The underlying principles of base isolation are similar
to those used to protect buildings against earthquakes,
although the practical implementation of isolation
against ground-borne vibration differs due to the
lower vibration amplitudes and the presence of higher
frequencies. Seismic isolation of buildings is the
subject of Chapter 117.

This chapter is concerned with base-isolated build-
ings and, usually, design considerations do indeed
require the bearings to be located at the base of the
building, such as on the pile caps or at basement level.
In principle, it is possible to locate the bearings higher
up the structure and isolate only the upper floors. How-
ever, this should be done with care as amplification of
the ground vibration due to resonances of the uniso-
lated structure below the bearings may reduce their
performance.

No standards currently exist specifically governing
the design of base-isolated buildings. In practice,
design strategies are based on past experience and the
requirements of the particular project. It is common
practice to consider only vertical motion of the
building: The horizontal component of ground motion
is generally neglected on the assumption that the
building’s inherent flexibility in this direction provides
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sufficient isolation. However, there is theoretical
evidence to suggest that this may not always be
the case.6 It is now generally recognized that the
structural elements at the base of a building exhibit
a combination of vertical, horizontal, and rotational
motion. It is, therefore, recommended that all three
primary modes of deformation of an isolation bearing
are accounted for during design, as illustrated in Fig. 2.

As originally proposed by Waller,7 on the basis of
vertical motion being dominant, base isolation systems
are principally defined in terms of their isolation
frequency. This is the resonance frequency of the
building on its bearings assuming it behaves as a rigid
mass on a spring. Note that effective isolation does
not begin until frequencies somewhat higher than the
isolation frequency, as discussed later. The isolation
frequency must, therefore, lie sufficiently below the
frequency range of the ground-borne vibration in
order to avoid excessive low-frequency motion of the
building.

Typical isolation frequencies lie in the range from
5 to 15 Hz, and a lower isolation frequency generally
gives rise to more effective isolation. However, they
should be quoted with care, primarily due to the
limitations of the single-degree-of-freedom model. For
example, the rocking modes of a building are likely to
occur at frequencies significantly different from the
vertical “bounce” frequency.

Isolation frequencies should be based on the
dynamic stiffness of the bearings, which can depend on
several factors, such as excitation frequency and static
load. Allowance should also be made for secondary
stiffnesses, such as those associated with seals between
adjacent structures, and the mass should be based on
the “unfactored” dead load of the building, including
allowances for furniture, occupants, and equipment.

The level of inherent damping offered by bearings
is also often quoted as an important design parameter.
Base isolation relies on vibration isolation rather than
energy dissipation, the basic requirement being a low
dynamic stiffness. For maximum isolation, therefore,
current designs are based on the inherent damping
being as low as possible, provided that sufficient
damping is present to control any internal resonances
of the bearings themselves. It is generally true that
sufficient damping is provided by structural elements
within a building, and by vibration re-radiated into the
foundation, so that the bearings themselves do not need
to provide damping.

(a) (b) (c)

Figure 2 Three primary modes of deformation associ-
ated with an isolation bearing: (a) vertical compression,
(b) horizontal shear, and (c) rotation.

4.1 Rubber Bearings and Steel Springs
for Base Isolation
Despite many different types of isolation bearing
having been tried in the past, the choice for modern
buildings essentially lies between laminated rubber
bearings and steel helical springs,8,9 as illustrated
in Fig. 3. Rubber bearings are available in two
different types: either carbon-loaded natural rubber,
reinforced and stiffened by laminating with steel
plates, or synthetic rubber made more flexible by
loading with cork particles and reinforced with layers
of woven cloth. Spring bearings are supplied in units
containing several steel helical springs. These may
include additional damping elements to limit vibration
transmission at the internal resonance frequencies of
the bearing. Examples include the incorporation of
“noise-stop pads,” in the form of rubber pads inserted
above or below the springs, or the use of auxiliary
viscous dampers.

Some bearings are available precompressed bet-
ween two steel plates, typically up to 80% of the

Figure 3 Base isolation bearings are available as
either laminated rubber bearings or steel helical
springs. (Courtesy of CDM, Belgium and GERB
Schwingungsisolierungen GmbH & Co, Germany.)
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expected static load. This does not influence the
isolation performance, but it does limit the static
deflection of the building during construction. It also
enables postconstruction adjustment of the bearings,
should differential settlement be detected, for example.

In summary, when selecting a particular bearing
design, the following primary characteristics should be
considered.

• Isolation frequency This is the parameter com-
monly used for defining the vertical dynamic
stiffness of the bearings for a particular appli-
cation.

• Horizontal and rotational stiffness As well as
influencing the isolation performance, these
influence the horizontal stability of the building.

• Dynamic/static stiffness ratio The dynamic
stiffness determines the isolation performance
while the static stiffness controls the level of
settlement during construction, or the level of
precompression required to limit this. Dynamic
stiffness is more difficult to measure than static
stiffness and data may not be available for some
materials.

• Inherent damping For a low dynamic stiffness
this should be as low as possible, provided
that sufficient damping is present to control any
internal resonances of the bearings.

All of the above characteristics influence isolation per-
formance to some extent and should be considered
during design. The remainder of this chapter discusses
the measurement and prediction of isolation perfor-
mance in order to aid this process.

5 ISOLATION PERFORMANCE
No standard measures exist for assessing base isolation
performance, although three categories of measure are
encountered in practice: “green-field” site predictions,
predictions given a particular source, and insertion
gain. The first two are measures of absolute perfor-
mance while the third is a measure of insertion per-
formance.

5.1 Absolute Performance
The future occupants of a new building are interested
in the absolute performance of the isolation, that is,
what they will experience in the completed building.
Engineers may satisfy this by predicting vibration lev-
els within the isolated building given vibration data
measured on the green-field site prior to any construc-
tion work. This approach often forms the basis of a
decision on whether or not base isolation is neces-
sary. Green-field site predictions require knowledge of
the effects of the building and its foundation on the
ground vibration field, as well as an understanding of
the dynamic behavior of the building itself.

Alternatively, predictions of the vibration levels due
to a particular source may be required. In this case, par-
ticular care must be taken as a detailed understanding
of the entire vibration transmission path is required.

5.2 Insertion Performance

The client who pays for the additional cost of base
isolation is interested in the insertion performance, that
is, the benefit of inserting isolation bearings beneath
a building. It is also of interest to the engineer who
wishes to evaluate alternative types of bearing.

It is worth stressing that performance generally
cannot be characterized by making in situ vibration
measurements above and below bearings. Lower
vibration levels above a bearing should not be regarded
as indicative of isolation performance because such
measurements concentrate on the forced response
of only a small part of a complex structure. In
addition, any difference in vibration levels across a
bearing may be exaggerated by the existence of higher
levels below the bearing than would otherwise exist
if the building was unisolated. This is due to the
decoupling of the building from its foundation and the
consequent reduction in constraint at the base of the
building.

In principle, if the building already exists, internal
vibration measurements may be made before and after
installation of the bearings. However, this can be
difficult and expensive to achieve in practice, and, if
attempted, an effective measurement program requires
careful thought concerning the measurement locations,
the quantity to be measured, and in what direction.
A comprehensive evaluation of performance should
account for the necessary structural changes associated
with base isolation—the structure and foundation of
an isolated building may be quite different from the
unisolated design.

Given the difficulties associated with measure-
ments, predictions of performance are essential in
guiding design. A common measure of insertion per-
formance is insertion gain (IG). This is the ratio, usu-
ally expressed in decibels, of the building response
with bearings in position to that with no bearings at
all:

IG = 20 log10

(
xisol

xunisol

)
(1)

where xisol and xunisol are the responses of the building
in the isolated and unisolated condition, respectively.
Either the displacement, velocity, or acceleration
response may be used because it is assumed that
the behavior of the building is linear. Note that the
reciprocal of IG is insertion loss, which, although a
commonly used term, may be confusing because it
defines a loss as a positive quantity.

Insertion gain is based on vibration amplitudes, and
it is of limited use as a single measure of isolation
performance due to the fact that it only accounts for
vibration occurring in one direction and varies with
position in a building. A more useful measure is power
flow insertion gain (PFIG).6 The principal behind
PFIG is that the mean vibrational energy entering
a building drives all internal noise and vibration,
assuming there are no internal sources of either. A
reduction in PFIG is therefore guaranteed to reduce
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the average noise and vibration levels in a building:

PFIG = 10 log10

(
P isol

P unisol

)
(2)

where P isol and P unisol are the total mean power flows
entering a building in the isolated and unisolated cases,
respectively.

Power flow IG has clear advantages over per-
formance measures based on vibration amplitudes
because it accounts for multidirectional vibration at
multiple inputs and is insensitive to the spatial dis-
tribution of vibration levels within a building. It is
useful in design because the variation in performance
with frequency, for a particular set of design param-
eters, may be represented by a single curve. For the
case of a single-input single-output system, PFIG can
be shown to be directly equivalent to IG.

6 MODELING BASE-ISOLATED BUILDINGS
6.1 Single-Degree-of-Freedom Model
The single-degree-of-freedom (SDOF) model serves
as a useful introduction to the principles behind
base isolation. Figure 4 illustrates how a building
may be represented as a rigid mass supported on
a spring–damper element to represent the isolation
bearings—in this example a viscous dashpot is used to
model damping. Ground-borne vibration is represented
by an imposed displacement amplitude X at the base
of the spring–damper. The resulting motion of the
building is described by the displacement amplitude
of the mass Y .

The precise expression describing the variation in
the ratio Y/X with frequency depends on the nature of
the damping element,10 but the essential features are
the same in all cases: (1) the bearings act to amplify
low-frequency vibration, and this is greatest at the

isolation frequency; (2) the bearings are only effective
for frequencies greater than

√
2 times the isolation

frequency, above which the isolation improves with
frequency; and (3) damping acts to limit the resonance
amplitude but reduces the isolation performance.

These features of the SDOF model suggest some
guiding design principles, but the model is too sim-
plistic for making any useful predictions of isolation
performance. For this, a more comprehensive represen-
tation of a building, its foundation, and the vibration
source is required.

6.2 Modeling for the Prediction of Isolation
Performance

Predictions of isolation performance may be obtained
from empirical models, based on a database of
measurements made on existing buildings. These can
provide useful, as well as reasonably rapid, estimates
of performance provided the database is sufficiently
comprehensive to cover the possible combinations of
source, transmission path, type of building, and the
like. The disadvantage of empirical models is that
they treat each part of the vibration transmission
path separately, and the various factors and transfer
functions are assumed to be independent. This does
not represent the physical situation and cannot account
for coupling between various parts of the system, such
as that due to interaction between the building and its
foundation.

An alternative is to use theoretical models based
on physical laws. These are particularly useful during
design as they may be tailored to the particular project
and, in principle, include as much physical detail as
necessary. The required level of detail depends on the
particular application, but any model should include a
representation of the building, its foundation, and the
vibration source. Models may be formulated in either
the time or frequency domains. The former is often
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Figure 4 principles of base isolation may be introduced by the single-degree-of-freedom model in which a building is
represented as a rigid mass supported on a spring–damper element to represent the isolation bearings.
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used for seismic analysis where peak vibration levels
due to a transient, and often nonlinear, event are of
interest. When dealing with ground-borne vibration,
the response, particularly that due to railways, is of
sufficient duration that the frequency domain is the
most appropriate. The problem may also be treated as
linear given the low strain amplitudes involved. In this
case, irrespective of the particular methods employed,
the modeling process may be broken down into the
following steps. The entire process must be followed
for each frequency of interest.

1. Calculate the foundation’s frequency–response
function (FRF) matrix H11

f . This relates vectors
ubf and fbf containing the displacement and
force amplitudes at various locations, or nodes,
on the building–foundation interface.

2. Assemble a vector ubf0 containing the dis-
placement amplitudes at nodes on the build-
ing–foundation interface in the absence of the
building. This represents the input to the final
model. By considering equilibrium of forces
and compatibility of displacements, the dis-
placements of the building–foundation inter-
face in the presence of the building may be
obtained by superposition:

ubf = H11
f fbf + ubf0 (3)

3. Calculate the building’s FRF matrix Hb. This
relates displacement and force amplitudes at
nodes throughout the building model. Because
the forces acting on the building are equal
and opposite to those acting on the founda-
tion, and no other external forces are assumed
to act on the building, Hb may be partitioned
according to whether nodes lie on the build-
ing–foundation interface or elsewhere in the
building:

[
ubf
ub

]
=

[
H11

b H12
b

H21
b H22

b

] [−fbf
0

]
(4)

where ub contains displacements at nodes other
than those located on the building–foundation
interface. Eliminating fbf from Eqs. (3) and (4)
gives

ubf = [I + H11
f [H11

b ]−1]−1ubf0 (5)

The interface displacements in the presence of
the building may, therefore, be calculated from
those in its absence.

4. The final stage is to calculate the build-
ing–foundation interface forces using Eq. (4):

fbf = −[H11
b ]−1ubf (6)

These may then be used to calculate the
remaining building displacements:

ub = −H21
b fbf (7)

Depending on the intended use of the model, a variety
of methods may be used to implement each of the
above steps. Some of the most common methods are
described below.

6.3 The Building Model

Any building model should represent, to some degree,
the mass, stiffness, and damping of the building’s pri-
mary structure. Accounting only for the mass—as in
the SDOF model—is insufficient because the vibration
modes of a building can result in a significant reduction
in base isolation performance.11 Comprehensive mod-
els should account for the essential dynamic behavior
of a building’s floors and columns, and the dynamic
coupling between them.

The finite element method (FEM)12 is now the most
widely used numerical technique for engineering anal-
ysis and is a natural choice for modeling vibration of
buildings. It has the advantage of being readily avail-
able commercially and may provide the most efficient
means of generating comprehensive three-dimensional
models. However, the FEM usually employs modal
analysis and care must therefore be taken to ensure an
adequate number of elements are used for the required
accuracy over the frequency range of interest.

An alternative to the FEM is the dynamic stiff-
ness method.13 This is computationally efficient and
particularly suited to producing two-dimensional por-
tal frame models, although it may also be extended to
three dimensions. The method is based on the analyti-
cal solutions of Euler beam theory and that describing
an elastic bar. It is therefore exact within the limita-
tions of the theory.

Statistical energy analysis (SEA) is another numer-
ical technique for modeling noise and vibration trans-
mission through structures. This includes buildings
when the frequencies of interest lie within the audio
range.14 The problem with applying SEA to ground-
borne vibration is that the frequencies of interest
include only a few hertz, when the fundamen-
tal assumption of SEA—that of high modal den-
sity—does not apply. In addition, SEA elements for
describing the interface between a foundation and the
ground are not generally available in SEA codes.
Despite its computational efficiency, SEA is there-
fore not recommended for modeling base-isolated
buildings.

6.4 The Foundation Model

A building and its foundation are intimately coupled,
and a significant degree of dynamic interaction occurs
between them. The foundation and surrounding ground
not only provide the transmission path from the
vibration source, but they also act as a sink of vibration
propagating in the building. The foundation model is
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therefore an essential component of any model aimed
at predicting isolation performance.

When modeling the semiinfinite extent of the
ground, domain methods, such as the FEM or finite
difference method,15 suffer from a fundamental prob-
lem. The element mesh should extend toward infinity
but in practice must be curtailed at a certain distance.
The resulting artificial boundary leads to spurious wave
reflections that can distort the solution. A simple solu-
tion to this problem is to use models large enough that
insufficient wave energy reaches the model boundary.
This approach is usually impractical given the compu-
tational requirements of the models. A solution avail-
able in some commercial FEM codes is to use non-
reflecting boundaries or so-called infinite elements.16

These help account for wave radiation to infinity but
only approximately due to the difficulty of accounting
for the different wave types.

One technique ideally suited to the modeling
of ground-borne vibration is the boundary element
method (BEM).17 In contrast to the FEM, the BEM
requires the discretization of only the domain bound-
aries, rather than the full domain. The governing
equations are automatically satisfied, and the radiation
of waves to infinity is automatically accounted for. As
with the FEM, if necessary, the BEM enables the rep-
resentation of different soil strata and inhomogeneous
soils through the use of multiple BEM domains and
appropriate fundamental solutions.

6.5 Note on Damping
Structural damping is the least well-understood aspect
of structural dynamics and remains the subject of
current research. In the frequency domain, material
damping may be conveniently modeled by assuming
viscoelastic behavior and replacing the standard elastic
constants with suitable complex values.18 Thus, for
example, Young’s modulus E becomes E(1 + iηE). In
practice, damping is often found to be approximately
hysteretic, that is, the damping loss factor ηE is
approximately constant. Values ranging from 0.01 to
0.03 are representative of a wide range of construction
materials.19 However, these figures are inappropriate
for an entire building where damping may be an
order of magnitude greater than the inherent material
damping due to energy dissipation at structural joints.
An overall loss factor of 0.1 may be used for typical
building structures.

The inherent damping of isolation bearings varies
according to their design. Typical loss factors range
from 0.01, corresponding to undamped steel springs,
to 0.1 for high-hysteresis rubber bearings.

The hysteretic damping model is also suitable for
many soils over the frequency range and amplitudes
typical of ground-borne vibration.20 However, in
practice, the behavior of building foundations is
generally dominated by radiation damping due to the
geometric spreading of vibration wavefronts. It is
therefore more important that models represent the
unbounded nature of the soil, such that radiation
damping is correctly accounted for, than the precise
nature of the material damping.

6.6 Representing the Vibration Source

Following the modeling process outlined earlier, the
vibration source is represented by the vector ubf0. This
contains the displacement amplitudes at nodes on the
building–foundation interface in the absence of the
building. The advantage of expressing the input in this
way is that it need only be defined once, even if several
different building designs are subsequently modeled.
Vector ubf0 may be calculated using the foundation
model, excited by either an incoming vibration field or
an explicitly modeled source such as an underground
railway tunnel. Alternatively, the displacements may
be specified to represent a known distribution in
vibration amplitudes across a particular site.

6.7 Two or Three Dimensions

It may be necessary to limit the size of a numerical
model and a decision is often required on whether
two or three dimensions should be considered. Two-
dimensional models are simpler and less demanding
on computational resources. The disadvantage is that
they assume the modeled system to be invariant in the
antiplane direction and, particularly with foundation
models, this limits the ability to correctly model wave
propagation. For example, vibration that in practice
may propagate on spherical wavefronts is constrained
to cylindrical wavefronts and, therefore, attenuates less
rapidly with distance, and foundations such as piles are
represented as infinitely long barriers around which
waves can no longer diffract.

The decision between two and three dimensions
must be made on a case-by-case basis. In the case of a
building with a repeating structure and a slab founda-
tion, it should be possible to identify a representative
section. A two-dimensional model may then be accept-
able for predicting insertion performance. In general,
three-dimensional models are required if predictions of
absolute performance are to be made.

7 EXAMPLE CASE STUDY

This chapter concludes with an example case study
concerning a new building that is to be constructed
above an underground railway. Experience with an
existing building on the neighboring site indicates that
base isolation is necessary if the new building is to
fulfill its intended function.

Here, attention is focused on the use of side-
restraint bearings. The intention is to support the
retaining walls of the basement cavity off the primary
building structure, the aim of the side-restraint bearings
being to minimize any “short-circuiting” of the base
bearings. The objective of the modeling presented here
is to predict the effect of the side-restraint bearings on
the overall isolation performance.

7.1 Overview of Model

The building has a uniform repeating structure and a
slab foundation in a substantially uniform soil. For
this comparative study, a two-dimensional model is
therefore deemed adequate, as illustrated in Fig. 5.



BASE ISOLATION OF BUILDINGS FOR CONTROL OF GROUND-BORNE VIBRATION 1477

** *
* *

*

(a)

(b)

Figure 5 Two-dimensional model for investigating the
effect of side-restraint bearings: (a) the building is
represented by a portal frame, isolated from a boundary
element representation of the ground by six base bearings
(*) and two side-restraint bearings (�); and (b) the response
of the building at 50 Hz to a buried harmonic force applied
below the foundation slab.

The building is modeled using the dynamic stiffness
method, which represents the primary structure as a
series of coupled Euler beams and elastic columns. A
finite element model would fulfill the same function
provided care is taken to ensure an adequate number
of elements are used. The isolation, which is designed
to give an isolation frequency of 3.5 Hz, consists of
six base bearings and two side-restraint bearings. Each
one is modeled by three linear springs to account for
its vertical, horizontal, and rotational stiffness.

The slab foundation is coupled to a boundary
element representation of the ground, and the exci-
tation from the underground railway is represented
by a buried harmonic force. This is the simplest
means of generating an incident vibration field that has
the essential characteristics of the pressure and shear
waves generated in practice.

7.2 Results
Following the process outlined earlier, the response
of the building model may be calculated with and
without isolation in place. The insertion performance
may therefore be calculated for a system employing
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Figure 6 Effect of side-restraint bearings on the power
flow insertion gain of a base-isolated building. The
results correspond to side-bearing stiffnesses of 1.00
(chained), 0.30 (solid), and 0.10 (dashed) times the
stiffness of the base bearings. The case corresponding to
no side-restraint bearings is shown in bold.

only base bearings and one with the addition of side-
restraint bearings. Here, PFIG is used to provide a
single measure of the average isolation performance
throughout the building. This is achieved by using the
predicted axial and bending stresses and strains at the
bases of the building columns to calculate the total
mean power flows entering the building.10

Figure 6 shows the variation with frequency in the
PFIG when the dynamic stiffness of the side-restraint
bearings is varied from 1.00 to 0.30 and 0.10 times
the stiffness of the base bearings. In this example, as
a spatial average, the isolation performance is lim-
ited below approximately 18 Hz due to local vibra-
tion modes of the building and foundation. Above
30 Hz, the effect of the side-restraint bearings is sig-
nificant and minimizing the stiffness of these bearings
maximizes the overall isolation performance. In this
example, it appears that the side-restraint bearings are
ideally located to deliver additional vibrational power
to the building, and this outweighs any benefit from
power leaving the building to be dissipated in the soil.

8 CONCLUSION
Base isolation of buildings is now well established
as a means of minimizing the disturbance caused by
urban ground-borne vibration. Residential buildings,
office towers, cinemas, concert halls, and hospitals
have all been constructed on sites otherwise deemed
unacceptable due to their proximity to vibration
sources such as busy roads and railways.

Isolation designs vary from building to building,
and there is no single approach that is guaranteed
to provide adequate performance for all structures.
Performance is very much influenced by construc-
tion details and local site characteristics. Although
a number of generic principles exist, engineers are
therefore advised to evaluate designs using a suit-
able dynamic model. This should account for the
mass, stiffness, and damping of the building’s pri-
mary structure, along with the essential behavior of
the foundation and the vibration source. Such models



1478 COMMUNITY AND ENVIRONMENTAL NOISE AND VIBRATION PREDICTION AND CONTROL

enable designs to be optimized by predicting measures
of insertion performance, particularly those based on
vibrational power flow.
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1 INTRODUCTION
Demand for air travel is projected to increase in
coming years. However, virtually all major proposed
changes in airports or airspace can elicit significant
public comment, scrutiny, and often political, if not
litigation-based, resistance. Usually, concerns about
the noise produced by aircraft are cited as the basis for
this resistance. As a result, to develop a uniform and
defensible approach to airport design and to smooth
the process of developing increased capacity at their
airports, more and more nations have established a
variety of specific noise prediction, assessment, and
mitigation procedures.

These procedures are designed to address the pri-
mary noise sources and the situations in which they
may become issues. These sources and situations
become issues for reasons of public health and welfare
or because they provoke public resistance to changes
or insistence on improvements. Consequently, all noise
analysis requires not only metrics to quantify aircraft
noise but also associated criteria or guidelines to assess
the effects or impacts of this noise on people. The
procedures that are in place include metrics and cri-
teria, analysis methods, and approaches to mitigation
or control of the specific types of aircraft noise. These
procedures include specific noise control approaches to
reduce noise at the source and to minimize noise and
land-use incompatibilities in affected communities.

2 AIRCRAFT NOISE SOURCES
With the vast array of aircraft, and the ground-
support equipment in use today, it is helpful to
understand the acoustic noise-producing elements of
each of these sources. Such understanding provides
a basis for judging the effectiveness of aircraft
noise control strategies, both now and in the future.
The subsequent discussion is organized by type of
aircraft: (1) jet turbine powered, (2) propeller with
either turbine or reciprocating power plants, and
(3) rotary wing helicopters. Noise-producing ground-
support equipment for each aircraft type will be treated
within the appropriate subsection.

2.1 Jet-Turbine-Powered Aircraft
At airports where they operate, jet-turbine-powered air-
craft departures and arrivals are usually the primary
contributors to the aircraft sound exposure produced
in adjacent communities. Typical commercial jets in
use today (2005) produce on departure maximum A-
weighted sound pressure levels ranging from the mid-70
to mid-80 dB at about 3 miles from brake release to mid-
60 to mid-70 at about 7 miles. At 3 miles, these levels
produce speech interference outdoors (A-weighted lev-
els exceed 60 dB) for about 20 to 30 s for each departure.

The primary noise-generating mechanisms are the
high-velocity jet exhaust gases mixing with the still
air surrounding the jet flow, and blade passage tones
from the compressor stages of the engine inlet. The jet
noise-generating mechanism is the formation of turbu-
lent eddies at the boundary between the high-speed jet
gasses and the surrounding still air. Sound levels pro-
duced by these eddies have been shown to be propor-
tional to roughly the seventh power of the jet velocity.
Hence, even moderate reductions in the exhaust veloc-
ity where it meets the still air can reduce the generated
sound power. The rotating vanes of the compressor fan
produce tones. These tones can emanate from both the
front and rear of the engine: either out the inlet nacelle
or out the compressor bypass airflow at the rear of the
engine. Noise control at the source for jet engines has
concentrated on reducing the velocity of the jet flow
that mixes with the ambient air and adding absorp-
tion treatment for tones in the inlet nacelle and in the
bypass air ducts leading to the rear of the engine.

For example, engine manufacturers have come to
rely less and less on the combustion gasses for thrust
and more on bypass airflow. Inlet turbine compressors
are now designed to provide the air needed by the
combustor as well as additional compressed air for
thrust. The additional thrust is achieved by routing a
portion of the compressed air around the engine core
(i.e., bypassing the combustor) and exhausting this air
in a ring around the outside of the higher velocity
jet gasses. The bypass air is of lower velocity than
the engine exhaust, thereby lowering the strength of
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the turbulent eddies and associated noise levels. This
increase in bypass ratio has been responsible for a
10-dB or more reduction of takeoff sound levels

Turbulence produced by the airframe itself as it
moves through the air is also another source of noise.
This noise is produced by turbulent eddies created
by the interaction of various parts of the airframe
(fuselage, wings, engines, etc.) with the still air they
encounter in flight. Presently, the only flight regime
where this source is not completely dominated by other
sources is during landing, where engine thrust is small
compared with other flight regimes. In the future, as
jet engines become yet quieter, this airframe noise may
be the factor that limits how quiet jet aircraft can be.

Despite the usual dominance of departures and
arrivals in producing noise in surrounding communi-
ties, ground operations can be of concern as well. Start
of takeoff roll, while the aircraft is on the ground,
reverse thrust after landing, taxi operations, and use of
auxiliary power units (APU) can affect communities
located close to the runways, taxiways, or gates. Start
of takeoff noise is cited as producing “rumble,” caus-
ing houses to vibrate and produce rattle of windows
or objects inside. Though A-weighted sound levels
are used almost universally to quantify aircraft noise
(see Section 3.1), A-weighting is likely to be inade-
quate for describing start of takeoff noise because of
the significant presence of low-frequency energy.1 The
A-weighting network’s attenuation of 30 dB or more
below 50 Hz significantly deemphasizes the region
where most residential structural resonances occur.

Taxi noise can be dominated by tones from the
engine compressor. During taxi, jet engines are usually
operated at flight idle power except during startup
from a standing stop. Although taxi sound levels are
low compared with in-flight noise, several aircraft
waiting their turn for departure clearance can produce
a continuous din easily heard at close-by residences.

On the ground, while parked at the gate, yet another
source of noise is often present: the APU. When
the engines are shut down, an alternative source of
power must be available to power on-board electrical
equipment. In the early days APUs were cart-mounted
generators powered by reciprocating engines. Engine
noise associated with these units was low to the
ground, and the sound of these units often attenuated
by low buildings before reaching neighboring airport
communities. Currently, APUs are installed in the
aircraft themselves to eliminate dependence on the
availability of ground-based carts, especially at smaller
airports. These APUs are turbine powered, installed in
the rear of the fuselage, and generally exhaust from
the tail cone of the aircraft. For today’s transport
aircraft, the ramifications are (1) this sound source
has been elevated to 20 to 30 ft above ground level,
well above many naturally occurring sound barriers
such as one- and two-story buildings, and (2) they
operate almost continuously during the turnaround
time between flights. This source of noise can be a
particular issue at hub airports where large numbers
of aircraft are on the ground for periods of 1 to 2 h,
several times a day.

2.2 Propeller Aircraft

Propeller aircraft noise is generally of concern only
when there are no or only occasional jet operations
over the same areas, when there is a runway used
exclusively by propeller aircraft, or when they fly at
low altitudes (about 500 to 1500 ft above ground)
over quiet residential areas, as during touch-and-go
practice patterns or as air tours over park or wilderness
areas. These aircraft fall into two categories, piston
and turbine powered. The larger transport category
aircraft are all turbine powered. The two primary
noise-generating sources are the propeller and the
turbine itself. For all practical purposes the propeller
dominates the noise levels in all flight regimes (takeoff,
cruise, and landing), as well as during taxi on the
ground. The propeller is a highly directional source,
with a phenomenon called thickness noise being quite
prominent within ±10◦ to 15◦ of the rotating plane of
the propeller. Piston engine power plants are almost
the exclusive province of private ownership, as well
as some tour and transport operations serving very low
demand markets. For piston-powered aircraft exhaust,
tones can be a significant noise contributor in addition
to the propeller.

2.3 Helicopters

Helicopters, also known as rotary wing aircraft, do
not usually raise concerns when they operate from
an airport with a mix of jet and propeller aircraft
operations. Usually their operations are fewer and
infrequent in comparison with the other aircraft
operations at the airport. However, the obvious value
of helicopters—their ability to fly into and out of
constrained locations via arbitrary routes—can also be
the source of public concern. At 1000 ft distance, they
are about as loud as a large truck/lorry at 50 ft—A-
weighted levels of 70 to 80 dB—so at lower altitudes,
they can be easily heard in quiet residential areas,
parks, and wildernesses and in the quieter areas of
cities.

Helicopters fall into the same two categories as
propeller aircraft, piston and turbine powered. In the
case of helicopters, the main rotor supplies both the lift
and forward thrust. The tail rotor provides directional
stability and control. Both rotors are important noise
contributors. As mentioned in the propeller aircraft
discussion, rotating blades are highly directional sound
sources. With the main rotor operating in the horizontal
plane and the tail rotor in the vertical, helicopters can
have highly complex, directional noise characteristics,
in both the horizontal and vertical planes.

Although the main rotor produces a fundamental
blade–vortex interaction tone of only 10 to 15 Hz, it
is the higher harmonics of this tone that are audible
to human observers. The sound is most pronounced
within ±10◦ to 15◦ of the plane of the rotor. As the
aircraft approaches the observer, the main rotor can
also produce a separate phenomenon called blade slap
(the familiar whop-whop-whop sound). In general, the
heavier the aircraft the more prominent this sound
becomes. The blade slap sound, another blade–vortex
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interaction phenomenon, is highly directional in the
vertical plane and is only forward propagating. Once
the aircraft passes overhead, the observer blade slap is
generally no longer audible.

The tail rotor, which operates at higher speeds
than the main rotor and has been often referred to
as the “necessary evil of helicopter design,” is often
the dominant noise source, especially when the aircraft
is approaching the observer. In an effort to improve
reliability and reduce noise, some newer helicopters
have been designed with no tail rotors (NOTARs). For
these aircraft the directional thrust of the tail rotor is
replaced by compressed airflow. An air intake forward
of the tail boom provides the air source; the main
engine operates a fan that compresses this air down
a long tube the length of the tail boom; and at the end
of the boom the tube makes a right turn providing
the required lateral thrust. NOTAR aircraft can be
significantly quieter than the tail rotor design but can
be more expensive to produce.

3 AIRCRAFT NOISE METRICS AND CRITERIA

All aircraft noise analysis procedures are based on
metrics that quantify the aircraft-produced sound levels
or sound exposure levels as experienced on the ground.
A threshold value is derived above which adverse noise
effects may be expected or below which no adverse
effects should occur.

3.1 Metrics or Indicators

There are two types of noise metrics used widely: one
for the design and “certification” of specific aircraft
types∗ and one for analysis of aircraft operations noise
and its effects on noise-sensitive land use. The former
is a measure of a single aircraft operation, used to
specify required noise emission design requirements
for a new or derivative aircraft type, while the latter,
sometimes referred to as an indicator, is generally an
integrated measure that accumulates the sound energy
of all aircraft operations and is generally accepted to
correlate with the effects aircraft noise may have on
people.

The metric used universally for aircraft certification
is the effective perceived noise level, abbreviated
EPNL, with units of effective perceived noise decibels,
or EPNdB (as opposed to decibels, or dB, used for
all other metrics). It is a tone- and duration-corrected
measurement of a single aircraft flyover, computed
from measured one-third octave band sound levels.2

The most common metric for effects on humans
is a measure of energy-averaged sound exposure,
generally with weightings for different periods of the
day. Use of A-weighting is either explicitly stated
or understood. Different metrics may be used to

∗All aircraft that are permitted to fly must pass specific certifi-
cation requirements. In terms of noise, these requirements are
based on detailed sound level measurements made during spe-
cific departure and approach procedures. Section 5 discusses
these requirements in more detail.

define levels that protect hearing, classroom learning,
minimize annoyance, sleep disturbance, or speech
interference. The discussion of effects presented here
is restricted to the metrics and criteria that address
annoyance and sleep disturbance.

3.1.1 European Union (EU) The EU uses the
day–evening–night level, Lden, in decibels (dB),
which is defined by the following formula in the
European Noise Directive (END)3:

Lden = 10 log 1
24

(
12 × 10Lday/10 + 4

× 10(Levening+5)/10 + 8 × 10(Lnight+10)/10
)

(1)

where Lday = A-weighted long-term average sound
level as defined in International
Organization for Standardization
(ISO) 1996–2: 1987, determined
over all the day periods of a year

Levening = A-weighted long-term average sound
level as defined in ISO 1996–2:
1987, determined over all the
evening periods of a year

Lnight = A-weighted long-term average sound
level as defined in ISO 1996–2:
1987, determined over all the night
periods of a year

in which (a) the day is 12 h, the evening 4 h, and
the night 8 h. Member states may shorten the evening
period by 1 or 2 h and lengthen the day and/or the
night period accordingly, provided that this choice is
the same for all the sources and that they provide
the commission with information on any systematic
difference from the default option and (b) the start of
the day (and consequently the start of the evening and
the start of the night) shall be chosen by each member
state (that choice shall be the same for noise from all
sources); the default values are 07:00 to 19:00, 19:00
to 23:00, and 23:00 to 07:00 local time.

The EU also recognizes that some cases may benefit
from the use of supplementary noise indicators and
related limit values. Some examples for such use could
be sources that operate for a small proportion of the
time or that have unusual frequency characteristics,
including tones, or that are impulsive in character.

3.1.2 United States In the United States, the
primary metric for airport noise assessment is the
day–night average sound level (or DNL, equation
symbol Ldn) as established by the Environmental
Protection Agency (EPA) in 19744 and adopted by the
Federal Aviation Administration (FAA) as interim in
1981 and finalized in December 1984.5 The definition
of the day–night average sound level is similar to the
EU’s Lden except it has two periods: Day is 07:00 to
22:00 and night is 22:00 to 07:00. The DNL metric
adds a 10-dB penalty to the noise that occurs during
the night hours. By definition, DNL is a 24-h metric.

Though not used directly by FAA procedures
to assess aircraft noise effects, the FAA endorses
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use of “supplemental metrics” other than DNL to
“describe aircraft noise impacts for specific noise-
sensitive locations or situations and to assist in the
public’s understanding of the noise impact.”6 These
supplemental metrics may be measures of single-event
levels or durations or integrated levels for periods
shorter than 24 h. Their use may be for addressing
effects such as sleep disturbance, speech interference,
or audibility (e.g., for substantial restoration of natural
quiet in Grand Canyon National Park).

3.1.3 World Health Organization For address-
ing annoyance and sleep disturbance, the World Health
Organization (WHO) uses the “equivalent continuous
sound pressure level,” which sums the “total energy
over a selected time period (T )”7 (equation symbol
LAeq,T ). For daytime and evening annoyance assess-
ment, T equals 16 h, while for sleep disturbance
assessment, T equals 8 h. The WHO definition of
LAeq,T is consistent with definitions of that quan-
tity found in ISO 1996/1-1982(E) and the American
National Standards Institute (ANSI) S1.1–1994. The
guidelines also include use of A-weighted maximum
(fast meter response8) for assessment of sleep.

3.1.4 International Civil Aviation Organization
The International Civil Aviation Organization (ICAO)
does not specify metrics but provides a method
for computation of various metrics for use by the
contracting states—the 188 states that have agreed
to the ICAO constitution, drawn up in 1944.9 See
Section 5.

3.2 Effects or Impacts

Different countries/organizations have different
approaches to determining the effects of aircraft noise
on people. The term impact may have different mean-
ings. In some cases, it identifies a threshold of unac-
ceptable or undesirable effects, or it can mean that a
threshold has been exceeded and specific actions to
mitigate or alter the noise are required.

3.2.1 European Union The European Noise
Directive provides for assessment of the harmful
effects of noise as manifested by annoyance and sleep
disturbance and offers dose–effect relations for this
purpose.10

Annoyance Annoyance dose–effect relations have
been developed for aircraft, road traffic, and railways
and the results for aircraft are given in Table 1.11

Member states may use the information as appropriate
to their needs and some suggestions for use are
provided. For example, three degrees of impact or
acceptability might be developed. A highest level,
which should not be exceeded or above which there
should be no residential use, a middle range of
conditional use suitable for goals of improvement,
and a lowest level, which might serve as a target,
or below which levels are completely acceptable and
should be preserved. Values of Table 1 can be used
to determine numbers of persons highly annoyed or

numbers annoyed when Lden is provided on maps
of population distributions. Special sound insulation,
shielding by buildings, differences in construction
should be considered. Table 1 data are based on
the responses of adult populations and are intended
primarily for application to long-term stable situations.
The relations are not recommended for use with taxiing
noise.

Sleep The EU has also provided dose–effect rela-
tionships for assessing sleep disturbance.12 The rela-
tionships are derived from surveys conducted in the
Netherlands in which movement during sleep (motil-
ity), as determined by an actimeter worn on the wrist,
is correlated with aircraft-produced noise events. This
measured movement is found to correlate with change
of sleep state, behavioral awakenings, and other mea-
sures of sleep disturbance, including responses to
questions about sleep. Motility data were correlated
with Lnight yielding the relationship between maximum
yearly noise-induced motilities, nmax and Lnight:

nmax = N ×



0.0001233(Lnight + 70.2 − 10 logN

− LDiff1 − LDiff2)
2

−0.007415(Lnight + 70.2 − 10 logN

− LDiff1 − LDiff2) + 0.0994




(2)
In Eq. (2), N is the annual number of nighttime

aircraft noise events above the effect threshold of an
outdoor A-weighted level of 53 dB, LDiff1 is the dif-
ference between Lnight (measured away from reflecting
surfaces) and the LAeq measured at the exterior facade
of the bedroom, and LDiff2 is the difference between the
outdoor LAeq at the exterior facade of the bedroom and
the interior LAeq in the bedroom during sleep. Figure 1
shows the relationships between nmax and Lnight for
different numbers of nighttime events. This figure is
derived by assuming an energy average sound expo-
sure level (SEL) for all events. It also assumes that
LDiff1 is 0 dB, and LDiff2 is 21 dB, as recommended
by the EU document.

3.2.2 United States In the United States, early
studies conducted for the U.S. EPA recommended
that to minimize annoyance and sleep disturbance, the
outdoor day–night sound level should be less than

Table 1 EU Recommended Relationships between
Annoyance and Aircraft Noise

Percent of Exposed Population
Aircraft

Produced
Lden

Annoyed
at All

Highly
Annoyed

45 11 1
50 19 5
55 28 10
60 38 17
65 48 26
70 60 37
75 73 49
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Figure 1 Average nightly noise-induced nighttime motilities.

60 dB.13 The U.S. EPA used this information and
added an “adequate margin of safety” and identified a
day–night average sound level of 55 dB as protective
of public health and welfare.14

Annoyance More recently the Federal Interagency
Committee on Noise (FICON) provided additional
guidance on determining aircraft noise effects in terms
of annoyance. FICON researched recent work and
provided an updated dose–response curve for annoy-
ance as a function of DNL from any transporta-
tion noise source. Table 2 summarizes this updated
information.14

Sleep The successor to FICON, the Federal Inter-
agency Committee on Aviation Noise (FICAN) pub-
lished a synthesis of the then available sleep distur-
bance data and recommended the relationship given by
Fig. 2.15 The FICAN 1992 curve of Fig. 2 represents
the most conservative relationship for all the accumu-
lated data—it is at or above the maximum percent
awakening data at all points. Note that the sound levels
on the horizontal axis are indoor levels. The awaken-
ing data are from on-site (as opposed to laboratory)
studies that used either behaviorally confirmed awak-
ening (the subject pressed a button when awakened) or

Table 2 FICON Recommended Relationship
between Annoyance and Aircraft Noise

Percent of Exposed Population

Aircraft
Produced Ldn

Annoyed
at Alla

Highly
Annoyed

45 NA 1
50 NA 2
55 NA 3
60 NA 7
65 NA 12
70 NA 22
75 NA 37

a NA = not applicable.
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Figure 2 FICAN-recommended sleep disturbance
dose–response curve.

motility within some specified latency from the noise
event onset.

Land-Use Compatibility The FAA established
guidelines for aircraft noise and land-use compati-
bility in 1981 for many land-use categories.16 These
guidelines show residential land use, other than mobile
homes and transient lodgings as compatible with yearly
day–night average sound level (DNL) below 65 dB.
Residential land use at levels between DNL 65 and
75 dB may be determined by a community to be
allowed if the outdoor-to-indoor noise level reduction
is at least between 25 and 30 dB to achieve an inte-
rior level of DNL 45 dB. Note that these are identified
as guidelines because FAR Part 150 clearly defines
land-use compatibility as a state and local government
responsibility.

In examining new actions, significant noise impact
occurs if a noise-sensitive area is projected to experi-
ence an increase in noise of DNL 1.5 dB or more at
or above DNL 65 dB.17 Further, if such an increase
occurs, noise-sensitive areas between DNL 60 and
65 dB should be examined for increases of 3 dB or
more. If such increases occur, either above DNL 65 dB
or between DNL 60 and 65 dB, additional analysis is
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required and mitigation measures should be considered
for all areas of increase.

3.2.3 World Health Organization The WHO
provides guidance for preventing critical health effects
that can result from noise. Table 3 presents the guid-
ance for dwellings. The levels shown, if not exceeded,
are intended to prevent occurrence of the critical health
effect for the most exposed receiver. The general WHO
guidelines also note that, as suggested by the table,
indicators based only on energy-type metrics (e.g.,
LAeq) are not sufficient to describe the protective noise
environment. Such things as indoor reverberation time
(for determining speech intelligibility), number and
level of events, and low-frequency content should also
be considered to fully describe the noise environment
and to protect the critical health effect.

4 NOISE ANALYSIS PROCEDURES
4.1 Methods
Across the various organizations—the EU, the United
States, and ICAO (the WHO does not examine the
specifics of noise control)—the fundamental approach
to analysis and management or control of aircraft noise
is similar. All recommend a “balanced” approach that
includes at least four ingredients: (1) noise control at
the source (the aircraft), (2) land-use planning around
airports, (3) noise abatement operating procedures for
aircraft, (4) restrictions on operations.19–21 In addition
to these four categories, in the United States, the FAA
includes (5) airport layout22 and ICAO recognizes (6)
noise charges.23

To pursue this balanced approach, specific tools are
required. First, metrics or indicators of noise must
be identified (Section 3.1), noise effects or impacts
in relation to the indicators need to be defined
(Section 3.2), and a method for computing the values
of the metrics in communities around airports is
required. The following subsection elaborates on the
“balanced” approach, and the last subsection discusses
the various computational methods.

4.2 Balanced Approach
4.2.1 European Union The EU recognizes the
balanced approach as defined by ICAO21 but links it
with a recognition that to be effective in achieving
sustainable noise reduction, more stringent noise

standards for manufacture of aircraft, combined with
action to take noisy aircraft out of service, will also
be necessary. Specifically, Directive 2002/30/EC21

provides guidance on “the establishment of rules and
procedures with regard to the introduction of noise-
related operating restrictions at Community airports.”

4.2.2 United States The Aviation Safety and
Noise Abatement Act of 1979 (Public Law 96–193)
authorized the FAA to award grants under the Air-
port Improvement Program (AIP) for noise mitigation
projects. The FAA responded by promulgating 14 CFR
Part 150, see discussion on FAR Part 150 below. As of
the end of 2003, more than $3.6 billion of AIP funding
has been spent on developing and implementing Part
150 studies by more than 250 airports in the United
States.

Source Noise Control—Aircraft Certification
and Phase Out The FAA’s method for determining
aircraft source levels and the phase out of the louder
aircraft have been specified in federal regulations, 14
CFR Part 36 and Part 91. In 1990, the U.S. Congress
passed the Airport Noise and Capacity Act (ANCA),24

which set a schedule for phase out of all stage 2 aircraft
weighing more than 75,000 lb by December 31, 1999
(all stage 1 aircraft having been previously prohibited
from operation in the United States.). The phase-out
schedule is codified in 14 CFR Part 91. Currently,
there is no proposal to phase out stage 3 aircraft,
although new stage 4 noise limits have already been
established.

FAR Part 150: Airport Noise Compatibility
Planning As part of the effort to encourage airport
and land-use noise compatibility, the FAA makes
funding available to airports for noise mitigation
through its Part 150 Study program. In order to obtain
federal monies for noise assessment, impact mitigation,
and land-use compatibility, an airport is required
to assess the existing and future noise environment
through a Federal Aviation Regulation (FAR) Part 150
Study. Although airports are not required to conduct
FAR Part 150 studies, many do in order to obtain this
federal assistance. FAR Part 150 studies result in: (1) a
noise exposure map (NEM), which documents the
existing and future (minimum 5-year) noise exposure
with no mitigation; (2) a noise compatibility program

Table 3 WHO Guideline Values for Community Noise in Specific Environments18

Specific Environment Critical Health Effect
LAeq

[dB(A)]
Time

Base (h)
LAmax

Fast (dB)

Outdoor living area Serious annoyance, day and evening 55 16 —
Moderate annoyance, day and evening 50 16 —

Dwelling, indoors Speech intelligibility & moderate
annoyance, day and evening

35 16

Inside bedrooms Sleep disturbance, nighttime 30 8 45
Outside bedrooms Sleep disturbance, window open

(outdoor values)
45 8 60

Source: From Ref. 18.
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(NCP), which identifies specific actions to minimize
or eliminate the existing noise impacts in surrounding
communities. In developing the NCP, the airport is
to examine components that constitute the balanced
approach and include land acquisition, construction of
barriers, soundproofing, preferential runway use, flight
procedures, and restrictions on the use of the airport.
The NCP also includes the results of the program
by providing an NEM with the recommended NCP
measures in place.

4.2.3 International Civil Aviation Organization
In 2001, the ICAO Assembly endorsed the concept of
a balanced approach to aircraft noise management (see
references in Ref. 20). Within ICAO, the Committee
on Aviation Environmental Protection (CAEP) devel-
oped the requisite guidance material.25 CAEP meets
annually, and from each meeting, publications provid-
ing guidance are produced. (In terms of nomenclature,
e.g., CAEP/5 indicates the fifth meeting of CAEP.)
Some of this guidance and associated publications are
summarized in the following paragraphs.

Source Noise Control—Certification Certifica-
tion procedures and requirements are contained in
Annex 16, Environmental Protection, Volume I, Air-
craft Noise to the Convention on International Civil
Aviation, while practical guidance to certificating
authorities on implementation of the technical proce-
dures of Annex 16 is contained in the Environmental
Technical Manual on the Use of Procedures in the
Noise Certification of Aircraft (Doc 9501). For ICAO,
aircraft are designated as Chapter 1, not noise certified,
Chapter 2, certified in accordance with the require-
ments of Annex 16, Volume 1, Chapter 2, and so forth
for Chapter 3 and Chapter 4 aircraft. (These designa-
tions correspond with the U.S. FAA designations of
stage 1, stage 2, stage 3, and stage 4.)

Land-Use Planning Land-use planning guidance
can be found in Annex 16, Volume I, Part IV, and
Airport Planning Manual, Part 2, Land Use and Envi-
ronmental Control (Doc 9184). It is important that
member states ensure that the potential reductions in
noise levels to be gained from the introduction of qui-
eter aircraft, particularly those complying with the new
Chapter 4 standard, are not avoidably compromised by
inappropriate land use or encroachment.

Operational Procedures Description of prefer-
ential runways and routes, as well as noise abate-
ment procedures for takeoff, approach, and landing
are contained in Annex 16, Volume I, Part V, and
in Procedures for Air Navigation Services, Aircraft
Operations (PANS-OPS, Doc 8168), Volume I, Flight
Procedures, Part V. On the basis of recommendations
made by CAEP/5, new noise abatement takeoff proce-
dures became applicable in November 2001.

Operating Restrictions In the case of Chapter 2
aircraft, the ICAO Assembly in 1990 urged mem-
ber states not to restrict aircraft operations without
considering other possibilities first. It then provided a
basis on which states wishing to restrict operations of

Chapter 2 aircraft may do so. States could start phas-
ing out operations of Chapter 2 aircraft from April
1, 1995, and have all of them withdrawn from ser-
vice by March 31, 2002. However, prior to the lat-
ter date, Chapter 2 aircraft were guaranteed 25 years
of service after the issue of their first certificate of
airworthiness. Thus, Chapter 2 aircraft that had com-
pleted less than 25 years of service on April 1, 1995,
were not immediately affected by this requirement.
Similarly, wide-body Chapter 2 aircraft and those fit-
ted with quieter (high bypass ratio) engines were not
immediately affected after April 1, 1995. Many coun-
tries including Australia, Canada, the United States,
and many in Europe have nevertheless taken action
on the withdrawal of operations of Chapter 2 aircraft
at their airports, taking due account of the Assembly’s
resolution. This withdrawal has had a substantial effect
in reducing noise levels at many airports. The benefits
of removing Chapter 2 aircraft have now been largely
achieved.

In the case of Chapter 3 aircraft, the ICAO Assem-
bly in 2001 urged member states not to introduce
any operating restrictions at any airport on Chapter 3
aircraft before fully assessing available measures to
address the noise problem at the airport concerned in
accordance with the balanced approach. The Assem-
bly also listed a number of safeguards that would need
to be met if restrictions are imposed on Chapter 3 air-
craft. For example, restrictions should be based on the
noise performance of the aircraft and should be tai-
lored to the noise problem of the airport concerned, and
the special circumstances of operators from develop-
ing countries should be taken into account (Appendix
E of Assembly Resolution A33-7).

Noise Charges The ICAO’s policy with regard to
monetary noise charges was first developed in 1981
and is contained in ICAO’s Policies on Charges for
Airports and Air Navigation Services (Doc 9082/6).
The ICAO recognizes that, although reductions are
being achieved in aircraft noise at the source, many
airports need to apply noise alleviation or prevention
measures. The ICAO considers that the costs incurred
may, at the discretion of states, be attributed to airports
and recovered from the users. In the event that noise-
related charges are levied, the ICAO recommends that
they should be levied only at airports experiencing
noise problems and should be designed to recover no
more than the costs applied to their alleviation or pre-
vention; and that they should be nondiscriminatory
between users and not be established at such levels
as to be prohibitively high for the operation of certain
aircraft.

Practical advice on determining the cost basis for
noise-related charges and their collection is provided in
the ICAO Airport Economics Manual (Doc 9562), and
information on noise-related charges actually levied
is provided in the ICAO Manual of Airport and Air
Navigation Facility Tariffs (Doc 7100).

4.3 Airport Noise Modeling
Countries involved in aircraft noise analysis use or
have developed and use computer programs that
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combine the noise produced by all aircraft operations at
an airport, generally to produce contours of equal noise
exposure or level using the metric or indicator that
is to be used for assessment, see Section 3. Figure 3
presents a typical contour set.

Typically, national or international organizations
have developed the general guidelines and algorithms
for aircraft noise computation. Then individual nations
turn these guidelines into specific computer programs.
ICAO provides guidance in its Circular 205,26 the
Society of Automotive Engineers (SAE) Committee A-
21, Aircraft Noise Measurement, developed Aerospace
Information Report 184527 and the EU recommends use
of ECAC.CEAC Doc 29, Report on Standard Method
of Computing Noise Contours around Civil Airports.28

(Currently, all documents are undergoing review and
updates.) The variables that must be included or input
into one of the programs are considerable in number and
can be found in one of the user manuals. The model
output typically includes, at a minimum, contours of
equal noise exposure, as mentioned. The models can
also produce single-event noise metrics, and these are
often computed to help the public understand the noise
effects of the modeled operations or to compare with
impact or health effect guidelines.

Each of these models requires an accurate account
of the aircraft activity at the facility for which the
model is to determine the noise exposure. It is critical
that the modeler know the exact number of operations
for every aircraft type operating at the facility and
for each type of operation conducted, that is, arrival,
departure, touch-and-go, runup, and so forth. Some
states require this analysis be conducted for an annual
average day. Therefore, it is imperative that data are
collected for operations over a period of 1 year and

then the number of operations is divided by 365 days
before inputting into the model.

5 NOISE CONTROL AT THE SOURCE
Aircraft noise control at the source has two compo-
nents. First, for all manufacture of aircraft, specific
noise testing or certification procedures and associ-
ated limits are defined. Second, the louder aircraft are
phased out of operation over time.

5.1 Quieting of Aircraft
These procedures and limits apply at three specific
measurement locations: one under a departure path,
one laterally to the side of the departure path, and one
under an arrival path. During measurements, weather
and atmospheric conditions must fall within specific
ranges, the aircraft must be operated in defined ways,
and detailed methods are provided for computation
of the required metric, EPNL (see references in Ref.
2).32 Limits are specified by maximum gross takeoff
weight and number of engines. Figure 4 presents the
limits that define FAA’s stage 1, stage 2, and stage 3
(ICAO’s Chapter 1, Chapter 2, and Chapter 3) aircraft.
Any aircraft above the stage 2 limit is stage 1.

There is also a stage/Chapter 4 certification for
aircraft. On June 27, 2001, at its 163rd session, the
ICAO unanimously approved the adoption of the new
Chapter 4 noise standard in Annex 16. In the United
States, the FAA also has accepted this certification limit.
The new noise standard will apply to any application
for new type designs submitted on or after January
1, 2006, for countries that use Annex 16 as its noise
certification basis. Briefly, conformance with Chapter 4
has two basic components: (1) None of an airplane’s
maximum noise levels [flyover, lateral (sideline), and
approach] may be greater than the maximum permitted
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Figure 3 Typical noise contours for an airport.
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Figure 4 Certification limits for aircraft.

noise levels for Chapter 3 airplanes, as defined in Annex
16. (2) To determine stage 4 compliance, an airplane’s
maximum flyover, lateral and approach noise levels are
each subtracted from the stage 3 maximum permitted
noise levels. The differences obtained are the noise limit
margins, to be used as follows:

1. When the three margins are added together, the
total must be 10 EPNdB or greater.

2. When any two of the margins are added
together, the sum must be 2 EPNdB or greater.

5.2 Phase Out of Louder Aircraft
The second component of noise control at the source
is the phase out of the louder aircraft. To date (2005)
stages/Chapters 1 and 2 aircraft have been completely
phased out of operation in many countries and are
being phased out in others.

6 AIRPORT-SPECIFIC NOISE CONTROL
MEASURES
The balanced approach also includes land-use planning
around airports, noise abatement operating procedures,
restrictions on operations, and the airport layout.
Additionally, monitoring systems and community
outreach can aid in the efforts to reduce the effects
of airport noise on communities.

6.1 Land-Use Strategies
Land-use strategies are directed at ensuring noise-
compatible land use surrounds the airport. The most
effective land-use strategies must include working with

local jurisdictions to deter and/or prohibit the develop-
ment of incompatible noise-sensitive land uses within
the airport environs. This strategy can include zoning
and building code changes that either prevent incom-
patible uses or require that sufficient sound insulation
be part of building design. Another strategy often
employed by airports to eliminate future incompati-
bilities is the acquisition of vacant land in potentially
incompatible areas. The strategies used for addressing
existing incompatibilities are typically: (1) relocation
of residents, business, and schools resulting in airport
land acquisition after the relocations and (2) requiring
remaining property owners sign an avigation easement
allowing for the use of the airspace above the property.
The second is often implemented in conjunction with
sound insulation programs.

6.1.1 Sound Insulation Programs Residential
sound insulation programs and institutional sound
insulation programs, predominantly for schools, are
intended to reduce the interior noise levels of structures
to minimize speech and/or sleep disruption. Design
goals are required for sound insulation. Goals for res-
idences may be determined by speech interference or
sleep disturbance criteria, such as those of Section 3.2
or by the requirements for a satisfactory teaching envi-
ronment when sound-insulating schools. House con-
struction varies with climate and local traditions, and
premodification measurements and analysis are advis-
able to determine design, and postmodification mea-
surements help ensure success.

6.1.2 Noise Barriers Noise barriers can be used
to shield noise-sensitive land uses from aircraft
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operations noise. See Chapter 58. Noise barriers are
rarely built at airports since most of the noise
exposure occurs when aircraft are above the ground
and above any reasonably sized barrier. However,
some communities are exposed to noise produced by
ground operations of aircraft, such as start-of-takeoff
roll, thrust reverse, taxi or ramp activities, and ground
engine runups. One of the most successful uses of
barriers in airport settings has been the installation
of ground engine runup enclosures (GREs), which
are provided by some airports for performance of
maintenance engine runups.

6.2 Operational Procedures
Operational procedures for noise abatement are essen-
tially ways for aircraft to use an airport that reduce
the noise exposure of noise-sensitive areas. These pro-
cedures can include use of runways, specific cockpit
procedures for arrival and/or departure, and routes or
flight tracks flown for arrival and departure. Design of
feasible, effective procedures requires full involvement
by air traffic control personnel, pilots, use of model-
ing procedures and analysis to estimate effectiveness,
and often a test period to determine if they are, in
fact, practical and safe. Citizen involvement may be
beneficial as well.

6.2.1 Preferential Runway Use Preferential run-
way use is designed to put aircraft operations on par-
ticular runways to minimize aircraft operations over
populated areas. Design will require analysis of aver-
age wind conditions to determine maximum possible
use of the various runways. Air traffic procedures used
to determine which should be the active runway(s)
may need modification to ensure maximum use of
the preferred runway(s). Procedures for monitoring the
ongoing runway use may also be desirable to determine
the success of a preferential runway use program.

6.2.2 Cockpit Procedures Cockpit procedures
are specific flight procedures designed to reduce the
noise levels experienced on the ground. Specific noise
abatement departure procedures (NADPs) have been
developed by many airlines to address two different
types of situations: one where the noise-sensitive areas
are “close” to the airport and one where the noise-
sensitive areas are “distant” from the airport. Usually,
detailed modeling, including working with pilots or
airlines to develop modeled approximations of the
procedures, is required to understand the location and
amount of the benefits provided. Cockpit procedures
can also be used during aircraft arrival. Investigations
have found that a continuous descent approach, or
CDA—descending the aircraft at a nearly constant
angle from a fairly high altitude (about 6000 ft above
ground)—can reduce noise heard on the ground by
eliminating the thrust changes used in the more
common “stepped” approach. CDA procedures are still
under investigation at this writing with regards to air
traffic control implications.

6.2.3 Flight Track Geometry and Flight Track
Usage Changes toflight trackgeometriesand/orflight

track usage can be designed to move aircraft over
less populated areas. Changing flight track corridors
or use, however, requires full involvement of the air
traffic controllers responsible formanaging the airspace.
Especially in congested airspace, maintaining minimum
separations between the traffic flows is paramount for
safety. Moving flight tracks can have a domino effect
requiring other changes to the airspace, which may or
may not be feasible. Modeling will provide estimates of
benefits, and test periods may be necessary.

6.3 Airport Layout Improvements
Planning for major changes at an airport can provide
an opportunity to consider layout improvements that
would result in the reduction of noise exposure of
sensitive areas. Generally, airport layout changes may
be used to move aircraft operations (whether taxi,
ground, departure, or arrival operations) away from
noise-sensitive areas. For example, an airport may
decide to lengthen a runway and displace the arrival
and departure threshold at the other end of the runway.
Start of takeoff and use of thrust reversal could be
moved further onto airport property and away from
noise-sensitive receivers near the runway end. Another
change could be alteration of taxiways to move
these ground operations away from adjacent residents.
Design and placement of on-airport buildings could
shield near-by communities from some types of aircraft
ground operations noise.

6.4 Airport Use Restrictions
The European Union, the U.S. FAA, and ICAO doc-
uments all recognize there may be situations when
restricting use of an airport by all or some aircraft types
can be an important means to reduce noise exposure.
All organizations caution that the costs, both to the
traveling public and to individual aircraft operators,
should be closely considered when developing any
such restrictions. A rigorous approach would include
clear determination of criteria for effects, analysis, and
rank ordering of alternative methods, including restric-
tions, to reduce the effects and costs of the alternatives.

6.5 Aircraft Noise and Operations
Monitoring Systems
Aircraft noise and operations monitoring systems
(NOMS) have become increasingly common in recent
years as citizens ask to havemeasured information about
aircraft operations and noise levels, and as some airports
regularly update their noise contours. These systems
permit airports to continuously assess aircraft noise and
operations and respond to citizen complaints. NOMSare
used not only to assess airport noise but also can be used
to educate the community about aircraft noise, respond
to noise complaints, and monitor the implementation of
noise mitigation measures.

The NOMS were first designed as aircraft noise
measurement systems consisting of portable and per-
manent noise monitors strategically located throughout
the airport environs. Flight tracking capability has been
added by acquiring aircraft position data, usually from
the local air traffic radar system. Flight tracking data
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helps ensure that the noise captured by the noise moni-
tors and identified as aircraft-produced noise is actually
generated by an aircraft operation and not some other
community noise source. Additionally, this flight track
and flight identification information can be used to effi-
ciently provide input to the aircraft noise modeling
process. Airports can obtain integrated noise model
(INM) preprocessors that will take the flight informa-
tion and generate INM input files to compute daily,
weekly, monthly, quarterly, and annual noise exposure
contours for a relatively quick and efficient means of
assessing the historical noise at their facility.

6.6 Community Outreach

Manyairports have found community outreach, involve-
ment, and education can be as effective and sometimes
more effective than the measures discussed above. Out-
reach may take many different forms, but the most com-
mon avenues for providing this community involvement
are: setting up and supporting an airport noise officewith
adequate and capable staff, acquiring a NOMS, setting
up and being a member of a standing airport community
noise committee or roundtable, and regularly reporting
to the community the progress of the noise mitigation
measures and the noise compatibility program.
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1 INTRODUCTION

Off-road vehicles and construction equipment are
used for earthmoving, road works, building and road
construction, excavation, and the laying of pipes and
cables. Off-road vehicles and equipment are normally
powered by diesel engines and, in some cases, electric
motors. Compressors provide compressed air for use
on construction sites and can be mobile or stationary.

Off-road vehicles and construction equipment are
significant environmental noise sources that cause
annoyance, risks of hearing damage, and sleep distur-
bance in nearby residential areas. A-weighted sound
pressure levels measured at a 15-m distance from an
off-road vehicle during its operational cycle can reach
70 dB to 85 dB. Even at a short distance, the A-weighted
noise levels emitted by off-road vehicles and construc-
tion equipment can be as much as 15 dB to 30 dB higher
than permissible levels. Excessive noise levels are also
noted at distances up to several hundred metres from
working construction machinery. Off-road vehicles and
construction equipment causedisturbance topeople sim-
ilar to that caused by automobiles, railways, and aircraft.

2 DESIGN FEATURES AND MAIN NOISE
SOURCES

The outlines of most widely used off-road vehicles
and construction equipment and main noise sources
are represented in Fig. 1. Main noise sources of the
off-road vehicles are an engine, exhaust and intake
systems, tracks, engine cooling fans, hydraulic system,
compressors of movable compressors and other noise,
and vibration generating machinery (e.g., mill cutter,
vibrating roller, and others). Table 1 gives the average
acoustical characteristics of the main noise sources of
construction vehicles and movable compressors.1

The contribution of a noise source into the noise
generation process depends, first of all, on noise source
acoustical characteristics but also on the distance from
the noise source to the specific point (receiver), on the
noise source size and its location at the machine, and on
available noise reduction means and their effectiveness.

3 OFF-ROAD VEHICLES EXTERIOR NOISE
EMISSIONS REQUIREMENTS

In most countries A-weighted sound power level
emitted by a vehicle (in dB) is used as a standardized

1
2
4 3 5

(a)

5 4 3
1

2

(b)

5 3

2

L
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6 2 3
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Figure 1 Schemes of off-road vehicles and construction
equipment: (a) excavator, (b) tractor with dozer equipment,
(c) backhoe loader, and (d) movable compressor; (1)
engine, (2) enclosure, (3) muffler, (4) engine intake, (5)
cab, and (6) sound absorption coating.

parameter. At the same time sound pressure levels
are also used for normalization in some countries.
For example, exterior noise limitation accepted in
Russia and in the Commonwealth of Independent
States is A-weighted sound pressure level of 85 dB
measured at the distance of 7.5 m from a machine.
In United States specific exterior sound requirements
on off-road machines are related to state laws or
community noise ordinances. The specific levels vary
and are often expressed in terms of day and night
sound pressure level. The European Community (EC)
actual and expected noise limitations are declared in
Directive 2000/14/EC of the European Parliament.2
These limitations are presented in the Table 2.

In Germany, in additional to the European norms,
the Federal Environmental Agency introduces the
Environmental Label (Blue Angel) for off-road vehicle
manufacturing companies (Table 3). This label may
be awarded to products whose noise emissions are
10 dB or lower, on average, than EC Directive
noise limitations.3 Noise requirements of the Blue
Angel label are the strongest among recently accepted
limitations for off-road vehicles.4
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Table 1 Acoustical Characteristics of Main Noise
Sources of Off-Road Vehicles and Movable
Compressors

Noise Source

A-Weighted
Sound
Power

Level (dB)

Character of
Noise Spectrum
Emitted by the
Noise Source

Engine body 100–110 High frequencya

Engine exhaust
(with a muffler)

91–98 Low frequencyb

Engine intake (with
a muffler)

85–90 Low frequency

Engine cooling
system fan

98–102 Medium frequencyc

Tracks 89–92 Medium frequency
Vibrating roller 100–105 High frequency
Hydraulic motors

and pumps
95–97 High frequency

Compressor 97–100 High frequency

aHigh-frequency components are dominant in the sound
pressure level spectrum.
bLow-frequency components are dominant in the sound
pressure level spectrum.
cMedium-frequency components are dominant in the
sound pressure level spectrum.

As follows from the analysis, there is no uniform
approach to be used in the exterior noise limits
formulation throughout the world. Consideration of
community noise limits may be applied to compare
noise emissions of different off-road vehicles. In
many countries community noise limits are declared
in terms of equivalent continuous A-weighted sound
pressure levels and are equal to 55 dB for daytime
and 45 dB for nighttime.5 Nowadays very few off-
road vehicles meet these community noise limits, so
machine manufactures in cooperation with acousticians
have the challenge of finding innovative, state-of-the-
art exterior noise reduction approaches.

4 MEASUREMENT OF EXTERIOR NOISE
EMITTED BY OFF-ROAD VEHICLES AND
CONSTRUCTION EQUIPMENT
4.1 Measurement of Exterior Noise Emitted
by Off-Road Vehicles
Exterior noise measurement procedures are described
in International Organization for Standardization (ISO)
standards.6,7 Measurements may be carried out in
dynamic and stationary test conditions. The exterior
noise is characterized by A-weighted sound power
level (LWA

) estimated based on measured equivalent
continuous A-weighted sound levels averaged over
the measurement surface over the whole measurement
period.

Sound level measurements followed by determina-
tion of the emitted sound power level are carried out
in six microphone positions at the hemispheric surface.
The choice of the hemisphere radius depends on the
basic machine length (L). The hemisphere radius is
determined as follows:

r = 4 m when L < 1.5 m.
r = 10 m when L ≥ 1.5 m but less than 4 m.
r = 16 m when L > 4 m.

The A-weighted sound power level, LWA
, emitted

by a machine is determined as follows:

LWA
= LpAeq,T − K + 10 log

S

S0
dB (1)

LpAeq,T = equivalent A-weighted continuous sound
pressure level averaged over the
measurement surface, dB

K = environmental correction
S = area of the hemispherical measurement

surface, in square metres, i.e., S = 2πr2

S0 = 1 m2

Table 2 European Union Requirements on the Noise Emissions of Off-Road Vehicles and Construction
Equipment

Permissible A-Weighted
Sound Power Level (dB)

Vehicle type
Net Installed
Power P (kW)

Stage I
From 03.01.2002

Stage II
From 03.01.2006

Compacting machines (vibrating rollers, vibratory plates,
etc.)

P ≤ 8 108 105

8 < P ≤ 70 109 106
P > 70 89 + 11 log P 86 + 11 log P

Tracked dozers, loaders, excavator-loaders P ≤ 55 106 103
P > 55 87 + 11 log P 84 + 11 log P

Wheeled dozers, loaders, excavator-loaders, mobile cranes,
graders

P ≤ 55 104 101

P > 55 85 + 11 log P 82 + 11 log P
Tower cranes – 98 + log P 96 + log P
Compressors P ≤ 15 99 97

P > 15 97 + 2 log P 95 + 2 log P
Excavators P ≤ 15 96 93

P > 15 83 + 11 log P 80 + 11 log P
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Table 3 Blue Angel Noise Criteria

Machine Type

Category,
Standardized Nominal Airflow

(Q), m3/min,
Installed Power (P), kW

Noise Emission
Limits (A-Weighted

Sound Power
Level), dB

Track Vehicles, Except Excavators P ≤ 60 99
P > 60 80 + 11 log P, but less than 101

Wheeled Dozers, Loaders P ≤ 39 97
P > 39 79 + 11 log P, but less than 101

Compressors Q ≤ 5 88
5 < Q ≤ 10 89

10 < Q ≤ 30 91
Q > 30 93

Excavators P ≤ 14 91
P > 14 78 + 11 log P, but less than 101

Tower Cranes P < 15 86
15 ≤ P < 30 88

P ≥ 30 90

Equivalent A-weighted continuous sound pressure
level, LpAeq,T , is estimated by the following equation:

LpAeq,T = 10 log

[
1

N

N∑
i=1

100.1LpAeqi

]
, dB (2)

LpAeqi = measured value of the equivalent
A-weighted continuous sound level, dB,
resulting from the ith point at the
hemisphere (reference sound pressure is
2 × 10−5 Pa)

N = is the number of microphone positions
(N = 6 for this test method)

The background noise level in each measurement
position is supposed to be at least 10 dB lower than
the noise level emitted by the machine under the test.

4.2 Measurement of Exterior Noise Emitted
by Movable Compressors
Methods of movable compressors exterior noise mea-
surements are presented in the ISO standard.8 Aver-
aged octave sound pressure levels (dB) and A-
weighted sound pressure levels (dB) measured at 7 m
distance from a movable compressor are used as an
acoustical characteristic of a compressor. Sound pres-
sure levels are controlled in five microphone positions
located in four main directions rectangular to the com-
pressor side panels, and the fifth microphone loca-
tion is chosen in the direction where controlled sound

pressure level is maximal. Measurement positions are
located at 1.5 m distance from the underneath surface
where the movable compressor is installed. Measure-
ments are carried out in the free sound field. There
shall not be any obstacle at 25 m distance from the
compressor, whose size is comparable to the size of
the movable compressor.

5 ACOUSTICAL CHARACTERISTICS OF
OFF-ROAD VEHICLES AND MOVABLE
COMPRESSORS
Exterior noise emitted by off-road vehicles depends on
their acoustical characteristics, on the number of noise
sources, and on the composition and effectiveness
of noise reduction means. Table 4 presents noise
characteristics of some vehicles and tractors.1

All off-road vehicles considering their acoustical
characteristics may be divided into three main groups.
The first group consists of wheeled vehicles (excava-
tors, loaders, graders) where the engine is the domi-
nant noise source. These vehicles are characterized by
the lowest sound power levels (among other off-road
vehicles), and the difference between dynamic and sta-
tionary operating modes is not higher than 1 dB to
2 dB.

The second group consists of track vehicles in
which the contributions of tracks and engine to exterior
sound field are comparable. Noise level emitted by
such machines in dynamic operating mode is 3 dB
to 4 dB higher than in stationary mode because of
increasing track contribution during dynamic cycles.

Table 4 Exterior Noise Levels of Construction and Transportation Vehicles and Tractors

Group Number Vehicle Type Operating Mode

A-Weighted
Sound Power

Level (dB)

1 Wheeled loaders, excavators, graders Stationary 96–102
Dynamic 97–105

2 Tracked tractors and dozers Stationary 100–102
Dynamic 103–106

3 Vibrating rollers Stationary 97–99
Dynamic 109–111
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The third group consists of vehicles in which
vibration or impact generation tools (e.g., vibrating
rollers) or other noise-generating mechanical facilities
are the dominant noise sources. Noise level emitted
by such vehicles in stationary operating mode is
10 dB lower than noise emitted in dynamic mode.
Spectrum of the first group is characterized by
the dominance of the low- and medium-frequency
components, the second group is characterized by
dominant contributions in the high-frequency range,
and the third group is characterized by the medium-
and high-frequency spectrums.

Noise emitted by movable compressors depends on
the type of a power plant—an engine (diesel or gas) or
an electric motor—on the type of compressor (piston,
membrane, rotation, blade, or screw type), and on the
mode of operation since the power plant plays the main
role in noise generation processes.

Movable compressors with volume flow rates vary-
ing from 2.5 m3/ min up to 5 m3/ min are the most
widely applied (they are about 40% of the overall
quantity of produced compressors). Movable compres-
sors characterized by the volume flow rates varying in
the range of 7.5 to 15 m3/ min are only about 18% of
the overall quantity of produced compressors.

Noise emitted by compressors with engine power
plants is higher than noise emitted by compressors
with electric motor power plants with the same
volume flow rate. Thus A-weighted sound pressure
level at 1 m distance is 101 dB for diesel-engine-
driven compressors, and it is 96 dB for gas-engine-
driven compressors, and it is 93 dB for electric-
motor-driven compressors. Noise emitted by the diesel
engine and electric-motor-driven compressors has
high-frequency character and noise of gas compressors
has low-frequency spectrum, mostly because of the
contribution of the exhaust noise. Movable compressor
noise also increases with an enhancement of the
volume flow rate since the engine power consumed
by the compressor is higher.

A-weighted sound pressure levels emitted by non-
sound-proofed compressors with volume flow rates up
to 10 m3/ min are usually in the range of 80 dB to
90 dB. Most of modern leading compressor manu-
facturing companies produce movable compressors in
sound-proofed varieties (Table 5).1

Table 5 Acoustical Characteristics of Movable
Compressors at 7-m Distance

Movable
Compressor Type Drive Type

Volume
Flow
Rate

(m3/ min)

Sound
Pressure

Level
(dB)

Non-sound-proofed Diesel 5.2 89
Non-sound-proofed Diesel 10.5 92
Non-sound-proofed Electric motor 5.2 80
Non-sound-proofed Electric motor 10.0 84
Non-sound-proofed Gas 5.2 86
Sound-proofed Diesel 5.0 70
Sound-proofed Diesel 10.6 75
Sound-proofed Electric motor 5.0 58

6 NOISE GENERATION PROCESSES AND
PREDICTION OF EXTERIOR NOISE
An example of the calculation scheme of the exterior
noise emitted by a tracked dozer is presented in
Fig. 2. Main noise sources and noise propagation paths
are as follows: track noise (Ltr), engine body noise
penetrating from the engine compartment through the
enclosure walls (Leng enc), engine intake (Lint), and
exhaust noise (Lexh).

The exterior noise field is formed by the total
contributions of all above-mentioned noise sources and
may be determined by the following equation1:

Lext = 10 log
(
100.1Leng enc + 100.1Lexh

+ 100.1Lint + 100.1LW
)

dB (3)

The first term of Eq. (3) is estimated as follows1:

Leng enc = Ltotal
Wenc

+ 10 log

(
χenc

Senc total
+ 4ψenc

Benc

)

− 10 log

m∑
i=1

Senc,i

m∑
i=1

Senc,i × 10−0.1(SIenc,i + tenc i )

+ 10 log

m∑
i=1

Senc,i

Senc
− 15 logRenc − x dB (4)

where Ltotal
Wenc

= total acoustical power emitted within the
enclosure, dB

χenc = coefficient of the effect of the near sound
field of noise source (engine body)

ψenc = is the coefficient of the sound field
diffusivity violation under the enclosure;

Senc total = is the total area of inner structural panels
of the enclosure (inside the engine
compartment), m2

1

4 Receiver

3

2

Figure 2 Calculation scheme for tracked dozer exterior
noise prediction: (1) engine body noise penetrating from
the engine compartment through the enclosure walls, (2)
internal combustion engine exhaust noise, (3) intake noise,
(4) track noise.
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Benc = is the acoustical enclosure constant, m2,
estimated by the following equation:

Benc = Aenc

1 − αenc
(5)

where Aenc = equivalent enclosure sound absorption area,
m2; Aenc = αencSenc, m2

αenc = coefficient of average sound absorption
under the enclosure

Senc = area of the enclosure structural panel
surfaces through which sound penetrates,
m2

Senc,i = area of the ith enclosure panel, m2

m = number of enclosure panels
SIenc,i = sound isolation of the ith enclosure

panel, dB
tenc,i = addition to the enclosure panel sound

isolation depending on panel arrangement
relative to the specific point, dB

Renc = average distance from the enclosure to the
receiver (specific point), m

x = numerical correction equals to 5 dB if
� = π, or to 8 dB if � = 2π, or to 11 dB
if � = 4π (� is the noise source spatial
angle of sound radiation; it is equal to 4π
when radiation is to the whole space, 2π
when radiation is to the half space, and π
for the quarter space)

The exhaust noise contribution into the exterior
sound field is estimated by the following equation1:

Lexh = LWexh − 20 logRexh + DIexh − x dB, (6)

where LWexh = sound power of the exhaust, dB
Rexh = average distance from the exhaust pipe to

the specific point, m
DIexh = exhaust direction index, dB

x = numerical correction described in Eq. (4)

The intake noise contribution is determined analo-
gous to the exhaust noise component. The track noise
contribution to the exterior sound field is calculated as
follows1:

Ltr = LWtr − 10 log Rtr − x dB (7)

LWtr = sound power emitted by tracks, dB
Rtr = average distance from the tracks to the

receiver (specific point) of the exterior
field, m

x = numerical correction described in Eq. (4)

Predicted tracked dozer noise contributions prop-
agating to the receiver (specific point) located in the
exterior sound field by various paths (in terms of A-
weighted sound pressure levels, dB) are presented in
the Fig. 3.

Analysis of the obtained results shows that intake
noise does not affect exterior noise field, the contri-
bution of track noise at medium and high frequen-
cies is comparable with the contribution of the engine
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Figure 3 Predicted results of noise level source
contributions penetrating by different paths into the
exterior sound field of a tracked dozer (spectrum data): (1)
engine compartment noise contribution, (2) intake noise
contribution, (3) track noise contribution, (4) exhaust noise
contribution, and (5) predicted total exterior noise.

compartment noise propagating through the enclosure.
Low-frequency exterior noise is mostly formed by
exhaust contribution. In the example under consider-
ation the following paths of exterior noise reduction
are formulated: attenuation of the track noise (e.g.,
with the help of acoustical baffles) and decrease of
engine body noise (by an increase of enclosure pan-
els’ sound isolation, by closing of openings and slots,
and by using of sound absorption lining within the
enclosure).

7 EXTERIOR NOISE REDUCTION MEANS
AND METHODS

7.1 Classification

Reduction of exterior noise emitted by off-road vehi-
cles and construction equipment may be provided at
the noise source or at the noise propagation path.1,9

Main means of exterior noise reduction are the fol-
lowing: mufflers for aerodynamic (intake and exhaust)
noise, sound-proofed enclosures (for reduction of
engine body and fan noise), and acoustical baffles (for
noise reduction in the source or to be used as additional
noise reduction elements in sound-proofed enclosures).
Effectiveness of the above-mentioned means depends
on the noise source predominance.

For the first group of vehicles (specifies in
Section 4 of this chapter) decreasing the rotation veloc-
ity provides up to 3 dB to 4 dB of exterior A-weighted
sound pressure level reduction, improvement of sound-
proofed enclosure design may provides up to 4 dB to
5 dB of exterior noise reduction, and using of sound-
absorbing materials within a sound-proofed enclosure
yields reduction of exterior noise by 2 dB to 3 dB.

For the second group of vehicles isolation of tracks
by application of acoustical baffles leads to the exterior
A-weighted sound pressure level reduction by 3 dB to
5 dB, and the acoustical shield mounted on vibrating
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roller may reduce exterior noise by 4 dB to 6 dB. Noise
reduction by means of muffler application may reach 1
dB to 5 dB and depends on muffler effectiveness and
on contributions of other noise sources.

7.2 Sound-Proofed Enclosures

The application of sound-proofed enclosures at the
main noise source of off-road vehicles, the power
plant, is a widely used technique of noise and vibration
control in vehicles.

Enclosure effectiveness is determined by a number
of factors: enclosure shape and size, stiffness of
the shielding parts, area of the air holes and paths,
average sound absorption coefficient, shielding devices
for sound insulation, the damping of the enclosure
parts, and so forth.

Extremely tight-fitting enclosures, providing effec-
tive sound insulation, result in a considerable air tem-
perature rise within the enclosures that, in turn, may
cause damage to or loss of performance of the power
plant.

The major problem to be solved first is to provide
normal heat transfer within the enclosure. This depends
on the enclosure type, the total heat conductivity
of enclosure walls, weather conditions, and the air
temperature difference between the inside and the
outside of the enclosure.

Enclosure tightness must provide necessary sound-
proofing and at the same time produce no ill effects
on the heat transfer from surfaces inside the enclosure.
Being a universal technique to reduce noise in vehicles,
an enclosure involves the addition of components to
lower the propagation of airborne noise, structure-
borne noise, and heat.

Enclosure walls, sound-reflecting baffles in the
engine space, noise mufflers, packing units, and
gaskets constitute the methods that can be used to
reduce the airborne noise. Vibration isolation of the
enclosed power plant and its enclosure, the vibration-
absorbing enclosure wall components, the vibration-
isolating packings and gaskets, the vibration dampers,
antivibrators, and vibration-blocking masses hinder the
structure-borne noise propagation.

The characteristic features of the vehicle engine
enclosure are the following:

• Small air gap in the enclosure engine space
when compared to the maximum enclosure
dimensions

• Increased heat transfer into the enclosed engine
airspace

• The passage of numerous engine piping systems
and electric cables through the power plant
enclosed space

• A number of openings, ventilation channels,
and inspection windows necessary for the
engine maintenance

Metal boards, transparent plastics, and sandwich
(multilayer) constructions may be considered as basic
construction materials for enclosure walls and surfaces.

Metal enclosures may be structural reinforced-frame
constructions or structural non-reinforced-frame con-
structions, sectional and nonsectional, and two-wall or
one-wall constructions. They usually have rectangu-
lar shape. Aluminum alloy is a preferable material
for metal enclosures because this material is easily
processed, has low density, and good heat reflection
characteristics.

Enclosures from glass plastics in most cases
are made as one-wall constructions and may have
varied configurations. They are characterized by high
values of sound insulation and resistance to corrosion.
Application of transparent plastics reduces the metal
content of an enclosure on average by 30 to 35%
without degradation of structural strength or durability.

The outer layer of the sandwich (multilayer) type
of construction materials consist of metal, plastics,
and glass-plastics. Inner layer of sandwich-type con-
structions are usually made from vibration absorption
material.

Inner surfaces of enclosures, as a rule, contain
sound absorption and vibration absorption layers. A
protection layer may also be used at the inner enclosure
surface if necessary. A protection layer (a sound
transparent film or a thin protection metal board) is
used to prevent sound absorption material degradation
caused by interference with oil, humidity, airflows, and
other factors.

Sound-absorbing materials (SAM) have been found
to be very useful in noise control of enclosures.
Capacious fibrous and foam-type polymer materials
are used as sound absorption materials in enclosures.
Fibrous materials are characterized by higher sound
absorption than foam-type polymer materials.

Vibration absorption coatings (VAC) are used to
reduce spreading of oscillations emitted by construc-
tion elements of enclosures by means of transformation
of oscillation energy into heat. Mastics, thin layers,
and their combinations are used as vibration absorption
coatings.

For instance, forced VAC are usually presented
as combinations of dissipate layers of viscous elastic
material and a thin (forced) metal layer. Shift defor-
mation appears in the dissipate layer during bending
of the construction. Vibration absorption happens in
the coating due to these processes and due to material
features. Various types of rubber, mastics, and other
materials are used as the viscous elastic material for
absorption of vibration.

Soft vibration absorption coatings consisting of a
viscous elastic layer with low dynamic modulus of
transverse elasticity or (and) by means of the air gap
inclusions in the mastic massive cause increase of
material compression ability. Mastic coating increases
sound insulation of the damped wall of the enclosure
by 1 dB to 2 dB in the medium and low frequencies
and by 3 dB to 8 dB at the high-frequency range.

Adhesive thermos reactive glue or rigid vibration
absorption coatings in the form of rigid plastics placed
on the vibrating surfaces are mounted at one side
of thin bitumen layers, which are used for vibration
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absorption coatings. Deformation of this layer occurs
when the layer is compressed or stretched.

Sound transparent films or thin protection metal
boards (thickness less than 1 mm) attached to the
inner enclosure surfaces may also be used as vibra-
tion protection materials. Most effective protection
metal boards are made from aluminum alloys with
perforation. Films covering the sound-absorbing mate-
rials reduce the coating sound absorption coefficient
in the high-frequency range, thus resulting in some
decrease of the enclosure effectiveness. At the same
time film influence on sound absorption coefficient in
the low-frequency range is negligible. Quite a differ-
ent situation is observed for enclosures characterized
by the presence of the enclosure underneath the open-
ing. Their acoustical effectiveness is affected by the
use of the protecting films only to a very small extent.
A protecting metal board with a high-grade enclosure
seal may be considered as an additional sound and heat
radiation filter within the enclosure.

Acoustical effectiveness of a sound-proofed enclo-
sure depends on the area of the SAM coating. With a
coating of 15% of the enclosure inner protecting sur-
faces and a high degree of sealing, enclosure efficiency
increases by 5 dB to 10 dB in the 125 to 8000 Hz fre-
quency range. If the coating area is increased to 50%,
an additional increase in efficiency of 4 dB to 6 dB
is obtained, and a coating area of 100% increases the
efficiency a further 7 dB to 13 dB, especially at the
high-frequency range of 2000 to 8000 Hz (Fig. 4). Fur-
ther increase of area of sound absorption coating also
causes some increase of enclosure efficiency but not
so significant. Such character of dependence of SAM
area on the enclosure efficiency is confirmed only for
closed enclosures (without an enclosure underneath the
opening). The presence of an enclosure underneath
the opening, ventilation channels, technological open-
ings, slots, and the like influence sound distribution
within the enclosure and change average sound absorp-
tion of the enclosure. These features yield changing
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Figure 4 Dependence of the acoustical effectiveness
of a coated enclosure on the area of sound-absorbing
material (SAM): (1) area of SAM, 0%; (2) area of SAM,
20%; (3) area of SAM, 40%; (4) area of SAM, 60%; (5)
area of SAM, 80%; and (6) area of SAM, 100%.

of dependence between the enclosure efficiency and
sound absorption coating area.

One of the main factors that negatively influence
the enclosure effectiveness is the necessity of having
ventilation channels or the presence of badly sealed
holes in the enclosure. The leading part is played by the
size and shape of the channels (holes, openings, slots).
Depending on the relationship between the wavelength
of the incident sound and the size of the hole or the
slot width, the enclosure acoustical effectiveness with
one and the same ventilation channel area may vary
throughout a considerable range.

The substitution of a single-wall enclosure by a
double-wall permits increase in the total surface density
by more than twice (up to a value of 10 to 15 kg/m2),
which makes it possible to increase the enclosure
acoustical effectiveness by 7 dB to 13 dB in the whole
frequency range. But if there are unprotected ventilation
channels in the double-wall enclosure structure, its
effectiveness becomes 5 dB to 12 dB lower, and it
approaches the single-wall enclosure effectiveness.

Acoustical effectiveness of a sealed double-wall
enclosure without a sound-absorbing coating is equal
to that of a single-wall coated enclosure with exception
of the low-frequency region in which the acoustical
effectiveness of the double-wall enclosure is higher.
Double-wall enclosures may be used for sound isola-
tion of low-speed power plants. Application of sound-
absorbing coatings increases the double-wall enclosure
acoustical effectiveness in the whole frequency range,
and the effectiveness at high frequencies can exceed
40 dB to 50 dB.1

There is certain dependence between the enclosure
acoustical effectiveness and its shape. It is found that
enclosure sound insulation increase at low frequencies
is achieved with the reduction in the first resonance
frequency of the enclosure due to the increase in the
enclosure structure mechanical stiffness. This may be
achieved by making the enclosure shielding structures
with cylindrical or spherical shapes or by increasing
the distance between the enclosure shielding surfaces
and the power plant. The acoustical effectiveness of
a spherically or hemispherically shaped enclosure at
low frequencies is by 10 dB to 30 dB higher than of
flat-walled ones with the same volume.

The spherical, hemispherical, or cylindrical enclo-
sure shape in combination with an enclosure inner
surface sound-absorbing coating and with an outer
vibration damping coating permits an increase in
sound insulation effect throughout the whole frequency
range. At low frequencies, due to the greater stiff-
ness of the enclosure, the sound insulation increases
because of the resonance frequency shift toward the
medium-frequency region, where the vibration damp-
ing coating effectiveness is high. In the medium-
frequency range the vibration damping coating effect is
equivalent to an enclosure dynamic stiffness increase.
In the high-frequency region the enclosure sound insu-
lation increases both due to the vibration damping
coating, which increases the energy loss because of
the enclosure shell vibration, and due to the use of a
sound-absorbing coating.
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The relationship between the enclosure sound insula-
tion of effectiveness and its dimensions is almost unpre-
dictable: With increase of enclosure size and therefore
with increase of the enclosed volume, the enclosure radi-
ation surface area increases but at the same time the
sound intensity on the enclosure inner walls decreases.

7.3 Engine Exhaust Noise Mufflers
Engine intake and exhaust noise mufflers are the
significant noise control measures and play the most
important role in the exterior noise reduction of noise
sources with aerodynamic genesis. A-weighted sound
pressure levels emitted by nonmuffled exhaust reaches
115 dB to 130 dB and may exceed noise of all other
sources by 10 times. A-weighted sound pressure level
of a nonmuffled intake is lower but also may reach
100 dB to 110 dB. Thus engine intake and exhaust
noise mufflers are compulsory mounted on exhaust and
intake systems of a vehicle engine.

Muffler functioning bases on two principles of
sound intensity reduction by absorption or reflection
(acoustical filters) and by decreasing the gas flow
energy in the exhaust chamber (temperature, energy,
gas flow velocity and pressure, smoothing of its
pulsations) that leads to decreasing of sound energy
effectiveness near the gas exits to the atmosphere.

The common classification of mufflers divides them
into three classes in accordance with the principle of
their operation:

• Reactive where the sound reflection takes place
in the elements of expansion (contraction) in
expansion chamber

• Absorbing where the sound energy transforms
into the heat in soft fibrous coatings

• Combined which combines two preceding prin-
ciples

Mufflers as suppressors of the gas flow energy
used in gas exhaust channels consist of the following
elements: expansion chambers, perforated pipes and
partitions connecting pipes, solid partitions and others.
Such elements provide the expansion of gas flow,
turning and smoothing what results in energy losses
of the flow and noise reduction. Figure 5 shows some
mufflers used in off-road vehicles and in movable
compressors and their main elements.

Acoustical mufflers-filters are usually used for
intake systems and may be either reactive (expansion
chamber) or absorbing (chamber partly lined with a
sound-absorbing material).

The influence of some basic muffler elements on
the acoustical effectiveness of the muffler is shown
in Fig. 6. From the presented results the extension
of muffler volume increases its effectiveness at low
frequencies.

Bend of the gas flow yields an increase of the muf-
fler effectiveness in the medium- and high-frequency
regions. Application of perforation in mufflers pro-
vides noise reduction in the wide frequency range. Use
of sound absorption yields the effectiveness increase at
the medium and high frequencies.1

Installation of the muffler in a gas channel provides
increasing of pressure loss. For instance, pressure
losses of 3000 to 5000 Pa (i.e., the common value
for many exhaust noise mufflers) causes the fall of the
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Figure 5 Exhaust noise mufflers used for noise reduction in off-road vehicles and in movable compressors: (a)
two-chamber reactive muffler, (b) three-chamber reactive muffler, and (c) four-chamber muffler.
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Figure 6 Noise spectra of muffler effectiveness depend-
ing on muffler construction: (1) empty chamber (a basic
design for further comparison and analysis), (2) empty
chamber of two times higher volume than the basic model
muffler, (3) three-chamber muffler with two perforated par-
titions that volume is equal to the basic muffler, (4) empty
chamber lined with sound-absorbing material, and (5) sin-
gle-chamber muffler with right bend at the gas flow at the
muffler outlet.

engine power by 1 to 1.5%. Thus, in most cases, design
of an effective muffler is the compromise between
providing necessary noise reduction and obtaining
required pressure loss. Construction performance of
modern mufflers tends to design complication and
muffler enlargement. According to the newest exterior
noise limitations, muffler structures have become more
complicated because of the growth of the number
of chambers, by introducing the elements provided
multiple bends of gas flow, by using elements with
large perforated areas, or with sound absorption lining.

An example of a muffler providing high effective-
ness (up to 40 dB) and relatively low pressure loss
(lower than 7000 Pa) is shown in Fig. 7. The feature
of this muffler is the elliptical shape of the muffler
body. The muffler consists of several internal pipes
and partitions providing gas flow division into several
jets with subsequent interference and extension of gas
path through the muffler. Inlet flow turn and outlet
sound-absorbing chamber are designed in the muffler.
Described construction of the muffler allows providing
high effectiveness of the muffler with minimal loss of
the engine power. This muffler may be exploiting for
the internal combustion engine with the power of 40 to
150 hp. Particular parameters of this muffler used in a
movable compressor are the following: big axis of the
ellipse is 300 mm; small axis of the ellipse is 170 mm;
pressure loss is 500 mm H2O; and obtained acoustical
effectiveness is 38 dB (23 dB to 52 dB in the frequency
range of 63 to 8000 Hz). Details of effectiveness of the
engine exhaust muffler are given in the Table 6.10

Activemufflers located in thegas exhaust systemsare
also used nowadays for exterior noise reduction. Such
systems provide effectiveness of 5 dB to 15 dB at some
low frequencies (lower than 200 Hz). Active mufflers
are characterized by the presence of an artificial noise
signal generated within the exhaust pipe in antiphase to
the noise emitted by the vehicle exhaust system. Noise
reduction is obtained due to the interference of two
signals.

7.4 Acoustical Baffles
Acoustical baffles are the supporting sound-proofed
constructions that may be installed near local noise
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Figure 7 Exhaust noise muffler for a movable compressor: (1) muffler body, (2) cylindrical tumbler, (3) central perforated
pipe, (4) inlet pipe, (5) outlet pipe, (6) elliptical partition, (7) solid partition, (8) partition, (9) gas channels, (10) expansion
chamber, (11) solid bottom, (12) perforated partition, (13) vibration-damping material, (14) solid partition, and (15)
sound-absorption material.

Table 6 Effectiveness of Exhaust Noise Muffler

Sound Pressure Levels and Enclosure
Effectiveness (dB) in Octave Frequency Bands (Hz)

Descriptor 63 125 250 500 1000 2000 4000 8000

Exhaust without muffler 129 124 128 125 122 121 129 123
Exhaust with muffler 106 98 94 84 86 84 81 71
Effectiveness of the muffler 23 26 34 41 36 37 48 52
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Figure 8 Examples of acoustical baffle (2) shapes used
for noise reduction of a local noise source (1).
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Figure 9 Dependence of the acoustical baffle effective-
ness on baffle materials: (1) canvas baffle, (2) metal baffle
without sound absorption, (3) soft sound-absorbing baffle,
and (4) metal baffle with sound absorption.

sources of the off-road vehicles (e.g, near the tracks,
transmissions, hydraulic system, and others). Acousti-
cal baffles may be used as noise protection in sound-
proofed enclosures, for example, to partially cover an
opening or an aperture in a sound-proofed enclosure.
Acoustical baffles may be produced in various shapes
(Fig. 8).11

Baffles may be rigid (metal, as a rule) on soft. It
is necessary to use sound absorption for increasing
acoustical baffle effectiveness (Fig. 9).11

Acoustical baffles allow achieving up to 5 dB to
10 dB reduction of the exterior A-weighted sound
pressure levels emitted by local noise sources. Baf-
fles are expected to become a widely used mea-
sure for exterior noise reduction of the off-road
vehicles.

8 EXAMPLES OF EXTERIOR NOISE
REDUCTION USED IN OFF-ROAD VEHICLES
AND CONSTRUCTION EQUIPMENT
Let us consider two noise reduction schemes used
to decrease exterior noise emitted by a movable
compressor. The first example describes a movable
compressor with an electric motor drive (Fig. 10). A
steel sound-proofed enclosure (1) of 1 mm thickness
lined with sound-absorbing material (2) of 30 mm
thickness was used for exterior noise reduction. The
enclosure is divided into two chambers—one is for
an engine (3) and another is for a compressor (4).
Each chamber has an independent air intake system.
The compressor intake filter (5) is covered with a
light hood to avoid heating. This hood performs
functions of an enclosure muffler (6) and the air
duct at the same time. The heated air is released

9 8 2 5 6 9
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Figure 10 Sound-proofed movable compressor with
an electric motor drive: (1) sound-proofed enclosure,
(2) sound-absorbing material, (3) electric motor, (4)
compressor, (5) intake filter, (6) enclosure muffler, (7)
exhaust opening, (8) enclosure roof, (9) acoustical baffles.
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Figure 11 Sound-proofed movable compressor with a
diesel engine: (1) compressor, (2) diesel engine, (3)
sound-proofed enclosure, (4) engine exhaust muffler, (5)
vibration isolators, (6) intake filter, (7) fan, (8) cooler, (9)
frame, (10) exhaust slots, (11) acoustical baffles, (12)
intake chamber, (13) exhaust chamber, (14) enclosure
roof, (15) duct, (16) sound absorption coating.

through an exhaust opening (7) in the enclosure roof
(8). Ventilation openings are protected with acoustical
baffles (9). Described enclosure provides A-weighted
sound pressure level reduction of 8 dB, and sound
pressure level reduction of 5 dB to 11 dB in the
frequency range of 500 to 8000 Hz.

Noise reduction equipment for a movable compres-
sor (1) with a diesel engine (2) consists of a sound-
proofed enclosure (3), engine exhaust muffler (4), and
vibration isolators (5) for the engine–compressor unit
(Fig. 11). The sound-proofed enclosure protects the
engine with a turbofan, intake filter (6), fan (7), and
cooler (8) installed on the frame (9). The enclosure
has intake and exhaust slots (10) on its end and side
panels. Inside the compressor enclosure, baffles, parti-
tions, and an engine hood are installed. The wall faces
of the main hood, partitions, and baffles (11) form the
intake (12) and exhaust (13) chambers. On the main
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enclosure of the roof (14), a duct (15) with an opening
is installed. It is connected to the outer enclosure. An
exhaust gas muffler is placed under the duct. Enclo-
sure, partitions, and baffles are lined with a sound-
absorbing material (16). The engine–compressor unit
is mounted to the frame through the vibration isolators
of the AKCC-160M type. The enclosure is made of
1.5-mm-thick steel. Elastic incombustible polyurethane
of PPU-ET type is chosen as a sound-absorbing coat-
ing (with a layer of 40 mm thickness). Described
noise control measures reduce sound pressure level
by 6 dB to 17 dB in the frequency range of 250 to
8000 Hz.
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1 INTRODUCTION

Communitynoise sources, such as transportationmodes,
recreational activities, and commercial and industrial
developments, can impact residential areas negatively.
Environmental noise impact assessments provide a
mechanism to investigate the balance between the
negative noise impacts of a proposed development
project versus the benefits that that development project
is expected to bring to the community. Existing
community noise exposure guidelines are consulted
when preparing the assessments. These are based on the
premise that there is a level of noise that is acceptable
to protect most humans, animals, and structures. If this
level is likely tobeexceededbyaproposeddevelopment,
appropriatemitigationmeasures need to be selectedwith
due consideration of cost and technical feasibility. The
mitigated noise impact is assessed for acceptability to
the potentially affected community as well as the benefit
of the development to the community as a whole. In this
chapter the terms community noise and environmental
noise are used interchangeably.

2 ENVIRONMENTAL NOISE DESCRIPTORS

The definition of environmental noise given in the
recent European Commission Environmental Noise
Directive1 is: “unwanted or harmful sound created by
human activity outdoors, including noise emitted by
means of transport and from industrial sites or indus-
trial buildings.”

Quantitative descriptors for environmental noise
are generally based on the A-weighted decibel scale.
The A-weighting is essentially a frequency filter that
has a similar response to that of human hearing. As
environmental noise is rarely constant in level, this
time variation must be taken into consideration to
provide a representative noise descriptor. A variety of
such derived noise descriptors have been developed
that incorporate time averaging of the sound pressure
levels or integration of the energy within a sound over
a defined period. Commonly used descriptors include:

• Percentile Value, LAn The A-weighted level
exceeded for a percentage of a nominated time

period. The most commonly used are the LA10,
the level exceeded for 10% of the time period
and so representative of the higher noise levels,
and the LA90, the level exceeded for 90% of the
time period and considered representative of the
background noise levels.

• Equivalent Energy Level LAeq The A-weighted
sound pressure level for a continuous steady
sound that has the same energy as the time-
varying sound over the same time period. The
LAeq is the basis for a number of derived
descriptors discussed below.

• Maximum Noise Level, LAmax The maximum
noise level during the time period and often
used as a criterion in conjunction with LAeq
or LA10 to limit the highest noise levels in the
noise.

• Sound Exposure Level (SEL) The noise level
for a sound over a defined time period, such as
1s, that would have the same energy as the noise
from a single event like a helicopter flyover or
a train passby.

• Perceived Noise Level (PNL) The level of a
sound that is considered to be equally noisy.
It is calculated from the one-third octave band
data.

• Peak Noise Level, LCpeak The peak C-weighted
sound pressure level for impulse sound such as
explosive noise. Note this environmental noise
descriptor is not based on the A-weighting but
is based on the C frequency weighting.

A number of derived noise descriptors are used for
the assessment of noise impacts. The common ones
include:

• LA10,18h The average of the hourly LA10 values
between 06:00 and 24:00 and used for the
assessment of noise from road traffic.

• LAeq,Nh Average of LAeq over a defined number
of hours such as 24 h, 9 h over a night, 15 h
over a day, 1 h over a day, and so on, and used
for wide range of environmental noises.

1501Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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• LDEN The average of LAeq over the day
with an adjustment to allow for the additional
annoyance during the defined evening and night
periods. The day period is 12 h and normally
from 06:00 to 18:00, the evening 4 h normally
from 18:00 to 22:00 with an adjustment of
+5 dB, and the night 8 h with an adjustment of
+10 dB. This derived descriptor is planned to
be used in implementation of the new European
Commission (EC) Directive on Environmental
Noise.1 The length of each period is given in
hours, but the clock times can be changed to
suit the lifestyle of the country.

• DNL The average of LAeq over the day with
an adjustment of 10 dB to allow for the
additional disturbances during the defined night
period. DNL is commonly used in the United
States. A comparison between the LDN and
LDEN is provided in Miedema and Oudshoorn.2
According to these authors, for specific types
of noise the agreement is aircraft LDEN =
DNL + 0.6, road traffic LDEN = DNL + 0.2,
and railway LDEN = DNL.

As there are a large variety of descriptors for environ-
mental noise, it is vital that the descriptor used for a
criterion in regulations and guidelines be clearly stated
to avoid any ambiguity. These details also need to
be considered when comparing noise effects research
findings and noise exposure criteria from various coun-
tries to ensure the validity of the comparison.

When there are particular frequency characteristics
in the noise, such as from music or motor sports, it may
be necessary to incorporate criteria based on the noise
levels in particular frequency bands, in addition to the
overall A-weighted level. These criteria generally use
the Leq descriptor.

3 REACTIONS TO ENVIRONMENTAL NOISE
The term environmental noise describes the noise
generated by all the aspects of our society as it
impinges on the usual activities of our daily lives,
excluding occupational noise. It is only rarely that the
level of environmental noise would be sufficient to
produce permanent hearing damage. Transportation is
a widespread source of noise and is heard to some
extent by the majority of those living in urbanized
areas and some of those living in rural areas. Other
forms of environmental noise are related to activities
associated with industry and mining, with commercial
activities, with recreation, and with neighbors.

Annoyance, speech interference, and sleep distur-
bance are considered to be the main effects of envi-
ronmental noise. Studies on nonauditory physiological
health effects of those exposed to higher levels of envi-
ronmental noise have shown some association with
hypertension, cardiovascular, and digestive problems,
for example, see the review by Stansfield and Lercher.3
However, there are many confounding factors that can
effect these reactions, and there is currently no clear
relationship between a noise descriptor and particular
physiological effects.

4 DOSE–RESPONSE RELATIONSHIPS

Important factors that lead to reactions to noise such
as disturbance and annoyance include the noise level
and character, the duration, the time at which it
is occurring, and the activity of the person at that
time. The difficulties in determining a quantitative
assessment of noise annoyance are discussed in more
detail in Chapter 25. There have been extensive stud-
ies (see discussions by Fields4,5 and by Finegold
and Finegold6) aimed at determining the relationship
between some form of noise descriptor and reaction to
environmental noise. These social surveys have typi-
cally led to dose–response relationships based on some
form of quantitative descriptor for the noise and the
percentage highly annoyed (%HA). The majority of
these surveys have focused on reactions to transporta-
tion noise sources.

The first such curve to gain wide application
was developed by Schultz.7 In subsequent decades
more surveys were undertaken and the older work
reanalyzed, for example, by Fidell et al.8 and Finegold
et al.9 It became apparent that there were differences
in the relationships between the reactions to different
types of transportation noise.9 However, as there
was not a clear 5-dB difference between the curves,
the combined curve shown in Fig. 1 was adopted
in an American National Standards Institute (ANSI)
standard.10 Since then, a more comprehensive database
of community annoyance data has been compiled by
The Netherlands Organisation for Applied Scientific
Research (TNO) Division of Prevention and Health.
Analysis of these data by TNO2,11,12 led to separate
dose–response relationships for noise from aircraft,
road traffic, and railways, as shown in Figure 2.
However, there is not universal acceptance of these
three curves and the limitations have been discussed
by Finegold,6 concluding that there needs to be “more
open dialog and debate concerning technical issues
related to community annoyance research, along with
freely sharing of data between researchers.”

Both the International Organization for Standard-
ization (ISO) and the ANSI are reconsidering the issue
of the appropriate exposure–response relationship to
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Figure 2 Dose annoyance curves. (From Miedema and Oudshoorn.2)

use in their respective environmental noise standards
and are reviewing a number of published curves. The
recent revision of ISO 1996–113 recommends revert-
ing to use of the original Schultz7 community annoy-
ance curve, but with adjustments for the type of noise
source (road traffic, aircraft, and railways), special
characteristics of the sound, and the time of day. In the
United States, ANSI is considering making the same
change, rather than the current use of the Finegold
et al.9 curve. In contrast, it appears that the Euro-
pean Commission will adopt the three separate curves
developed by TNO. The World Health Organization
has not advocated for adoption of any particular expo-
sure–response curve.

4.1 Sleep Disturbance

The most common metrics for assessing the impacts
of community noise, such as DNL, already contain
a strong 10-dB penalty for nighttime noises, and
community noise exposure policies typically do not
include separate criteria for sleep disturbance. However,
there are circumstances where a separate analysis of the
impacts of nighttimenoise iswarranted.There havebeen
extensive studies of sleep disturbance using subjects
sleeping in their homes and sleeping under laboratory
conditions. The results of the studies are highly variable
but, similar to the findings on community annoyance,
there is clearlyan increase in sleepdisturbancewithnoise
level. This topic is examined in detail in Chapter 24 and
exposure–response relationships for sleep disturbance

may be found there. The World Health Organization
(WHO)14 has recommended that nighttime indoor sound
pressure levels should not exceed approximately 45 dB
LAmax more than10 to15 timespernight.For intermittent
events similar to aircraft overflights, with an effective
duration of 10 to 30 s, this corresponds to indoor A-
weighted SEL values of 55 dB to 60 dB. According to
WHO, eitherLAmax or SELmaybeused if the noise is not
continuous. For total night exposure, a criterion of 30 dB
LAeq,8h was recommended for use in combination with
the single-event criterion (LAmax or SEL). It needs to
be pointed out, however, that the criteria recommended
by WHO are long-term targets and do not take into
consideration the cost or technical feasibility of meeting
their recommended ideal maximum exposure levels.
WHO intended that these criteria be used as part of a
noise management decision-making process, for which
environmental noise impact analysis is the central issue.

4.2 Speech Interference

Speech interference is also an important part of the
overall assessment of annoyance. For specific situa-
tions where the level of environmental noise is high,
speech interference is possible inside buildings, such as
schools or offices near busy roads or airports. There are
national and international standard test procedures to
determine quantitative measures of speech interference
that have been designed for room acoustics (see
Chapter 106 for more details of these methods).
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5 METHODS FOR ASSESSMENT OF NOISE
IMPACT
5.1 Assessment by Comparison with
Background Noise Levels

Assessment of the acceptability of an environmental
noise is necessary to judge if complaints about an
existing noise source are justified or if a proposed
development can proceed with or without mitigation
measures. One approach involves comparison with
background noise levels and is more applicable for
assessment of industrial, commercial, or neighbor noise
than for transportation noise. The aim is to limit the
intrusiveness of the noise. This approach to assessment
requiresmeasurementof thenoise level in theareabefore
the proposed development, or if it is in response to a
complaint, with the noise considered to be offensive
turned off. If it is not possible to turn the noise source
off, the background noise measurements can be made
in a similar type of area. The background noise is
usuallymeasured in terms ofLA90, theA-weighted noise
level exceeded for at least 90% of the time period. The
background noise can vary during different times of
the day so the measurements must be made during the
time the noise may be considered to be annoying. The
measurement of the background noise may need to be
over a number of days in which case the 90% value
of the LA90 can provide a good representation of the
background noise level in the area.

After the background level of noise is determined,
then either the noise from the existing source is
measured or noise from the proposed development is
predicted. This noise is generally either in terms of
LA10, the A-weighted noise level exceeded for 10%
of the time period, or LAeq, the A-weighted equivalent
noise level. Adjustments are then made to the noise
level to allow for the additional annoyance because
of the character of the noise. Objective and subjective
methods for determining these adjustments are given in
ISO 1996, Part 2.13,15 However, it is essential to check
local regulations as they may differ from the guidance
in ISO 1996. Typically, values for adjustments to the
measured noise levels are +5 dB for a prominent tonal
component and for an impulse or impact noise. It is
also common to allow for the criterion at the receptor
to be increased when the comparison is made with a
single event in any 24 h. This increase in criterion is
related to the length of time of the event, and for an
event with less than 1.5 min duration can be as high
as 20 dB during daytime or 10 dB during nighttime.

The adjusted measured, or predicted, noise level
is compared with the background noise level with an
excess of +5 dB considered acceptable. This is based
on the assumption that such small increases in noise
level are not likely to cause a long-term significant
increase in annoyance. A 5-dB increase is also often
used to determine whether a full Environmental Impact
Statement needs to be prepared. A general guide to the
expected reactions to noise intrusion is given in Table 1.

The concept of assessment by comparison with
background noise level is easy for the community to
understand, but there are a number of disadvantages.

Table 1 Guide to Reactions to Different Levels of
Noise Intrusion for A-weighted Sound Pressure
Levels

Noise Intrusion Likely Reaction

0–5 dB Marginal
5–15 dB Great concern
15–20 dB Serious concern
20–25 dB Extreme action

Source: Based on data from the U.S. Environmental
Protection Agency16 and the earlier report of Eldred.17

Background noise levels vary from day to day, so long-
term noise monitoring is required to obtain a consistent
value. Most modern measurement instruments allow for
pausing of the data collection when extraneous noise is
present, but oftendecisionsneed tobemade“on the spot”
if noise should be considered as part of the background
noise in the area. Limits for the total noise must be
established to avoid gradually increasing or “creeping”
background noise as each new source is introduced.
The assessment method does not encourage the overall
reduction in environmental noise.

5.2 Assessment of Environmental Noise by
Comparison with a Specified Criterion Level
This method involves defining criteria for acceptable
noise levels in an area with the aim of maintaining the
amenity of the environment. The estimated noise levels
from proposed developments or the noise levels from
current activities should not exceed these criteria. A
number of factors are taken into consideration by the
authority when selecting these criteria. Criteria often
vary for the type of area and time of day. The types
of activities plus the transportation such as roadways,
railways, and airports all contribute to the overall
ambient noise that constitutes a city area. In rural
areas the expectations are for a quieter environment.
Similarly higher noise levels during the day are more
acceptable than during the night when they may cause
sleep disturbance. The findings from surveys of noise
annoyance are also taken into consideration but, as
discussed above, these do not give a definite level that
can be considered as acceptable to all.

Thismethod has been commonly used for assessment
of transportation noise but is also applicable for general
environmental noise. There is an increasing trend to
include an adjustment to take into consideration the
increased annoyance to noise during the nighttime and
the evening. Options for such criteria include:

• Different criteria for the average over specific
time periods during the 24 h, that is, daytime,
evening, and nighttime

• Average over a relevant time period for the
adjacent land uses, that is, during the school
day or the office hours

• Level that must not be exceeded during any one
hour, or shorter time if applicable, for critical
spaces such as hospitals
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Table 2 Guideline Values for Community Noise in Specific Environments

Specific Environment Critical Health Effect(s) LAeq (dB) Time Base (h) LAmax,fast (dB)

Outdoor living area Serious annoyance, daytime and evening 55 16
—

Moderate annoyance, daytime and evening 50 16
—

Dwelling, indoors Speech intelligibility and moderate
annoyance, daytime and evening

35 16

Inside bedrooms Sleep disturbance, nighttime 30 8 45
Outside bedrooms Sleep disturbance, window open (outdoor

values)
45 8 60

School class rooms
and preschools,
indoors

Speech intelligibility,disturbance of
information extraction,message
communication

35 During class
—

Preschool
bedrooms,
indoors

Sleep disturbance 30 Sleeping
time

45

School, playground
outdoor

Annoyance (external source) 55 During play
—

Hospital, ward
rooms, indoors

Sleep disturbance, nighttime 30 8 40

Sleep disturbance, daytime and evenings 30 16
—

Hospitals,
treatment rooms,
indoors

Interference with rest and recovery a

Outdoors in
parkland and
conservation
areas

Disruption of tranquility b

aAs low as practically possible.
bExisting quiet outdoor areas should be preserved and the ratio of intruding noise to natural background sound should be
kept low.
Source: Extracted from Table 4.1 in WHO Guidelines.14 The time base for the LAeq value varies as shown in the table.

• One value that is the average of the LAeq during
the day and the night but with an adjustment of
10 dB added to the nighttime levels, that is, LDN,
as used in the United States

• One value that is the average of the LAeq during
the day, the evening, and the night but with an
adjustment of 5 and 10 dB, respectively, for the
evening and the nighttime levels, that is, LDEN,
as used in the European Union (EU) directive on
noise

The advantage of this method is that the criterion
value is established so all involved with the assessment
know what the goal is. Allowance must be made for
transition areas between zones with different standards,
such as a commercial area near a residential area. One
management method is to apply the average of the
zone criteria near to the boundary between the zones.
If the existing noise level is in excess of the zone noise
criterion, decisions need to be made.

5.3 Establishing Noise Exposure Criterion
Levels
Studies on the reactions to environmental noise give a
guide to reasonablecriteria that thegovernmentauthority
can adopt. However, as discussed above, most of these

studies show that annoyance increases with noise level
at different slopes for different types of noise, and there
is no firm agreement about a level that clearly separates
an acceptable from an unacceptable noise impact.

A robust dose–response relationship can give
guidance to the authorities and others charged with
making the decisions defining acceptable levels of
noise. The WHO supported an extensive study of the
available data, and the outcomes have been published
for such guidance by Berglund et al.18 The guidelines
for environmental noise have been extracted from the
table in the WHO document and are shown in Table 2.
These have quickly become acknowledged worldwide
as the goals for which authorities should aim for
community noise criteria.

5.4 Interpretation and Use of Noise Exposure
Criterion Levels
All environmental noise impact analyses should
include comparison of the noise level at the receiver
location with the applicable exposure criteria. These
criteria are immission levels, that is, the noise that is
received at a particular location and is the cumula-
tive noise from all the sources in the area. When the
immission noise level is in excess of the criterion, the
first step should be to attempt to mitigate (reduce) the
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emission noise at the source. As discussed in other
chapters, there are many alternatives for the reduction
of the emission noise at the source. Once the maximum
reduction in emission noise has been achieved, other
approaches to noise control, such as use of barriers or
improving the noise reduction provided by buildings,
can be applied to reduce the immission noise levels
to meet the criteria. Of course, environmental noise
should be considered at the land-use planning stage
to minimize the occurrence of inappropriate land uses.
This is very important for management of environmen-
tal noise at the community level. For example, great
care should be taken to consider the noise impact prior
to releasing land for residential use in areas that are
potentially noisy such as in the vicinity of aircraft flight
paths or near industrial estates. The potential impact
should not just be considered at the time of the pro-
posed development but into the future, 5, 10, 15, or
even 20 years.

In the production of any environmental impact
statement it is important to identify the status of
the criteria that are being used in the assessment
of acceptability. The WHO criteria in Table 2 are
guidelines only and as such carry no legislative power
and hence are not enforceable in law. Similarly criteria
listed in standards such as those produced by ISO
or by individual countries are also only guidelines.
It is up to each jurisdiction to introduce regulations
or similar legal instruments listing criteria with which
compliance is then enforceable by law. The approach
to legislation varies from country to country, and the
regulations can be introduced at the local government
level, at the state government level, or at the federal
government level.

6 ASSESSMENT OF PROPOSED
DEVELOPMENTS

6.1 Environmental Noise Impact Assessment

Environmental impact assessment (EIA) is just one
term that is applied to the processes of establishing
the extent of all impacts on the surrounding areas of
a proposed development. Other terms that essentially
mean the same are environmental effects statement,
review of environmental effects, and the like. For
most projects there are a number of stages in the
EIA process. In some cases the EIA may only be
assessed by the appropriate government authorities.
Commonly a draft assessment is produced and released
for a public comment period during which time
community discussion sessions may be organized. The
final EIA should then address all of the relevant issues
that have been raised during that public comment
period. The magnitude of the EIA is related to the
size of the proposed development. An EIA for the
construction of a new runway at an airport will
comprise many volumes, while and EIA for a smaller
project like a residential complex may be only one
slender document. Noise is one component that must
be considered as part of an EIA.

The basic elements for the first part of the noise
assessment in an EIA include:

• Identification of all the noise-producing ele-
ments in the proposal

• Identification of all the noise-sensitive areas that
could be affected by the proposal both currently
and into the future, say 15 to 20 years

• Statement of the applicable criteria in the
surrounding areas

• Estimation of the noise immission levels for all
the noise-sensitive locations

• Comparison with the applicable criteria and
determination of any excess

If there is an excess, the next steps are:

• Identification of cost-effective mitigation mea-
sures

• Comparison of the mitigated noise immission
levels with the criteria

For equity, the onus of responsibility for the mitigation
measures should rest with the proponent of the
proposed development. Thus, a new or upgraded
road development through a suburban area should
include mitigation to meet the criteria as part of
the road project. On the other hand, if land near
an existing major road or an industry is rezoned
from broad acre to residential, the responsibilities for
mitigation should lie with the residential developer.
The responsibility for mitigation can become more
complex when there is not a clear rezoning but simply
a change of use. For example, a commercial complex
may include an entertainment venue that has been used
only during the day and causing no problem to the
surrounding residences. A change of tenant, still within
the property zone allowances, may lead to a change of
operations that may cause annoyance to the residents.
If assessment on the basis of the criteria for the nature
of the area and the time of day shows an excess, then
the responsibility for mitigation is with the new leasee.
However, if there is no excess, then any mitigation
needs to be undertaken by the residents.

It is reasonable to consider the cost effectiveness of
mitigation measures since complete mitigation of the
noise may be beyond the current technical capabilities
or may be prohibitively expensive for the proponent.

After this stage there is sufficient information for
a community consultation period, which is aimed at
advising members of the community and seeking their
opinions. For smaller projects it may be sufficient
to advise the community that the documentation
is available for inspection on the Internet or at
government offices. For larger and for controversial
proposals it may be necessary to arrange for public
displays, information sessions, and discussion groups.

If the noise criteria are met with mitigation mea-
sures that are acceptable to the community, a satisfac-
tory conclusion has been achieved in terms of noise
control. If either the mitigation measures are unaccept-
able or the mitigated noise levels are in excess of the
criteria, a review of the EIA plus negotiation with the
concerned community is required. Some changes to
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the proposed mitigation measures to meet the commu-
nity requirements may not change their effectiveness,
for example, changing the material of barriers from
opaque to transparent. Other changes may reduce the
effectiveness of the measure, for example, reducing the
height or location of a barrier wall, and negotiation will
be required.

6.2 Negotiation Process
Achieving a satisfactory resolution involves the three
main stakeholders—the proponent, the community,
and the government authority. The economic and
social benefits to the wider community need to be
evaluated with regard to the undesirable noise impact
for the affected proportion of the community. The
proponent must be able to demonstrate that application
of all the economically viable mitigation strategies has
been considered. The EIA and supporting documents
must provide the assessment and the evaluation in
a form that can be understood by the community.
An independent facilitator should assist with the
negotiation to avoid accusations of bias by either the
proponent or the government authority. Advances in
noise simulation offer the opportunity to provide an
audio demonstration of the expected noise in various
areas. While this may assist the community to better
understand the type of noise and the possible level, it
does have some disadvantages and should be used only
with caution. The inputs for the simulation model, the
sound system, and the meeting venue can all affect the
sound produced. There is also a possible psychological
effect whereby intentionally listening to the sound
produced by the simulation could lead to a different
reaction than if the sound was superimposed on other
sounds in a normal environment.

The basis of any agreement is that the community
receives some benefits to offset the noise impact. Of
course, these benefits have to comply with what is
legally permitted under the jurisdiction. The benefits
could be payments, improved noise insulation of the
houses, improvements to the community infrastructure,
and the like. Benefits could also involve a sharing of
the noise impact, for example, the flight tracks for an
airport could be changed so that a balance is achieved
between high and low noise days. Agreement could be
reached on a management control method that encour-
aged lower noise activities; for example, a motor sports
facility or an outdoor concert venue could have an
annual credit allowance whereby higher noise emis-
sion events would use more of the credits than low
noise events.

It is not uncommon that there is initially not
unanimous acceptance of the noise predicted from a
proposed major development project. Adequate noise
policies need to clearly identify the responsibilities and
rights of all the involved government authorities, the
local community, and the business arena for what is
required for environmental noise decision making. An
environmental noise impact analysis process, which
would be required for all proposed major development
projects to assess the expected noise impacts on the
community, could be the central focus of the required

noise management program. The results of this process
include decisions about acceptable noise exposure
levels, noise mitigations measures, and the like. Once
this agreement has been reached, it becomes binding
on the community so that future new members of the
community must accept the negotiated agreement. The
final negotiated decisions are documented in a record
of decision (ROD), and approval to proceed with the
planned development project is granted, subject to
the provisions of the ROD. If agreement cannot be
reached between the government, the developers, and
the community, a formal dispute resolution system
could be used to settle the disagreements and finalize
the noise-related decisions.

6.3 Interacting with the Public
It is important in the whole assessment process to pro-
vide information in a manner that can be understood by
the community that is potentially affected. The various
descriptors for noise are not necessarily easy for the
community to understand. This is especially the case
for descriptors that involve averages over long times,
such as 24 h or even more. The community needs to
understand that such criteria do not mean that the noise
will not exceed the stated value at any time. Part of
the assessment documentation should clearly identify
what the variations in noise level may be yet still meet
the criterion. For example, with aircraft noise assess-
ment the documentation should show that while the
operations may meet the criteria, there may also be a
number of overflights for which the noise levels will
exceed certain values. Work by Southgate19 on aircraft
noise assessment in Australia has indicated that com-
munities seek information and are more accepting if
they consider the proponent has clearly stated all the
potential impacts as well as showing that specific cri-
teria will be met. A responsive complaint management
system has also been shown to be a quite useful public
interaction tool in countries such as Japan.

6.4 Monitoring and Review
Permission to proceed with the proposed development
should not be the end of the process. The government
authority needs to ensure that noise monitoring is
undertaken so that the actual noise levels are not
in excess of those estimated and that the mitigation
measures are maintained and are effective. Changes to
the development should trigger a review of the EIA to
ensure the noise levels do not increase. Guidelines as
to what are considered substantial changes need to be
carefully defined by the government authority.

7 SUMMARY
Environmental impact assessment for the noise from a
proposed development requires assessment of the pre-
dicted noise level at the receiver and comparison with
current acceptability criteria. These criteria differ for a
variety of factors including the type of receiving loca-
tion, the type of area, the time of day, the type of
sound source, and the like. An environmental impact
assessment should show that an appropriate noise man-
agement plan has been implemented to ensure that
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the criteria are met. If it is not reasonable or feasi-
ble to meet the criteria, alternatives may be available
to allow the development to proceed while minimizing
the impact on the surrounding areas. It is important to
remember that reaction and annoyance to noise varies
greatly across the community, and establishment of cri-
teria levels is based on an acceptance that there may
still be a small proportion of the community who will
experience annoyance or disturbance from the noise.
The environmental noise impact process, especially
with its receiver-oriented (immission) perspective, is
a crucial part of an effective community noise man-
agement strategy.

REFERENCES
1. European Commission, EU Directive on the Assessment

and Management of Environmental Noise (END), The
European Parliament and the Council of the European
Union, Brussels, 2002; http://europa.eu.int/eur-lex/pri/
en/oj/dat/2002/l 189/l 18920020718en00120025.pdf.

2 H. M. E. Miedema and C. G. M. Oudshoorn, Annoyance
from Transportation Noise: Relationships with Exposure
Metrics Ldn and Lden and Their Confidence Intervals,
Environmental Health Perspectives, Vol. 109, No. 4,
April 2001; http://ehpnet1.niehs.nih.gov/members/2001/
109p409-416miedema/miedema-full.html.

3. S. A. Stansfield and P. Lercher, Nonauditory Physio-
logical Effects of Noise: Five Year Review and Future
Directions, Proceedings of ICBEN 2003, The Hague,
Netherlands, 2003, pp. 84–90.

4. J. M. Fields, An Updated Catalog of 360 Social
Surveys of Residents Reactions to Environmental Noise
(1943–1993), Georgia Institute of Technology, Atlanta,
1994.

5. J. M. Fields, A Review of an Updated Synthesis
of Noise/Annoyance Relationships, NASA Contrac-
tor Report 194950, National Aeronautics and Space
Administration, Langley Research Center, Hampton,
VA, 1994.

6. L. S. Finegold and M. S. Finegold, Historical Devel-
opment and Current Status of Exposure-Response Rela-
tionships between Transportation Noise and Community
Annoyance, Proceedings INTER-NOISE 2003 (Paper
N601), Jeju Island, Korea, 25–28 August, 2003.

7. T. J. Schultz, Synthesis of Social Surveys on Noise
Annoyance, J. Acoust. Soc. Am., Vol. 64,1978, pp.
377–405.

8. S. Fidell, D. S. Barber, and T. J. Schultz, Updat-
ing a Dosage-Effect Relationship for the Prevalence
of Annoyance Due to General Transportation Noise,
J. Acoust. Soc. Am., Vol. 89, 1991, pp. 221–233.

9. L. S. Finegold, C. S. Harris, and H. E. von Gierke,
Community Annoyance and Sleep Disturbance: Updated
Criteria for Assessing the Impacts of General Trans-
portation Noise on People, Noise Control Eng. J., Vol.
42, No, 1, 1994, pp. 25–30.

10. American National Standards Institute (ANSI), Quanti-
ties and Procedures for Description and Measurement
of Environmental Sound—Part 4: Noise Assessment
and Prediction of Long-Term Community Response—
Includes Errata (10/01/97), Acoustical Society of Amer-
ica, Melville, NY, 1996.

11. H. M. E. Miedema and H. Vos, Exposure-Response
Relationships for Transportation Noise, J. Acoust. Soc.
Am., Vol. 104, 1998, pp. 3432–3445.

12. H. M. E. Miedema, Position Paper on Dose Response
Relationships between Transportation Noise and Annoy-
ance. European Commission, Brussels, 2002.

13. International Organization for Standardization, ISO
1996-1 : 2003, Acoustics—Description, Measurement
and Assessment of Environmental Noise—Part 1: Basic
Quantities and Assessment Procedures, ISO, Geneva,
2003.

14. World Health Organization, Guidelines for Community
Noise, B. Berglund, T. Lindvall, D. Schwela, and
K.T. Goh,) Eds., World Health Organization, Geneva,
2000.

15. International Organization for Standardization, ISO
1996-2 : 1987, Acoustics—Description and Measure-
ment of Environmental Noise, Part 2: Acquisition of
Data Pertinent to Land Use (currently under revi-
sion as Draft International Standard ISO/DIS 1996-
2, Acoustics—Description, Assessment and Measure-
ment of Environmental Noise—Part 2: Determination
of Environmental Noise Levels), ISO, Geneva, 1987 and
2003.

16. U.S. Environmental Protection Agency (EPA), Informa-
tion on Levels of Environmental Noise Requisite to Pro-
tect Public Health and Welfare with an Adequate Margin
of Safety, EPA, Washington, DC, March 1974.

17. K. M. Eldred, Community Noise, U.S. Environmental
Protection Agency Report (NTID 300.3), EPA, Wash-
ington, DC, December 1971.

18. B. Berglund and T. Lindvall, Community Noise, Centre
for Sensory Research, Stockholm (prepared for World
Health Organization), 1995.

19. D. Southgate, Expanding Ways to Describe and Assess
Aircraft Noise, Paper presented at EC Conference on
Good Practice in Integration of Environment into Trans-
port Policy, 1–10 October 2002, European Commission,
Brussels, Belgium. Also published by the Australian
Government Department of Transport and Regional Ser-
vices, Canberra, March 2003.



CHAPTER 128
INDUSTRIAL AND COMMERCIAL NOISE
IN THE COMMUNITY

Dietrich Kuehner
de BAKOM
Odenthal, Germany

1 INTRODUCTION

Inmost industrialized countries, the legal limiting values
for industrial and commercial noise are different from
those for road traffic noise. There is, however, a general
consensus that the annoyance produced by road traffic is
very similar to that producedby industrial or commercial
noise if the long-term energy equivalent sound pressure
levels are the same. However, this is considered to be
true only if the noise is not tonal or low frequency
or impulsive in character. There have been extensive
studies of this problem in the United Kingdom.

Different zoning solutions have been developed
to control the noise from light and heavy industry
and commercial enterprises including retail outlets,
restaurants, and warehouses. Enterprises categorized
as industrial are designated to specific zones that have
been created for numerous reasons, of which noise is
just one. With this approach, a reasonable separation
of residential areas from noise-producing activities can
be ensured. Similarly, commercial enterprises are also
allotted to areas that may be closer to residential areas
under the assumption that the emission from such areas
is less. To limit the emission from such areas, specific
sound power levels are introduced in relation to the
size of the area. It is often necessary to carry out noise
measurements in order to obtain the necessary data to
establish—if necessary—a mitigation scheme.

2 INDUSTRIAL ACTIVITIES AND LOCAL
COMMUNITY REACTIONS

Industrial and commercial noise can be subdivided into
two categories. Into the first category falls stationary
noise with small variation during day and nighttime,
and into the second falls the intermittently occurring
noise resulting from transport, production cycles,
impulses, and the like, including truck traffic to and
from an industrial area.

The stationary part is generally accepted if no
single-tone components are involved up to nighttime
A-weighted long-term equivalent Leq levels of 48 dB.
Above this level, reactions from the neighborhood
are frequently observed. Similarly, a 10-dB higher
value is accepted for the daytime, even if the noise
is nonstationary as long as it is not impulsive or tonal.

The reaction of the community to industrial and
commercial noise is very similar to that of road traffic
noise of typical roads in a community. Noise resulting
from superhighways seems to be more annoying at
comparable levels.1 However, if the noise is tonal or

impulsive in character, including low-frequency noise
(below 90 Hz), the reaction can be severe.

The extent of the problem can be derived from a
survey performed by the UK Department of Environ-
ment, Food & Rural Affairs.2 A questionnaire was sent
to local authorities (LA) to obtain information about
the range and composition of industrial noise sources.

In Fig. 1 the range of industries identified by the LA
is given, which covers the range of industrial activities.
The size of the slices expresses the frequency of occur-
rence in the response of the LA. The category “Oth-
ers” includes airfields/airports, brickworks, bus depots,
civic amenity centers, drycleaners, dyeworks, glass-
works, motor speedways, gas stations, and train depots.

Furthermore, the questionnaire requested informa-
tion regarding the characteristics of the noise. The
result is shown in Table 1. The survey shows clearly
that tonality and impulsiveness are a very impor-
tant part of industrial and commercial noise in the
communities. Tonality and impulsiveness can usually
be reduced by available mitigation technologies. The
result of the above survey means that the best avail-
able technologies (BAT) for noise reduction are fre-
quently not applied. However, even if BAT is applied
and tonality and impulsiveness are avoided, a neces-
sity remains to separate residential areas from areas
with commercial or industrial activities to ensure that
acceptable reception noise levels are not transgressed.

3 PLANNING

Communities are competing to obtain more and new
enterprises to increase the number of jobs and tax
revenues. Therefore, they design areas where potential
investors may settle. To organize this such that the
loudest plant is not directly positioned next to a
residential neighborhood, a zoning of such areas is
undertaken including the limitation of sound emission
to the neighborhood. This limitation can be achieved
by using the area related sound power level, L′′

W .
The area-related sound power level is defined by

L′′
W = 10 log

(
I

F

F0

I0

)
dB/m2

where I is the total sound power of the area
under consideration of size, F , F0 = 1 m2, and I0 =
10−12 W. This concept is described in Ref. 3.

When using area-related sound power levels, L′′
W ,

it should be noted that under this concept it is

1509Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.



1510 COMMUNITY AND ENVIRONMENTAL NOISE AND VIBRATION PREDICTION AND CONTROL

* “Other” includes Airfields/Airports, Brickworks, Bus Depots, Civic Amenity Centers, Dry Cleaners Dyeworks,
 Glasswokrs Motor Speedways, Petrol Stations, and Train Depots.

Other*

Production and Processing
of Metals

Cement Mills

Sewage Works
Oil Refineries

Coke Ovens

Gas Terminals

Landfill Sites/Waste to
Energy Schemes

Waste Incinerators

Paper Mills

Warehouse and Distribution

Printing
Ports

Waste Transfer Stations

Wood Mills

Mineral Processing

Mineral Extraction Sites

Car and Transport
Manufacturing

Power Stations

Chemical Plants

Industrial Estates (Mixed)

Food Industry (inc. drink/bottles)

Manufacturing Industry

Figure 1 Frequency and significance of industrial sources as given by local authorities in Great Britain.

Table 1 Number and Percentages of Sites Identified
with Various Acoustical Characteristics

Characteristics Percentage

Tonal 51
Impulsive 38
Low frequency 37
None 22

formally assumed that no barrier effect or similar
additional sound pressure level reducing factors are
taken into account as long as the propagation path of
the sound from each unit area to the neighborhood
travels within the source area under consideration.
Therefore, propagation calculation can be done simply
by taking into account spatial spreading, air absorption,
and ground effects as described, for example, in
International Organization for Standardization (ISO)
9613–1 and ISO 9613–2 up to the nearest residential
neighborhood.4

Commercially available propagation software
allows to plant area-related sound sources into a spe-
cific topographical situation at a specific height above
the ground. Using this, the long-term Leq or the down-
wind Leq of such sources can be calculated. Figure 2
shows such a case in a flat terrain with housing in the
neighborhood (rectangles). The white line between the
residential and the commercial area depicts the periph-
ery of the zone over which the sound power has been

equally spread. It is assumed that the area within the
two white lines is not used.

The total area is 12,000 m2; this means that a
total A-weighted sound power level of approximately
101 dB can be installed. It is obvious that using a
nonuniform distribution of the sound power level in a
1-ha area could lead to the installation of higher sound
power levels. A point source on the opposite side of
the residential neighborhood would lead to the highest
value and a point source close to the boarder line of the
neighborhood to the lowest value. This consideration
shows that for one investor this type of planning
is unnecessary, however, if more than one investor
is considered, the above scheme is useful to avoid
conflicts between the investors and the neighbors. In
this context it should be noted that screening produced
by buildings allows to increase the sound emission of
those areas, which benefit from this.

In land use nonacoustical considerations are impor-
tant in relation to the neighborhood and possible use.
Therefore, a subdivision of an area under considera-
tion is usually a must. In this case, different zones for
different values of L′′

W can be introduced. Such a case
is shown in Fig. 3 for seven different areas.

In Table 2 the area-related sound power levels are
listed. In Fig. 4 the nighttime situation is depicted in a
nonflat topographic situation, including berms for noise
protection.As thisfigure shows, theneighbors to thewest
will receive A-weighted noise levels up to 48 dB and
those to the east 44 dB for themost exposed sites.Most of
the neighbors to the west have A-weighted noise levels
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Day (IH: 6.0 m)
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> 80.0

75.0–80.0

70.0–75.0

65.0–70.0

60.0–65.0

55.0–60.0

50.0–55.0

45.0–50.0

40.0–45.0

35.0–40.0

30.0–35.0

30.0 <

N

Figure 2 Reception A-weighted noise level distribution around an area-related source with A-weighted L′′
W = 60 dB/m2,

0.5 m above ground having a length of 120 m and a width of 100 m. The calculation is done for a receiver height of 1.5 m
above ground. The diagram was calculated using LIMA, a product sold by Bruel & Kjaer.

I

II

III

IV

V

VIIVI

Figure 3 Planning with different area-related sound
power levels.

Table 2 List of Area-Related A-weighted Sound
Power Levels

L′′
W L′′

W
Night Day

Area I, production 54 59 dB/m2

Area II, maintenance 47 59 dB/m2

Area III, storage area 45 59 dB/m2

Area IV, storage area 45 59 dB/m2

Area V, parking 44 50 dB/m2

Area VI, production 54 59 dB/m2

Area VII,a berms 30 30 dB/m2

aJust for berms for noise protection etc.

below 43 dB and to the east below 40 dB, which are the
limiting values allotted to those areas for the nighttime.

On the other hand, the area-related A-weighted
sound power levels given in Table 2 show that only
areas II and IV have nighttime values of 54 dB/m2;
the rest of the area is well below those values. This
separation means that the louder part of a production
should be concentrated in these areas. Area VII is
around the noise protection berms and the values of
30 dB/m2 mean that absolutely no machinery should
be installed there. The allocation and size of the areas
have been chosen according to the landscape, transport
roads, and the like. The purpose of this planning was
to ensure that conflicts that occur at present can be
reduced in the long term to an acceptable level for the
neighborhood, which is mainly residential to the south
east and mixed in the north and south.

4 TYPICAL AREA-RELATED SOUND
POWER LEVELS

The amount of sound power emitted from a typical
plant such as a steel mill or a refinery depends strongly
on the state of noise protection measures undertaken.
It is, therefore, not possible to say a chemical plant
of such a type has typically a specific sound power
level. For practical purposes, it has turned out that it is
sufficient to subdivide industrial and commercial noise
sources into the following categories:

1. Open-air plants (e.g., petrochemical production,
refineries, chemical plants, scrap yards, quar-
ries)

2. Plants operating in buildings where parts of the
process are outside (pharmaceutical production)

3. Plants in buildings, only auxiliary units such as
cooling towers on the outside

4. Complete indoor production, only transport
noise on the outside (e.g., car industry)
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Night

100 m

> 80.0

75.0–80.0

70.0–75.0

65.0–70.0

60.0–65.0

55.0–60.0

50.0–55.0

45.0–50.0

40.0–45.0

35.0–40.0

30.0–35.0

30.0 <

Leq,A

Figure 4 Night situation in a nonflat topographic area including berms for noise protection 6 m above ground. North
direction is to the top. The equivalent sound pressure levels given are A-weighted.

5. Logistic centers (transport and truck noise)
6. Machine working outdoor
7. Manufacturer
8. Shopping malls
9. Shops, repair shops, and trade companies

10. Small shops such as bakery, butcher, open-air
restaurants (beer gardens)

Categories 1 to 5 deal with industrial and categories 6
to 10 deal with commercial noise.

In most countries, noise resulting from hotels,
restaurants, and the like is considered to fall under
commercial noise; however, the specific noise prob-
lems from these enterprises are usually dealt with on
the basis of specific legal regulations.

In Table 3 area-related A-weighted sound power
levels are given and the type of plants in which they
occur. Commercial or industrial production with levels
below 45 dB/m2 is almost impossible. This can be

seen from a simple consideration. Assuming that 10
cars drive at night to and from the parking per hour
lot of the premise under consideration. One parking
per hour produces an area-related A-weighted sound
power level of L′′

W = 65 dB/m25. Each parking lot
has an area of 10 m2 per car, which leads for 20
movements to an A-weighted sound power level of
88 dB per hour. The cars themselves have to be driven
to the parking lot over a distance of 200 m at a speed
of 30 km/h. Twenty movements per night lead to an
A-weighted sound power level of 83 dB. In total, one
obtains 89 dB or an average A-weighted sound power
level of 80 dB per night. If this sound power level is
spread over 3,000 m2, the 45 dB/m2 are reached.

Typically, a fork lift has an A-weighted sound
power level of 95 dB to 102 dB during operation.
One fork lift continuously operating in an area of
100,000 m2 or 10 ha will produce 45 to 52 dB/m2

area-related A-weighted sound power levels. On the
other hand, a front loader in a scrap yard typically

Table 3 Type of Plants and Area-Related A-weighted Sound Power Levels

Area-Related A-weighted Sound
Power Level (dB) Plants

70–75 Open-air plants such as shipyards, refineries, open-air plants with few noise
protection measures

65–70 Open-air plants such as refineries, integrated steel mills, chemical productions using
state-of-the-art noise protection

60–65 Container terminal, louder equipment, steel mills, indoor, waste processing
55–60 Production mainly in buildings
50–55 All production in building, some transport noise, cooling towers
45–50 Indoor production without noticeable outdoor activities
35–45 No production. Warehouses with cooling etc. are possible
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produces A-weighted sound power levels of 115 dB.
A typical scrap yard has an area of 5 ha. If the front
loader is operated for 4 h a day, the area related A-
weighted sound power level is

L′′
W = 115 − 10 logF/F0 − 10 log 4/16

= 62 dB/m2

A typical steel mill using BAT for noise reduction has
an A-weighted sound power level of 123 dB during
nighttime for a production of one million tonnes of steel
per year, using an electric arc furnace and a rollingmill to
producespecificproducts. If theareaunderconsideration
allows60 dB/m2, anareaof100ha isneeded, if65 dB/m2

would be possible, only 33 ha would be needed.
These examples show that the concept of area-

related sound power levels allows land-use planning
on one side and gives possible investors a perspective
whether or not a specific area is suitable for the
production under consideration. Furthermore, it allows
an estimation of whether or not investments in noise
protection will be necessary to avoid complaints from
the neighborhood, legal actions, and so faith.

5 MEASUREMENT OF COMMERCIAL
AND INDUSTRIAL NOISE
5.1 General Considerations
There are two basic approaches for the measurement
of industrial and commercial noise, depending on
the size of the industrial or commercial activities
under consideration. If the noise level for a small
enterprise with few sources has to be established and
the resulting rating level, Lr , to be compared with
a legal limit, the measurements should be done for
those sites in the neighborhoods that are of primary
interest. If, however, a large number of complaints
are observed and the enterprises consist of a larger
number of sources, it is more suitable to measure the
sound power level of all sources that might sufficiently
contribute to noise in the neighborhood. This should
cover all sources, which together contribute at least
90% of the A-weighted sound intensity received by
the neighborhood. Additionally, all sources have to
be measured, which are tonal or impulsive or of
low frequency (less than 90 Hz) with respect to the
definition of the rating level, Lr . For example, in
Germany the daytime rating levels are calculated as
the energy average over 16 h of the day, where the
hours between 6 and 7 a.m. and those between 7
and 10 p.m. are rated with an addition of 6 dB.
During nighttime the rating level of the noisiest hour
is compared with the limiting value for the nighttime.
This means that the hours during which certain sources
appear have to be taken into account.

The sound power should be measured at least in
octave bands. However, high-resolution sound power
spectra are of great help to identify tonal sources and
can easily be obtained using the Fast Fourier transform
(FFT) algorithm. With commercially available soft-
ware, which uses generally either A-weighted levels or

octave bands, the industrial source can realistically be
modeled and noise maps can be calculated, from which
the reception noise level and its rating level, Lr , at a
specific height can be obtained, which allows to assess
the noise at all possible sites in the neighborhood.

The additions necessary to express the impulsive-
ness and tonality can be included by adding them to
the sound power of the source. It might be necessary
to add higher values to obtain the proper rating levels.
The advantage of this approach is that noise reduction
measures can be quantified very precisely to reduce
the rating levels below the legal limits.

5.2 Measurements at the Reception Site
In almost all cases where complaints are received
with respect to industrial noise, the distance to the
industrial source is less than 1000 m. Measurements
should be performed under favorable sound propagation
conditions (see, e.g., ISO1996-2).6 This can be expected
for all situations where due to temperature and wind
gradient the curvature of the sound wave is downward.
During daytime and especially for situations with open
sky, this situation may be assumed if the wind blows
from the source to the receptor site at an angle up to 60◦.
At nighttime, especially for situations with open sky
favorable conditions can be assumed if the wind speed
is less than0.5 m/s or at higher speeds andwinddirection
between ±120◦. If the sky is clouded, downwind can be
assumed for up to 90◦ (see, e.g., ISO 1996–2).6

Using three-dimensional wind meters, which mea-
sure the speed of sound in vertical and two horizontal
directions, the temperature and wind gradient vector in
the atmosphere can be estimated using methods from
boundary layer meteorology7 as a function of height
for heights above ground of more than 100 m, which is
sufficient for sound propagation. The respective soft-
ware is provided with these instruments.

If the distance is less than 100 m, meteorological
influences on sound propagation are small; for dis-
tances of more than 100 m measurements they should
be performed under favorable sound propagation con-
ditions. According to a large number of continuous
acoustical monitoring measurements, the variance 6 σ
of stationary industrial sources reaches at 1000-m val-
ues between 3 and 4 dB starting at 100 m with 1.5
to 2 dB and a measurement time of at least one hour.
This variance means that repeative measurements are
necessary to ensure that sufficient precise results for
favorable sound propagation situations are obtained.

If it is assumed that the limits of confidence for
energy-averaged mean value Leq are similar as for the
mean value of all levels that could be measured under
favorable sound propagation conditions, the upper and
lower limit of confidence Leq± for Leq can then be
approximated by

Leq± = Leq ± σ(r)√
n

Zα

where Zα denotes the percentile α of the normal
distribution, n the number of independent measure-
ments, and σ the variance as a function at distance r
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under downwind conditions; Zα = 1.96 describes the
coverage probability of 95%, which means that the true
value of the Leq falls with a probability of 95% within
the above limits. The above relationship shows that for
one measurement (n = 1) at a distance of 1000 m the
limits of confidence are between ±6 and ±8 dB and
at a distance of 100 m between ±3 and ±4 dB. This
means that repeative measurements are usually neces-
sary if measurements are taken at distances of 100 m
and more.

It should be noted that the observed variance
is produced by the variation of the propagation
conditions, which tend to change from day to day and
not from one hour to the next. This means that the time
between two measurements has to be at least one day
to ensure that the measurement results are independent.

To reach a limit of confidence between ±3 and
±4 dB for a measurement at 1000 m distance at least
five independent measurements are necessary (see,
e.g., DIN 45645–1).8 It should be noted that the
total measurement uncertainty has to include possible
deviations produced by the measurement equipment
(see Ref. 9).

Other statistical approaches may be used such as
the assumption that the square of the sound pressure
is lognormal distributed or equally distributed. These
assumptions may lead to slightly different limits of
confidence.

If the rating level, Lr , is defined as long-term
Leq, a correction for the frequency of occurrence of
unfavorable sound propagation conditions may be used
according to ISO 9613-2.4 In this case the factor c0 in
Eq. (8) of ISO 9613-2 may be chosen to be 2 dB at
night-time and 5 dB during daytime and 3 dB for the
evening and morning ±2 h around sunrise and sunset.
These corrections may produce additional deviations,
which can be incorporated by an error calculus as
described in ISO 3723 or GUM.9

In practical application, the rating level has to be
compared with a limiting value X. In those cases where
the measurements are done to proof that the situation
is in compliance with the limiting value X, one has to
proof that

X > Lr + σ(r)Zα√
n

or if one has to prove that the noise levels are above
the limiting value X

X < Lr − σ(r)Zα√
n

However, this leaves open the question what has to
be done, if the limit X is within the range given by
the limits of confidence Leq±. If this range is smaller
than 3 dB, one can assume that the situation under
consideration does not deviate significantly from the
legal limit.

5.3 Sound Power Levels
If model calculations are used to establish the rating
level, the sound power of the relevant sources has to

be measured. The possible measurement errors result
from the number of independent sources to be mea-
sured and modeled. If the standard deviation of the
proposed measuring methods (see, e.g., ISO 8297, ISO
3744, and ISO 3746)10–12 is ±3 dB, the limit of con-
fidence (Zα = 1.96) reduces for 10 sources to ±2 dB,
if 100 sources are involved to approximately ±0.2 dB
if all sources have a comparable contribution at the
reception site. If this is not the case, an error calcula-
tion has to be used that allows to weight the uncertain-
ties with respect to the sound power of the sources.

The most frequently used standard for sound
propagation calculation is ISO 9613-1 and -2.4 Part
1 deals with air absorption and Part 2 with the other
factors governing sound propagation. According to
Table 8 in Part 2, the possible errors for a downwind
calculation at a distance of 1000 m is 3 dB. This means
together with the measurements errors of the sound
power measurements a total error �:

� =
√

32 + 32 = 4.24 dB

for each source. For 10 sources one obtains the limit
of confidence as follows:

Leq± = Leq ± 1.34 dB

a range comparable to those of measurements in the
neighborhood. The only assumption is that the errors
of the sound propagation model of ISO 9613-2 can be
considered to be random and not systematic in nature.4

According to a large number of projects done to
measure the sound power levels of up to 500 sources
to evaluate the reception noise in the neighborhood
of large industrial complexes, such as refineries, steel
mills, and harbors, it could be shown that the deviation
between long-term measurements up to 1 year and
calculated levels falls well into a range of ±1 dB.
Judging from this, it can be assumed that for more
than 10 sources the errors of the ISO 9613–2 sound
propagation model behave randomly.4 For smaller
numbers this is not the case and control measurements
at distances of about 100 m are recommended.

6 AVOIDING COMMUNITY REACTIONS
As can be seen from Fig. 1 and Table 1 in more than
70% of the cases, tonality, impulsiveness, and low-
frequency noise seem to be the dominant cause of
community reactions. The approach to reduce commu-
nity reaction is simple—avoid these types of noise and
avoid reducing the stationary sources to a level where
the unavoidable intermittent sources can be heard in
the neighborhood. If the legal limits are transgressed,
noise reduction should concentrate on the intermit-
tently audible sources. The reduction of the stationary
part should be such that the intermittently occurring
sources do not get more prominent. This is in line
with numerous cases this author has been involved.

If there are complaints and the sources are known,
few measurements and model calculations are suffi-
cient to establish the situation and to find a technical
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solution. However, in most cases the situation is more
complicated. The company under consideration claims
that the sometimes observed tonal, impulsive, or only
very loud events are caused by something or someone
else or are just the invention of neighbors. In these
cases long-term measurements including the continu-
ous recording of the sound is a sufficient method to
establish whether or not such noises occur. According
to this author’s experience, in most cases complaints
are well founded. The classical exceptions are tin-
nitus and psychological problems. The advantage of
continuous monitoring is that the often heard com-
plaints by neighbors can be excluded, that the auditor
only appears when it is quiet, and that the company
knows that he was coming. Especially if short-term
very loud unknown activities are involved, contin-
uous monitoring has proven to be a very efficient
method to find the cause of complaints. The installa-
tion of long-term recording equipment leads to reduc-
tions of the emotional stress felt by both the company
under investigation and the neighbors. Furthermore,
the results are usually accepted by both sides, due
to the fact that events, time, and impulses are well
documented.

In cases where the limits are transgressed and
a short-term technical solution is not possible, the
acceptance by the neighbors can considerably be
increased if the neighbors are invited to see the
production during a day of open doors, which includes
communication with the management on a casual
basis. It also helps if the public and local community
are regularly informed about measures taken and level
reduction achieved, even if those reductions are well
below 1 dB.

Of further help is if the neighbors obtain a
telephone number to which they can talk at all times
of the day. However, it is a must that the personal at
the receiving side be trained to take those calls.
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1 INTRODUCTION
Residents living near to inner-city building sites are
frequently affected by the noise emitted by building
sites, which disturbs sleep, mental concentration, and
speech communication. The neighbors’ right to rest is
in conflict with the contractors’ interest in performing
building work in the shortest possible time and with
intense utilization of the equipment and machinery.
Local authorities may also take an interest in short
construction times in order to limit disruptions to road
and rail traffic and public utilities.

Although an inner-city building site may cause
significant annoyance to the immediate neighbors,
there are relatively few standards for the prediction of
ambient noise, for example, from power plants. Some
exceptions include test codes available for building site
noise in Germany and the United Kingdom. These test
codes provide tools for the calculation of the daytime
and nighttime rating levels, which are compared to
standard ambient-noise values. In addition, transient
noise peaks can be considered.

2 GENERAL APPROACH, SOUND SOURCES
This chapter is mainly based on the practice in
Germany and the United Kingdom. Conflicts must
especially be avoided in the case of large-scale, long-
term building projects. This calls for the following
actions:

1. Preparation of a prediction of the expected
ambient-noise values during the various build-
ing phases.

2. Assessment of ambient-noise values. Elabora-
tion of a noise control program. Consideration
of technical and organizational noise control
measures.

3. Reconciliation/harmonization of the interests
of builder-owner/contractor and neighbors in
terms of an (administrative) special permit
or a civil-law agreement. These documents
may specify building technologies, machine
utilizations, work hours, or maximum ambient-
noise values.

The following are typical causes for inner-city
building sites:

• Demolition of buildings including underground
parts

• New constructions (foundation work, main
works, facade, completion work, open areas)

• Road and rail construction
• Sewerage construction (open method, under-

ground forcing)

Table 1 provides an overview of the most fre-
quently used construction machines and their sound
power levels during normal operation.

The characteristic noise emission value is the
A-weighted sound power level averaged over the
duration of several work cycles (LWAeq). For an
assessment, the maximum level may also be required
(LWAmax, LWA1%); this level is usually determined by
the process noise (effect of the construction material).

As per EU Directive 2000/14/EC, within the
European Union many of the construction machines
put on the market are subject to noise marking.6 This
means that the manufacturer must state the guaranteed
sound power level in the operating instructions and
on the machine. Operating conditions are given;
alternatively, a machine-specific standard is cited
(usually stipulating a simulation of a typical work cycle
without construction material). Determination of the
sound power is usually in accordance with ISO 3744.7

Furthermore, some of these machines are subject to
sound power limits (see Table 2).

The sound power radiated by a construction
machine during actual operation on site is often less
than that stated by the manufacturer.8 On the one hand,
this is a consequence of the standardized measurement
conditions that stipulate maximum engine speed during
the entire measurement; on the other hand, a penalty
is added to the measured value declared so as to take
into account the variance in noise emission between
the individual machines (ISO 4871).9 In some building
technologies, the process noise may also be dominant
(e.g., when sorting scrap metal). A database provides
an extensive compilation of noise emission values for
construction machines (standard and in-situ data).1

3 AMBIENT-NOISE PREDICTION

Figure 1 illustrates the general procedure of site
noise prediction. To begin with, ambient-noise values
due to individual building works, phases, or zones
are calculated. Where the time schedule shows that
building works are performed simultaneously, their
contributions to the sound pressure level at the points
of reception are summed up on an energy basis. The
sound power levels of the machines in use can be
found in Table 1 or measured values obtained in situ
are used as a basis. Penalties for impulsiveness and
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Table 1 Selection of Construction Equipment and Construction Technologies Frequently Used on Inner-City
Building Sitesa

Eurolist Construction Equipment, Technology LWAeq (dB) p (%)

A Material Processing Equipment

Crushers 113–119 80
Power screens 112–116 80

B Equipment for Concrete Producing, Transport, and
Distribution

Concrete mixers 96–108 70
Truck mixers 98–101 40
Concrete pumps, truck mounted 104–107 40
Screed mixers/pumps 98–104 40
Electric concrete vibrators 100–108 60
Concrete grinders (combustion engine) 110–115 40

C Lifting Equipment

Tower cranes 95–103 20
Mobile cranes 101–106 20
Crawler cranes 102–108 20
Material lifts 94–103 5
Working platforms 80–85 5
Fork lift trucks (combustion engine) 103–109 20
Reach fork lift trucks (combustion engine) 102–106 20

D Equipment for Earthmoving and Soil Compacting

Rope-operated crawler excavators earth moving/lifting 108–113 70/10
Hydraulic crawler excavators earth moving/lifting 93–110 50/10
Hydraulic excavators (wheeled) earth moving/lifting 93–102 50/10
Excavator loaders (wheeled) 98–105 50
Loaders (crawler tracked) 108–115 60
Loaders (wheeled) earthmoving/auxiliary device 97–110 60/10
Dozer 107–115 60
Dumper 105–114 30
Grader 104–109 40
Vibratory rollers 106–112 50
Vibratory plates 106–109 40
Vibratory rammers 103–107 40

E Road Construction Equipment

Paver 104–112 50
Flat saws 112–116 30
Road headers 101–112 50
Road sweepers 99–108 10

F Railway Construction Equipment

High-performance ballast screener 113–118 60
Tamping machine 112–116 60
Railway crane 108–112 10
Screwing machines 100–103 20

H Tunneling Equipment

Tunnel ventilator units 90–95 100

J Pile Drivers, Pile Pullers, Slurry Wall Equipment and Soil
Injection Equipment

Pile drivers 120–128 60
Sheet piling presses 91–98 20
Vibratory pile drivers 100–111 20
Hydraulic hammers 110–126 30
Mixing and grouting equipment 96–99 40
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Table 1 (continued)

Eurolist Construction Equipment, Technology LWAeq (dB) p (%)

K Drilling Equipment

Drilling rigs (anchorage, injection) 110–115 30
Hydraulic rotary drilling rigs 112–117 40

P Road Transportation Vehicles

Pickup trucks (up to 3.5 tons) 75–80 20
Dump trucks 98–106 20

Q Air Compressors and Pneumatic Tools

Compressors (combustion eng., wheeled) 88–102 50
Pneumatic hammers 106–111 30

R Equipment for Power Generation and Distribution

Power generators 87–99 60
Lighting equipment (power generator) 91–95 80

T Equipment For Pumping and Disribution of Fluids

Water pump units (combustion engine) 96–106 50

W Workshop Equipment

Hand-held motor hammers (electrically) 106–109 20
Hand-held motor hammers (combust. eng.) 110–115 20
Hand-held circular saws 102–113 15
Circular saw benches 104–110 20
Chain saws 103–105 10
Brick saws 105–109 15
Cut-off grinders 110–117 15

aA-weighted sound power levels LWAeq for continuous work (declared resp. in situ measured values for typical working
cycles). Acoustically effective time of use of construction machines (averaged) referred to time to be rated (p).
Source: From Refs. 1 to 5.

Table 2 Permissible Sound Power Levels as Laid Down in 2000/14/EC, Art. 126

Net Installed
Power P in kW,

Permissible A-weighted Sound Power
Level (dB)

No. Type of Equipment

Electric Power
Pel in kW, or
Mass m in kg

Stage I as from
03. 01.2002

Stage II as
from 03.01.2006

1 Compaction machines (vibrating rollers,
vibratory plates, vibratory rammers)

P ≤ 8 108 105

8 < P ≤ 70 109 106
P > 70 89 + 11 log P 86 + 11 log P

2 Tracked dozers, tracked loaders, tracked
excavator-loaders

P ≤ 55 106 103
P > 55 87 + 11 log P 84 + 11 log P

3 Wheeled dozers, wheeled loaders, wheeled
excavator-loaders, dumpers, graders,
loader-type landfill compactors,
combustion-engine-driven
counterbalanced lift trucks, mobile
cranes, compaction machines
(nonvibrating rollers), paver-finishers,
hydraulic powers packs

P ≤ 55 104 101
P > 55 85 + 11 log P 82 + 11 log P

4 Excavators, builders’ hoists for the
transport of goods, construction winches

P ≤ 15 96 93
P > 15 83 + 11 log P 80 + 11 log P
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Table 2 (continued)

Net Installed
Power P in kW,

Permissible A-weighted Sound Power
Level (dB)

No. Type of Equipment

Electric Power
Pel in kW, or
Mass m in kg

Stage I as from
03. 01.2002

Stage II as
from 03.01.2006

5 Hand-held concrete breakers and picks m ≤ 15 107 105
15 < m < 30 94 + 11 log m 92 + 11 log m

m > 30 96 + 11 log m 94 + 11 log m

6 Tower cranes 98 + log P 96 + log P

7 Welding and power generators Pel ≤ 2 97 + log Pel 95 + log Pel
2 < Pel ≤ 10 98 + log Pel 96 + log Pel

Pel > 10 97 + log Pel 95 + log Pel

8 Compressors P ≤ 15 99 97
P > 15 97 + 2 log P 95 + 2 log P

Source: From Ref. 6.

tonal character are added as specified in the relevant
national regulations stipulating the determination of
the rating level. Depending on the characteristic
acoustical quantity, the penalty for impulsiveness may
already be included in insitu values:

LWAr = LWAeq + �I + �T (1)

where LWAr = rated sound power level for
continuous operation of a
construction machine

LWAeq = equivalent continuous sound power
level of a construction machine,
e.g., during standard operation as
specified6

�I, �T = penalties for impulsiveness and
tonal character, usually 0 dB to 6 dB

As a rule, none of the construction machines sus-
tains uninterrupted acoustically significant operation
throughout the time to be rated. Intermittent opera-
tion of the machines reduces their sound power as
taken into account in the calculation of the rating level
(time-average level):2,10,11

LWAr,t = LWAr + 10 log(t/T ) dB (2)

LWAr,t = LWAr + 10 log(p/100) dB (3)

where LWAr,t = rated sound power level referred to
actual time of use of
a construction machine

t = acoustically effective time of use of
a construction machine during the
time to be rated

T = time to be rated (e.g., daytime 13 h,
nighttime 11 h)

p = percentage utilization rate of a
construction machine, p = (t/T )
100% (see also Table 1)

The specification of the position of use of a construc-
tion machine is not critical if the extent of the poten-
tial range of use during the time under consideration is

smaller than twice the distance to the nearest point of
reception. As a rule, it will suffice to simulate the con-
struction machine in terms of a stationary point source.
The working range of a construction machine, or of a
construction process, can also be represented as a two-
dimensional or linear sound source:

L
′′
WAr,t = LWAr,t − 10 log(S) dB (4)

L
′
WAr,t = LWAr,t − 10 log(�) dB (5)

where L
′′
WAr,t = sound power level per unit area of

a construction machine having
LWAr,t (see above)

L
′
WAr,t = sound power level per unit length

of a construction machine having
LWAr,t (see above)

S = area of working range, in m2 (e.g.,
part of building zone)

l = length of path traveled, in m (e.g.,
site road)

Energy-based summation allows to combine several
construction machines to give one two-dimensional
sound source, for example, for reinforced-concrete
works: circular saw, hammer, crane, truck mixer,
concrete pump, and internal vibrator.11

Commercially available computer software calcu-
lating sound propagation from the site to the points of
reception on the basis of ISO 9613-2 determines the
contributions of the construction machines/processes
to the rating level, using LWAr,t and the pertinent dis-
tance (d) to the point of reception in question.12 With
geometrical sound radiation (omnidirectional radiation
over a sound reflecting plane), for distances d � 100 m
the sound pressure level is

Lr,i = LWAr,t,i − 20 log(d) − 8 dB (6)

Lr = 10 log
n∑
i

10Lr,i /10 dB (7)
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Positions of Use, Ranges
of Use for Construction

Machinery
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Building zone,
Surrounding

Buildings

Analysis of Building Technology, Allocation of Machinery
and Equipment, Building Works, Time Schedule
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Offices, Stores

Sound Power Levels of
Machines, LWAeq

Penalties for Impulsiveness
∆I

and for Tonal Character ∆T
Rated Sound Power Level
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Visualization of Results for All Building Phases or for Individual Building Works

Rating Levels Lr and Maximum Levels Lmax at the
Points of Reception Noise Maps

Assessment of Ambient-Noise Values: Standard Daytime and Nighttime Ambient-Noise Values, Agreed Levels

Noise Control Measures: Source, Propagation Path, Point of Reception

Technical Noise Control Measures

Acoustically Effective Times
of Use (Level Reduction)

LWAr,t

Point, Two-Dimensional, and Linear Sound Sources
LWAr,t /L''WAr,t /L'WAr,t

Organizational Noise Control Measures

Ambient-Noise Prediction, Sound Propagation as per ISO 9613-2

Figure 1 Procedure of site noise prediction.

LWA,r,t,i = rated sound power level of construction
machine no. i

Lr,i = contribution of rated sound pressure level
of machine no. i at point of reception

Lr = total rated sound pressure level at point of
reception

d = distance between construction machine and
point of reception, in m

n = number of construction machines

In addition, sound reflection (including absorption)
and screening are taken into account. For the purpose
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of sound propagation calculation, two-dimensional and
linear sound sources are split up into point sources
depending on their distance to the point of reception.
The calculation of the maximum sound pressure levels
at the point of reception is performed in an analogous
way, albeit without time correction, assuming the
maximum sound power LWAmax or LWA1%.

As a rule, ambient noise from building sites is
calculated for the facade of the rooms requiring
protection. In individual cases (especially in case of
very high sound pressure levels), the indoor sound
pressure level may be calculated and compared to
standard levels (e.g., for living rooms and bedrooms,
offices, and conference rooms). This is done on the
basis of the sound insulation of the facade with
windows closed. In order to ensure the minimum
air exchange rates required by various room usages,
ventilation intervals that increase the indoor rating
level must be taken into account in buildings without
ventilation system.

Usually the uncertainty of ambient-noise predic-
tions for building sites lies in the range of ±3 dB;
no results are available of systematic investigations on
the uncertainty. The predicted sound pressure level is
mainly a function of the accuracy of the sound power
(LWAeq, LWAr) and the assumed time of use (t , p) of
the most noisy construction machines.

4 MEASUREMENT OF SITE NOISE

As is the common procedure with ambient-noise con-
trol, measurements are usually carried out immedi-
ately at the points of reception or at substitute loca-
tions whose results are converted for the points of
reception.10 Extraneous noise not part of the site noise
must be recorded separately for correction of the mea-
sured values or excluded during the measurements
(e.g., traffic noise).13

The measurands (sound pressure levels) are stipu-
lated by the laws and standards that are to be used
for the assessment (e.g., LAFeq, LAIeq, LAFTm5, LAFmax,
LAF1%, and LAF10%). Penalties for the calculation of
a rating level (Lr ) are sometimes estimated (e.g.,
�LI = 0 to 6 dB).10

In the case of short-time measurements, the noise
is recorded and averaged over a representative period.
The rating level may then be calculated for the time to
be rated by taking into account a level time correction
(see Section 3). Extraneous noise can be identified and
taken into account immediately.

In the case of continuous measurements, the lev-
els of interest are recorded continuously over time.
The rating levels for the times to be rated (e.g., day-
time/nighttime) are calculated on this basis. Extraneous
noise can only be identified by recording the time sig-
nal and subsequent “listening” to the recording (e.g.,
church bells, air traffic noise, or user noise at the point
of reception).

Continuous sound pressure level measurements also
allow good control of the compliance with work
restrictions imposed on the building site (beginning
and end of work hours, compliance with agreed rest

periods, restrictions to the use of machinery). Measure-
ments on individual construction machines allow the
determination of their sound power during use to be
used as the basis for the predictive calculation (LWAeq,
LWAr, LWAr,t ).7

5 ASSESSMENT OF SITE NOISE
The predicted or measured sound pressure levels at
the points of reception are compared to the standard
values stipulated in laws or standards or to sound pres-
sure levels agreed upon in the noise control program.
Limits for site noise do not exist on the international
level, but they are available in Germany and some
other countries. Standard ambient-noise values for site
noise depend on the specific ambient-noise regulations
in individual countries (e.g., rating levels for daytime
and nighttime, additional limits for noise peaks during
the night).

The disturbance caused by a building site lasting for
a limited time only, ambient-noise values exceeding
the standard ambient-noise values for stationary plants
by 5 dB to 10 dB are admitted in some countries,
depending on the duration of the building works
(higher levels for shorter times).

The following arguments are usually taken into
consideration in the assessment of site noise:

• In some cases, the use of construction machines
may be limited depending on the type of
machine and the legal ambient-noise classifi-
cation of the area in question. Ambient-noise
predictions may present reasons for exemptions.

• The approving authorities must enforce the
neighbors’ right to rest while also consider-
ing the builder-owners’/contractors’ interests as
well as public interest.

• Number of persons concerned.
• Intensity of exposure (difference between actual

level and standard level, duration of noisy
building works).

• Acoustical masking by other sound sources, for
example, traffic noise.

• Reduction of overall duration of work, for
example, where public traffic or commercial
activities are impaired (nighttime building site
required).

• Strong impairment of the quality of life and
housing (night’s sleep disturbed depending on
the work and life rhythm, further annoyance
caused by dust, exhaust gases, and vibrations).

• Neighbors’ right to rest (especially night’s
sleep) to be pondered against technical neces-
sity of the building methods.

• Right to working conditions as given in occu-
pational health and safety regulations during
daytime (offices, stores).

• Building contractor’s or builder-owner’s inter-
est in an undisturbed progress of the build-
ing works (no interruptions due to com-
plaints, lawsuits).
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• Reduction of cost by two- or three-shift opera-
tion.

Special permits for site noise during the daytime
may be granted, if

• The standard ambient-noise values are expected
to be exceeded considerably.

• The contractor wishes to secure a legal basis
for his interest in an undisturbed progress of
the building works.

A special permit is required for the nighttime, if

• Modern building technologies call for continu-
ous operation, making work during rest times
unavoidable (as is the case, e.g., with high-
pressure injections, large-scale concrete works).

• operation in at least two shifts (6 a.m. to 10
p.m.) is desirable for reasons of time and cost.

• work can only be performed during the night-
time because of the closing of roads or railways.

• Nighttime work causes less disturbance because
the area is exclusively used for offices and
stores.

6 NOISE CONTROL MEASURES
Establishing a noise control program is decisive for
the effective functioning of noise control measures
(acoustical and economic).3 Noise control measures
shall

• Start at the noisiest sources.
• Come into effect especially during rest periods.
• Be made known and explained to all those con-

cerned (building contractor, authority, neigh-
bors).

The noise control program should comprise the
following steps:

1. Analysis of the building site. Where and when
are noisy machines/processes used?

2. Ambient-noise prediction for the neighbors
concerned (see Section 3).

Table 3 Technical and Organizational Noise Control Measures for Building Sites

No. Measure Note

1 Noise control at source
1.1 Change building technology, use low-noise building

methods; e.g., laying of prefab concrete parts,
concrete works in limited areas using buckets
instead of pump. Sawing, milling, or use of hydraulic
tongs instead of demolition by pneumatic or
hydraulic chipper. Pressing or vibrating, rather than
pile-driving, of pit boards.

1.2 Use low-noise construction machinery. Strive for an acoustical balance. Noise control
measures on construction machinery must, as a rule,
be agreed with the manufacturer. Consider safety
regulations where the reversing alarm is disabled.

1.3 Covering of toughs and filling holes with rubber.
Damping of metal sheets.

1.4 Restrictions (spatial, temporal) to the use of individual
construction machines or processes.

Illustration of the ranges of use in the site plan,
allocation of times of use.

1.5 Temporal and spatial organization of the site following
the motto: Assign noisy building methods to noisy
building phases/times, and low-noise building
methods to low-noise building phases/times.

For example, plan on maximum use of machinery
during daytime in order to ensure night’s rest for
neighbors.

1.6 Coordination of building times: Plan beginning and end
in accordance with the legal ambient-noise
classification (e.g., residential area, offices only,
health resort area). Shifting or even exchanging
daytime and nighttime works. Consideration of
neighbors’ typical rest times.

For example, in office-only areas: Noisy nighttime work
is convenient (but consider sound propagation to
remoter residential areas). Health resort areas often
favor short overall building times (nighttime work,
e.g., out of season).

1.7 Reduction of daily work time. Unfavorable from building technology viewpoint, often
causing excessive prolongation of overall building
time.

1.8 Adaptation of running of construction machines with
actual used power. Avoid idling especially during rest
hours.

1.9 Maintenance of construction machines. Avoid vibration/rattling of cover sheets.
1.10 Instruction of employees on low-noise work. Avoid

shouting. Use of radiotelephony for communication.
Use especially during rest hours. Use of tower crane

loudspeakers only in case of emergency.
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Table 3 (continued)

No. Measure Note

1.11 Supervision of building site (machines used,
technology, work hours, work ranges).

Safety service.

2 Measures taken on the sound propagation path
2.1 Increase distance between noisy building processes

and points of reception. Allocate building zones in
large-scale projects. Organize site traffic (delivery and
disposal of construction material). Machine locations.

Give particular consideration to rest times, shift
nighttime building activities to remote building zones.

2.2 Screening of construction machines/processes
(installation of separate screens).

For example, formwork material, scaffold curtains,
flexible materials, containers. Screens are only
effective if placed close to the source. Consider all
points of reception; those opposite the screen may
be subject to an increase in sound pressure level!

2.3 Use already erected building parts as acoustical
screens.

See also 2.2.

2.4 Enclosing or partial enclosing of machines and
processes.

Sound insulation of the enclosure material,
sound-absorbent cladding, proper sealing. Silencers
on unavoidable openings (cooling air, exhaust
gases). Orientation of partial enclosures, see also 2.2.

2.5 Avoid positioning of construction machines in front of
sound reflecting surfaces.

3 Measures at point of reception
3.1 Inform neighbors, possibly in the form of a hearing prior

to starting the building project, regular information
about progress.

Unaddressed mailings, informative dioramas.

3.2 Improve sound insulation of windows. Only effective as long as windows stay closed. Allow
for ventilation: Ventilation system, sound-insulated
ventilation elements. In the case of natural ventilation
via the windows, consider ventilation intervals when
calculating the rating level.

3.3 Provide substitute accommodation. For example, offer
hotel accommodation for short-time building
projects.

In case of short-time building projects, experience
shows that neighbors tend to solve problems on their
own by sleeping with windows closed.
Accommodation may also be offered by relatives or
acquaintances.

3.4 Agree on financial compensation (owner, landlord).
3.5 Invite neighbors to social events (such as laying of

foundation stone, ceremonies on completion of
building pit/ceilings, topping out/dedication
ceremonies).

3.6 Inform the competent authority. Obtain special permit,
agreement on special requirements. Inform the police
precinct concerned.

The special permit can cover measures from rows 1
through 3.

3.7 Sample measurements or continuous monitoring of
ambient-noise values. Regular information of
neighbors, the authority, and the contractor about
measurement results.

Continuous measurements allow to verify noise control
measures (such as compliance with work hours,
restrictions to use of machinery).

3. Assessment of site noise (see Section 5).
4. Elaboration of technical and organizational

noise control measures for all building phases,
taking into account the acoustical effect and the
cost.

5. Regular information of the neighbors about
the work progress. Special information prior to
noisy events (such as large-scale concrete work
during nighttime).

6. Updating of the noise control program (repeat
steps 1 through 5).

Depending on the sound propagation conditions,
noise control measures can be implemented at source,
on the propagation path, and at the point of reception.
Measures taken at source have the greatest acoustical
effect in inner-city building sites, as many neighbors
are affected by site noise at the same time. The most
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important measures for noise control are compiled in
Table 3.
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1 INTRODUCTION
Sound produced by human activities, transportation,
machinery, and by nature itself is always present
in a community. Such sounds, when unwanted, are
perceived as noise. Each person perceives noise by
taking into account a vast number of different factors
including personal, cultural, economic, and societal.
This makes the perception of noise very subjective.

Noise may be understood as an expression of
human activity, but it can also be a source of
annoyance. People make noise; however, noise is
not a problem unless it becomes excessive, thereby
hindering the community quality of life. This calls for
each community and its government to set up policies
for noise management and control and to devise and
enforce strategies for noise abatement.

Community noise ordinances have been passed in
most countries to address noise issues of all types,
from neighborhood to transportation. They deal with
noise limits at the receiver as well as with the quality
of noise itself. Such ordinances can be qualitative or
quantitative; they can be emission or receiver based.
As part of the actions of a global noise policy, which
includes sustainable development, community noise
ordinances can be instrumental tools that ensure a
noise-controlled environment.

2 COMMUNITY NOISE AS A PROBLEM
Communitynoise canbedescribed asunwanted sound in
a nonoccupational setting. Major sources of community
noise are transportation systems, industry, construction,
leisure activities, and neighborhood with transportation
being the main contributor. Industry can contribute to
the overall noise, especially in some suburban or rural
areas. Leisure activities may account for a significant
part of the noise in some areas of the community.
Noise from equipment, either outdoors (construction,
air conditioning, ventilation systems) or indoors (lifts,
home appliances) is also a part of the overall noise.

Noise in a community must be addressed in terms
of quantity and of quality. Once the quantity of noise is
reduced, the quality becomes important. People usually
have anexpectation for thewaydifferent noise sources in
the environment should sound. In quieter communities
or in those where noise has already been reduced, this
expected sound quality assumes a higher importance.

The larger and more complex a community is, the
higher is the number of noise sources and the more
difficult it is to act for noise abatement purposes. In
a city, the complexity and intricacy of the human,
economical, and social activities make urban noise
management and control a difficult issue. Actions must

be devised and applied with the utmost care so as
not to affect or disrupt the rhythm of life and the
socioeconomic texture of the city.

Noise becomes a problem whenever the noise levels
are high or when the number of complaints becomes
relevant. The recognition of the noise problem must
be followed by firm actions at the different levels of
authority.

Noise was recognized as a problem in cities as early
as the 1920s, although complaints from noise can be
traced back to the Roman Empire due to the noise
produced by the cart wheels on the pebble roads. With
increasing population density, communities became
noisier. In the last decades of the twentieth century,
many cities in different parts of the world, namely
in the United States, Europe, Japan, and Australia,
for example, faced the problem of urban noise very
seriously. Noise ordinances were promulgated and
noise abatement became a prominent factor in urban
planning and development.

3 NOISE ABATEMENT RESPONSIBILITIES
Success in the control of noise in a community can
only be effectively achieved by a shared responsibility
approach. Different levels of responsibilities can be
established: local, regional, national, and federal.
Community noise is a local problem. However, the
solutions are not always necessarily local. Noise
levels at a receiver are determined not only by local
conditions but also by noise emissions whose limits
or parameters are established above local or even
national policies.1,2 Noise from industry, for example,
depends on the equipment and machinery noise power
but also largely on factory layout and on installed
noise control procedures and devices. This is basically
a local problem. Road traffic noise depends on the
road profile and on the type of pavement but mostly
on traffic density and on vehicle emissions. However,
limits for noise emissions by road vehicles, as by rail
or aircraft, are established at national or federal level.

Noise regulations must then consider all levels of
action, sharing the necessary responsibilities for each
type of noise source as appropriate. The regulations at
different levels must be coordinated and consistent.
Provisions must also be made for the allocation of
corresponding technical and financial resources for an
effective enforcement at all levels.

4 COMMUNITY NOISE REGULATIONS
Community noise regulations are a fundamental part of
a noise protection policy as they raise the awareness
of citizens to noise and to noise effects and reduce

1525Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.
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the production of noise in many circumstances. They
establish the basic criteria for the acoustical quality of
the environment and set the objective noise values that
define the noise abatement purposes. These regulations
require actions from lower levels of government, from
transport authorities, and from other bodies responsible
for noise sources and noise emissions. They establish
law compliance mechanisms and penalties, making it
a platform for the common citizen to be aware of his
duties and to demand his rights.

Noise ordinances may define the excessive noise
by its character or nature. They may prohibit cer-
tain activities, restrict activities to certain hours of the
day, require permits or licenses for noisy activities,
or merely define noise zones. These are qualitative
ordinances. These ordinances do not include quanti-
tative criteria and may therefore pose some difficulties
such as vagueness, as they are generally subjective
in nature. Community noise ordinances usually took
this form in the past. They can be recommended as
a first approach to raise the issues of self-regulation
and noise control or for those communities where the
noise problems are either not too severe or are caused
by locally well-controlled noise sources. Costs associ-
ated with the enforcement of qualitative regulations are
usually relatively low since the corresponding techni-
cal requirements do not have to be too sophisticated.

Quantitative ordinances, on the other hand, establish
numerical values as limits for the noise levels produced
or received. Criteria are defined and standards are
required for measurement or prediction of noise.
Maximumpermittednoise levels aregenerallyexpressed
in A-weighted sound pressure levels and may vary for
different areas of the community and for different types
of noise sources as appropriate. This type of ordinance
is recommended for communities where the noise
problems are more complex or where a more stringent
management of noisemust bemet.Good results, though,
require that technical facilities (know-how, acoustical
technicians and engineers, measuring apparatus) either
exist or are created, and such costs must be envisaged
when the ordinance is being drafted. Qualitative and
quantitative ordinances are both valuable, although a
composition of both features usually prove to lead to the
most effective noise ordinance contents.

Noise ordinances can be of two types: emission
laws or receiver-based laws. Emission laws and
regulations regulate noise at the source, by establishing
limits to the amount of noise emitted by equipment.
Maximum permissible noise levels are defined for each
type of machinery, vehicle, transportation, or activity.
Receiver-based laws regulate the noise levels received
at a particular site. Limits are defined for the noise
exposure at specific locations. These limits are usually
related to the use of the property the sound is entering.
These ordinances set zoning performance standards for
new noise sources. Noise zoning is then used by local
authorities for land-use planning.

In the 1990s, the World Health Organization (WHO)
published guideline target values to be adopted for
protection against noise.3,4 The WHO recommended
the following: (1) to protect the majority of people

from being moderately annoyed during the daytime, the
outdoor A-weighted sound pressure level (LAeq) should
not exceed 50 dB, (2) to protect the majority of people
from being seriously annoyed during the daytime in
outdoor living areas theA-weighted soundpressure level
(LAeq) should not exceed 55 dB and (3) at nighttime
outside sound pressure level should not exceed 45 dB in
residential areas, so that the recommended A-weighted
sound pressure level of 30 dB inside bedrooms with the
windows open can be met. The WHO also suggests
a limit of 60 dB for the maximum outdoor event A-
weighted sound pressure level at night to protect people
from sleep disruption.

These values were recommended in the European
Green Paper on Future Noise Policy1 as objective noise
levels for all European Union (EU) member states.
They have also been adopted in noise regulations in
other parts of the world.5 New guidelines for the
exposure to noise at night have been prepared recently
by the WHO. A final draft was approved in late 2006,
and a final publication is expected in 2007.

5 COMMUNITY NOISE ORDINANCE
COMPONENTS
A community noise ordinance can be a precious instru-
ment for dealing with noise at a local level. The quality
and the quantity of the overall noise are addressed, noisy
activities are regulated, noise limits are set, and responsi-
blebodiesandcost-effectivenoiseabatementpoliciesare
defined. Itmustfirstbedetermined,however,whether the
local government concernedhas enough authority to leg-
islate on the noisematters, since its powers are delegated
powers and its legislative authority is only that granted
by statutory or constitutional provisions.

A well-written noise ordinance must cover a num-
ber of components in a concise, clear, and precise way
so as to address the local noise issues in as comprehen-
sive a manner as possible to avoid misinterpretation
and litigation. Vagueness, indefiniteness, and uncer-
tainty should be prevented.

A community noise ordinance starts by a declaration
of policy, a comprehensive list of definitions of terms
and technical references, and by establishing the powers
and duties of themunicipal agency or department having
the lead responsibility for the ordinance (noise control
officer).

The rating index and its assessment method must
be very clearly defined. The metrics most widely used
is the long-term A-weighted continuous equivalent
sound pressure level, LAeq, since it yields a good
correlation with noise effects.6 The day–night average
noise level, Ldn, is a 24-h A-weighted noise index
used in the United States. It is calculated from the
values of LAeq during daytime and during nighttime
where a 10-dB penalty is applied to sound occurring
between 10 p.m. and 7 a.m. The European Directive
2002/49/EC introduced the 24-h day–evening–night
level, Lden, also calculated from the values of LAeq
during the day period, during the evening period with
a penalty of 5 dB and during the night period with a
penalty of 10 dB, to be used by all EU member states
in strategic noise mapping and action plans.7 Other
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indicators are used for the rating of road traffic noise or
of aircraft noise in different countries. The ordinance
must also refer to impulsive, narrow-band, or other
relevant acoustical characteristics and establish any
corresponding corrections to the rating index.

Measurement and calculation procedures are
required to follow the applying standards. The
recommendations and provisions set out in the
International Organization for Standardization (ISO)
1996 standard8 or equivalent [e.g., American National
Standards Institute (ANSI)] are usual requisites. Noise
assessment location (by measurement or calculation)
and other relevant conditions (time intervals, emission
or received noises) not covered by applying standards
should be included in the text of the ordinance.

Reference time periods are defined, with their
start and end hours clearly established, if not set
at national level. Some countries consider only two
reference periods, daytime and nighttime, whereas
others consider a third one, a rest or evening period.

The noise ordinance usually defines noise zones
according to the land uses and noise-sensitive activ-
ities. Corresponding noise limit values are stipulated
for each reference time interval. The most stringent
limits apply to residential, school, hospital, or leisure
areas. It is recommended that different noise zones are
created with noise limits in steps of 5 dB. Experiences
with courser grades, with 10-dB steps, for example,
have proved less practical and less effective.

Restrictions on noisy activities, musical instruments,
and public address systems, construction, machine
operation, traffic (e.g., heavy goods vehicles and
aircraft) should be defined for the different noise-
sensitive zones, together with criteria regarding the
maximum permitted noise levels and the applicable
hours. All such activities have to be clearly defined so as
to avoid alternative interpretations and future litigation.

Restrictions are set for construction of some types
of buildings (residence, school, hospital, or similar
structure) and for land-use planning purposes so that
the noise limits for each noise zone can be ensured.
Similar types of restrictions are set for new outdoor
or indoor recreational and leisure areas for the same
reason. Plans for construction of new transportation
systems or expansion of the capacity of existing ones
in or near noise-sensitive zones may also be restricted,
unless the necessary noise abatement measures are
included to ensure that the noise levels in the zone
will be within the prescribed limits.

The noise limits usually apply to the overall noise
levels, but they may refer to noise from the different
primary noise sources (industry, road traffic, railway
traffic, and air traffic). Limits on noise emissions from
machinery, construction work, and industry can be set
since they can be well controlled at local level. These
noisy activities are usually licensed by the municipal-
ities. Limits on noise from transportation are usually
set at the receiver. This is an area where coordina-
tion with transport authorities and with regulations
at national level will prove most fruitful, given the
limitations of the local legislative powers regarding

nationwide transport systems (e.g., airports, highways,
and national railways).

Some restrictions (access traffic, activities) may
have economic and societal prices, and the community
should decide what level of cost–benefit is most
appropriate. A number of experiences with severe
traffic restrictions in some European cities have met
with the opposition of residents who abandoned the
area allegedly due to a decrease in economic activity
and to the fear of a drop in real estate values.

Responsibilities for themeasurement and assessment
of noise should be set. Duties of the noise control agency
or officer are defined to review the projects that may
result in the production of sound, to inspect any place
or situation suspected of violating any provision of the
ordinance, and to investigate and pursue possible viola-
tions of the ordinance. Public education and information
programs should be required or suggested. Participation
of public-interest groups is mandatory in some countries
and recommended in others. Noise mapping and noise
actionplanningareusually required to integrate the land-
use plans and long-term urban development plans where
these instruments are operative.

Enforcement provisions must be clearly set out. The
noise control officer or agency must rely on a well-
trained team of municipal or county engineers who
must be technically prepared and equipped to review
relevant acoustical projects, to proceed with inspec-
tions, and to issue notices of violation and abatement
orders (these are more effective if such orders include
advice or recommendations on types of possible solu-
tions or remedies). Although they do not need to be
experts or even hold a college degree, some training
on basic acoustics, sound radiation and propagation,
and acoustical measurements should be provided to
the technical staff. They must have a good knowledge
of the existing measurement and calculation standards
and of the measuring apparatus. The higher the quan-
titative nature of the ordinance, the higher is the tech-
nical requirement and the associated cost.

Fines and penalty actions must be well defined. The
ordinance must state the explicit time criteria and goals
for the full complianceof the regulations:hoursof restric-
tions and periods of time to correct the violation or to
implement the necessary remedies or abatement mea-
sures.Exceptions (e.g., emergencies)andvariances (time
tocomply in specificconditions) shouldalsobe included.

The document Model Community Noise Control
Ordinance issued by the U.S. Environmental Protection
Agency (EPA) in the 1970s, describes a generic layout
of a community noise ordinance to be adopted in U.S.
communities.9 Model noise ordinances were thereafter
drafted in various U.S. states (e.g., Alaska, California,
and New Jersey) aimed at their municipalities.

The community may publish, as a support to the
noise ordinance, technical and information guides on
community noise with more detailed definitions, basic
explanations on noise production, noise sources, and
effects of noise on practical measures and procedures
to reduce it and on how the citizens can seek abatement
orders. This has been followed in many cities of vari-
ous countries with great success. Information regarding
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noise and noise effects is never too much but should
be provided at a level that can be fully understood by
the target population, meaning that different brochures
or documents, technical and nontechnical, may be
required. Community noise ordinances have been
instruments for the management and control of noise
in local communities of many countries worldwide.

6 THE U.S. NOISE POLICY

The need for a noise policy in the United States was first
recognized in1967. In1969, theNationalEnvironmental
PolicyAct (NEPA)was approved.10 TheNEPA is a basic
national charter for protection of the environment in
the United States. NEPA mandated the environmental
impact assessment process, and noise is one of the many
environmental attributes that must be considered.

In 1972, the Noise Control Act (NCA 72) was
approved by the U.S. Congress.11 The NCA 72 was
passed specifically to address environmental noise. The
NCA 72 stated that it is “the policy of the United States
to promote an environment for all Americans free
from noise that jeopardizes their health or welfare.”
In the act, the U.S. Congress recognized that the
“primary responsibility for the control of noise rests
with state and local governments” while “federal action
is essential to deal with major noise sources.”

The responsibility for implementing NCA 72
was assigned to the EPA.12 This was to be the
leading federal agency in charge of coordinating the
programs of all federal agencies dealing with noise
control. However, in the early 1980s EPA was no
longer involved with noise control regulations.12,13

About a dozen federal agencies have since been
responsible for the development, formulation and
implementation of the U.S. noise policies together with
the corresponding bodies of state and local authorities.
The policies of these agencies have not always been
coordinated, leading to some lack of consistency in
noise requirements, which usually apply separately to
different noise source emissions.14

The aircraft noise policy of the Federal Aviation
Administration (FAA), applicable to civilian-operated
airports, has been very effective. The Aircraft Noise
Abatement Act of 1968 (later modified by the NCA
72) directed the FAA to establish standards and regu-
lations for aircraft noise.15 Aircraft noise certification
by FAA was required by the 1969 Federal Aviation
Regulations.16 This was followed by the 1976 Aviation
Noise Abatement Policy17 and by the Aviation Safety
and Noise Abatement Act of 1979.18 In 2000, the Avi-
ation Noise Abatement Policy was revised and various
issues from aviation noise assessment to promotion
of compatible uses of impacted land were outlined.
The FAA and the Department of Defense adopted the
annual A-weighted day–night average sound pressure
level of 65 dB as the level for action regarding aircraft
noise abatement in residential areas near an airport.19

Road traffic noise has been regulated by the
Federal Highway Administration (FHWA) since it was
mandated by the Highway Federal Act of 1970 to
develop noise standards for mitigating highway traffic

noise and by the NCA 72 to enforce the noise emission
standards for vehicles that were to be defined by
the EPA. A number of documents were published
since the 1970s. The Procedures for Abatement of
Highway Traffic Noise and Construction Noise set
limits for levels of noise along highways and defined
criteria and the responsible bodies for noise abatement
procedures.20 The FHWA criterion for action to protect
residents near a federally funded highway project is the
noise action level of 67 dB corresponding to the peak
traffic hour LAeq1h. Land-use planning near highways
is, however, left to state and local governments.

The U.S. EPA recommended in 1974 that the
outdoor A-weighted day–night sound pressure level
should be kept below 55 dB in residential areas. This
value has also been adopted by the Federal Energy
Regulatory Commission (FERC) to protect residents
near some industrial installations.

The policy for noise protection is now basically
defined at state or local level since it was recognized
as a more efficient approach. Nevertheless, for commu-
nities impacted by a combination of different sources,
the issue is a difficult one since a variety of limits and
metrics apply. A large number of U.S. cities and towns
have their own community noise ordinances.21 The first
known local noise ordinance regarding noise limits was
adopted by Chicago around 1955. These were zoning
regulations aimed primarily at industry and targeted
at 61 dB for sound entering other business areas and
54 dB for sound entering residential areas during day
or night. The New York City noise ordinance is cur-
rently undergoing a major revision. Most community
noise ordinances in the United States now apply the
general strategy set out in the EPA’s Framework for
Community-Based Environmental Protection.22

The need to revise the U. S. national noise policy
is now being considered seriously.13,14,23,24 There is a
need to unify noise protection criteria at the national
level and to reactivate a lead agency responsible for
noise policy and control. A reformulation of the U.S.
noise policy can be expected in the near future.21

7 THE EUROPEAN CHALLENGE
Noise regulations were passed in many European coun-
tries and cities since the late 1970s. They dealt with
different aspects of noise from transportation, equip-
ment, neighborhood, or leisure activities. Most defined
noise-sensitive zones, depending on the different land
uses, defined associated noise limits for day and for
night periods, and established restrictions on traffic and
on noise-producing activities.

Environmental noise is addressed at the European
level through a wide range of instruments.25 Various
directives regarding noise emissions from different
sources, such as motor vehicles, railway systems,
aircraft, household appliances, and outdoor machinery,
have been approved since the early 1970s.

Directive 86/594/EEC was passed in 1986 regarding
noise labeling of household appliances.26 Directive
2000/14/EC lays down noise provisions to reduce the
noise emitted by outdoor equipment and requirements
forharmonizationofnoiseemission limits andstandards,
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of conformity assessment procedures, and of noise level
marking.27 Directive 2003/44/EC, which amends the
previous recreational craft Directive 94/25/EC and took
effect progressively from2005, establishes requirements
regarding noise emission limit values for recreational
craft.28

The directives on noise emission from new motor
vehicles have been a success story. The first European
harmonized noise requirements for road vehicles were
introduced in 1970 by Directive 70/157/EEC relating
to the permissible noise level and the exhaust system
of four-wheel motor vehicles.29 Noise limits for new
cars first defined in Directive 77/212/EEC were made
increasingly more stringent until the most recent one,
92/97/EEC.29 The decrease in the prescribed maximum
allowed noise levels ranged from 6 dB for passenger
cars to 10 dB for heavy trucks. Directive 97/24/EC30

sets permissible noise levels for two- and three-wheel
vehicles and their exhaust systems, and Directive
2001/43/EC31 deals with tire rolling noise.

European legislation has addressed railway noise at
source through directives on railway interoperability
for high-speed rail (Directive 96/48/EC32) and for
conventional rail (Directive 2001/16/EC33). Technical
specifications were approved in 2002, setting out noise
emission limits for high-speed trains at different speeds.

Noise emission limitations from civil aircraft have
been in force since 1980 (Directive 80/51/EEC.34)
Directive 92/14/EEC of 1992, based on standards of
the International Civil Aviation Organization (ICAO),
banned the noisiest aircraft (Chapter 2 of Annex 16 of
ICAO) from European airports.35 In 2002, Directive
2002/30/EC established rules and procedures with
respect to the introduction of noise-related operating
restrictions at EU airports.36 It further required that
results of the implementation of this directive be
reported no later than 2007.

In the mid-1990s various studieswere conducted as a
starting point of a new directive on environmental noise.
Itwas found37 thatabout20%of theEuropeanpopulation
was exposed to A-weighted sound pressure levels of
65 dB or above, mainly from transportation. In 1996,
the European Commission produced the Green Paper
on Future Noise Policy.1 Following the publication of
this document, a new framework for noise policy, based
on shared responsibility between the European Union,
national, and local authorities was defined.

The Environmental Noise Directive (END)
2002/49/EC was published in 2002 on the basis of the
Green Paper recommendations to address noise issues
and todefinea“commonapproachforallEuropeancoun-
tries in order to avoid, prevent or reduce on a prioritized
basis the harmful effects, including annoyance, due to
exposure to environmental noise”.7 TheENDdefines the
basic principles of a harmonized European noise policy.
It requires the assessment of the environmental noise,
both overall and frommajor noise sources, such as trans-
portation and industry, the number of people exposed to
different noise levels, action plans for reduction of noise

exposure,communicationwith thepublic,andcommuni-
cation between the EuropeanCommission and the mem-
ber states. No noise limits were included as this is left to
each country or local community.

A noise expert network was set up in order to assist
and provide advice to the European Commission prior
to and after the publication of the END. Different
working groups of experts from different member
states were created to deal with emissions from noise
sources and with noise effects and perception. Two
working groups still meet regularly: Assessment of
Exposure to Noise (WG-AEN) and Health and Socio-
Economic Aspects (WG-HSEA).

The European Directive 2002/49/EC requires the
competent authorities to draw strategic noise maps
for the assessment of noise from major transport
infrastructures and in communities with more than
100,000 inhabitants.7 Action plans are required and
should be designed to manage noise issues and effects,
including noise reduction, if necessary. Two stages are
defined. In the first stage, strategic noise maps for all
agglomerations with more than 250,000 inhabitants,
major airports with more than 50,000 movements
per year, major roads with more than 6,000,000
vehicles per year, and railways with more than 60,000
passages per year must be completed by June 2007.
The corresponding action plans must be finished by
July 2008. The second stage corresponds to other
agglomerations with more than 100,000 inhabitants,
major roads with more than 3,000,000 vehicles per
year, and railways with more than 30,000 passages
per year. Strategic noise maps must be completed by
June 2012 and action plans by July 2013. Noise maps
and action plans are to be reviewed every 5 years.

All EU directives are transposed into national
legislations of the European member states. Their own
noise ordinances at national, regional, or municipal
levels that address noise zoning, noise limits, and noise
abatement38 incorporate the growing harmonized noise
criteria and procedures.

8 THE EXPERIENCE IN JAPAN
Environmental noise policies in Japan started in 1967,
and in 1968 the first Noise Regulation Law was
approved and later amended in 1995 and in 2000.39

The Environmental Quality Standards for Noise40

were first defined in May 1971, based on Article
9 of the Basic Law for Environmental Pollution
Control. Limit noise values were stipulated for two
types of areas: general areas and roadside areas.
General limits for the A-weighted sound pressure level
were established at 35 dB during nighttime for quiet
neighborhoods and at 60 dB during daytime for areas
with a considerable number of dwellings but which
included commerce and industrial uses. Limits for
roadside areas were 5 to 10 dB higher depending on
various factors such as the number of road lanes. In
accordance with the provisions of Article 16 of the
Basic Environment Law (Law No. 91) of 1993, the
noise limits were reviewed in 1998 and enforced in
1999.41 Outdoor noise limits of 55 dB during daytime
and of 45 dB during nighttime for residential areas
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were then recommended. For areas with particularly
noise-sensitive uses, the limits are 5 dB lower, whereas
for areas with commerce and industry they are 5 dB
higher. In areas facing roads with two or more lanes,
another 5 dB were allowed.

The Noise Regulation Law required the local gov-
ernments to proceed with noise zoning and classifi-
cation. By the mid-1990s, more than 600 large cities
and more than 850 small municipalities had their own
noise ordinances.42 That law also demanded the Envi-
ronment Agency to establish the maximum permissible
levels of noise produced by the operation of motor
vehicles. Since they were first implemented in 1971,
controls of running noise on new vehicles have been
strengthened several times, namely in 1979, in 1986,
and in 1992 when the document The Future Policy for
Motor Vehicle Noise Reduction was approved.

The Environmental Quality Standards for Aircraft
Noise were initially defined in 1973 and later revised
and updated in 1993 to prevent aircraft noise pollution.43

Maximum levels of the A-weighted equivalent continu-
ous perceived noise level (WECPNL) (calculated from
WECPNL = LApeak + 10 logN−27whereLApeak is the
mean level of all peaks that exceed the background noise
by at least 10 dB in one day, and N is a time-weighted
total number of aircraft) are prescribed as 70 dB for res-
idential areas and 75 dB for other areas where normal
living conditions should be preserved. A certification
system banning the operation of aircraft whose noise
exceeds prescribed levels has been in effect since 1975
and later strengthened in 1978, leading to the phasing
out of the noisier aircraft at major airports as from 1988.
In order to implement further aircraft noise countermea-
sures, a portion of theCivilAeronauticsLawwas revised
in 1994 pointing to the gradual restriction of operation
of the noisier aircraft in Japan from 1995 and to their
prohibition as from 2002.

Noise from the Shinkansen railway line is the
subject of the Environmental Quality Standards for
Shinkansen Superexpress Railway Noise, as originally
issued in 1975 and revised and updated in 1993.44

Noise limits are 70 dB for residential areas and 75 dB
for areas with commerce and industry where normal
living conditions should be preserved, measured as
A-weighted peak sound pressure levels. These limits
actually relate to noise emissions but not to the
exposure of the population to noise since the number
of trains is not accounted for. For conventional railway
trains, noise standards have been under study.

Based on the noise standards, countermeasures
have been implemented against all types of noise
sources. Local government actions deriving from local
community noise ordinances have been reportedly very
effective. However, it has been recognized that the
whole noise policy needs to be reconsidered and this
seems to be underway.

9 THE AUSTRALIAN EXPERIENCE
In Australia, excessive noise is regulated in each state
by environment protection acts and by environment
protection policies. The environment protection policies
set maximum permissible noise levels for certain types

of machines during specified times as well as for
motor vehicles and control the maximum levels of
noise exposure in areas with residential uses. Local
governments, as regulatory authorities, are demanded
to enforce the noise limit values.

In South Australia, for example, the Environment
Protection (Industrial Noise) Policy 1994 established
maximumpermissiblenoise levels forbothdayandnight
in six different land zones.45 DaytimeA-weighted sound
pressure level limits are 47 dB for a rural area or 52 to
58 dB for urban residential areas, depending on other
existing uses. The corresponding limits for nighttime
are 40 dB and 45 to 50 dB. Maximum noise levels are
also defined for premises adjoining roadways carrying
more than 100 vehicles/hour ranging from 54 to 76 dB
with corrections for the distances to the road.

In New South Wales, local environmental noise
issues are managed by the Protection of the Environ-
ment Operations Act 199746 and by the Protection of
theEnvironmentOperations (NoiseControl) Regulation
2000. This document prescribes maximum noise levels
for different classes ofmotor vehicleswith specifications
for testing procedures. The Environmental Noise Crite-
ria for Road Traffic Noise set out criteria to be applied
to residential areas with maximum A-weighted sound
pressure levels of 55 dB to 60 dB during the day or 50
dB to 55 dB during the night, depending on the type of
road and on new or redevelopment area.47

In Queensland, the Environmental Protection
(Noise) Policy 1997, amended in 2003, prescribes
rules for noise labeling of various products, for noise
assessment to be used by the local authorities, and
recommendations to get the communities involved
in the protection of environmental noise.48 Planning
levels are defined. The A-weighted equivalent sound
pressure levels in front of the most exposed facades
of noise-sensitive buildings must not exceed 65 dB
(87 dB maximum single event) near railways or 60 dB
(80 dB maximum single event) near public roads. Near
an airport, Lmax must not exceed 70 dB.

10 OTHER EXPERIENCES
In Canada, provincial governments set their own noise
policies. Ottawa’s regulations are based on the Noise
ControlGuidelines of 1995.49 The city newenvironmen-
tal planprescribesmaximumA-weighted soundpressure
levels of 58 dBduring the day and 53 dBduring the night
from roads, railways, or transitways. Criteria are estab-
lished for the compatibility of land uses in the vicinity of
airports. The Noise Control By-Law of the City of Van-
couver of 1989, last amended in 2004, establishes noise
limits for noise emissions in different noise zones. For a
quiet zone, for example, the A-weighted sound pressure
level limitsvarybetween55dBand60 dBduringdaytime
and between 45 dB and 55 dB during nighttime, depend-
ing on from where the noise is emitted.50

In China, the first act concerned with noise was
the National Environment Protection Act of 1979.51

The Regulations on Prevention and Control of Envi-
ronmental Noise were approved in 1989 and updated
in 1996. Local governments were made responsible for
the implementation of noise requirements. Maximum
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noise emission levels for motor vehicles were approved
in 1979. Other criteria and standards were defined
together with noise zoning where noise limits were
established for day and for night in 1993. Residen-
tial area A-weighted sound pressure level limits are
55 dB during daytime and 45 dB during the night. For
quiet residential areas, the limits are 5 dB lower, and
for mixed areas they are 5 dB higher. The criteria are
implemented by national and local authorities.

In Hong Kong, the Noise Control Ordinance 1988
(with later amendments) is the basic regulation.52 The
Road Traffic Ordinance and the Civil Aviation (Air-
craft Noise) Ordinance requires compliance with noise
emission standards. New more stringent regulations
have been under study.

In Brazil, the state of Rio de Janeiro approved in
2004 an ordinance on urban noise.53 Of a qualitative
nature, it demands the municipalities to implement
noise assessment and noise abatement actions and sets
the basis for a future environmental noise policy.

11 FINAL DISCUSSION
Community noise ordinances of different types have
been promulgated in many cities and counties all over
the world. They need to be coordinated and consistent
with regulations at all other levels, namely regional
and national, if an effective improvement in the quality
of the sound environment is to be achieved. In a
global policy, community noise ordinances act as self-
regulation measures that are able to address noise at a
local level in a way that citizens can be drawn closer to
the actions and get more involved with their results.

Since much of the noise in a community is a local
issue, local policies and actions can produce measurable
results if a straightforward, practical, and economical
approach is set up. Simply enacting a new noise ordi-
nance, either of qualitative or quantitative nature, is not
enough, though. The noise ordinance must address the
noise problems in a clear and realistic way and must
be reasonable. All technical issues such as metrics,
standards, assessment, and inspection procedures must
be well defined. Responsible bodies must be established
together with their obligations and powers, ensuring a
capable supervision and enforcement. Efficient enforce-
ment measures and the allocation of adequate financial
and technical resources are key issues for successful
results. The provision of guides to help on the technical
issues and of rules for dissemination of information has
generally proved to be an advisable feature.

The maximum permitted noise levels defined in
noise zoning for daytime and for nighttime in recent
years are generally very close to those recommended
by the WHO, in most cases referred to the A-weighted
continuous equivalent sound pressure level.

Community noise ordinances and national noise
policies are currently being revised in many parts
of the world, generally incorporating more stringent
noise limits and criteria. Although a reduction in
noise emissions from road vehicles and aircraft has
been achieved due to successful policies in the United
States, Europe and Japan, for example, a corresponding
reduction in receiver noise values has not been so

apparent given the rise in traffic.54 The trend in the
increase of population density in urban areas must be
met with the growing citizen’s requirements for a better
quality of life. Community noise criteria and goals must
be used as tools in land-use and transport planning.55

Experience has shown that noise ordinances play a
primary role in the community noise management and
control policy.
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Jose Noé Razo Razo
Eugene I. Rivin
Jacques Roland
Oleg Rudenko
M. Saeki
Stephen Samuels
Ulf Sandberg
Dietrich Schwela
Andrew F. Seybert
Guillermo Silva-Pineda
Emil Simiu
Myles A. Simpson
Stan Skaistis
Joseph C. Slater
David O. Smallwood
Mark R. Stephenson
Paul J. R. Strange
Christian Svendsen
James Talbot
Kari M. J. Tammi
Jukka Tanttari
T. ten Wolde
David Thompson
Rupert Thornely-Taylor
Henrik W Thrane
Laszlo Timar Peregrin
Serguei Timouchev
Gregory C. Tocci
Jiri Tuma
Eric E. Ungar



REVIEWERS LIST 1535

Takashi Usuda
Steve Vanlanduit
Ian Veldman
Jan W. Verheij
Albert Visscher
Hans-Jürgen von Martens
Hiroshi Wada
Peter Wagstaff
Lily M. Wang
Semyung Wang

Alf Warnock
Simon Watkins
Holger Waubke
Ewart A. Wetherill
John Wilby
T. W. Wu
John J. Yu
George Zusman
Subhash C. Sinha



GLOSSARY

REFERENCES
1. ISO Standards

ISO 11201: Acoustics—Noise Emitted by Machinery
and Equipment—Measurement of Emission Sound
Pressure Levels at a Work Station and at Other Spec-
ified Positions Engineering Method in an Essentially
Free Field over a Reflecting Plane

ISO 11688: Acoustics—Recommended Practice for the
Design of Low-Noise Machinery and Equipment.

ISO 140: Acoustics—Measurement of Sound Insulation
in Buildings and of Building Elements

ISO 1996: Acoustics—Description, Measurement and
Assessment of Environmental Noise

ISO 1999: Acoustics—Determination of Occupational
Noise Exposure and Estimation of Noise-Induced
Hearing Impairment

ISO 226: Acoustics—Preferred Frequencies
ISO 354: Acoustics—Measurement of Sound Absorp-

tion in a Reverberation Room
ISO 3741: Acoustics—Determination of Sound Power

Levels of Noise Sources Using Sound Pres-
sure—Precision Methods for Reverberation
Rooms

ISO 3744: Acoustics—Determination of Sound Power
Levels of Noise Sources Using Sound Pres-
sure—Engineering Method in an Essentially Free
Field over a Reflecting Plane

ISO 3745: Acoustics—Determination of Sound Power
Levels of Noise Sources Using Sound Pres-
sure—Precision Methods for Anechoic and Hemi-
anechoic Rooms

ISO 3751:1988
ISO 389: Acoustics—Reference Zero for the Calibra-

tion of Audiometric Equipment
ISO 4869: Acoustics—Hearing Protectors
ISO 6081-1986 (replaced by ISO 11201-1995)
ISO 7235: Acoustics—Laboratory Measurement Pro-

cedures for Ducted Silencers and Air-Terminal
Units—Insertion Loss, Flow Noise and Total Pres-
sure Loss

ISO 7849: Acoustics—Estimation of Airborne Noise
Emitted by Machinery Using Vibration Measure-
ment

ISO 80000-8: Quantities and Units—Part 8: Acoustics
ISO 9053: Acoustics—Materials for Acoustical Appli-

cations—Determination of Airflow Resistance
ISO 9614: Acoustics—Determination of Sound Power

Levels of Noise Sources Using Sound Intensity

2. IEC Standards
IEC 61043: Electroacoustics—Instruments for the

Measurement of Sound Intensity—Measurements
with Pairs of Pressure Sensing Microphones

IEC 61260: Electroacoustics—Octave-Band and Frac-
tional-Octave-Band Filters

IEC 61672-1: Electroacoustics—Sound Level Meters—
Part 1: Specifications

3. ANSI Standards
ANSI S1.1-1994: Acoustical Terminology
ANSI S1.11: Specification for Octave-Band and

Fractional-Octave-Band Analog and Digital Filters
ANSI S1.42: Design Response of Weighting Networks

for Acoustical Measurements
ANSI S12.12: Engineering Method for the Determina-

tion of Sound Power Levels of Noise Sources using
Sound Intensity

4. ASTM Standards
ASTM E336-97 Standard Test Method for Measurement

of Airborne Sound Insulation in Buildings
ASTM C384-04 Standard Test Method for Impedance

and Absorption of Acoustical Materials by
Impedance Tube Method

ASTM C423-02 Standard Test Method for Sound
Absorption and Sound Absorption Coefficients by
the Reverberation Room Method

ASTM C634-02: Standard Terminology Relating to
Environmental Acoustics

ASTM E413-87: Classification for Rating Sound
Insulation

ASTM E492-90: Standard Test Method for Labora-
tory Measurement of Impact Sound Transmission
through Floor-Ceiling Assemblies Using the Tap-
ping Machine

ASTM E596-96 Standard Test Method for Laboratory
Measurement of Noise Reduction of Sound-Isolating
Enclosures

ASTM E989-89: Standard Classification for Determina-
tion of Impact Insulation Class (IIC)

5. Christopher L. Morfey, Dictionary of Acoustics, Aca-
demic, London, 2001.

6. U.S Department of Labor, Occupational Safety and
Health Administration, 1910.95 Appendix I—Defini-
tions (http://www.osha.gov/pls/oshaweb/owadisp.show
document&p table=STANDARDSp id=9744?).

1537Handbook of Noise and Vibration Control.   Edited by Malcolm J. Crocker  Copyright © 2007 John Wiley & Sons, Inc.



1538 GLOSSARY

7. U.S Department of Health and Human Services,
98–126, Occupational Noise Exposure (http://www.cdc.
gov/niosh/pdfs/98-126.pdf).

8. Daniel N. Lapedes, Editor-in-Chief, McGraw-Hill Dic-
tionary of Physics and Mathematics, McGraw-Hill, New
York, 1978.

9. David Crystal, A Dictionary of Linguistics and Phonet-
ics, 3rd ed., Blackwell, Oxford, UK, 1991.

10. Ingo R. Titze, Principles of Voice Production, 2nd
printing, National Center for Voice and Speech, Denver,
CO, 2000.

11. Douglas O’Shaughnessy, Speech Communications:
Human and Machine, 2nd ed., IEEE Press, New York,
2000.

12. Vibration Institute, Vibration Terminology (http://www.
vibinst.org/vglos a-e.htm).
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GLOSSARY
A-weighted sound exposure See Sound exposure.

Absorption Conversion of sound energy into
another form of energy, usually heat, when passing
through an acoustical medium or at a boundary.

Absorption area See Equivalent sound absorption
area.

Absorption factor, absorption coefficient, absor-
bance Ratio of the dissipated and transmitted sound
power to the incident sound power. In a specified
frequency band, the absorption factor is a measure of
the absorptive property of a material or surface. Also
known as (sound) absorption coefficient. Unit: none.
Symbol: α. See Dissipation factor, Transmission factor,
Reflection factor. Note: (1) The absorption factor
equals the dissipation factor plus the transmission
factor, α = δ + τ, where δ is the dissipation factor,
and τ is the transmission factor. (2) The summation
of the dissipation, transmission, and reflection factors
is unity, δ + τ + r = 1, where r is the reflection factor.

Accelerance A form of the frequency response func-
tion, which is the complex ratio of the acceleration
to the excitation force. Units: (metre per square sec-
ond) per newton [(m/s2)/N = kg−1]. See Compliance,
Mobility, Dynamic Mass. Note: The alternative term
inertance is not recommended because it has a con-
flicting interpretation. Sometimes inertance is referred
to as the reciprocal of accelerance.

Acceleration A vector quantity equal to the rate
of change of velocity. Units: metre per square second
(m/s2). See Displacement, Velocity, Jerk.

Accelerometer A transducer whose electrical output
is proportional to acceleration in a specified frequency
range.

Acoustical holography An inspection method using
the phase interference between sound waves from an
object and a reference signal to obtain an image of
reflectors in the object under test.

Acoustical trauma Ear injury caused by a sudden
and intense sound pressure that causes a degree of
permanent or temporary hearing loss.

Acoustic impedance At a specified surface, the
complex ratio of the average sound pressure over
that surface to the sound volume flow rate through
that surface. Units: pascal per (cubic metre per unit
time) [Pa/(m3/s)]. Symbol: Za . See Characteristic
impedance, Mechanical impedance, Specific acoustic
impedance. Acoustic reactance Imaginary part of
acoustic impedance. Symbol: Ra . Acoustic resistance
Real part of acoustic impedance. Symbol: Xa .

Acoustic reactance See Acoustic impedance.

Acoustic resistance See Acoustic impedance.

Acoustics Science of the production, control, trans-
mission, reception, and effects of sound and of the
phenomena of hearing.

Action level The cumulative work shift noise dose
at which hearing conservation program is mandated
by the Occupational Safety and Health Administration
(OSHA). An 8-hour time-weighted average of 85 dB
measured with A-weighting and slow response, or
equivalently, a dose of 50 percent. See Hearing
conservation Program, Noise dose.

Active control Of sound and vibration, the use of
secondary sources of excitation to cancel, or reduce, the
response of a system to given prime sources; also to
suppress self-excitation oscillations of a system that is
unstable.

Active sound control See Active control.

Active sound field A sound field in which the
particle velocity is in phase with the sound pressure.
All acoustic energy is transmitted; none is stored. A
plane wave propagating in free field is an example of
a purely active sound field.

Active vibration control See Active control.

Admittance The reciprocal of an impedance. See
Acoustic impedance, Characteristic impedance, Me-
chanical impedance, Mobility.

Airborne sound Sound that propagates though air.
See Liquid-borne sound, Structure-borne sound.

Airflow resistance A quantity defined by R = �p/
qV , where �p is the air pressure difference, in pascals,
across the test specimen; qV is the volumetric airflow
rate, in cubic metres per second, passing through the
test specimen. Units: pascal second per cubic metre
(Pa·s/m3). Symbol: R. See Specific airflow resistance.

Airflow resistivity If the material is considered
as being homogenous, a quantity defined by r =
Rs/d , where Rs is the specific airflow resistance,
in pascal seconds per metre, of the test specimen;
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d is the thickness, in metres, of the test specimen
in the direction of flow. Units: pascal second per
square metre (Pa·s/m2). Symbol: r . See Specific airflow
resistance.

Aliasing error An error in digital signal process-
ing in which high-frequency signal energy is folded
into lower frequency components due to inadequate
sampling frequency that is less than twice the maxi-
mum frequency in the signal. See Sampling theorem,
Antialiasing filter.

Alignment The fact of being in line or bringing
into line. For rotating machinery, alignment refers to
the axial continuity of machine components, such as
shaft and bearings, during operation.

Ambient noise (1) Sound present in a given
situation at a given time, in absence of that from
sources of immediate concern, usually being composed
of sound from many sources near and far. See
Background noise. (2) In underwater acoustics, the
naturally occurring acoustical environment in the
ocean, caused by wave breaking, marine life, and other
sources. (3) In sonar detection, the noise from all
unwanted sources of sound, apart from those directly
associated with the sonar equipment and the platform
on which it is mounted.

Amplitude distribution A method of representing
the amplitude (or level) variation of noise by indicating
the percentage of time that the noise level occurs in a
series of amplitude intervals.

Analog-to-digital conversion (ADC) The process
of sampling an analog signal to convert it to a
series of quantized numbers, a series that is a digital
representation of the same signal. The sampling
frequency must be at least twice as high as the
highest frequency present in the signal to prevent
aliasing errors. See Aliasing error, Nyquist frequency,
Sampling theorem.

Anechoic room A test room whose surfaces absorb
essentially all of the incident sound energy over the
frequency range of interest, thereby approximating
free-field conditions over a measurement surface. See
Semianechoic room, Free field.

Angular frequency Frequency of a periodic quan-
tity in units of radians per unit time (rad/s). Symbol:
ω. See Frequency.

Angular repetency See Wavenumber.

Annoyance A person’s internal response to a noise.
Is quantifiable (1) psychologically by rating or (2)
technically by a physical noise descriptor, for example,
the equivalent continuous A-weighted sound pressure
level LAeq,T . For a given person, usually the correlation
coefficient between descriptor and related ratings does
not exceed 0.5 due to the influence of other factors in
determining annoyance. See Noise, Rating, Equivalent
continuous A-weighted sound pressure.

Antialiasing filter An analog low-pass filter applied
to continuous analog signals prior to analog-to-
digital conversion, to eliminate frequency components
higher than one-half the sampling frequency (Nyquist
frequency). See Aliasing error, Sampling theorem,
Nyquist frequency.

Antiresonance A condition in forced vibration
whereby a specific point has zero amplitude at
a specific frequency of vibration. For a certain
frequency response function (FRF), an antiresonance
may correspond to a local minimum in the magnitude.
For a point FRF, there must be an antiresonance
between two resonances. However, different FRFs
have different antiresonances. Some FRFs have no
antiresonance. See Resonance.

Apparent sound reduction index See Sound reduc-
tion index.

Argand diagram A plot of a complex function
in which the x and y coordinates denote the real
and imaginary parts of the function. See Frequency
response function, Nyquist diagram.

Articulation index (AI) A number that specifies
the output intelligibility of a speech transmission
channel, based on the signal-to-noise ratio at the
listener. The articulation index takes values between
zero (completely unintelligible) and unity (completely
intelligible). See Intelligibility, Signal-to-noise ratio,
Privacy index.

Articulator Any of the moveable parts in and
around the vocal tract that can affect its shape, and
therefore, the speech sounds generated. The tongue is
the most important articulator; lips, teeth, and velum
are others. See Vocal tract, Articulatory.

Articulatory An articulatory model or synthesizer
uses parameters related to properties of the articulators:
for example, position of tongue tip or tongue dorsum,
degree of lip rounding, or length of the vocal tract. See
Articulator.

Attenuation coefficient Coefficient α in the spatial
attenuation factor e−αx , which describes the amplitude
reduction of a single-frequency progressive wave
with distance x, in the propagation direction. Unit:
reciprocal metre (m−1). Symbol: α. Note: the quantity
1/α is called the attenuation length, and m = 2α is
called the power attenuation coefficient.

Audibility threshold The lowest sound pressure
level, at a specified frequency, at which persons with
normal hearing can hear. Sometimes also known as
hearing threshold. See Hearing threshold.

Audio frequency Frequency of a sound in the range
normally audible to humans. Unit: hertz (Hz). Audio
frequencies range roughly from 20 Hz to 20 kHz.

Autocorrelation Function A statistical measure of
the extent to which one part of a signal is related to
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another part, offset by a given time, of the same signal.
The Fourier transform of the autocorrelation function
gives the autospectrum. See Cross-correlation function,
Power spectrum.

Autospectrum Also known as autospectral func-
tion, power spectrum. See Power spectrum, Cross spec-
trum.

A-weighted sound power level See Sound power
level.

A-weighted sound pressure level See Sound pres-
sure level.

Background noise (1) Total of all interference from
unwanted sound, independent of the sound source
being studied. See Ambient noise. (2) Undesired
signals that are always present in electrical or other
systems, independent of whether or not the desired
signal is present. Background noise may include
contributions from airborne sound, structure-borne
vibration, and electrical noise in instrumentation. Note
According to ANSI S1.1 - 1994, ambient noise
detected, measured, and recorded with the signal is
part of the background noise.

Balancing The procedure of adjusting the mass
distribution of a rotor to reduce the transverse vibration
of the rotor.

Band pressure level See Sound pressure level.

Bandwidth (1) The difference between the upper
and lower frequency limits of a frequency band. (2) Of
a signal, the range of frequencies between the upper
and lower frequency limits within which most of the
signal energy is contained. (3) Of a linear system
or transducer, the range of frequencies over which
the system is designed to operate. (4) Of a bandpass
filter, the difference in frequency between the upper
and lower cutoff frequencies. See Critical bandwidth,
Effective noise bandwidth, Half-power bandwidth.

Bearing A device that supports, guides, and reduces
the friction of motion between fixed and moving
machine parts. There are primarily two types, rolling-
element bearings and fluid-film bearings. A rolling-
element bearing consists of an inner race, an outer
race, balls or rollers, and a cage to maintain the
proper separation of the rolling elements. A fluid-
film bearing supports the shaft on a thin film of
oil or on a thin film of pressurized air. Bearing
misalignment Misalignment that results when the
bearings supporting a shaft are not aligned with each
other. The bearings may not be mounted in parallel
planes, cocked relative to the shaft, or distorted due to
foundation settling or thermal growth.

Beat A phenomenon of slow amplitude modula-
tion produced by interference between two simple
harmonic signals, when the frequency difference is
a small fraction of either frequency. Beat frequency
The frequency of the amplitude modulation, equal to

the difference in frequency between the two original
signals.

Bel (B) Unit of level in terms of logarithm to base
10, abbreviated as B. See Level, Decibel.

Bode diagram, Bode plot (1) A form of presen-
tation of a complex function, such as a frequency
response function, in two plots. One plot shows the
magnitude of the complex function against frequency,
plotted in decibels. The other plot shows the phase
of the complex function against frequency. Both plots
use the same logarithmic frequency scale on the hori-
zontal axis. See Frequency response function, Argand
diagram, Nyquist diagram. (2) Specifically for rotating
machines, a pair of two plots displaying the magnitude
and phase of a particular order component of a vibra-
tion vector. Both plots are in Cartesian format and use
the same horizontal axis, which represents rotational
speed or perturbation frequency. See Order analysis.

Boundary element method A numerical approach
for solving a boundary integral equation in which
the domain of integral is divided into subdomains
referred to as elements. An advantage of the boundary
element method is the reduction of dimensionality.
The wave equation in a three-dimensional region can
be rewritten as boundary integral equation on a two-
dimensional surface. Unlike the finite element method,
the boundary element method is based on the Green’s
function, which satisfies the governing differential
equation exactly over the domain and solves the
unknown nodal values that approximately satisfy the
boundary conditions. See Finite element method.

Bulk modulus Of a fluid or solid, the slope of the
curve of pressure plotted against the logarithm of the
density, with either adiabatic or isothermal conditions
imposed.

Center frequency The arithmetic center of a con-
stant bandwith filter or the geometric center (midpoint
on a logarithmic scale) of a constant percentage fil-
ter. See Constant bandwidth filter, Constant percentage
filter.

Cepstrum For a real signal, a nonlinear signal
processing technique that involves the inverse Fourier
transform of the logarithm of the power spectrum or
the Fourier transform of the signal. Since both the
Fourier transform and the inverse Fourier transform
are complex processes, the cepstrum is complex if the
phase information is preserved. The complex cepstrum
has the corresponding inverse complex cepstrum.
However, if the input of the inverse Fourier transform
is real, for example, the power spectrum, or the
magnitude of the Fourier transform of the signal,
the cepstrum is real. Exact definitions vary across the
literature.

Characteristic equation (1) Any equation that has
a solution, subject to specified boundary conditions,
only when a parameter occurring in it has certain
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values. (2) Specifically, the equation Au = λu, which
can have a solution only when the parameter λ has
certain values, where A can be a square matrix that
multiplies the vector u, or a linear differential or
integral operator that operates on the function u, or
in general, any linear operator operating on the vector
u in a finite or infinite dimensional vector space. Also
known as eigenvalue equation. (3) An equation that
sets the characteristic polynomial of a given linear
transformation on a finite dimensional vector space,
or of its matrix representation, equal to zero. See
Eigenvalue, Eigenvector.

Characteristic impedance Of a medium, at a point
and for a plane progressive wave, the magnitude of
the ratio of the sound pressure to the component of
the sound particle velocity, in the direction of the
wave propagation. Characteristic impedance is defined
by Zc = ρc, where ρ is the density, in kilograms
per cubic metre; c is the (phase) speed of sound, in
metres per second. Units: pascal per metre per second
[Pa/(m/s)]. Symbol: Zc. See Acoustic impedance,
Specific acoustic impedance, Mechanical impedance.

Charge amplifier An amplifier with a low input
impedance whose output voltage is proportional to the
output charge from a piezoelectric transducer.

Close-proximity (CPX) method A measurement
method used for measuring noise properties of tires
and/or road surfaces (pavements), utilizing either a
trailer with a test tire or a regular vehicle such as
an automobile, SUV, or van on which one of its
tires constitutes the test tire. Generally, at least two
microphones are placed close to the test tire. In case
of a trailer, the test tire is often covered by an enclosure
that protects the tire and the microphones from noise
from other vehicles and from air turbulence noise.
Attempts to standardize this procedure and to specify
a couple of reference tires for the CPX method are
made within the ISO as part of the ISO 11819 series
of standards. See Tire/road noise, Statistical pass-by
method.

Coherence function Of two time signals, a measure
of the degree to which the two signals are linearly
related at any given frequency. The coherence function
takes values between zero and unity.

Coincidence effect For a panel or partition, a great
reduction of the sound reduction index as a function of
frequency when the trace wave speed (speed at which
the incident wave propagates along the panel) and the
speed of the flexural wave in the panel are the same.
See Sound reduction index.

Compliance (1) The reciprocal of stiffness. Some-
times also known as flexibility. (2) A form of the
frequency response function: the complex ratio of
the displacement to the excitation force. Also known
as dynamic compliance, or receptance. See Acceler-
ance, Mobility.

Condensation In acoustics, the increase in the
density of a material under stress, divided by the
original density. See Density.

Conductance Real part of an admittance. See
Admittance, Susceptance.

Conductive hearing loss See Hearing loss.

Constant bandwidth filter A filter that has a fixed-
frequency bandwidth, regardless of center frequency.

Constant percentage filter A filter whose band-
width is a fixed percentage of center frequency, for
example, octave filter.

Correlation coefficient (1) Of two real signals, x(t)
and y(t), that are joint stationary with respect to time,
the value of the covariance function at zero time delay
Cxy(0), normalized by the standard deviations of the
two signals, σx and σy :

ρxy = Cxy(0)

σxσy

.

See Cross-correlation coefficient. (2) Of two random
variables X and Y , the normalized covariance, defined
by

ρXY = cov(X, Y )

σXσY

.

Critical bandwidth The widest frequency band
within which the perceived loudness of a band of con-
tinuously distributed random noise of constant band-
width sound pressure level is independent of its band-
width.

Critical frequency, critical coincidence frequency
Of a panel or partition, the lowest frequency at
which the coincidence effect occurs. If the panel is
orthotropic or anisotropic, the critical frequency may
vary with direction along the panel. Unit: hertz (Hz).
Symbol: fc. See Coincidence effect.

Critical speed Rotational speed of a rotating system
that corresponds to a resonance frequency of that same
system.

Cross-correlation coefficient Of two real signals
that are joint stationary with respect to time, the
normalized covariance function, defined by

ρxy = Cxy(τ)

σxσy

where Cxy(τ) is the covariance function of the two
signals x(t) and y(t), evaluated at time delay τ, and
σx and σy are the respective standard deviations. See
Correlation coefficient.

Cross-correlation function The statistical correla-
tion between two different signals as a function of rela-
tive time between the signals. The Fourier transform of
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the cross-correlation function gives the cross spectrum.
See Autocorrelation function, Cross spectrum.

Cross spectrum, cross-power spectrum A com-
plex spectrum containing the product of the power
spectra of two correlated signals. The Fourier trans-
form of the cross-correlation function. If the two time
signals are x(t) and y(t), then the cross spectrum
is Gxy(iω) = X∗(iω)Y (iω), where * denotes complex
conjugate. The cross spectrum is conjugate even. See
Cross-correlation function, Power spectrum.

Cumulative distribution A method of representing
time-varying noise by indicating the percentage of time
that the noise level is present above (or below) a series
of amplitude levels.

Damped natural frequency Frequency of free
vibration of a damped linear system. Unit: hertz (Hz).
See Natural frequency.

Damping (1) Any means of dissipating vibration
energy within a vibrating system to reduce the
amplitude of movement, or to shorten the decay
time of free vibration. (2) Of an enclosure, removal
of echoes and reverberation by the use of sound-
absorbing materials. Also known as sound proofing.
Coulomb damping Dissipation of energy that occurs
when the motion of a vibrating system is resisted by a
force whose magnitude is constant and independent
of displacement and velocity, and whose direction
is opposite to the direction of the velocity of the
system. Also known as dry friction damping. Critical
damping The minimum viscous damping that will
allow a displaced system to return to its original
position without oscillation. Damping ratio For a
system with viscous damping, the ratio of viscous
damping to critical damping. Hysteretic damping,
hysteresis damping Damping of a vibrating due to
energy dissipation through mechanical hysteresis. The
area of the hysteresis loop is a measure of damping.
Also sometimes called structural damping. Viscous
damping Dissipation of energy that occurs when the
motion of a vibrating system is resisted by a force
that has a magnitude proportional to the magnitude of
the velocity of the system and direction opposite to
the direction of the velocity of the system. Structural
damping An equivalent term for hysteretic damping.

Day average sound pressure level Time-average
sound pressure level between 0700 and 2200 hours
(15 hours). Unit: decibel (dB). Symbol: Ld . See Time-
average sound pressure level, Day–night average
sound pressure level.

Day–night average sound pressure level The 24-
hour time-average sound pressure level for a given day,
after addition of 10 dB to night levels from between
2200 and 0700 hours. Unit: decibel (dB). Symbol: Ldn.
See Time-average sound pressure level, Day average
sound pressure level.

Decade A unit of logarithmic frequency interval
from f1 to f2, defined as log10 (f2/f1). 1 decade =
3.322 octaves. See Octave.

Decibel (dB) The unit of measure for powerlike
quantities in acoustics, noise, and vibration to denote
level and level difference where the base of the
logarithm is 101/10. Abbreviated as dB. One tenth
of a Bel. One decibel is equal to the ratio 101/10 =
1.26. Multiplying powerlike quantities (such as sound
power or mean square sound pressure) by the factor
10n/10 increases the level by n decibels. Decibel
scale A linear numbering scale used to define a
logarithmic amplitude scale, in units of decibels,
thereby compressing a wide range of amplitude values
to a small set of numbers.

Degrees of freedom The minimum number of
independent coordinates required to define completely
the positions of all parts of a mechanical system at any
instant of time.

Density In continuum mechanics, the mass per unit
volume of a material. Also known as mass density.
Units: kilograms per cubic metre (kg/m3).

Diffraction A phenomenon by which the propa-
gation direction and intensity of a sound wave are
changed when it passes by an obstacle or through an
aperture if the wavelength of the sound wave is the
same size or greater than the size of the obstacle or
aperture.

Diffuse field An idealized sound field in which the
sound pressure level is the same everywhere and the
flow of energy is equally probable in all directions.

Diffuse sound Sound that is completely random in
phase; sound that appears to arrive uniformly from all
directions.

Dipole An idealized sound source consisting of
two closely spaced out-of-phase monopoles. See
Monopole, Quadrupole.

Directivity factor (1) Of a sound source, the ratio of
the far-field mean-square pressure at a given frequency
and radius, in a specified direction from the source,
to the average mean square pressure over a sphere
of the same radius, centered on the source. (2) The
ratio of the mean-square pressure (or intensity) on the
axis of a transducer, at a certain distance, to the mean-
square pressure (or intensity) that a monopole source
radiating the same power would produce at that point.

Directivity index A measure of the extent to which
a source radiates sound predominantly in one direction.
The directivity index, DIi , in the direction from a
source to microphone position i, is defined as DIi =
L∗

pi + L∗
p , where L∗

pi is the sound pressure level at
microphone position i, corrected for background noise,
L∗

p is the sound pressure level averaged over the
measurement surface, corrected for background noise.
Unit: decibel (dB). Symbol: DI.

Discrete Fourier transform (DFT) A version of
the Fourier transform applicable to a finite number
of discrete samples. For a discrete sequence x[n], its
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discrete Fourier transform is

X[k] =
N∑

n=0

x[n]e−j (2πkn/N).

X[k] is also discrete and has the same number of
samples as does x[n]. The original sequence can be
recovered from the inverse DFT:

x[n] = 1

N

N∑
k=0

X[k]ej (2πkn/N)

See Fourier transform, Fast Fourier transform.

Displacement A vector quantity that specifies the
change of position of a body, usually measured from
the rest or equilibrium position. Unit: metre (m). See
Velocity, Acceleration, Jerk.

Dissipation factor, dissipance Ratio of the dissi-
pated sound power to the incident sound power. Unit:
none. Symbol: δ. See Absorption factor, Reflection fac-
tor, Transmission factor.

Doppler effect Phenomenon evidenced by the
shift in the observed frequency from the source fre-
quency caused by relative motion between the source
and the observer. The Doppler effect is described
quantitatively by

fr = fs

1 + vr/c

1 − vs/c

where fr is the received frequency, in Hz; fs is
the source frequency, in Hz; vr is the component
of velocity relative to the medium of the receiving
point toward source, in metres per second; vs is
the component of velocity relative to the medium of
the source toward the receiving point, in metres per
second; c is (phase) speed of sound in a stationary
medium, in metres per second.

Dose See Noise dose.

Dosimeter(s) Noise dosimeters measure and store
sound pressure levels (SPL) and, by integrating these
measurements over time, provide a cumulative noise
exposure reading for a given period. Dosimeters may
also provide a time history of sound exposure that is
useful in determining contributions to the cumulative
noise exposure.

Duct silencer See Muffler.

Dynamic capability index Given by Ld = δpI0 −
K , where δpI0 is the pressure-residual intensity index,
K is selected according to the grade of accuracy
required (see the table below). Unit: decibel (dB).
Symbol: Ld . See Pressure-residual intensity index.

Bias Error Factor, K

Grade of Accuracy Bias Error Factor (dB)

Precision (grade 1) 10
Engineering (grade 2) 10
Survey (grade 3) 7

Dynamic mass Ratio of applied force amplitude
to resulting acceleration amplitude during simple har-
monic motion. Reciprocal of accelerance magnitude.
See Accelerance.

Dynamic modulus Ratio of stress to strain under
vibratory conditions. Generally a complex quantity.

Dynamic range (1) Of a transducer, the ratio of the
highest to the lowest input quantities within the linear
range of the transducer, expressed in decibels. Unit:
decibel (dB). (2) Of a spectrum analyzer, the maximum
ratio of two signals simultaneously present at the input
that can be measured to a specified accuracy, expressed
in decibels. Unit: decibel (dB). (3) Of an acoustical
variable, the ratio of the maximum and minimum
mean-square values. Unit: decibel (dB).

Dynamic stiffness Of a point-excited mechanical
system, the complex ratio of applied force to dis-
placement. It is the reciprocal of dynamic compliance.
Units: newton per metre (N/m). See Compliance.

Eccentricity Distance of the center of gravity of a
revolving body from the axis of rotation.

Effective noise bandwidth Bandwidth of an ideal
filter that would pass the same amount of power from
a white noise source as the filter described. Used to
define bandwidth of one-third octave and octave filters.

Effective perceived noise level A complex rating
used to certify aircraft types for flyover noise. Includes
corrections for pure tones and for duration of the noise.
If L(t) denotes the tone-corrected perceived noise level
as a function of time, the effective perceived noise
(EPN) level is defined as

LEPN = 10 log10

[
1

tref

∫
10L/10dt

]

The reference time used for normalization is tref =
10 s. Unit: dB re (20 µPa)2· 10 s. Symbol: LEPN. See
Noise Exposure forecast.

Eigenfrequency An alternative term for natural
frequency. See: Natural frequency, Eigenvalue.

Eigenvalue (1) Scalar λ such that T (ν) = λν, where
T is a linear operator on a vector space, and ν is
an eigenvector. Specifically, of a square matrix, any
scalar λ such that the determinant of A − λI vanishes,
where A is the matrix concerned, and I is the identity
matrix of the same size. Also known as characteristic
number, characteristic root, characteristic value. See
Eigenvector. (2) Of an acoustical system, usually refers
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to one of the values κ2
n (n = 1, 2, 3 . . .) for which the

equation describing the acoustic pressure at a specified
frequency, e.g., the Helmholtz equation (∇2 + κ2)p =
0, has a solution matching the boundary conditions.
(3) Root of a characteristic equation. Specifically, in
modal analysis, the eigenvalue of the characteristic
equation of a dynamic system is related to the square
of one of the natural frequencies of the system. See
Characteristic equation, Modal analysis.

Eigenvector (1) Nonzero vector ν whose direction
is not changed by a given linear transformation T ;
that is, T (ν) = λν for some scalar λ. Also known as
characteristic vector. See Eigenvalue. (2) Specifically,
in modal analysis an eigenvector of the characteristic
equation of a dynamic system refers to a mode shape
of the system.

Equivalent continuous A-weighted sound pressure
level Value of the A-weighted sound pressure level
of a continuous, steady sound that, within a specified
time interval T , has the same mean-square sound
pressure as a sound under consideration whose level
varies with time. It is given by

LAeq,T = 10 log10


 1

t2 − t1

t2∫

t1

p2
A(t)

p2
0

dt




where pA(t) is the instantaneous A-weighted sound
pressure of the sound signal, p0 is the reference sound
pressure (20 µPa). Unit: decibel (dB). Symbol: LAeq,T .
See Equivalent continuous sound pressure level, Sound
pressure.

Equivalent continuous sound pressure level Value
of sound pressure level of a continuous steady sound
that, within a measurement time interval T , has the
same mean-square sound pressure as a sound under
consideration which varies with time, given by

Lpeq,T = 10 log10


 1

t2 − t1

t2∫

t1

p2(t)

p2
0

dt




where t1 and t2 are the starting and ending times for the
integral, p(t) is the instantaneous sound pressure, p0
is the reference sound pressure (20 µPa). Also known
as time-averaged sound pressure level. Unit: decibel
(dB). Symbol: Lpeq,T . If the equivalent continuous
sound pressure level is A-weighted, then the symbol
is LpAeq,T , which can be abbreviated as LpA. In
general the subscripts “eq” and “T ” can be omitted.
See Sound pressure level, Equivalent continuous A-
weighted sound pressure level.

Equivalent sound absorption area (1) Of a room,
the hypothetical area of a totally absorbing surface
without diffraction effects that, if it were the only
absorbing element in the room, would give the same
reverberation time as the room under consideration.

Units: square metre (m2). Symbol: A1, for the
empty reverberation room; A2, for the reverberation
room containing a test specimen. See Sabin, Eyring
absorption coefficient. (2) Of a test specimen, the
difference between the equivalent sound absorption
area of the reverberation room with and without the
test specimen. Units: square metre (m2). Symbol: A.

Equivalent threshold level For monaural listening,
at a specified frequency, for a specified type of
transducer, and for a stated force of application of the
transducer to the human head, the vibration level, or
sound pressure level set up by that transducer in a
specified coupler or artificial ear when the transducer
is activated by that voltage that, with the transducer
applied to the ear concerned, would correspond with
the hearing threshold. Unit: decibel (dB). See Hearing
threshold (1).

Ergodic process A stationary time-dependent
stochastic process whose time average is equal to the
ensemble average.

Excitation An external force or motion applied to a
system that causes the system to respond in some way.
Force excitation The excitation force is independent
of the properties of the excited structures; an example
of this is the effect of a light and flexible source on a
relatively stiff and heavy structure. Velocity excitation
The excitation velocity is independent of the properties
of the excited structures; an example of this is a light
and flexible structure excited by a relatively massive
source.

Eyring absorption coefficient Sound absorption
coefficient attributed to a surface according to the
Eyring reverberation time equation

T = 24V ln 10

−cS ln(1 − α)

where V is the volume of the room, in cubic metres;
c is the (phase) speed of sound in air, in metres per
second; S is the total internal surface area of the room,
in square metres. Unit: none. Symbol: α.

Far field Portion of the radiation field of a sound
source in which the sound pressure level decreases
by 3 dB for each doubling of the area of the
measurement surface. This is equivalent to a decrease
of 6 dB for each doubling of the distance from a
point source. In the far field, the sound waves can
be considered locally planar, and the mean-square
pressure is proportional to the total sound power
radiated by the source.

Fast Fourier transform (FFT) A rapid numerical
technique for computing the discrete Fourier trans-
form. See Discrete Fourier transform, Fourier trans-
form.

Fast Hilbert transform A rapid numerical tech-
nique for computing the Hilbert transform. The Fourier
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transform of the Hilbert transform of x(t) is H(f ) =
−jsgn(f )X(f ), where sgn(f ) is a sign function, and
X(f ) is the Fourier transform of x(t). So the fast
Hilbert transform can be realized using the fast Fourier
transform. See Hilbert transform, fast Fourier trans-
form.

Finite element method A numerical approach
for obtaining approximate solutions to variational
problems. The domain of interest is divided into
subdomains referred to as elements. The finite element
method uses interpolation functions that satisfy the
essential boundary conditions and solves the unknown
nodal values that approximately satisfy the governing
differential equation over the domain. See Boundary
element method.

Flanking transmission Sound that travels between
a source and a receiving room along paths other than
through the partition dividing the two rooms.

Flexibility See Compliance.

Force Vector quantity that causes a massive body
to accelerate, equal to the time rate of change of
momentum of the body. See Newton.

Force excitation See Excitation.

Forced vibration, forced oscillation Response of
a system caused by external excitation. See Free
vibration.

Formant (1) Noun. A resonance of the vocal tract.
The frequencies of the formants are determined in large
part by the vocal tract shape; changes in the shape
change the frequencies and so result in different speech
sounds. See Vocal tract. (2) Adjective. A formant
synthesizer uses parameters related to the formant
frequencies and bandwidths of different speech sounds.

Fourier transform A mathematical operation for
decomposing a time function x(t) into its frequency
components (amplitude and phase) given by

X(f ) =
∞∫

−∞
x(t)e−j2πf t dt

The inverse Fourier transform is

x(t) =
∞∫

−∞
X(f )ej2πf t df

See Discrete Fourier transform, Spectrum, Fast Fourier
transform, Power spectrum.

Free field A sound field in a homogeneous, isotropic
medium free of boundaries. In practice, it is a field in
which reflections at the boundaries are negligible in
the frequency range of interest. See Free field over a
reflecting plane, Diffuse field.

Free field over a reflecting plane A sound field in
a homogeneous, isotropic medium in the half-space
above an infinite, rigid plane surface on which the
source is located. See Free field.

Free vibration, free oscillation A phenomenon
that occurs in a mechanical system when it vibrates
in the absence of external excitation. Free vibration
consists of natural modes of the system, each vibrating
at a natural frequency. See Forced vibration, Natural
frequency, Normal mode of vibration.

Frequency The number of cycles of a periodic
phenomenon per unit time interval. It is the reciprocal
of the period. Unit: hertz (Hz). Symbol: f . See Angular
frequency, Period, Hz.

Frequency response function (FRF) Of a linear
time-invariant system, the complex ratio of the Fourier
transforms of the output signal to the input signal.
Mathematically, the frequency response function is the
Fourier transform of the impulse response function.
By extension, the frequency response function can be
used for any two linearly related signals. See Impulse
response function, Transfer function.

Frequency weighting Modification of the spectrum
of an acoustical signal by means of an analog or
digital filter having one of the standardized response
characteristics known as A, B, C, etc., defined in
IEC 61672-1. The A-weighting filter is the one most
commonly used. See Weighting network.

Fundamental frequency The lowest natural fre-
quency of a dynamic system. See Natural frequency.

Ground effect In outdoor sound propagation, the
influence of the sound reflected from a surface on
horizontal propagation of sound traveling directly from
source to receiver. Over distances of 25 m and above,
this can be significant at audio frequencies, particularly
when reflection at near-grazing angles is involved.

Group speed of sound Travel speed of the energy
of a sound wave through a medium, given by cg =
dω/dk, where ω is the angular frequency, in radians
per second; k is the wavenumber, in reciprocal metre.
Units: metre per unit time (m/s). Symbol: cg . See Phase
speed of sound.

Half-power bandwidth (1) Of a resonance response
curve in which the squared gain factor of a linear
system is plotted against frequency, the frequency
separation between the 3-dB down points on the two
sides of the resonance peak, at which the curve is at
half of its peak value. (2) Of a signal with a peaked
power spectrum, the frequency separation between the
points on two sides of the spectral peak where the
spectrum level is 3 dB less than the peak value. See
Bandwidth.

Hand-transmitted vibration Vibration transmitted
to the hand, often from powered hand tools.
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Harmonic A frequency component whose fre-
quency is an integer multiple of the fundamental fre-
quency of a periodic quantity to which it is related.

Hearing conservation program A system to iden-
tify noise-exposed workers, and to monitor their expo-
sure and audiometric function.

Hearing loss Increase in the threshold of audi-
bility due to disease, injury, age, or exposure to
intense noise. See Presbyacusis. Conductive hear-
ing loss Hearing loss caused either by blockage of
the external ear or by disease or damage in the
middle ear, so that the signal amplitude reaching
the inner ear is reduced. Noise-induced hearing
loss (NIHL) Cumulative hearing loss associated with
repeated exposure to noise. Sensorineural hearing
loss Hearing loss due to a lesion or disorder of the
inner ear or of the auditory nervous system. Nonoc-
cupational hearing loss Hearing loss that is caused
by exposures outside of the occupational environ-
ment.

Hearing threshold (1) For a given listener and
specific signal, the minimum sound pressure level
that is capable of evoking an auditory sensation in
a specified function of trials. Sound reaching the
ears from other sources is assumed to be negligible.
See Audibility threshold, Masking. (2) The level of a
sound at which, under specified conditions, a person
gives a predetermined percentage of correct detection
responses on repeated trials.

Hearing threshold level (HTL) For a specified
signal, amount in decibels by which the hearing
threshold for a listener, for either one or two ears,
exceeds a specified reference equivalent threshold
level. Unit: decibel (dB). See Equivalent threshold
level, Hearing threshold (1).

Helmholtz resonator Hollow, rigid-walled cavity
filled with gas or liquid and having a small opening
called the neck. Its fundamental frequency f0 is
approximated by

f0 = c

2π

√
A

LV

where c is the (phase) speed of sound, in metres per
second, A and L are the cross-sectional area, in square
metres and effective length, in metres, of the neck,
and V is the cavity volume, in cubic metres. See
Muffler.

Hertz (Hz) A unit of frequency measurement,
representing cycles per second. See Frequency.

Hilbert transform A mathematical transform that
shifts the phase of each frequency component of the
instantaneous spectrum by 90◦ without affecting the
magnitude. For a time signal x(t), its Hilbert transform

is defined as

h(t) = H {x(t)} = 1

π

+∞∫

−∞

x(τ)

t − τ
dτ

See Fast Hilbert transform, Fourier transform.

Ideal filter A filter having a rectangularly shaped
characteristic: unity amplitude transfer within its
passband and zero transfer outside its passband.

Impact Excitation of a structure with a force pulse,
for example, by using an impact hammer.

Impact insulation class (IIC) A single number
representing 110 dB minus the normalized impact
sound index. See Normalized impact sound index.

Impact sound pressure level In architectural acous-
tics, average sound pressure level in a specified fre-
quency band in the receiving room under a test floor
being excited by the standardized impact sound source
specified in ASTM E492-90. Unit: decibel (dB). See
Normalized impact sound index, Impact insulation
class. Normalized impact sound pressure level For
a specified frequency band, average sound pressure
level in decibels due to the standardized impact sound
source, plus 10 times the logarithm to the base 10 of
the ratio of the Sabine absorption in the receiving room
to the reference Sabine absorption of 10 metric sabins.

Impedance tube A uniform rigid-walled tube with
a sound generation device, for example, loudspeaker,
at one end to excite plane sound waves. When such a
tube is terminated by a sample of material, the acoustic
impedance (or the absorption factor) of the material
can be determined using a traversing microphone or
two fixed microphones. Also known as standing-wave
tube or Kundt’s tube.

Impulse response function Of a linear time-
invariant system, the function that gives the system
output when the input is an impulse function (Dirac’s
delta function) at time t = 0. Its Fourier transform is
the frequency response function of the system. For any
other type of input, the system output is determined
by the convolution between the input and the impulse
response function. See Frequency response function.

Infrasound Sound at frequencies below the audible
range, generally below about 20 Hz.

Insertion loss (1) Of a silencer or other sound
reduction element, in a specified frequency band, the
decrease in sound pressure level, measured at the
location of the receiver, when the sound reduction
element is inserted in the transmission path between
the source and the receiver. Unit: decibel (dB). (2)
Of a silencer or other sound reduction element, in a
specified frequency band, the decrease in sound power
level, measured when the sound reduction element is
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inserted in the transmission path between the source
and the receiver. Unit: decibel (dB).

Instantaneous sound intensity Instantaneous rate
of flow of sound energy per unit area in the direction
of the local instantaneous acoustic particle velocity.
This is a vector quantity that is equal to the product
of the instantaneous sound pressure at a point and the
associated particle velocity: I(t) = p(t) · u(t), where
p(t) is the instantaneous sound pressure at a point,
and u(t) is the associated particle velocity. Units:
watt per square metre (W/m2). Symbol: I(t). See
Sound intensity. Note: The sound intensity is generally
complex. The real part is the propagating part of the
sound field (sometimes called the active part). The
imaginary part is the nonpropagating part of the sound
field (sometimes called the reactive part).

Integrator A device the output of which is the
integrated input. For noise and vibration applications,
the integrator is generally an electrical device, used to
convert a signal proportional to a vibratory acceleration
to one that is proportional to velocity or displacement,
or to convert a signal proportional to a vibratory
velocity to one that is proportional to displacement.

Intelligibility, speech intelligibility Of speech in
a particular listening environment, a qualitative term
that describes the ability of the acoustical environment
to transmit speech intelligibly, usually expressed
relative to perfect listening conditions. Intelligibility
can be quantified for a particular speech sample
by asking listeners to record their interpretation of
what they hear and processing the data to obtain
the percentage syllable articulation. See Percentage
syllable articulation, Articulation index.

Intensity See Instantaneous sound intensity, Sound
intensity.

Isolation Resistance to the transmission of sound
or vibration by materials and structures. Vibration
isolation Reduction, usually attained by the use of
a resilient coupling, in the vibration of a system in
response to mechanical excitation.

Jerk A vector quantity that specifies time rate of
change of acceleration. Units: metre per second-cubed
(m/s3). See Displacement, Velocity, Acceleration.

Leakage See Spectral leakage error.

Level Logarithm of the ratio of a powerlike quantity
to a reference quantity of the same kind. The base of
the logarithm, the reference quantity, and the kind of
level shall be specified.

Level difference In architectural acoustics, in a
specified frequency band, the difference in the space
and time-average sound pressure levels produced in
two rooms by one or more sound sources in one of
them: D = L1 − L2, where L1 is the average sound
pressure level in the source room, L2 is the average

sound pressure level in the receiving room. Also
known as noise reduction. Unit: decibel (dB). Symbol:
D or NR. See Sound reduction index. Standardized
level difference The level difference corresponding
to a reference value of the reverberation time in the
receiving room, given by DnT = D + 10 log10(T /T0),
where D is the level difference, T is the reverberation
time in the receiving room, and T0 is the reference
reverberation time. Unit: decibel (dB). Symbol: DnT .
Note: For dwellings, T0 = 0.5 s . The standardizing of
the level difference corresponding to the reverberation
time in the receiving room of T0 = 0.5 s is equivalent
to standardizing the level difference with respect to an
equivalent absorption area of A0 = 0.32V , where A0
is the equivalent absorption area, in square metres, and
V is the volume of the receiving room, in cubic metres.

Linearity A characteristic that satisfies the super-
position property. (1) Of a system, if two separate
inputs x1 and x2 produce respective outputs y1 and
y2, then the combined input x1 + x2 produces an out-
put y1 + y2; if input x produces output y, then input
ax (where a is a constant) produces output ay. (2) Of
an operator L, it satisfies L(x1 + x2) = L(x1) + L(x2)
and L(ax) = aL(x), where x1 and x2 are variables on
which the operator L acts, and a is a constant. (3) Of
an equation, two solutions can be added, or a solution
can be multiplied by a constant, the result is also a
solution. See Nonlinearity.

Liquid-borne sound Sound that propagates through
a liquid. See Airborne sound, Structure-borne sound.

Loss factor A measure of the damping capability
of a system. For viscous damping, the loss factor
is twice the damping ratio. The loss factor may
appear in different forms, for example, internal loss
factor, radiation loss factor, or coupling loss factor.
See Damping.

Loudness The attribute of auditory sensation in
terms of which sounds may be ordered on a scale
extending from soft to loud. See Sone, Rating,
Magnitude scaling.

Loudness level Of a given sound, the sound
pressure level of a reference sound, consisting of
a sinusoidal plane progressive wave of frequency
1000 Hz coming from directly in front of the listener,
which is judged by otologically normal person to be
equally loud to the given sound. Unit: phon. See Phon.

Magnitude scaling A method to quantify psycho-
logical variables. Typically, a fixed physical stimulus
is provided that evokes a perceptual strength to be
taken as an internal standard (unit). The subject is
requested to assess the ratio of the perceptual strength
of an unknown stimulus with respect to that internal
standard. See Rating, Loudness, Sone.

Masking (1) The process by which the threshold of
audibility of one sound is raised by the presence of
another (masking) sound. (2) The amount by which
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the hearing threshold level is so raised, expressed in
decibels.

Mechanical impedance (1) At a surface, the ratio
of the total force on the surface to the component of
the average sound particle velocity at the surface in the
direction of the force. Called driving point impedance
if force and velocity are measured at the same point
and in the same direction, otherwise called trans-
fer impedance. Units: newton per metre per second
[N/(m/s)]. Symbol: Zm. (2) A form of the inverse fre-
quency response function, which is the complex ratio
of the excitation force to the velocity response. See
Acoustic impedance, Characteristic impedance, Spe-
cific acoustic impedance, Mobility.

Microphone Transducer that converts a sensed
sound pressure signal to an electric output signal, with
minimal distortion over its designed frequency range.

Mobility (1) An alternative term for mechanical
admittance. (2) The ratio of the following complex
quantities:

Mechanical mobility ZM = velocity across/
force through

Rotational mobility ZR = angular velocity across/
torque through

Acoustic mobility ZA = volume velocity across/
sound pressure through

See Admittance, Accelerance, Compliance, Mechani-
cal impedance, Acoustic impedance.

Modal analysis Process of determining the mode
shapes and associated parameters, natural frequencies,
and damping. Modal mass In modal analysis, of a
particular mode of a dynamic system, an element in the
generalized mass matrix. For mass-normalized mode
shapes, the modal mass is unity. Modal stiffness In
modal analysis, of a particular mode of a dynamic
system, an element in the generalized stiffness matrix.
For mass-normalized mode shapes, the modal stiffness
is equal to the eigenvalue of the characteristic equation
of the system. See Eigenvalue. Mode shape A pattern
of vibration exhibited by a structure at a natural
frequency. Generally, described as a vector of values,
defining the relative displacement amplitudes and
phases of each point on the structure at a specified
natural frequency. See Eigenvector.

Modal density For a given system, the average
number of modal resonances per unit interval of
frequency. Unit: reciprocal hertz (1/Hz).

Mode of vibration Characteristic pattern assumed
by a system undergoing vibration in which the motion
of every particle is simple harmonic with the same
frequency. See Normal mode of vibration.

Mode shape See Modal analysis.

Monopole An idealized sound source that is concen-
trated at a single point in space. A monopole can be

represented by a pulsating sphere producing spherical
wave fronts. See Dipole, Quadrupole.

Muffler, duct silencer Device designed to reduce
the level of sound transmitted along a duct system.

Natural frequency Frequency of free vibration of
a system. If the system is damped, then the natural
frequency is the damped natural frequency. Unit: hertz
(Hz). See Damped natural frequency, Eigenvalue, Free
vibration.

Near field The portion of the radiation field of a
sound source that lies between the source and the far
field. See Far field.

Neper (Np) A unit of level of a field quantity in
terms of logarithm on the Napierian base e ≈2.7183,
and unit of level of powerlike quantity when the base
of the logarithm is e2.

Newton (N) A unit of force. The force of one
newton accelerates a 1 kg mass at 1 m/s2. See Force,
Acceleration.

Night average sound pressure level Time-average
sound pressure level between 2200 and 0700 hours
(9 hours). Unit: decibel (dB). See Day average sound
pressure level, Day–night sound pressure level, Equiv-
alent continuous sound pressure level.

Node (1) A point, curve, or surface, on a vibrating
structure or in a fluid volume that remains stationary.
See Standing wave. (2) A grid point in the discrete
model of a structure.

Noise (1) Undesired, unpleasant sound. See Peri-
odic noise, Random noise, Tonal noise, Pink noise,
White noise. (2) Erratic, unwarranted disturbance, for
example, electrical noise.

Noise dose (1) According to the definition given
by Occupational Safety and Health Administration
(OSHA), the ratio, expressed as a percentage of (1) the
time integral, over a stated time or event, of the 0.6
power of the measured “S” (slow) exponential time-
averaged, squared A-weighted sound pressure and
(2) the product of the criterion duration (8 hours) and
the 0.6 power of the squared sound pressure corre-
sponding to the criterion sound pressure level (90 dB).
(2) According to the definition given by the National
Institute for Occupational Safety and Health (NIOSH),
the percentage of actual exposure relative to the
amount of allowable exposure, and for which 100 per-
cent and above represent exposures that are hazardous.
The noise dose is calculated using: D = ∑n

i=1 Ci/Ti ×
100%, where Ci is the total time of exposure at a spec-
ified noise level, and Ti is the exposure time at which
noise for this level becomes hazardous.

Noise emission level A-weighted sound pressure
level measured at a specified distance and direc-
tion from a noise source, in an open environment,
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above a specified type of surface. Generally fol-
lows the recommendation of a national or industry
standard.

Noise exposure forecast (NEF) A complex crite-
rion for predicting future noise impact of airports. The
computation considers effective perceived noise level
of each type of aircraft, flight profile, number of flights,
time of day, etc. Generally used in plots of NEF con-
tours for zoning control around airports. See Effective
perceived noise level.

Noise exposure level The level given by LEX,8h =
LAeq,Te

+ 10 log10(Te/T0), where Te is the effective
duration of the working day, in hours; T0 is the
reference duration (=8 hours); LAeq,Te

is the A-
weighted equivalent sound pressure level during the
time interval Te. If Te does not exceed 8 hours,
LEX,8h is numerically equal to LAeq,8h. Unit: decibel
(dB). Symbol: LEX,8h. See Equivalent continuous
A-weighted sound pressure level, Sound exposure.
Note: The noise exposure level LEX,8h may be
calculated from the A-weighted sound exposure EA,Te

,
in pascal-squared second (Pa2·s), using the following
formula:

LEX,8h = 10 log10
EA,Te

1.15 × 10−5

where the reference sound exposure is 1.15 × 10−5

Pa2·s.
Noise immission level (NIL) A measure of cumu-
lative A-weighted sound exposure during a person’s
lifetime, based on a modification of the noise exposure
level concept. The reference sound exposure is chosen
in such a way that after working for N years in an envi-
ronment with a constant A-weighted sound pressure
level LA, a person who works a typical 1740 hours
per year will have a cumulative noise immission level
given by NIL = LA + 10 log10 N , assuming that per-
son’s leisure time exposure and previously cumulated
work exposure are negligible. The equation implies a
reference sound exposure of E0 = 2.5 × 10−3 Pa2·s,
i.e., (1740/8) times the reference sound exposure used
for noise exposure level. Unit: decibel (dB). Sym-
bol: NIL. See Noise exposure level, Sound exposure
level.

Noise reduction coefficient (NRC) Arithmetic
average of the sound absorption coefficients of a
material at 250, 500, 1000, and 2000 Hz.

Noise reduction (NR) An alternative term for level
difference. See Level difference, Sound reduction
index.

Noise reduction rating (NRR) A single-number
rating that indicates the noise reduction capabilities of
a hearing protector. Unit: decibel (dB).

Noise-induced hearing loss (NIHL) See Hearing
loss.

Nonlinearity Characteristic that does not satisfy
linearity. See Linearity.

Normal mode of vibration Mode of free vibration
of an undamped system. See Eigenvector.

Normal sound intensity Component of the sound
intensity in the direction normal to a measurement
surface defined by the unit normal vector n : In = I · n.
Units: watt per square metre (W/m2). Symbol: In. See
Sound intensity.

Normal sound intensity level Logarithmic measure
of the unsigned value of the normal sound intensity
|In|, given by: LIn

= 10 log10 |In|/I0, where I0 is the
reference sound intensity and is 10−12 W/m2. When
In is negative, the level is expressed as (−) XX dB,
except when used in the evaluation of residual intensity
index. Unit: decibel (dB). Symbol: LIn

. See Normal
sound intensity, Sound intensity.

Normalized impact sound index (NISI) A single-
number rating of normalized impact sound pressure
level for 16 successive one-third octave bands from
100 to 3150 Hz inclusive. The calculation procedure
is specified in ASTM E989-89. Unit: decibel (dB). See
Impact sound pressure level, Impact insulation class.

Normalized impact sound pressure level See
Impact sound pressure level.

Noy A linear unit of noisiness to quantify the
annoyance potential of complex sound. See Perceived
noisiness, Sone.

Nyquist diagram, Nyquist plot A plot of the
real part versus the imaginary part of the frequency
response function. For a single-degree-of-freedom
system, the Nyquist plot is a circle. See Argand
diagram, Bode diagram, Frequency response function.

Nyquist frequency One-half the sampling fre-
quency in analog-to-digital conversion, which is the
theoretical maximum frequency that can be correctly
sampled. See Sampling theorem, Aliasing error.

Octave A unit of logarithmic frequency interval
from f1 to f2, defined as log2(f2/f1). 1 octave =
0.301 decade. See Decade.

Octave band A frequency band whose upper and
lower frequency limits are in the ratio of 2. See One-
third octave band.

Octave filter A filter whose upper and lower
passband limits are in the ratio of 2 and centered at one
of the preferred frequencies given in ISO 266. Should
meet the attenuation characteristic of IEC 61260 and
ANSI S1.11–1986.

One-third octave band A frequency band whose
upper and lower frequency limits are in the ratio of
21/3.
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One-third octave filter A filter whose upper and
lower passband limits are in the ratio of 21/3 and
centered at one of the preferred frequencies given in
ISO 266. Should meet the attenuation characteristics
of IEC 61260 and ANSI S1.11–1986.

Order analysis A form of frequency analysis,
used with rotating machines where the amplitudes of
signal frequency components are plotted as a function
of multiples of the rotational speed. The frequency
component with frequency of n times the rotational
speed is called the nth order, generally symboled as
nX.

Ototoxic chemical Chemical that causes damage
specifically to the cochlea, the auditory nerve, or
vestibular system, which impairs the ability to hear.
For example, organic solvents, lead, and mercury are
ototoxic.

Particle velocity Velocity of a medium particle
about it rest positions, usually due to a sound wave.
Units: metre per second (m/s).

Pascal (Pa) A unit of pressure corresponding to a
force of 1 newton acting uniformly upon an area of 1
square metre. 1 Pa = 1 N/m2.

Passband Of a filter, the frequency range over an
the frequency response function has a magnitude close
to unity.

Perceived noise level (PNL) A frequency-weighted
sound pressure level obtained by a stated procedure
that combines the sound pressure levels in the 24
one-third octave bands with midband frequencies from
50 Hz to 10 kHz. Unit: decibel (dB). Symbol: LPN. See
Perceived noisiness.

Perceived noisiness, noisiness Prescribed function
of sound pressure levels in the 24 one-third octave
bands with nominal midband frequencies from 50 Hz
to 10 kHz that is used in the calculation of the
perceived noise level. Unit: noy. See Noy.

Percentage syllable articulation In a given speech
sample presented to a listener, the percentage of
syllables that are heard correctly. See Intelligibility,
Articulation index.

Percentile level A-weighted sound pressure level
obtained by using time-weighting “F” (see IEC 61672-
1) that is exceeded for N% of the time interval
considered. Unit: decibel (dB). Symbol: LAN,T , for
example, LA95,1h is the A-weighted level exceeded for
95% of one hour.

Period The smallest interval (of time or distance)
over which an oscillation repeats itself.

Periodic noise A noise event that is periodically
repeated. Typical sources of periodic noise are gear
wheels and piston machines.

Periodic vibration Oscillatory motion whose ampli-
tude pattern is repeated after fixed increments of time.

Permissible exposure level (PEL) Regulatory limit
of sound exposure. The OSHA (Occupational Safety
and Health Administration) PEL is a noise dose of 1.0
based on 8-hour A-weighted sound exposure level at
90 dB with a 5 dB exchange rate. European PEL is
generally 8-hour A-weighted sound exposure level at
85 dB with a 3-dB exchange rate.

Phase speed of sound Travel speed of the phase of
a sound wave through a medium, given by c = ω/k,
where ω is the angular frequency, in radians per
second; k is the wavenumber, in reciprocal metre.
Units: metre per second (m/s). Symbol: c. See Group
speed of sound.

Phon Unit of loudness level of a sound. It is
numerically equal to the sound pressure level of a 1-
kHz free progressive wave that is judged by reliable
listeners to be as loud as the unknown sound. See
Loudness level.

Phone Acoustic realization of a phoneme. Phones
can represent the variation in pronunciation of a
phoneme, due to context, dialect, speaking style,
or rate, that does not cause a change in meaning.
See Phoneme.

Phoneme The minimal sound unit in a language that
can change meaning of a word. Each language has its
own set of phonemes, which vary both in number of
phonemes, from 15 to over 100, and in the sounds
included. See Phone.

Pink noise A broadband random noise whose power
spectrum is inversely proportional to frequency (−3
dB per octave or −10 dB per decade), thus giving it a
constant power spectrum per octave or one-third octave
band. See Random noise, White noise.

Power spectrum Magnitude square of frequency
spectrum. Also known as autospectrum. The power
spectrum is real and even. See Autocorrelation func-
tion, Power spectrum density, Cross spectrum.

Power spectrum density, power spectral density
Limit of the power of a signal (displacement, velocity,
acceleration, etc.) divided by bandwidth, as the
bandwidth approaches zero. See Power spectrum.

Power spectrum level The level of the power in a
band 1 Hz wide referred to a given reference power.

Power unit noise Unwanted sound generated by
the propulsion system of a road vehicle, except the
tires; such sources including, e.g., engine, air intake,
exhaust silencer, transmission, and fan. Other terms
sometimes (but incorrectly and inconsistently) used for
this include power train noise and drive train noise.
Also known as propulsion noise. See Tire/road noise.
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Preferred frequencies A set of standardized octave
and one-third octave center frequencies defined by ISO
266, DIN 45 401, and ANSI S1.6–1967.

Presbyacusis, presbycusis Progressive hearing im-
pairment with age, in the absence of other identifiable
causes. See Hearing loss.

Pressure-residual intensity index Of a sound
intensity measurement device, the difference between
the indicated sound pressure level Lp and the indicated
sound intensity LI when the device is placed and
oriented in a sound field such that the sound intensity
is zero: δpI0 = Lp − LI . Details for determining the
pressure-residual intensity index are given in IEC
61043. Unit: decibel (dB). Symbol: δpI0 . See Dynamic
capability index.

Privacy index, speech privacy index (PI) A num-
ber that is a measure of speech privacy or lack
of speech intelligibility. The privacy index is calcu-
lated from the articulation index (AI): PI = (1 − AI) ×
100%. See Articulation index.

Quadrupole An idealized sound source consisting
of four closely spaced monopoles with adjacent mono-
poles out-of-phase.

Quality factor, Q factor Of a lightly damped linear
system, a measure of the sharpness of a peak in the
frequency response, which is equal to the reciprocal
of the loss factor of the corresponding vibration mode.
See Loss factor, Half-power bandwidth.

Radiation efficiency, radiation factor The ratio of
the sound power radiated by a vibrating surface, with a
given time-mean-square velocity, to the sound power,
which would be emitted as a plane wave by the same
vibrating surface with the same vibration velocity. The
radiation factor is given by the following equation:

σ = PS

ρcSSv2

where PS is the airborne sound power emitted by the
vibrating surface, ρc is the characteristic impedance
of air, SS is the area of the vibrating surface, and
v2 is the squared rms value of the vibratory velocity
averaged over the area SS . Unit: none. Symbol: σ.
See Sound power, Characteristic impedance, Vibratory
velocity.

Radiation impedance A generic term for the
impedance presented to a vibrating surface by the
adjacent acoustical medium. Units: newton per metre
per second [N/(m/s)]. Symbol: Zr . Also known as
fluid loading impedance. Its real part is the radiation
resistance from which the emitted sound power is
obtained by multiplying it by the mean-square velocity
of the body. Symbol: Rr . The imaginary part is called
the radiation reactance. Symbol: Xr . See Acoustic
impedance, Mechanical impedance.

Random noise Stationary noise whose instanta-
neous amplitude cannot be specified at any given
instant of time. Instantaneous amplitude can only be
defined statistically by an amplitude distribution func-
tion. See Pink noise, White noise.

Random vibration Vibration whose instantaneous
amplitude cannot be specified at any given instant of
time. The instantaneous amplitude can only be defined
statistically by a probability distribution function
that gives the fraction of the total time that the
amplitude lies within specified amplitude intervals.
Random vibration contains no periodic or quasi-
periodic constituents. Pseudo, periodic, and burst
random are special forms.

Rating A method to quantify psychological vari-
ables, such as annoyance, loudness, and others. Typi-
cally, the subject is requested to choose one out of sev-
eral locations on a scale labeled, for instance, from 0 to
10, whereby the selected location indicates the strength
of the internal response. See Annoyance, Loudness.

Rayleigh’s criterion In thermoacoustics, a neces-
sary condition for the onset of instability, in an irrota-
tional flow at low Mach number that contains a com-
pact heat source of time-varying output Q(t). It states
that oscillations can become unstable when the heat
input is in phase with the local sound pressure p(t), at
any given frequency. A more precise statement appli-
cable to nonlinear oscillation is that instability requires∮

p(t)Q(t) dt > 0 (integral over one cycle).

Reactance The imaginary part of an impedance. See
Acoustic impedance, Mechanical impedance, Resis-
tance.

Reactive sound field Sound field in which the
particle velocity is 90◦ out of phase with the pressure.
An ideal standing wave is an example of this type
of field, where there is no net flow of energy and
constitutes the imaginary part of a complex sound field.
See Standing wave.

Receptance An alternative term for dynamic com-
pliance. See Compliance (2).

Reflection coefficient The ratio of the reflected
sound pressure amplitude to the pressure amplitude of
the sound wave incident on the reflecting object. Unit:
none. Symbol: ra .

Reflection factor, reflectance The ratio of the
reflected sound power to the incident sound power.
Unit: none. Symbol: r . See Absorption factor, Dissi-
pation factor, Transmission factor.

Refraction A phenomenon by which the propaga-
tion direction of a sound wave is changed when a
wavefront passes from one region into another region
of different phase speed of sound.

Repetency See Wavenumber.
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Resistance The real part of an impedance. See
Acoustic impedance, Mechanical impedance, Radia-
tion impedace, Reactance.

Resolution The smallest change or amount a
measurement system can detect.

Resonance Conditions of peak vibratory response
where a small change in excitation frequency causes a
decrease in system response.

Resonance frequency Frequency at which reso-
nance exists. Unit: Hz.

Response Motion or other output resulting from an
excitation, under specified conditions. See Excitation.

Reverberant sound field Portion of the sound field
in the test room over which the influence of sound
received directly from the source is negligible.

Reverberation Persistence of sound in an enclosure
after a sound source has stopped.

Reverberation room A room with low absorption
and long reverberation time, designed to make the
sound field therein as diffuse as possible.

Reverberation time Of an enclosure, for a given
frequency or frequency band, the time required for the
sound pressure level in an initially steady sound field to
decrease by 60 dB after the sound source has stopped.
Unit: second (s).

Room constant A quantity used to describe the
capability of sound absorption of an enclosure, deter-
mined by R = Sα/(1 − α), where S is the total internal
surface area of the enclosure, in square metres; α is the
average sound absorption coefficient of the enclosure.
Units: square metre (m2). Symbol: R.

Root mean square (rms) The square root of the
arithmetic average of a set of squared instantaneous
values.

Sabin, metric sabin A measure of sound absorption
of a surface. One metric sabin is equivalent to 1 square
metre of perfectly absorptive surface. See Absorption,
Equivalent sound absorption area.

Sampling theorem Theorem that states that if a
continuous time signal is to be completely described,
the sampling frequency must be at least twice the
highest frequency present in the original signal. Also
known as Nyquist theorem, Shannon sampling theorem.

Scaling See Magnitude scaling, Rating.

Semianechoic field See Free field over a reflecting
plane.

Semianechoic room A test room with a hard,
reflecting floor whose other surfaces absorb essentially
all the incident sound energy over the frequency range
of interest, thereby affording free-field conditions
above a reflecting plane. See Anechoic room, Free field
over a reflecting plane.

Sensitivity (1) Of a linear transducer, the quotient
of a specified quantity describing the output signal by
another specified quantity describing the corresponding
input signal, at a given frequency. (2) Of a data
acquisition device or spectrum analyzer, a measure of
the device’s ability to display minimum level signals.
(3) Of a person, with respect to a noise, the extent of
being annoyed.

Sensorineural hearing loss See Hearing loss.

Shock Rapid transient transmission of mechanical
energy.

Shock spectrum Maximum acceleration experi-
enced by a single-degree-of-freedom system as a func-
tion of its own natural frequency in response to an
applied shock.

Signal-to-noise ratio (SNR) In a signal consisting
of a desired component and an uncorrelated noise
component, the ratio of the desired-component power
to the noise power. For a signal x(t), if x(t) =
s(t) + n(t), where s(t) is the desired signal, and n(t)
is noise, then the signal-to-noise ratio is defined as
SNR = 10 log10〈s2〉/〈n2〉, where 〈〉 indicates a time
average.

Significant threshold shift Shift in hearing thresh-
old, outside the range of audiometric testing variabil-
ity (±5 dB), that warrants followup action to prevent
further hearing loss. The National Institute of Occupa-
tional Safety and Health (NIOSH), defines significant
threshold shift as an increase in the hearing threshold
level of 15 dB or more at any frequency (500, 1000,
2000, 3000, 4000, or 6000 Hz) in either ear that is
confirmed for the same ear and frequency by a sec-
ond test within 30 days of the first test. See Hearing
threshold level.

Silencer Any passive device used to limit noise
emission.

Simple harmonic motion Periodic motion whose
displacement varies as a sinusoidal function of time.

Single-event sound pressure level Time-integrated
sound pressure level of an isolated single sound event
of specified duration T (or specified measurement
time T ) normalized to T0 = 1 s. It is given by the
formula:

Lp,1s = 10 log10


 1

T0

T∫

0

p2(t)

p2
0

dt




= Lpeq,T + 10 log10

(
T

T0

)
dB,

where p(t) is the instantaneous sound pressure, p0 is
the reference sound pressure, and Lpeq,T is the equiv-
alent continuous sound pressure level. Unit: decibel
(dB). Symbol: Lp,1s.

Sone A linear unit of loudness. One sone is the
loudness of a pure tone presented frontally as a
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plane wave of 1000 Hz and a sound pressure level of
40 dB, referenced to 20 µPa. See Loudness, Magnitude
scaling.

Sound Energy that is transmitted by pressure waves
in air or other materials and is the objective cause of
the sensation of hearing. Commonly called noise if it
is unwanted.

Sound absorption coefficient See Absorption fac-
tor.

Sound energy density Mean sound energy in a
given volume of a medium divided by that volume.
If the energy density varies with time, the mean shall
be taken over an interval during which the sound may
be considered statistically stationary. Units: joule per
cubic metre (J/m3).

Sound energy, acoustic energy Total energy in
a given volume of a medium minus the energy that
would exist in that same volume with no sound wave
present. Unit: joule (J).

Sound exposure Time integral of squared, instanta-
neous sound pressure over a specified interval of time,

given by E =
t2∫
t1

p2(t)dt , where p(t) is the instan-

taneous sound pressure, t1 and t2 are the starting
and ending times for the integral. If the instanta-
neous sound pressure is frequency weighted, the fre-
quency weighting should be indicated. Units: pascal-
squared second (Pa2s). Symbol: E. See Sound pres-
sure. A-weighted sound exposure Exposure given by

EA,T =
t2∫
t1

p2
A(t)dt , where pA(t) is the instantaneous

A-weighted sound pressure of the sound signal inte-
grated over a time period T starting at t1 and ending
at t2. See Frequency weighting.

Sound exposure level (SEL) Measure of the sound
exposure in decibels, defined as LE = 10 log10(E/E0)
dB, where E is sound exposure, and the reference
value E0 = 400 µPa2 s. Unit: decibel (dB). Symbol:
LE . See Sound exposure, Single-event sound pressure
level.

Sound intensity Time-averaged value of the instan-
taneous sound intensity I(t) in a temporally stationary
sound field:

I = 1

t1 − t2

t2∫

t1

I(t) dt

where t1 and t2 are the starting and ending times for
the integral. Units: watt per square metre (W/m2).
Symbol: I. See Instantaneous sound intensity. Note:
Sound intensity is generally complex. The sym-
bol J is often used for complex sound inten-
sity. The symbol I is used for active sound inten-
sity, which is the real part of a complex sound
intensity.

Sound intensity level A measure of the sound
intensity in decibels, defined as LI = 10 log10(I/I0),
where I is the active sound intensity, and the
reference value I0 = 10−12W/m2 = 1 pW/m2. Unit:
decibel (dB).

Sound level See Sound pressure level.

Sound level meter Electronic instrument for mea-
suring the sound pressure level of sound in accordance
with an accepted national or international standard. See
Sound pressure level.

Sound power Power emitted, transferred, or re-
ceived as sound. Unit: watt (W). See Sound intensity.

Sound power level (SPL) Ten times the logarithm
to the base 10 of the ratio of a given sound
power to the reference sound power, given by LW =
10 log10(P/P0), where P is the rms value of sound
power in watts, and the reference sound power P0 is
1 pW (= 10−12 W). Unit: decibel (dB). Symbol: LW .
The weighting network or the width of the frequency
band used should be indicated. If the sound power level
is A-weighted, then the symbol is LWA. See Frequency
weighting.

Sound pressure Dynamic variation in atmospheric
pressure. Difference between the instantaneous pres-
sure and the static pressure at a point. Unit: pascal
(Pa). Symbol: p. A-weighted sound pressure The
root-mean-square sound pressure determined by use
of frequency weighting network A (see IEC 61672-1).
Symbol: pA.

Sound pressure level (SPL) Ten times the loga-
rithm to the base 10 of the ratio of the time-mean-
square sound pressure to the square of the reference
sound pressure, given by Lp = 10 log10(p

2/p2
0), where

p is the rms value (unless otherwise stated) of sound
pressure in pascals, and the reference sound pressure
p0 is 20 µPa (= 20 × 10−6 N/m2) for measurements
in air. Unit: decibel (dB). Symbol: Lp. If p denotes
a band-limited, frequency or time-weighted rms value,
the frequency band used or the weighting shall be indi-
cated. Frequency and time weightings are specified
in IEC 61672-1. A-weighted sound pressure level
Sound pressure level of A-weighted sound pressure,
given by LpA = 10 log10(p

2
A/p2

0), where pA is the A-
weighted sound pressure, and p0 is the reference sound
pressure. Symbol: LpA. See Sound pressure. Band
pressure level The sound pressure level in a particular
frequency band.

Sound reduction index Of a partition, in a spec-
ified frequency band, 10 times the logarithm to
the base 10 of the reciprocal of the sound trans-
mission coefficient, given by R = 10 log10(1/τ) =
10 log10(W1/W2), where τ is the sound transmission
coefficient, W1 is the sound power incident on the par-
tition under test, and W2 is the sound power transmitted
through the specimen. In practice, the sound reduction
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index is evaluated from

R = L1 − L2 + 10 log10
S

A
= D + 10 log10

S

A

where L1 and L2 are the average sound pressure
levels in the source and receiving rooms, S is the
area of the test specimen, A is the equivalent sound
absorption area in the receiving room, and D is the
level difference. Also known as sound transmission
loss. Unit: decibel (dB). Symbol: R, or TL. See Sound
transmission coefficient, Level difference, Equivalent
sound absorption area, Coincidence effect. Apparent
sound reduction index Ten times the logarithm to the
base 10 of the ratio of the sound power W1, which
is incident on the partition under test to the total
sound power transmitted into the receiving room if, in
addition to the sound power W2 transmitted through the
specimen, the sound power W3 transmitted by flanking
elements or by other components, is significant:

R′ = 10 log10

(
W1

W2 + W3

)

Unit: decibel (dB). Symbol:R′. See Flanking transmis-
sion.

Sound source Anything that emits acoustic energy
into the adjacent medium.

Sound transmission class (STC) A single-number
rating for describing sound transmission loss of a
wall or partition. Unit: decibel (dB). The standardized
method of determining sound transmission class is
provided in ASTM E413-87. See Sound reduction
index.

Sound transmission loss See Sound reduction
index.

Sound volume velocity Surface integral of the
normal component of the sound particle velocity over
an area through which the sound propagates. Also
known as sound volume flow rate. Units: cubic metre
per second (m3/s). Symbol: q or qv .

Sound energy flux Time rate of flow of sound
energy through a specified area. Unit: watt (W).

Specific acoustic impedance Complex ratio of
sound pressure to particle velocity at a point in an
acoustical medium. Units: pascal per metre per second
[Pa/(m/s)], or rayls (1 rayl = 1 N · s/m3). See Charac-
teristic impedance, Acoustic impedance, Mechanical
impedance.

Specific airflow resistance A quantity defined by
Rs = RA, where R is the airflow resistance, in pascal
seconds per cubic metre, of the test specimen, and A
is the cross-sectional area, in square metres, of the
test specimen perpendicular to the direction of flow.
Units: pascal second per metre (Pa·s/m). Symbol: Rs .
See Airflow resistance.

Spectral leakage error In digital spectral analysis,
an error that the signal energy concentrated at a
particular frequency spreads to other frequencies. This
phenomenon results from truncating the signal in the
time domain. The leakage error can be minimized by
applying a proper window to the signal in the time
domain. See Window.

Spectrum Description of a signal resolved into fre-
quency components, in terms of magnitude, and some-
times as well as phase, such as power spectrum, one-
third octave spectrum. See Fourier transform, Power
spectrum, Power spectrum density, Cross spectrum.

Speech quality Degree to which speech sounds nor-
mal, without regard to its intelligibility. Measurement
is subjective and involves asking listeners about dif-
ferent aspects of speech such as naturalness, amount
and type of distortion, amount and type of background
noise.

Standard threshold shift Increase in the average
hearing threshold of 10 dB or more at 2000, 3000,
and 4000 Hz in either ear. See Hearing loss, Hearing
threshold.

Standardized level difference See Level difference.

Standing wave Periodic wave motion having a
fixed amplitude distribution in space, as the result
of superposition of progressive waves of the same
frequency and kind. Characterized by the existence of
maxima and minima amplitudes that are fixed in space.

Static pressure Pressure that would exist in the
absence of sound waves.

Statistical pass-by (SPB) method A measurement
method used for measuring noise properties of
road surfaces (pavements), utilizing a roadside
microphone (7.5 m from the center of the road lane
being measured) and speed measurement equipment.
Vehicles passing by in the traffic are measured
and classified according to standard types, provided
no other vehicles influence the measurement. The
measured values are treated statistically, by vehicle
type; being plotted as noise level versus speed. Either
the regression curve is determined or the noise level
is read at one or a few reference speeds. The method
is standardized as ISO 11819-1. See Tire/road noise,
Close-proximity method.

Stiffness The ratio of the change in force to the
corresponding change in displacement of an elastic
element, both in specified direction.

Structure-borne sound Sound that propagates
through a solid structure. See Airborne sound, Liquid-
borne sound.

Subharmonic A frequency component whose fre-
quency is an integer fraction of the fundamental fre-
quency of a periodic quantity to which it is related.
See Harmonic.
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Susceptance The imaginary part of an admittance.
See Admittance, Conductance.

Swept sine A test signal consisting of a sine wave
whose frequency is changing according to a certain
pattern, usually a linear or logarithmic progression of
frequency as a function of time, or an exponential
sweep.

Thermoacoustical excitation Excitation of sound
wave by periodic heat release fluctuations of a
reacting flow (flame). A necessary condition for
thermoacoustical excitation is given by the Rayleigh
criterion. See Rayleigh criterion.

Time-averaged sound pressure level An alterna-
tive term for equivalent continuous sound pressure
level. See Equivalent continuous sound pressure level.

Time-weighted average (TWA) The averaging of
different exposure levels during an exposure period.
For noise, given an A-weighted 85-dB sound exposure
level limit and a 3-dB exchange rate, the TWA
is calculated using: TWA = 10 log10(D/100) + 85,
where D is the noise dose. See Noise dose (2).

Tire/road noise Unwanted sound generated by the
interaction between a rolling tire and the surface
on which it is rolling. Also known as tire/pavement
noise. See Close-proximity method, Statistical pass-by
method.

Tonal noise Noise dominated by one or several
distinguishable frequency components (tones).

Transducer A device designed to convert an input
signal of a given kind into an output signal of another
kind, usually electrical.

Transfer function Of a linear time-invariant sys-
tem, the ratio of the Fourier or Laplace transform of
an output signal to the same transform of the input
signal. See Frequency response function.

Transmissibility The ratio of the response ampli-
tude of a system in steady-state forced vibration to the
excitation amplitude. The input and output are required
to be of the same type, for example, force, displace-
ment, velocity, or acceleration.

Transmission factor, transmission coefficient, trans-
mittance The ratio of the transmitted sound power
to the incident sound power. Unit: none. Symbol: τ.
See Absorption factor, Dissipation factor, Reflection
factor.

Transmission loss (1) Reduction in magnitude of
some characteristic of a signal between two stated
points in a transmission system, such as a silencer.
The characteristic is often some kind of level, such
as power level or voltage level. Transmission loss
is usually in units of decibels. It is imperative that
the characteristic concerned (such as sound pressure
level) be clearly identified because in all transmission

systems more than one characteristic is propagated. (2)
An equivalent term for sound transmission loss. See
Sound reduction index. (3) In underwater acoustics,
between specified source and receiver locations, the
amount by which the sound pressure level at the
receiver lies below the source level. Also known as
propagation loss.

Turbulence A fluid mechanical phenomenon that
causes fluctuation in the local sound speed relevant to
sound generation in turbo machines (pumps, compres-
sors, fans, and turbines), pumping and air-conditioning
systems, or propagation from jets and through the
atmosphere.

Ultrasound Sound at frequencies above the audible
range, i.e., above about 20 kHz.

Velocity A vector quantity that specifies time rate
of change of displacement. Units: metre per second
(m/s). See Displacement, Acceleration, Jerk, Particle
velocity, Vibratory velocity.

Velocity excitation See Excitation.

Vibration (1) Oscillation of a parameter that defines
the motion of a mechanical system. Vibration may
be broadly classified as transient or steady state, with
further subdivision into either deterministic or random
vibration. (2) The science and technology of vibration.
See Forced vibration, Free vibration.

Vibration absorber A passive subsystem attached
to a vibrating machine or structure in order to reduce
its vibration amplitude over a specified frequency
range. At frequencies close to its own resonance, the
vibration absorber works by applying a large local
mechanical impedance to the main structure. Also
known as vibration neutralizer, tuned damper.

Vibration isolator A resilient support that reduces
vibration transmissibility. See Isolation, Transmissibil-
ity.

Vibration meter An instrument for measuring
oscillatory displacement, velocity, or acceleration.

Vibration severity A criterion for predicting the
hazard related to specific machine vibration levels.

Vibratory velocity level, vibration velocity level
Velocity level given by the following formula Lv =
10 log10(v

2/v2
0), where v is the rms value of the

vibratory velocity within the frequency band of
interest, v0 is the reference velocity and is equal to
5 × 10−8 m/s (as specified in ISO 7849) or 10−9 m/s
(as specified in ISO 1683). Unit: decibel (dB). Symbol:
Lv . See Vibratory velocity.

Vibratory velocity, vibration velocity Component
of the velocity of the vibrating surface in the direction
normal to the surface. The root-mean-square value of
the vibratory velocity is designated by the symbol v.
See Vibratory velocity level.
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Viscosity Of a fluid, in a wide range of fluids
the viscous stress is linearly related to the rate of
strain; such fluids are called newtonian. The constant
of proportionality relating fluid stress and rate of strain
is called the viscosity. Units: pascal seconds (Pa·s).
Vocal folds, vocal cords Paired muscular folds of
tissue layers inside the larynx that can vibrate to
produce sound.

Vocal tract Air passage from the vocal folds in the
larynx to the lips and nostrils. It can be subdivided
into the pharynx, from larynx to velum, the oral tract,
from velum to lips, and the nasal tract, from above
the velum through the nasal passages to the nostrils.
Its shape is the main factor affecting the acoustical
characteristics of speech sounds. See Vocal folds.

Voicing, voiced, voiceless, unvoiced, devoiced
Voicing is one of the three qualities by which speech
sounds are classified; a sound with voicing is called
voiced, which means that the vocal folds are vibrating
and produce a quasi-periodic excitation of the vocal
tract resonances. A phoneme that is normally voiced
but is produced without voicing, or in which the
voicing ceases, is devoiced. A phoneme that is
intended not to be voiced is voiceless or unvoiced.
See Vocal folds, Phoneme.

Voltage preamplifier A preamplifier that produces
an output voltage proportional to the input voltage
from a piezoelectric transducer. Input voltage depends
upon cable capacitance.

Volume velocity (1) See Sound volume velocity. (2)
For speech, a measure of flow rate in the absence of
sound, as through a duct, including through the vocal
tract. Units: cubic metre per second (m3/s).

Wavefront (1) For a progressive wave in space, the
continuous surface that is a locus of points having the
same phase at a given instant. (2) For a surface wave,
the continuous line that is a locus of points having the
same phase at a given instant.

Wavelength Distance in the direction of propagation
of a sinusoidal wave between two successive points

where at a given instant of time the phase differs by
2π. Equals the ratio of the phase speed of sound in the
medium to the fundamental frequency.

Wavenumber At a specified frequency, 2π divided
by wavelength, or angular frequency divided by the
phase speed of sound: k = 2π/λ = ω/c, where λ is
wavelength, in metres; ω is angular frequency, in
radians per second; c is the phase speed of sound,
in metres per second. Unit: reciprocal metre (1/m).
Symbol: k. Notes: (1) The ISO standards prefer to
use the term angular repetency and repetency. A
remark in ISO 8000 says that in English the names
repetency and angular repetency should be used instead
of wavenumber and angular wavenumber, respectively,
since these quantities are not numbers. (2) Angular
repetency is defined as the same as wavenumber. (3)
Repetency: at a specified frequency, the reciprocal of
wavelength: σ = 1/λ, where λ is wavelength. Unit:
reciprocal metre (1/m). Symbol: σ.

Weighting (1) See Frequency weighting. (2) See
Window. (3) Exponential or linear time weighting
defined in IEC 61672-1.

Weighting network Electronic filter in a sound
level meter that approximates under defined conditions
the frequency response of the human ear. The A-
weighting network is most commonly used. See
Frequency weighting.

White noise A noise the power spectrum of which is
essentially independent of frequency. See Pink noise.

Whole-body vibration Vibration of the human body
as a result of standing on a vibrating floor or sitting
on a vibrating seat. Often encountered near heavy
machinery and on construction equipment, trucks, and
buses.

Window In signal processing, a weighting function
with finite length applied to a signal. Usually applied in
the time domain, as a multiplying function applied to
the time signal. For spectral analysis, Hanning, Ham-
ming, triangle, Blackman, flat top, Kaiser windows are
commonly used. Force and exponential windows are
special for impact testing.
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Absorbing materials. See Sound
absorbing materials

Absorption coefficient. See Sound
absorption coefficient; Statistical
absorption coefficient

Accelerance, 566, 679–680
Acceleration, 11
Acceleration, base, 213–216
Acceleration level, 305, 420f, 429,

503, 524, 627, 679, 1152, 1418
weighted, 1458–1459, 1459

Accelerogram(s), 219, 1395,
1400–1401

Accelerometer, 790, 790f, 792, 928,
1088, 1164, 1210

piezoelectric, 1080
resonance frequency, 864

Acoustical baffles, 1494, 1498–1499,
1499f

Acoustical control, 781–783, 782f,
1207, 1209f, 1210, 1217

Acoustical efficiency, 935, 936, 981
Acoustical enclosure(s), 658

close fitting, 663–665, 664f, 665f,
690–692, 691f, 979

insertion loss, 658–659, 688–692,
691f

leaks through, 660, 689, 692, 693,
694

for machines, 659–660, 665–666
noise reduction, 649–650, 658,

665–666, 692, 692t , 693
partial, 692, 692f
for personnel, 658–659

Acoustical holography, 238, 417, 433,
598–610

Acoustical leak, 1205
Acoustical lumped elements, 41
Acoustical modeling, 42, 101–113,

796–797, 1217–1218, 1217f
Acoustical privacy, 1152, 1310
Acoustical standards. See Standards
Acoustical terminology, 377–378,

1016
Acoustical trauma, 334
Acoustic disturbances, 8
Acoustic impedance, 517–520, 518f

characteristic, 21, 29, 29f, 54, 72,
249, 535, 670, 676, 699, 1047,
1252

complex, 519, 708f, 709
specific, 61, 64, 698–699

Acoustic reactance, 71, 699
Acoustic resistance, 243, 250, 699,

792, 1046, 1254
Action level, 346, 347f, 384, 385,

1528
Active headsets, 761, 768, 1155, 1207,

1210–1211, 1213
Active machinery isolation, 651–655
Active noise control

of acoustic energy in enclosure(s),
761–769

cancellation, 761–762, 761f
(effect of) modal overlap, 766–767,

767f
enclosed field, 764–766, 766f
free field radiation, 763–764
wave transmission, 761

Active sound control 762,768
Active sound field, 535
Active vibration control, 770–783

actuators, 770–774
advanced, 772
electrodynamic, 770–771
error sensors, 772–774
piezoelectric, 771–772

control, 774–777
feedback, 776–777
feed forward, 775–776

Active vibration isolation, 639, 770,
777–778

Actuators
electrodynamic, 451–452, 770–771
electromagnetic, 451–452
electrorheological fluid type, 453
hydraulic, 223, 451
magnetostrictive, 452–453
piezoelectric, 453, 771–772
pneumatic, 451
structural, 454

Adaptation, 286–291, 813,
1284–1294, 1357

Added fluid mass, 1379–1380
Admittance, 70–73, 103
Aerodynamic noise, 128–155, 802,

838, 840, 935, 938, 966, 972,
980–981, 982–983,
1017–1018, 1019, 1021, 1417,
1427–1428, 1440

Aerodynamic sound, 1072–1083
generation, 1323–1327

Affricatives, 294
Air absorption, 1247–1248
Air attenuation (of sound), 60, 1441
Air-borne sound, 1056, 1162, 1237,

1257–1265
Air compressor, 1004, 1332, 1347
Aircraft noise, 128–155

exterior noise, 1479–1489
interior noise, 598–599, 668, 673,

674, 1198, 1200, 1203, 1204
metrics, 317, 1481–1484

Airflow resistance, 1252
Airflow resistivity, 698
Air jet noise, 987–988, 993, 1323
Airport(s)

land use planning, 1485
layout, 1488
noise, 1487–1488
operational procedure(s), 1488
preferential runway use, 1488

Air spring(s), 1338
Air terminal device(s), 1319–1320
Aliasing, 496–497
Ambient noise, 1225, 1237–1238,

1299, 1516–1523
American National Standards Institute

(ANSI), 286, 326, 368, 378,
386, 394, 456, 465, 505, 1267,
1270, 1300, 1305, 1414, 1451,
1458, 1482, 1502

American Society of Heating,
Refrigeration and Air-
Conditioning Engineers
(ASHRAE), 322, 401,
1270–1271, 1272, 1274,
1352

American Society of Testing and
Materials (ASTM), 1305

Amplitude, 3–4
Amplitude distribution, 859

Gaussian, 209
Analog-to-digital conversion (A/D) or

(ADC), 493–496
Analyzer(s), 470–485
Anechoic chamber (anechoic room),

34f, 265, 432, 621, 939, 1111
Angular spectrum, 600, 604, 607–608
Annoyance, 274, 303–304, 316–319,

320–324, 394–397, 408–410,
502–508

complaints (about noise), 318–319
percentage highly annoyed (%HA),

318, 408, 1414, 1414f
Anti-aliasing filter, 471, 476, 487,

496–497, 504, 671
Anti-resonance, 183–184,

186–189–190, 297–299, 564,
569–570, 746, 950, 1142

A-pillar, 1073, 1075–1076, 1079,
1084, 1160

Apparent sound reduction index,
1286

Architectural acoustics, 510, 511,
1297, 1298

Area-related sound power level(s),
1511–1523

Articulation Index (AI), 399–402,
1281, 1299–1300

Artificial head, 805, 1080
Aspiration, 294, 957, 1149,

1159–1162, 1160, 1160f
Asymptotic threshold shift (ATS),

327–331, 329f, 331f
Atmospheric pressure, 7, 10, 20, 43,

61
Atmospheric sound absorption, 67–68,

1111, 1248
Atmospheric sound attenuation, 60,

1441. See also Atmospheric
sound absorption

Note: An f following a page number indicates a citation in a figure on that page. A t indicates following a page number indicates
a citation in a table on that page.
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Atmospheric turbulence, 74, 76
Attenuation

atmospheric, 60, 1441
by barrier(s), 70
by foliage, 74
outdoor, 67–70
by trees, 74

Audibility threshold, 277, 277f, 279,
297f

Audible range of hearing, 13–14, 14f,
274–275, 304, 326, 391, 458,
901

Audio frequency 559
Audiogram, 286, 320, 387, 388,

391–392, 391f, 392f
Audiometer, 287, 462
Audiometric test(s), 381, 385,

387
Auditory canal, 277–282, 278f,

281f
Auditory cortex, 283, 283f
Auditory ossicles, 277, 278, 278f,

279, 337
Auditory threshold, 339, 368
Autocorrelation function, 206–207,

206f, 263, 560–562
Automobile noise

exterior noise, 1427–1436
interior noise, 1149–1152

Auto spectrum, 477–480, 497–500,
562–563, 677, 1091f

A-wave, 326
A-weighted sound power level,

527–531, 1001–1009, 1143f,
1186–1187, 1490–1492, 1510,
1512–1513

A-weighted sound pressure level,
398f, 404f, 1267–1269, 1428f,
1429f, 1430f, 1432f, 1433f

Background noise
and speech intelligibility, 1300
and speech interference level, 399,

399f, 1268–1269, 1268f
Balanced noise criterion (BNC)

curves, 402–403, 402f,
1275–1276, 1276f

Balancing
influence coefficient method,

757–758
rotor(s)

flexible, 755–756
rigid, 754–755

unbalance
dynamic, 754–755
static, 753–754

Band sound pressure level, 842f,
1020f, 1273f, 1280, 1328,
1331, 1406, 1407

Bandwidth
half-power, 735, 1242
octave, 472–473, 473f, 556–558,

561
Bark, 811f, 812f, 818f, 819f
Barrier(s)

absorption, 717, 718
attenuation, excess, 1417–1418
design, 720–721, 721f
diffraction over, 68–70, 714–715
double, 720

finite, 718, 718f
Fresnel number, 68–69, 714, 716,

718, 1417
indoors, 716–717, 717f
insertion loss, 714–720
non-parallel, 718–719
for open plan offices 1300
outdoors, 717–718
performance, atmospheric effect(s)

(on), 1447–1449
rail, 722, 1444
reflection(s), 70, 719, 719f
road, 717, 719, 720, 721
shape, 720
theory, 1417–1418
thick, 719–720, 719f, 720f
transmission loss, 716

Base isolation (of buildings), 1419,
1470–1478

Basilar membrane, 271, 278, 278f,
280–283, 280f, 281f, 282f,
337

Be1, 11
Bearing(s), 832–833, 857–867

ball, 857, 952
clearance, 857, 863–865
defects, 865
diagnostics, 859–860
failure, 857–858
fatigue, 258
fixed, 857
floating, 857
frequencies, 857, 858–861
hydrostatic, 867
journal, 865, 866
lifetime, 857
misalignment, 863
monitoring

noise, 858
temperature, 858
vibration, 858–859

oil whip, 866–867
oil whirl, 866–867
roller, 861–862
rolling contact, 857
sliding, 862–863
sliding contact, 857
ultrasonic vibration, 860

Beat frequency, 475
Beaufort scale, 1383
Bending field, 1405–1406
Bending waves, 20, 35, 36, 38, 87,

594, 1257
Bernoulli equation, 192, 194, 202,

1376, 1382
Bias, 318
Bias error, 500, 540, 541, 543, 564
Blade-vortex interaction noise (of

fans), 1120, 1125, 1127
Blowers. See Fan(s)
Blue Angel, 1490, 1492
Bode diagram, 864
Bogie(s), shrouds, 1444
Boundary conditions, 70, 119–121
Boundary element method (BEM) See

Boundary element modeling
Boundary element modeling, 116–125

of gear housing, 117, 118f
of silencer transmission loss,

116–122

of sound power radiated from oil
pan, 122

Boundary-layer (noise), 150–155
Boundary layer pressure fluctuation(s),

303, 1017, 1197, 1207, 1226
Brake(s)

disc, 1021, 1133, 1140, 1417, 1439
flutter, 1136
noise, 1133–1134

groan, 1134
judder, 1134
sprag-slip, 1135–1136
squeal, 1134, 1136–1137

Breakout noise, 1320
control, 1175–1176, 1316, 1322
prediction

Broadband noise, 163, 1219
Brownian motion, 7, 19
Buffeting, 1383–1384, 1384f
Building

codes, 1348–1353
natural frequencies, 1386–1388
site(s)

noise, 1423–1424, 1516–1524
vibration, 1238, 1385–1386,

1386f
Building Officials and Code

Administrators International
(BOCA), 1348

Built environment, 1267
Bulk modulus, 698, 951, 952
Bulldozer noise, 1186, 1189, 1189f,

1191, 1490–1494, 1490f,
1493f, 1580

Burner, 956–965
diffusion-flame, 957
nozzle-flame, 957
premix-flame, 957

B-wave, 326
By-pass ratio, 110, 128, 1096–1097,

1097f, 1101, 1102, 1480

Cabin noise, 1207–1215
Cab(s), 1189–1191, 1194–1196
Calibration methods

comparison methods, 616–617
coupler(s), 617
interferometry, 510, 629–630,

634–642
low frequency, 620
metrology, 620–621
microphone, 620, 621–622
on-site, 615–616
phase response, 618–620
reciprocity, 621f
secondary, 616
shock 624–626, 629–630
sound intensity, 542
sound pressure, 612–623
traceability, 633–645
vibration, 624–632

Calibrator, pistonphone, 616
California, 1349–1350
Casing radiated noise, 1321–1322
Causality, 390–392
Cavity flow (noise), 149, 1075
Ceiling absorption, 1301
Center frequency, 13, 14, 244, 247,

252, 272, 472, 481, 497,
810–811
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Central auditory nervous system, 283
Cepstrum analysis, 484, 498, 1092f
Characteristic equation, 187–188, 193,

198, 244
Characteristic impedance, 21, 29, 54,

72, 249, 535, 670, 676, 699,
1047, 1252

Charge amplifier, 429, 445, 450, 522,
627, 644, 644f

Chatter
control, 997–999
mechanisms, 995–997
prediction, 995–999

Chute, 988–989, 989f
Close fitting enclosure(s), 663, 665,

690–692, 691f
Close-Proximity (CPX) method,

1059–1060
Trailer, 1060

Cochlea, 271–271, 272f, 277–283,
277f, 278f, 280f, 337

Code spectrum (spectra), 1395, 1397f,
1401

Coherence, function, 498
Coincidence

dip, 1257–1258, 1259
effect, 35, 1257, 1258, 1259,

1261–1262
frequency, 95–96, 96f, 99, 1150,

1151, 1237
Combustion

active control, 963
oscillations, 960
resonator(s), 956–963

Combustion (system). See Burner;
Furnace, burner

Community noise
criteria, 409–411
model code, 1348
noise rating (CNR), 403–405
noise regulations, 409–411
ordinances, 1424, 1525–1531

Community reaction (to noise), 1509,
1514–1515

Complex stiffness, 226–227, 679, 735,
736

Compliance, 1363–1364
Community noise exposure level

(CNEL) 407, 1270, 1350
Composite noise rating (CNR),

403–405
Composite wall structures, 659, 688,

1237, 1299
Compressed air, 987–988
Compressional waves, 19–20
Compressor noise, 837, 910–931
Compressor(s)

axial, 911
centrifugal, 911, 915–916, 928–930,

929f
diaphragm, 913, 913f
dynamic, 911, 915, 928–930
ejector, 910
lobe (roots), 914, 914f
mode shape, 917, 923, 925
mount(s), 918, 923
muffler discharge, 917
muffler suction, 919–920, 920f,

921f
positive displacement, 910, 913

reciprocating, 913, 918–919, 918f,
919f

rolling piston, 915, 926
rotary, 925–926, 926f
screw, 913–914
scroll, 926–928
shell, sound radiation, 921–925
valve(s), 916–917

demand, 916–917
gate, 916–917
reed, 920–921

Computational fluid dynamics (CFD),
145, 148, 1018, 1072, 1116,
1164

Concrete
floors, 1263
slabs, 1263

Condensation, 20, 326, 1401
Condenser microphone(s), 422,

435–437, 435f, 436f, 456
Condition monitoring, 432, 575–583
Conductance, drive point, 242–243,

242f
Conductive hearing loss, 271
Consensus standard(s), 378
Constant bandwidth filter, 13,

472–473, 474f, 480, 559
Constant nonfluctuating force, 7
Constant percentage filter, 13, 473,

474f, 480–481, 484, 559–560,
583

Constrained layer(s), damping, 229,
252, 983, 990, 1154, 1154f,
1155f, 1184, 1184f, 1204, 1223

Construction equipment noise, 1007,
1420–1423, 1490–1500

Construction site noise, 1369, 1417,
1490

Control valve(s)
cavitation, 900, 900f, 902, 907–908,

948, 949–950, 1224, 1224f
globe, 908, 935, 936
hydrodynamic sound, 936–938
noise, 838
shock(s), 935, 936, 940
turbulence, 935–937

Convolution integral, 103, 176, 215,
1394

Cooling tower(s)
noise, 1006, 1329–1331

Correlation, 677, 877, 1105, 1201
Correlation coefficient, 143, 563
Correlation function

Cross-correlation function, 143–144,
207, 498, 560–562, 883

Coupling factor, 248–254
Coupling loss factor, 248–250
Crane(s), 1007–1008, 1186–1187,

1491, 1492, 1517, 1518, 1519
Crest factor, 304, 317, 326, 346, 484,

577
Critical band (critical bandwidth),

809–810, 810f
Critical distance (radius of

reverberation), 34–35
Critical frequency (critical coincidence

frequency), 35–36, 86–87, 87f,
94, 96, 99, 1257–1258,
1260–1262

Critical health effect(s), 1484, 1505

Critical speed, 575, 755–759, 1461,
1466

Cross-correlation function, 143–144,
498, 560–561, 883

Cross-over frequency, 1242–1243
Cross spectral density, 207–208,

497–498
Cross spectrum (cross power

spectrum), 479–480, 562–563
Cumulative distribution, 327, 403
Cyclostationary signal(s), 561–562

Damping
Coulomb, 5, 174, 226, 261
critical damping ratio, 1396
hysteretic, 748–749
materials, 734–744
passive, 225–230
ratio, 5, 7, 180–181, 188, 213,

218–219, 225–230, 357, 651,
726, 727f, 734–735, 747–748,
748f, 749f, 765–766

shear, 743–744
structural, 125, 226, 227, 916, 967,

1149, 1153, 1476
treatments, 229–230, 744

add on, 1149–1150
tuned, 1204–1205, 1208
viscoelastic, 737–743
viscous damping 227, 256

Damping materials, 734–744
behavior, 736–737
mechanisms, 734
viscoelastic, 737–743

coatings, 739–741
interlayers, 743

Damping ratio, 5, 7, 180–181, 188,
213, 218–219, 225–230, 357,
651, 726, 727f, 734–735,
747–748, 748f, 749f, 765–766

Data acquisition, 486–491
Data analysis

of deterministic signals, 470,
472–473

of random signals, 470–471,
475–478

Data processing, 430
Data retrieval, 496–497
Data storage, 496–497
Data window(s), 556–558
Day-night-evening sound pressure

level, 15–16
Day-night rating level, 513
Day-night sound pressure level,

14–15, 403
Decade, 559–560
Decibel scale, 237, 1087, 1501
Degree(s) of freedom, 186–191,

227–229, 356–357, 729–730,
745–749, 1474

Demountable walls, 1299
Descriptor(s) (Noise). See Noise

descriptor(s)
Design

for low noise, 794–804
of low noise road surfaces,

1060
spectrum, 1397, 1399–1401

Detector(s), 471–472, 471f, 472f,
474–476
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Diesel engine(s)
direct injection, 1025
indirect injection, 1025
noise, 1024–1032, 1182

Diffraction, 29–30
Diffuse field, 58–60, 96, 250, 617,

618, 622, 1236
Diffuse sound, 58–59
Digital-analog conversion, 497
Dipole(s), 23–24, 49–50, 1073

aerodynamic, 49, 1125
directivity of, 27–28
sound power of, 24–26

Dirac delta function, 87–88, 185
Directivity, 27–28, 424
Directivity factor, 27–28, 67, 717
Directivity index (DI), 28, 67, 1224
Directivity pattern, 56, 81, 1127
Discrete Fourier transform (DFT),

476–478, 498, 554–555, 554f,
569, 585, 593

Displacement, 913–915, 916–928
Displacement-based design, 1395
Dissipative silencer, 939, 944, 1043,

1318. See also Muffler(s)
Door seals, 254, 1017, 1149
Door slam, 317, 318, 1163, 1166
Doppler effect, 144, 153, 625, 879,

1088
Dose 385, 455
Dose-response (relationship),

1502–1504
Dosimeter, 430–432, 463–464,

465–469
Double wall partitions, 1176, 1288
Dozer noise. See Bulldozer noise
Drop hammer noise, 992–994
Duct acoustics, 1320–1321,

1323–1327
Ducted system(s), 1316–1319
Duct(s)

elbows, 929–930
lined, lining(s), 662, 1237, 1318
silencer (muffler), 1318
transmission loss (TL) of, 1318,

1320–1322
Duffing’s equation, 257
Dummy head. See Artificial head
Dynamic analysis, 241–246
Dynamic capability index, 541–542
Dynamic insertion loss. See Insertion

loss
Dynamic magnification factor (DMF),

6f, 7, 651, 653f
Dynamic mass, 243–244
Dynamic modulus, 1049
Dynamic range, 419–420
Dynamic vibration absorber. See

Vibration absorber
Dynamic viscosity, 1377

Ear
auditory cortex, 283, 283f
basilar membrane, 271, 278, 278f,

280–283, 280f, 281f, 282f,
337

central auditory nervous system,
283

cochlea, 271–271, 272f, 277–283,
277f, 278f, 280f, 337

hair cells, 271, 277, 278, 278f,
280–283, 284, 284f

incus, 277f, 278, 278f, 280, 280f
inner, 277–278, 278f, 288
malleus, 277f, 278, 278f, 280, 280f
middle, 278–279, 278f
organ of Corti, 277, 278f, 281–282
ossicles, 278, 278f, 279, 337
outer (or external), 271, 272f, 278f,

286–287, 288, 337
Reissner’s membrane, 278, 278f
semicircular canals, 277f
stapes, 277f, 278–280, 278f, 280f,

337, 338
tympanic membrane, 277–280,

277f, 278f, 279f, 280f,
286–287, 328, 337

Earmuff(s), 306, 364–367, 365f,
369–370, 371–374, 373f

Earth berm(s), 1417–1418,
1446–1456

Earthquake(s), 1393–1402
Eccentricity, 886–896
Eddy, Eddies, 139, 148–150,

229–230, 238, 448
Effective noise bandwidth, 472
Effective Perceived Noise Level, 397,

398f
Eigenfrequency, 52, 53, 121–122,

938–939, 1375
Eigenvalue, 52–53, 54, 258–259, 566,

572–273, 1136, 1212
Eigenvector, 187–188, 191, 228, 566,

573
Elastic spectra, 1394–1397
Electret microphone. See

Microphone(s), prepolarized
Electrical equipment, 835
Electrical machine(s), 377, 433, 576
Electric motor(s), 835, 885–896

asynchronous, 886–889
defects, 886
direct current (DC) machine(s),

892–896
noise, 835
rotor(s), 885–893
stator(s), 887–893
vibration diagnostics, 889–892

Electronic sound masking system(s),
1299, 1302, 1304

Electrostatic actuator, 617
Element-normalized level difference,

1285
Emission, 526–532
Enclosure(s), 685–695

close fitting, 690–692
loose fitting, 658–659, 685, 688
machine, 685–686
partial, 692
personnel, 686

Energy density. See Sound energy
density

Energy flow, 232–240, 241–251, 847
Ensemble average, 243
Ensemble averaging, 551, 600
Envelope analysis, 484, 579,

1090–1091
Environmental impact analysis, 308,

311–312
Environmental impact statement, 303,

1506

Environmental noise, 1233–1238
Environmental Noise Directive (END),

1354, 1355, 1360, 1441, 1443,
1501, 1529

Environmental noise impact statement,
1422

Environmental Protection Agency of
the United States (EPA), 368,
403, 405, 1269, 1349, 1422,
1481, 1527

Equal energy hypothesis, 332–333
Equal loudness contours, 286, 288,

288f, 395, 395f, 806–807,
807f

Equivalent continuous A-weighted
sound pressure level, 310–311,
312, 720, 1178, 1491

Equivalent continuous sound pressure
level, 403, 512

Equivalent energy level, 1501
Equivalent sound absorption area, 530,

532
Equivalent sound pressure level,

14–15, 461
Equivalent threshold level, 287
Ergodic process, 205
Ethernet, 488, 490
Euler’s Equation, 23–24, 534–535,

537–538, 606
Eurocode(s), 1395–1399
European (noise) directive (END),

310, 1355, 1360, 1481, 1529
European Union (EU), 1007–1008
Evanescent Waves, 607, 607f
Excavator, 1517
Exchange rate(s), 466
Excitation

base, 1393
force excitation, 171, 266, 600, 672,

680, 748–749, 847, 852,
996

Exhaust noise, 1015–1017,
1497–1498

Expansion chamber (Muffler or
Silencer), 1041–1042

Eyring sound absorption coefficient, 60

Fan-powered variable-air-volume
(VAV) terminals, 1316, 1320

Fan(s), 833–835
axial flow fan, 868, 874–876

propeller, 834
tube axial fan, 834
vane axial, 834

blade passing frequency, 835
centrifugal fan(s), 868–883

aerofoil, 834
backward curved, 834, 870–871
forward curved, 834
industrial (radial), 834
tubular, 834

cross-flow (tangential) fan,
868–869, 869f

Far field, 31–34, 609–610
Fast Fourier transform (FFT)

algorithm, 261, 263, 430, 464,
470, 478, 486, 498, 539, 549,
555, 629, 671, 1089, 1513

zoom FFT, 555–556
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Fast Hilbert transform, 577, 581, 1091,
1092–1093

Fatigue, 858
damage, 210
failure, 210

Fault detection, 582–583
Federal Aviation Administration

(FAA), 396, 1096, 1269, 1481,
1528

Federal Highway Administration
(FHWA), 720, 1269, 1427,
1434, 1435, 1528

Federal Interagency Committee on
Aviation Noise (FICAN), 1483

Federal Interagency Committee on
Noise (FICON), 311, 318, 1483

Feedback control, 776–777
Feed pump (noise), 1002, 1004
Field Impact Insulation Class (FIIC),

1350
Field incidence mass law, 688, 1247
Field Sound Transmission Class

(FSTC), 1278
Filter analysis, 476

parallel, 476
stepped, 476
swept, 476

Filter(s), 471–476
constant bandwidth, 13, 472–473,

474f, 480, 559
constant percentage, 13, 473, 474f,

480–481, 484, 559–560, 583
high pass, 472, 627
low pass, 472, 608–609, 627
pass band, 372, 472, 473f, 477
Tikhonov, 608–609

Finite difference(s), 102–103, 149,
240

Finite element analysis (FEA). See
Finite element method (FEM)

Finite element method (FEM), 101
Finite element modeling, 101–114

duct transmission, 108–109, 108f
Fire wire, 489–490
First passage time, 210
Flanking (flanking transmission), 1246,

1371
Flanking path(s), 1260, 1298
Flanking transmission, 1246, 1371
Flat rooms, 1245–1246
Flexibility, 189–190, 655, 961, 1299
Flexible hose, 953–954, 954f
Floating floor(s), 1263–1264
Flow duct(s), 1323–1327
Flow (generated) noise, 1324–1327
Flow noise, 1321
Flow resistance, 1252
Flow ripple, 946–949, 947f, 948f
Flow separation, 838, 879, 899–900,

938, 942, 1042, 1073, 1084,
1376

Fluid-borne noise, 951–953, 951f
accumulator(s), 951, 952
damper(s), 951, 952
expansion chamber (muffler), 951,

952–953
Helmholtz resonator(s), 951, 952
side-branch (muffler), 951, 952

Fluid loading, 79, 83, 90, 98, 245,
1218, 1375

Fluid mass, added, 1379–1380
Flutter, 1136, 1385
Forced harmonic motion, 174
Forced vibration

damped, 5–7
forced oscillation, 1195–1196

Force excitation, 171, 266, 600, 672,
680, 748–749, 847, 852, 996,
1163f

Force transmissibility, 7, 8f, 651, 652,
652f, 654, 654f, 655, 725

Forging hammer, 843, 987, 992–993
Formant, 275, 299
Fourier integral, 185, 554f, 555, 556,

570
Fourier series, 203, 553, 554f, 555,

558, 562, 570, 1048
Fourier transform

discrete, 476–478
inverse, 103, 106, 207, 480, 498,

553, 554, 589, 605–606
Free field, 32f, 457, 621–622
Free field over a reflecting plane, 67
Free vibration

damped, 4–5
free oscillation, 255
undamped, 4

Frequency, 2
averages, 242–243
discrimination, 275–276
fundamental, 275–276
natural or resonance, 4, 7,

1379–1380, 1385–1388
response, 105, 207, 420–421, 421f,

479, 617–618
sweep testing, 484, 852, 854

Frequency analysis, 13–14
aliasing error, 496–497
bandwidth (-3 dB), 473f, 620, 1236
bandwidth (effective noise),

472–473, 473f, 556–558, 561
center frequency, 13, 14, 244, 247,

252, 272, 472, 481, 497,
810–811

constant bandwidth filter, 13,
472–473, 474f, 480, 559

constant percentage filter, 13, 473,
474f, 480–481, 484, 559–560,
583

degrees of freedom, statistical,
186–191, 227–229, 356–357,
729–730, 745–749, 1474

detector, 471–472, 471f, 472f,
474–476

discrete Fourier Transform,
476–478, 498, 554–555, 554f,
569, 585, 593

exponential averaging, 455–456,
455f, 460, 461, 462, 463

fast Fourier Transform (FFT), 261,
263, 430, 464, 470, 478, 486,
498, 539, 549, 555, 629, 671,
1089, 1513

filter, 471–476
Fourier Transform, 497
Hanning weighting, 476f, 477, 478,

480, 595, 596f
ideal filter, 472, 473f
octave filter, 473, 481, 484
one-octave bands, 13–14

one-third-octave bands, 14, 368,
369, 395, 1292

order analysis, 1089, 1090
pass band, 372, 472, 473f, 477
pink noise, 273, 337, 484, 487, 707,

1258, 1285–1286
preferred frequencies, 176
sampling theorem, 487, 495, 1092
white noise, 337, 471, 472, 474,

487, 520, 561, 808–809
Frequency domain analysis, 185,

1088–1090
Frequency response, 105, 207,

420–421, 421f, 479, 617–618
Frequency Response Function (FRF),

498, 563–564
Frequency weightings, A, B, C, D, 14
Fresnel number, 68–69, 714, 716,

718, 1417
Fricatives, 293–297
Fundamental frequency, 275–276
Furnace, burner, 956–963

Gain, 351f, 487
Gas flow noise, 834, 914, 915, 918,

935, 1019, 1497–1498
Gas turbine noise, 755, 956, 957, 959,

962, 962f, 963, 1002, 1334
Gaussian amplitude distribution, 209
Gearbox noise, 1018, 1086–1095
Gear(s), 576–578, 831–832, 847–855

contact ratio, 849–850
entrapment, 849
housing, BEM model of, 852
involute, 831f
load, 832, 849, 850–851
lubricant, 849
noise, 832, 847–848, 849
non-parallel axes, 831

hypoid, 831, 832f, 851
spiral bevel, 831, 832f, 851
straight bevel, 831, 832f

parallel axes, 831, 849, 851
helical, 831, 832f, 850, 851,

851f
spur, 831, 831f, 832f, 849, 850,

851f
profile, 850
pump(s), 835–839
rattle, 853
tooth meshing frequency, 576, 848,

849, 851–852, 853f
transmission error, 576, 848,

849–851, 850f
troubleshooting, 577, 578f, 853–855
whine (excitation), 848–849, 852
worm, 851

Geological fault(s), 1393
Geometric attenuation (of sound),

1441
Gradient wind speed, 1380
Green’s function, 80, 87–89,

118–119, 144, 151, 1467
Ground attenuation (of sound), 73–74,

1112, 1434, 1441
Ground (borne) vibration, 1418–1419,

1458–1467, 1470–1478
Ground effect, 70, 71, 73, 74, 76,

1397, 1447, 1449, 1455–1456,
1510
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Ground vibration, 172, 1418–1419,
1458–1467, 1458f, 1471, 1473

Group speed, 244–245, 251
Guideline(s) (for noise), 1307–1315,

1352
Gypsum board, 657, 700, 708, 1244,

1257–1264, 1277, 1289, 1294,
1298–1299, 1301, 1320, 1322,
1370, 1372, 1373

Hair cell(s), 271, 277, 278, 278f,
280–283, 284, 284f

inner hair cells (IHC), 271, 277,
278, 278f, 284, 337, 338

outer hair cells (OHC), 271, 277,
278, 278f, 281–284, 337–339

Half power bandwidth, 766
Half power points, 1242
Hamilton’s principle, 175, 191
Hand-arm vibration syndrome, 349,

351
Handheld tools, 985
Hand-transmitted vibration, 343,

349–352
Hearing, 13

absolute threshold, 271f, 272, 273,
344, 395f

asymptotic threshold shift (ATS),
327–331, 329f, 331f

envelope, 143f, 209–210, 210f
equal loudness contours, 286, 288,

288f, 395, 395f, 806–807,
807f

hearing conservation program
(HCP), 307, 383–392

hearing damage, 303, 304, 341,
1178, 1420, 1490, 1502

hearing damage risk criteria
continuous noise, 326–331,

333–334, 337, 339
impulsive noise, 304, 326–332,

333–334, 337, 468
hearing handicap, 284f, 378, 387
impairment, 305, 377, 378–379,

381, 383–384, 387, 390–391,
814, 895

loudness adaptation, 290–291,
813

minimum audible field (MAF), 286,
807f

permanent threshold shift, 290, 305,
327, 330–331, 330f, 338, 379

place theory, 271
protective mechanisms, 304,

337–338
protector devices (HPD), 306
protector(s), 306

attenuation measurements, 306
attenuation of, 306
comfort, 306
earmuffs, 306
earplugs, 306
types, 306

temporary threshold shift, 290,
304–305, 321, 338

threshold, 286–291
threshold level, HTL, 287, 378–379,

390, 462, 465, 644
Hearing loss

conductive, 271

employer liability, 383–385
noise-induced, 283–284, 337–341
non-occupational, 392
sensorineural, 271, 290, 350

Heat exchanger, 1175, 1347, 1377,
1379, 1380, 1380f

Heating, Ventilation and Air
Conditioning Systems (HVAC)

breakout noise, 1175–1176, 1316,
1320, 1322

Helicopter noise, 1021, 1120, 1121,
1130

Helicopter rotor noise, 1021,
1120–1130

blade-vortex, 1123–1125, 1127,
1480–1481

blade-wake, 1021, 1122, 1125
broadband, 1122–1123
discrete, 1122
impulsive, 1122, 1123–1124, 1125,

1127, 1129–1130
kinematics, 1120–1122
main rotor, 1021, 1120–1121,

1121–1125, 1121f, 1127–1130,
1200, 1420, 1480–1481

reduction, 745
rotational, 1120, 1121, 1122, 1124,

1125, 1130
volume, 1021, 1122, 1126

Helmholtz equation, 102–103, 116,
606, 608–609

Helmholtz resonator, sound absorbers,
951, 952

Hemi-anechoic room (semi-anechoic
room), 527, 528, 531, 678, 1088

Hertz, 2, 129, 218, 219, 252, 550
Hilbert transform, 577, 581, 1091,

1092
Hologram noise, 599–600, 603,

608–609, 1134
Holography. See Near-field acoustical

holography (NAH)
Hooke’s law, 172, 191, 256
Human body, resonances, 344
Human response to noise, 394–411
Human response to vibration, 1390
Hydraulic actuator(s), 223, 451
Hydraulic system(s)

axial piston, 839f, 898f, 946–949,
946f, 947f

cavitation, 900, 900f, 902, 907–908,
948, 949–950, 1224, 1224f

flexible hoses, 953–954, 954f
flow ripple, 946–949, 947f, 948f
gears, 576–578, 831–832, 847–855
instability, 145, 258–259, 263, 264,

950
noise, 838–839, 899–902, 946–955
positive displacement, 836–839,

897, 900, 901, 903, 904, 906,
910–925, 946–949

pulsation dampers, 839, 907,
951–953, 1205

pump(s)
piston, 839, 946–950

water hammer, 159, 900, 901–902,
903, 908–909, 949, 950

Ideal filter, 472, 473f
Image source(s), 56–57

Imbalance (unbalance), 172, 320–322,
549, 575–576, 753–760, 885,
889, 901–907, 1159, 1208,
1219

Immission, 1505–1506, 1508
Impact

hammer, 570, 679, 903, 923
loading, 1143
test, testing, 220, 222, 993

Impact Insulation Class (IIC), 1237,
1262, 1280, 1281f,1350

Field lmpact Insulation Class (IIC)
Impact isolation, 1280
Impact noise, 304, 318, 326–334,

1143, 1422, 1501–1508
Impact sound pressure level, 1292

normalized impact sound pressure
level, 1262, 1281f, 1291

Impact sound rating(s), 1262, 1358
Impact sound transmission, 1237,

1257, 1262, 1352
Impedance

acoustic, 517–523
specific acoustic, 46, 698–699

of ground, 72–73
mechanical, 344, 348, 422, 423,

436–437
tube, 64, 65, 517, 519f, 520–523,

707–709, 1250, 1250f, 1276
Impulse, 304, 326–332, 333–334,

337, 468
Impulse response, 57–58, 57f, 1049
Impulse response function, 176, 185,

297, 475, 477, 480, 481, 484,
554, 563, 566, 571

Incus, 277f, 278, 278f, 280, 280f
Industrial production machinery

noise, 843, 987–994
sound power level predictions,

843–844, 1001–1009
Inertia base, 525, 726
Inertia force(s), 172, 444, 1377,

1460
Infrasound, 304, 320–324
Initial phase angle, 2, 3f, 553, 888,

891
Insertion loss, 68, 368, 1016

of barriers, 714–720
of buildings, 1456
of enclosures, 658–659, 662–665,

685, 687–693
of mufflers, 920, 922f, 1016–1017,

1016f, 1035–1036
of trees, 1455–1456

Instantaneous sound intensity, 21,
534

Intake noise, 1034–1051
Integrating sound level meter, 403
Integrator, 465, 493, 583
Intelligibility, speech, 293–300, 399,

1305
Intensity. See Sound intensity
Internal combustion engine (ICE)

noise, of diesel engines, 844, 1015,
1024–1032

International Building Code (IBC),
1348, 1349, 1396

International Civil Aviation
Organization (ICAO), 397,
1096, 1482, 1485, 1529
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International Conference of Building
Officials (ICHO), 1348

International Electrotechnical
Commission (IEC), 466, 505,
540, 612, 634, 816

International Organization for
Standardization (ISO), 286, 305,
340, 368, 378, 386, 395, 514,
526, 544, 568, 582, 627, 633,
717, 794, 985, 1054, 1171,
1185, 1217, 1247, 1258, 1283,
1354, 1422, 1427, 1447, 1459,
1470, 1491, 1502, 1510, 1516,
1527

Inverse square law, 23, 675, 1077
Isolation

acoustical, noise, sound, 954, 1238,
1279, 1297, 1299, 1350

efficiency, 348, 1195, 1337
vibration, 725–733

Isolators
compressed glass fiber type, 1337,

1338, 1347
neoprene pads type, 1337–1338
steel spring type, 1337, 1338–1339,

1347, 1472–1473
Isotropic 139, 142–143, 152

Jerk, 1029
Jet noise, 140–148, 1101–1103,

1105–1106, 1199
Joint acceptance function, 79, 98–99

Kinetic energy, 130–134, 139–140,
143, 144, 184, 192, 194, 195,
198, 250, 583, 773, 780, 781f,
911, 935, 1019, 1104

Kirchhoff, 87–89, 150, 202, 714–715,
1046, 1104, 1120, 1125–1127

Kronecker delta function, 133n

Lagrange’s equations, 175, 199–201,
203, 256

Laminated glass damping, 1150, 1167,
1261–1262, 1279

Laminated steel damping, 890, 1150
Lateral quadrupole, 22f, 27f, 50–51,

50f, 51f
Leakage, 368, 484, 987
Leaks, 368f, 858f, 1173f, 1205, 1262
Level

sound pressure level, 11, 15–16,
398–399, 526–531, 1248

standardized level difference, 1286,
1404

Lighthill, Sir James, 128–145,
149–154

Lilley, Geoffrey, 128, 130–138,
142–144, 154

linearity, 130, 149
Lined duct(s), 662, 1237, 1318
Lined plenum(s), 1319
Lined rectangular elbow(s), 1318
Line source, 29
Linings, liquid-borne sound, 951,

1046–1047
Locally reacting boundary (surface),

65, 103
Longitudinal wave(s), 19

speed, 35, 430, 700, 943, 1230
Loss factor, 184–185, 184f, 185f,

248–250
Loudness

adaptation, 290–291, 813
level, 394–397, 395f

Loudness level-weighted sound
equivalent level (LL-LEQ),
1415

Loudness level-weighted sound
exposure level (LLSEL), 1415

Low frequency noise (LFN), 304,
320–324

Low frequency vibration, 348, 865,
887–889, 1474

Lubrication, 832, 858, 861, 862, 863,
865, 902–903, 906, 914, 915,
1022, 1144, 1175, 1464

Lumped element(s), 41, 1040

Machinery condition monitoring
(machinery health monitoring),
417, 575–583

Machinery noise, 831–844, 966–973,
975–986

low noise (machinery) design,
794–804

concept(s), 794–795
prototyping, 795, 799–802
source identification, 802
transmission paths, 802

Machine tool
chatter, 995–999
noise, 843, 995–999

Mach number, 128, 130–138, 136f,
140, 145, 148, 149, 150, 153,
154, 881, 936, 1039–1040,
1040f, 1045, 1050, 1073, 1114,
1115, 1123–1124, 1203, 1254

Magnitude scaling, 272, 273
Malleus, 277f, 278, 278f, 280, 280f
Masking, 272, 807–813, 809f
Masking sound spectrum, 1302–1303
Mass law, 61, 254, 660f, 1237,

1257–1258, 1257f
Material handling, 843, 967, 988–990
Maximum noise level, 1501
Mean flow, 110

irrotational, 110
Mean square sound pressure, 10, 12,

21, 23, 25, 28, 34, 250, 254,
535, 546, 685, 810, 1019

Mean square velocity, 177, 250, 252,
676, 735

Measurements, 354, 421–426,
430–433, 466–467, 501–525,
534–547, 598–610, 633–645,
1091–1093, 1110–1111, 1112,
1363–1364

Measurement standard, 639–643
Measuring instrument, 633–637, 635f,

642
Mechanical equipment rooms, 1313,

1328, 1329, 1331, 1336, 1347
Mechanical impedance, 344, 348, 422,

423, 436–437
Mechanical power, 847, 877, 935, 936,

1018
Membrane (sound) absorbers,

699–701

Metal cutting, 966–973
aerodynamic, 840, 966
continuous, 840, 966
drill, 840, 966
grinding, 840, 843
impact cutting, 967–972
lathes, 966, 972
milling, 966, 967, 972
noise, 840–841
shearing, 840, 966–970, 970f
sheet dampers, 971, 971f, 972f
structural vibrations, 840, 966–967
tooling parameters, 968–969, 971,

973
Metrology. See Calibration methods,

metrology
Microelectromechanical Systems

(MEMS), 785–792
accelerometers, 790
fabrication, 788, 789, 790
gyroscopes, 790–791
piezoresistance, 789
sensing, capacitance, 789–790
sensors

noise, 792
pressure, 792
vibration, 787, 790

Microphone(s), 422–426, 435–442,
456–457, 612–622

backplate, 435, 436, 439, 441, 442
communication, 435
condenser, 422, 435–437, 456–457
diaphragm, 422, 426
directional, 422, 438, 438f
directivity, 424, 438
dynamic, 437f
dynamic range, 442–443
electret. See Microphone(s),

prepolarized
free field, 422, 425, 439–440,

457
piezoelectric, 423–424, 437–438
prepolarized, 422–423
pressure, 422, 439, 457
random incidence, 422, 440–441,

457
resonance, 423, 618
static, 617

Millington-Sette formula, 34, 1235
Mobility, 242
Modal analysis, 90–93, 432, 565–574

experimental, 566–567
global, 572–573
mathematical model, 573
multi-mode, 572
parameter extraction, 571–574
single mode, 572
test planning, 567–568
virtual test, 568

Modal bandwidth, 766, 1242
Modal damping, 1242
Modal density, 243–246, 1242
Modal mass, 79, 98, 242, 243, 734,

1394
Modal overlap, 766–767, 767f, 1242.

See also Active noise control;
Active sound control

Modal stiffness, 734, 1394
Mode count, 243–246, 249
Mode of vibration. See Normal mode

(of vibration)
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Mode(s), normal. See Normal mode
Mode shape, 36, 38–39, 90–91, 175,

187, 190–193, 228–229,
241–246, 566, 569, 573–574,
755–758, 772–774, 917,
959–960, 1030, 1240–1241,
1387, 1399, 1400

Monopole, 22f, 79, 1073
Monte Carlo simulation, 208
Muffler(s), 1034–1051

absorption or absorptive, 963, 1034,
1034f

catalytic converter, 1045–1046
design, 1015–1017, 1036
dissipative, 1038
expansion chamber(s), 1041–1046
Helmholtz resonator(s), 951, 952,

1044
insertion loss, 920, 922f,

1016–1017, 1016f, 1035–1036
modeling, 1037–1038
perforated, 1038–1040
reactive, 1034–1035
transmission loss (TL), 1035

Multi-degree-of-freedom system
(MDOFS), 186

Multi-residential buildings, 1352

Narrow band(s) (noise), 163, 209
Nasal cavity, 294f
National Environmental Policy Act

(NEPA), 1528
National Institute of Occupational

Safety and Health (NIOSH), 334
National Research Council Committee

on Hearing and Bioacoustics
(CHABA), 378

Natural angular frequency, 4, 5
Natural frequency, 4, 7, 180–183,

650–655, 726–735
Navier–Stokes equation(s), 131–133,

137, 140, 144, 149–150, 159,
167, 1080, 1104, 1126

Near field, 23, 31–34
Near-field acoustical holography

(NAH), 598–610
boundary element discretization,

601–603, 602f
characteristic eigenfunction

expansion, 601, 601f
Helmholtz least squares (HELS),

601, 603–604
planar, 598, 599, 601, 601f,

604–606
reconstruction theory, 600–604

Near source factor, 1395
Newton, Sir Isaac, 7
Newton’s law, 4, 172, 180, 213, 214,

227–228, 256, 537, 1091, 1393
New York City, 1350
Night average sound pressure level,

403, 1424
Node, 101–102, 104, 104f, 106–107,

111–113, 117, 118–120
Noise, vibration and harshness (NVH),

1163, 1334
Noise and Number Index (NNI), 405
Noise charges, 1485
Noise contour map(s), 1486, 1486f,

1488

Noise control
commercial & public buildings, 1423
community ordinance(s), 1424,

1525–1531
multifamily dwellings, 1237–1238
single family dwellings, 1237–1238

Noise Control Act (of 1972), 1528
Noise criteria, 399–402, 409–411,

1162–1163, 1351–1353, 1368
Noise criteria (NC) curves, 400,

1270–1271
Noise descriptor(s), 1501–1502
Noise dose, 465–466
Noise emission level, 1433f,

1530–1531
Noise exposure (criterion) level,

1505–1506
Noise exposure forecast (NEF), 405
Noise immission level (NIL), 1506
Noise indicators, 1355, 1360, 1362,

1365, 1413, 1481
Noise-induced hearing loss (NIHL),

283–284, 337–341
Noise isolation class (NIC), 1279,

1297, 1299, 1350
Noise map(s), 77, 801, 1360, 1416,

1424, 1526–1527, 1529
Noise metrics, 317, 1481–1484
Noise Pollution Level, 405–406
Noise rating measures, 394–411
Noise rating(s), 406, 1236

Balanced Noise Criterion curve(s)
(NCB), 1275

curve(s) (NR), 400, 1270–1271
Day-Night Average Sound Level

(DNL), 1269
Noise Criterion Rating (NC), 1236,

1270
Speech Privacy Index (SPI), 1236

Noise reduction coefficient (NRC). See
Sound absorbing materials

Noise reduction (NR), 35
Noise reduction rating (NRR),

369–370
Noisiness, 396–397
Noisiness index, 396–397
Nonlinear acoustics, 129–132,

159–167
Nonlinearity, 167, 261, 419, 859
Nonlinear vibration. See Vibration
Normalized flanking level difference,

1285, 1291
Normalized impact sound index

(NISI), 1281, 1282
Normalized impact sound pressure

level, 1262, 1281f, 1288,
1291–1293

Normalized level difference, 1285,
1286, 1364

Normal mode, 52–55, 105,
1240–1241

Normal mode (of vibration), 187
Normal sound intensity level, 11–12,

502
Norris-Eyring equation, 1235, 1251,

1280
Noy, 274, 396, 515
Nozzle, 137, 139–142, 145–148
Nyquist diagram, Nyquist plot, 572
Nyquist frequency, 495, 496, 555, 556,

591, 594, 596

Occupational injury, 383–384
Occupational noise

legislation, 377–382
regulations, 377–382
standards, 377–382

Occupational Safety and Health
Administration (OSHA), 290,
305, 324, 431–432, 460, 466,
935, 975

Octave, 13
Octave filter, 473, 481, 484, 559,

560
Office work space(s), 1297–1306
Off-road vehicle(s)

measurement procedures, 1188
noise, 1186–1196
tracked, 1186, 1188, 1191

Oil pan noise, 122, 670, 1030–1031,
1031f, 1150

One-octave bands, 13–14
One-third octave bands, 14, 368, 369,

395, 1292
One-third octave filter, 559, 560
Open-plan office(s), 1297–1306
Operating range, 461–462
Order analysis, 1089–1090
Order tracking, 482–483, 1087–

1088
Organ of Corti, 277, 278f, 281–

282
Ossicles, 278, 278f, 279, 337
Outdoor-indoor transmission class

(OITC), 1258, 1277,
1279–1280, 1373

Overlap principle, 478–480, 766–767,
1209–1210, 1242–1243

Overload indicator, 462

Panel absorbers, of sound, 700,
702–704, 1254

Parametric excitation, 172, 208, 575,
848, 1460, 1461

Particle velocity, 10, 21, 23, 31–32,
39–40, 43–44, 46–47,
119–121, 160, 534–538, 616

Pascal, 463, 600, 1326
Pass band, 372, 472, 473f, 477
Passive damping, 225–230
Passive noise control, 650–666,

1153–1155, 1203–1205
Peak noise level, 397, 405, 468, 1087,

1501
Peak value, 495, 532, 549, 552–553,

635–643
Pendulum, 256–257, 732–733
Perceived noise level (PNL), 512, 515,

1501
tone corrected, 397

Percentage highly annoyed persons
(%HA). See Annoyance

Percentile sound pressure level, 403,
1269

Performance Based Design (PBD),
1393

Period, 2
Periodic noise, 498
Periodic vibration, 356
Permanent threshold shift, 290, 305,

327, 330–331, 330f, 338, 379
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Permissible Exposure Level (PEL),
324, 384, 389

Permissible Exposure Limits, 380
Phase, 2
Phase angle. See Initial phase angle
Phase speed, 41, 175, 1045
Phon, 273, 289, 806
Phone, 286, 287
Phoneme, 271, 275, 294, 299
Physiological acoustics, 271
Piezoelectric microphone(s), 423–

424
Pink noise, 273, 337, 484, 487, 707,

1258, 1285–1286
Pistonphone, 616
Pitch, 273
Plane waves, 7–9, 20–21, 20f
Planning, 568, 799, 1484–1485, 1488,

1530
Platform noise, 1224
Point dipole, 49–50
Point monopole, 46–50
Point quadrupole, 50–51
Polarity, 287
Polyvinylidine diflouride (PVDF), 450
Potential energy, 765–769
Power spectrum, 876, 877–878
Power spectrum density (power

spectral density), 470–471,
495–497, 550, 558

Power spectrum level, 1162, 1373
Power train noise, 1013–1014,

1161–1163, 1427
Power unit noise (propulsion noise),

1054–1055
Prandtl number, 1037, 1047
Preferred frequencies, 176
Pressure drop, 296–297, 937–940,

1318–1320, 1326–1327
Pressure loss coefficient, 1324–1325,

1325f
Pressure-residual intensity index,

541–543, 616
Pressure wave. See P-wave(s)
Privacy Index, speech privacy index

(PI), 1300, 1304
Privacy metric(s), 1299
Probability density, 498, 552f
Probability distribution, 205
Product sound quality, 805–825

critical bands, 809–810, 810f
empirical loudness meter, 813–814
fluctuation strength, 818–819
frequency (bark), 811
jury tests, 820–821

category scaling, 815, 816f
magnitude estimation, 815
paired comparison, 815
random access ranking, 815
semantic differential, 815, 815f

loudness, 806–807, 813
Zwicker, 811–813

masking, 807–809
playback, 816–818

earphones, 816
loudspeakers, 816

recording, 816–818
roughness, 819
sharpness, 818
sound synthesis, 822–825

Propeller noise, 1019–1020,
1109–1110, 1197–1199,
1223–1224

control, 1116–1117
loading, 1109–1110, 1113,

1115
measurement(s), 1110–1111
nonlinear, 1016, 1021, 1109–1110
prediction, 1112–1116
quadrupole, 1021, 1110, 1115
thickness, 1109–1110, 1113, 1115

Prop-fan noise, 1117
Pseudohypacusis, 387–389
Psychoacoustics, 271, 806. See also

Psychological acoustics
Psychological acoustics, 271–275,

1162. See also Product sound
quality

Pump(s), 835–839, 897–908, 898f
axial 897–908
cavitation, 900–902, 907–908
centrifugal, 899, 900f, 901–904,

906, 908, 910
external gear, 948–949
internal gear, 949
kinetic, 897
noise, 906–908
positive displacement, 897, 904
sound power, 904
special effects, 897, 899

Punch press noise, 967, 968, 991,
991f

Pure tone threshold, 272, 286
P-wave(s), 1461–1462

Quadrupole, 22f, 23, 1021, 1110,
1115

Quality factor, Q-factor, 167
Quantization, 486, 487
Quiet seats, 1210, 1213

Radiated noise, 79–99, 1030–1031,
1218–1231

machinery, 1219–1223
plate, 86–87, 90–99
propeller, 1223–1224
ship, 1218–1219, 1224–1227

Radiation efficiency (radiation factor
or radiation index or radiation
ratio), 36–38, 47, 79, 80,
83–85, 94, 99, 249, 545–546,
676, 905, 1030, 1184

Radiation factor. See Radiation
efficiency

Radiation impedance, 90–91, 91f, 98
Radiation index. See Radiation

efficiency
Railroad car noise, 1022, 1152–1153
Railway(s)

noise, 1178–1185, 1417
traction motors, 1152, 1181–1182

Random excitation, 600
Random noise, 25, 164, 470, 498, 561,

571, 580, 599, 1022, 1111,
1138, 1249, 1319

Random vibration, 205–210
Rapid eye movement(s) (REM). See

Sleep
Rapid Speech Transmission lndex

(RaSTI), 1281

Rapid transit system vehicle noise,
1152–1153

Rating(s), 1267–1281, 1283–1296
Rating(s) of noise. See Noise rating(s)
Ray acoustics, 30–31
Rayl, 25, 26, 698
Rayleigh’s principle, 175, 1399
Rayleigh surface wave(s). See R-wave
Reactive sound field, 535
Receptance, 566
Reciprocating compressor. See

Compressor(s)
Reciprocating engine(s), 1003, 1200,

1333–1334
Reciprocating machine(s), 580–582.

See also Machinery noise
Reciprocity, 175, 248, 621
Reference, 10–12

displacement, 11
sound intensity, 10, 11–12
sound power, 10–11
sound pressure, 10, 11
sound source, 10, 12

Reflection noise, 29–30
coefficient, 29, 76, 517, 519–520,

709, 719, 1049, 1246, 1251,
1252

Rotor balancing. See Balancing
R-wave, 1461–1462

Sabine, 33–34
absorption coefficient, 34, 511, 717,

1244, 1245, 1247, 1248,
1249–1250, 1254, 1255f, 1276

enclosure, 1240
reverberation time, 33–34,

1251–1252, 1280–1281,
1312

Sampling
error, 499–500
rate, 487, 494, 495–496
theorem, 487, 495, 1092

Sandwich panel (or plate), 743, 1183
Scaling, 140–145, 558–559, 788–789,

815, 1401
Scanning, 543–544, 543f
Scattering, 29–30, 165, 1111, 1449
Screech, 146–148, 148f, 838–839
Screens, 716–717, 801, 1299, 1301,

1523
Seal(s), 254, 1017, 1149. See also

Door seal(s)
Seismic

design, 1393
induced vibration, 1393–1402
isolation, 1398
mass transducer, 427

Semi-anechoic room (hemi-anechoic
room), 527, 528, 531, 678,
1088

Semicircular canals, 277f
Sensitivity, 277, 419, 524, 613,

616–617, 624, 626
Sensorineural hearing loss, 271, 290,

350
Shadow zone, 75, 665, 665f,

714–717, 1418, 1434, 1444,
1447–1449

Shaker, 220–221, 220f, 451–453,
564, 1176, 1202, 1203
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Shape indicator, 1295–1296
Shear flow, 138–140
Shear layer, 137, 139, 145–147, 881,

1075–1078, 1101, 1102, 1103,
1111, 1376, 1376f

Shear wave(s). See S-wave(s)
Shielding, 803, 1111, 1185,

1191–1192, 1194–1196,
1455–1456, 1495–1496

Shield(s), for noise control,
1031–1032

Ship
modeling, 202, 251–253, 251f,

252f, 253f
noise, 1218–1219, 1224–1227

Shock
isolation, 655
loading, 212, 214, 215
measurement, 633–645
mount(s), 625, 626, 627f, 628–629,

630, 631, 641
spectrum, 630, 641, 643
testing, 631–632

Shock, mechanical effects on humans,
306, 354–362

biodynamic models, 356–357, 359
comfort criteria, 359–360
injury risk, 360–361

criteria, 360
measurement(s), 354
metrics, 354

Signal analysis, 430–432
Signal processing, 13, 373, 374, 487,

491, 493–494, 501, 555,
599–602, 639, 643, 669, 671,
768, 772, 774, 817, 970, 1047,
1088

Signal-to-noise ratio (SNR), 275, 299,
316, 317, 480, 495, 608, 1226,
1297–1298, 1302

Silencer. See Muffler(s)
Similarity spectrum, 142f
Simple harmonic motion, 1–4, 1f, 2f,

3f, 427
Single-degree-of-freedom system

(SDOFS), 180, 213, 745
Single event noise exposure level, 399,

1269
Single-event sound pressure level, 526
Sleep

awakening from, 309–312
deprivation, 303, 309
rapid eye movement(s) (REM), 309
stages, 310, 407

Sleep disturbance, 303, 308–313
Sleeper(s), for rail tracks, 1139,

1140–1142, 1444, 1460,
1462–1464, 1466

Sleep interference, 303, 307, 407–408,
1156, 1419

Smart structure(s), 454, 783
Snell’s law, 140, 144
Social survey(s), 317, 318, 408, 409,

1054, 1413, 1502. See also
Survey(s)

Sommerfeld radiation condition, 45,
103–104, 116

Sonar, self-noise, 1224–1226
Sone, 286, 288, 289, 395, 1268–1269
Sound absorbers, 696–712

Helmholtz resonator, 701–702, 951,
952

perforated panel, 702–705, 705f
suspended, 704–705

Sound absorbing materials
acoustical plaster, 706
acoustic impedance, 698–699,

707–709
fibrous, 696–698
flow resistivity, 698–699
form factor, 698
Noise Reduction Coefficient (NRC),

696
porosity, 698
spray on, 705–706
volume coefficient, 698

Sound absorption class, 1296
Sound absorption coefficient, 696, 706,

711
Sound analyzer, 1080, 1269
Sound barrier, 254, 717, 954, 1480
Sound classifications, of dwellings,

1360–1362
Sound energy (acoustic energy),

534–536
Sound energy density, 10, 59, 534,

1245
Sound-energy flux, 144, 887, 888, 890
Sound exposure

A-weighted sound exposure, 306,
311, 408f

Sound exposure level (SEL)
A-weighted sound exposure level,

461, 512, 1268–1269, 1501
Sound field, 54–55, 58–59, 535,

544–545, 612–613, 615–616,
618, 686–687, 1079–1080,
1182

Sound insulation
airborne, 1257–1265
impact, 1262–1263, 1288–1289

Sound intensity, 10, 11, 23–24
active sound field, 535
complex intensity, 534
dynamic capability, 541, 543
imaginary intensity, 536
measurement, 534–547

errors, 539–542
phase mismatch, 540–542
reactive sound field, 610
residual intensity, 540–541
residual intensity index, 541,

542–543
scanning, 543–544
supersonic, 601, 610

Sound intensity level, 11–12, 535
Sound intensity method, 534,

543–544, 546–547, 1060, 1203
Sound level meter, 430, 455–464

exponential averaging, 460
integrating averaging, 455–464

Sound power, 10–11, 543–544
Sound power level, 11, 526–532,

1001–1009
Area-related. See Area-related sound

power level(s)
A-weighted sound power level,

527–531, 1001–1009, 1143f,
1186–1187, 1490–1492, 1510,
1512–1513

band sound power level, 1001–1008,
1328–1330, 1333–1334

measurement uncertainty, 530–531
Sound pressure, 10, 526

instantaneous, 21, 534
peak, 397, 405, 468, 1087, 1501
reference, 11
root mean square (rms), 10, 497

Sound pressure level, 11
A-weighted (sound pressure level),

398f, 404f, 1267–1269, 1428f,
1429f, 1430f, 1432f, 1433f

band (sound pressure level), 842f,
1020f, 1273f, 1280, 1328,
1331, 1406, 1407

emission (sound pressure level),
526–532

Sound-proofed enclosures,
1494–1497, 1499, 1499f

Sound propagation, 7–10
in atmosphere, 67–77
cylindrical, 67
energy density, 10, 59, 534, 1245
indoors, 52–66, 1240–1246
outdoors, 67–68, 74–75
particle velocity, 10, 21, 23, 31–32,

39–40, 43–44, 46–47,
119–121, 160, 534–538, 616

plane sound waves, 7–9, 20–21,
20f

in rooms, 52–65
sound intensity, 10
sound power, 10–11, 543–544
sound pressure, 10, 526
spherical, 19–25

Sound quality. See Product sound
quality

Sound radiation, 35–36, 79–99,
763–764

apparent sound reduction index,
1264

Sound reduction index, (sound
transmission loss), 546, 546f

weighted, 1258, 1262, 1283, 1284,
1285, 1289, 1368

Sound source(s), 43–51
Sound transmission

airborne, 1162, 1237
impact, 1237
structural, 1237

Sound transmission class (STC), 1258,
1278–1279, 1297, 1336, 1368

Sound transmission loss, 1182–1184,
1223, 1278, 1278f, 1279f

Sound volume velocity, 27, 28, 41, 42,
46, 48, 296–299, 296f, 679,
681, 762, 763, 1037, 1038,
1043, 1045, 1047

Source identification, 668–681
change of excitation frequency,

672–673
coherence approach, 677
frequency analysis, 671–672
inverse numeral analysis, 680–681
numerical acoustics approach,

678–680
path blocking, 673
sound intensity approach, 677–678
transfer path analysis, 668, 678–680
wrapping, 670–671
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Source/path identification (source-path
identification), 1201–1203

Source power
airborne, 1056, 1162, 1237,

1257–1265
structure-borne, 1237

Southern Building Code Congress
International (SBCCI), 1348

Spatial average, 243
Specific acoustic impedance, 46,

698–699
Spectral density, 141–144, 152, 185,

206–209, 236, 252, 550, 558,
677

Spectral leakage error, 476, 479–480,
484, 498, 556, 558

Speech intelligibility, 293–300, 1299,
1305, 1314

Speech Intelligibility lndex (SII), 399
Speech interference, 1163, 1178,

1503–1504
Speech interference level (SIL), 399,

399f
Speech perception, 275, 299–300
Speech privacy, 1308, 1310–1312
Speech privacy index, 1236–1237
Speech privacy ratings, 1308,

1310–1311
Speech quality, 299–300
Speech reception threshold, 387
Speech Transmission Index (STI),

1281
Speed of sound, 7, 19–20, 29–30,

119, 129–132, 950–951,
1037–1038

Spherical radiation, 46–47
Spherical spreading, 73–75, 132, 166,

718, 1111, 1116
Spherical wave(s), 45–46
Splitters, 630, 639, 928, 963, 1327
Spring isolator(s), 725–726, 728,

730–733, 1337
elastomeric, 650, 732
helical, 1419
leaf, 732

Spring mounts, 652, 923, 1339f,
1340f, 1341f

Stacked damping layers, 1154–1155
Stagnation point, 1376, 1383
Stagnation pressure, 1382–1383
Stamping press(es), 991–992
Standardized impact sound pressure

level, 1292
Standardized level difference, 1404
Standards, noise, 377–382

consensus, 378
Standard threshold shift, 385, 388
Standing wave(s), 36–40, 517–519
Stapes, 277f, 278–280, 278f, 280f,

337, 338
Static pressure, 876f, 900–901, 1376
Statistical absorption coefficient,

1250–1254, 1254f, 1276
Statistical energy analysis (SEA),

1250–1254, 1254f
Statistical pass-by (SPB) method,

1059, 1060, 1061f, 1065,
1066f, 1067f

Statistical percentile level, 403–407
Steady state, 54–55, 1243–1244

Steam turbine noise, 1335, 1346–1347
Stiffness, 731, 848, 1142–1143
Strain gauge, resistive, 238, 428,

449–450, 449f, 569, 627, 789,
919f, 999

Strouhal number, 131, 135, 140–141,
146f, 152, 878–879, 1102,
1106f, 1324–1326, 1325f,
1377–1378, 1379f

Structural dynamics analysis, 565–566
Structural intensity, 802
Structure-borne sound, 1080,

1191–1194, 1377
Sub harmonic, 260, 575, 864, 866,

1087
Sump(s), noise from. See Oil pan noise
Supersonic jet noise, 145–148
Survey(s), 331, 350, 384, 389, 391,

405, 408–410, 721, 1054, 1060,
1406, 1413, 1413f, 1415–1416,
1442, 1459–1460, 1502, 1504

Suspended-ceiling normalized level
difference, 1285

S-wave(s)
speed, 1461–1462

Swept sine, 487, 599–600
Synchronization, 488, 490, 988, 1207,

1211
Synchronous averaging, 561, 1090

Temperature gradient, in speed of
sound, 74–75

Temporary threshold shift (TTS), 290,
304–305, 321, 338

Third-octave band. See One-third
octave band(s)

Three-dimensional equation of sound,
21–22

Threshold
of audibility, 277, 277f, 279, 297f
of feeling, 13, 14f, 350
of hearing, 286–291
of pain, 277, 321, 337, 806
pure tone, 272, 286
speech reception, 387

Time-averaged sound pressure level
(equivalent continuous sound
pressure level), 403, 512

Time constant(s), 460
Time domain analysis, 560–561, 1090
Time-synchronous averaging, 561
Time weighted average (TWA),

305–306, 369, 385, 461, 467
Timoshenko equation, 195, 196–199
Tire/pavement noise. See Tire/road

noise
Tire/road noise, 1054–1069

measurement method(s), 1017, 1056,
1059–1062

close proximity (CPX),
1060–1061, 1067

cruise-by, 1055f , 1060
drum, 1059
sound intensity, 1060
statistical pass-by, 1060

mechanisms for sound generation,
1017, 1055–1056

air pumping, 1056, 1069
horn effect, 1055, 1056, 1069
stick/slip, 1056

texture impact 1056, 1069
tire resonance, 1056
tread impact, 1056
vibration, of belt/carcass, 1056

modeling, 1056
Tires

composite wheel, 1068
porous tread tire, 1068

Tolerance limits, 458–459
Tonal noise, 878–879, 881, 1219,

1270, 1420
Tone(s), 272
Tooth meshing frequency, 576, 848,

849, 851–852, 853f
Tort(s), 384
Traceability, 633–645

to national measurement standards,
612

Track, 1438–1445
barrier(s), 1444
jointed, 1442
low noise, 1444
slab, 1442

Traffic noise, 1427–1436
abatement, 1435–1436
control of, 1415–1417
modeling, 1434–1435
prediction of, 1415–1417
propagation, 1433–1434

Traffic Noise lndex (TNI), 405
Transducer, 418–421

displacement, 419
dynamic range, 419–420
sensitivity, 419
velocity, 418

Transfer function, 176, 252, 254,
298–299, 519–520, 1203, 1222

Transformer noise, 1003–1004,
1335–1336, 1347

Transient response, 55, 106,
1244–1245

Transient statistical energy analysis
(Transient SEA), 1165–1166

Transmissibility, 344, 726–728, 1194,
1336–1337

Transmission coefficient (transmission
factor or transmittance), 29,
248–251, 254, 658–659,
685–686, 688, 1262

Transmission fault diagnostics, 1091
Transmission Loss (TL)

airborne, 673, 679, 680, 972, 1199,
1201, 1207

structure-borne, 673, 678, 678f,
1072, 1184, 1200, 1201, 1203,
1205, 1216, 1264, 1370

Transmission noise. See Gearbox noise
Transportation noise, 308–313,

1013–1022, 1149–1156
Transverse wave(s), 20, 709, 1461
Traveling waves, 39, 41, 146, 236,

250, 271, 280–283, 280f, 1241
Trees, insertion loss, 1455–1456
Trend analysis, 582–583
Triggering, 147, 488, 490
Truck noise, 677, 1014, 1167, 1512
Tuned damper(s), 1204–1205, 1208
Tuned Liquid Column Damper(s)

(TLCD), 1389
Tuned Liquid Damper(s) (TLD), 1389
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Tuned vibration damper(s) (TMD),
998, 1208, 1388

Turbine noise, 1103
Turbofan engine(s), 1019

by-pass ratio, 110, 128, 1096–1097,
1097f, 1101, 1102, 1480

noise
active control, 1155
combustor, 1103
compressor, 1103
core, 1106–1107
directivity, 1098
jet, 1101–1102, 1105–1106
turbine, 1103

Turboshaft engine(s), 1096, 1097f
Turbulence, 76–77, 131–154
Turbulence-induced vibration, 1383
Turbulence noise, 275, 293–294, 297,

299, 949, 981
Tympanic membrane, 277–280, 277f,

278f, 279f, 280f, 286–287,
328, 337

Ultrasound, 304, 320–324
Uncertainty of measurement, 462, 507,

634, 641
Uncertainty principle, 473, 580,

597
Uncorrelated noise source(s), 12,

479–480, 483–484
Underwater noise, 1217, 1218, 1231
Unit impulse, 176

Valve(s). See also Control valve(s)
demand, 916
flutter, 916
gate, 916–917
impacts, 916–918
instability, 839, 946, 950

Variable air volume (VAV)
systems, 1316, 1319–1320
terminals, fan-powered, 1320

Vector sound intensity, 48, 58, 83,
84

Vehicle noise, 513–514, 1087–1088,
1149–1152, 1159, 1427–1436

Velocity, 2–4, 10, 11
Ventilation systems, 1324–1326,

1328–1347
Vibration

base excitation, 1393
bending, 39, 63, 82, 1405, 1409
flexural, 195–199, 234–236
lateral, 344, 756, 848, 852, 1141
longitudinal, 191–194
nonlinear, 255–266

chaotic oscillations, 261–263
forced, 260–261
instability, 258–259, 263–264
normal mode(s), 263
resonance, 259–260
sub harmonic, 260, 264–266

plates, 90–94, 199–202, 739–741
random, 205–210
seismic-induced. See Seismic,

induced vibration
shells, 199, 202–203

Vibration absorber (dynamic vibration
neutralizer, or tuned damper)

damped
hysteretic, 748–749, 749f, 1398
viscously, 747–748

design of, 742–743
single-degree of freedom, 745–749
undamped, 745–747

Vibration damping. See Damping
Vibration damping materials. See

Damping materials
Vibration discomfort, 344
Vibration dose value(s), 346
Vibration (human), 343–352

in buildings, 345
cognitive effects, 346
discomfort, 344
hand-transmitted, 349–352
motion sickness, 348–349
standards for measurement, 351
transmissibility of the human body,

344
vision, effects on, 345
whole-body, 344–348

Vibration isolation, 725–733, 954
active. See Active vibration isolation
basic model, 725–728
force transmissibility, 651, 652,

652f, 654, 654f, 655, 725
horizontal stiffness, 731–732
inertia blocks, 654–655, 730, 731
theory, 650–651
three-dimensional masses, 730
transmissibility, 726–728
two-stage isolation, 728–729
vibration effectiveness, 726–728

Vibration isolator(s), 650, 654–655,
694f, 725, 1195–1196

Vibration (mechanical), 468
multi-degree-of-freedom system,

186, 255
random vibration, 205–210
single-degree-of-freedom system,

180, 745
Vibration severity, 343, 346, 348, 352,

582–583
Vibration velocity (vibratory velocity),

80, 86, 89, 167, 233, 236,
447–448, 583, 680, 690, 796,
841, 859, 905, 1047, 1138,
1192, 1219

Vibration velocity level (vibratory
velocity level), 1192, 1221,
1222–1223

Vibrator, 609, 790, 989–990
Vibratory feeds, 989–990, 990f
Vocal folds (vocal cords), 293–298,

294f
Vocal tract, 272f, 275, 293–294,

294f, 297–299
Voice

devoiced, 297
unvoiced, 275
voiced, 275, 293–295, 297
voiceless, 293–297
voicing, 275, 293, 295–297, 298f
Voltage preamplifier, 429, 627

Volume velocity, 27–28, 41, 42, 46,
48, 296–299, 678–679, 762,
763, 1037, 1038, 1043, 1045,
1047, 1185

Von Karman vortex trail, 1072, 1076,
1377f

Vortex, Vortices, 1109–1111
Vortex-induced vibration, 1384–1385

Wake-induced vibration. See Buffeting
Wake-structure interaction noise,

1200
Walking noise, 1289–1290,

1293–1294
Water hammer, 159, 900, 901–902,

903, 908–909, 949, 950
Wave equation, 21–22, 43–47, 52,

102–103, 129–138, 150,
159–163, 173, 1104, 1113

Wavefront(s), 9, 19, 30–31, 67, 71,
74–75, 144, 1461–1462, 1476

Wavelength, 9, 20–21
Wavelength parameter, 9
Wavelet(s), 585–597

algorithm, 586
Mallat’s tree, 587, 587f

harmonic, 585–586, 588–589, 589f,
590f

Malvar, 587–588, 588f
maps

mean-square, 591, 593, 594, 595
time-frequency, 591–596

Meyer, 588
transform(s)

dilatational, 586–587, 586f
discrete harmonic, 589–590
orthogonal, 586
windowed, 593–594

Wave motion, 19–20
Wave number, 244–245, 249–251,

773
Wave steepening, 159, 159f, 161f,

164
Weighted apparent sound reduction

index, 1286
Weighted element-normalized level

difference, 1285
Weighted normalized flanking level

difference, 1285, 1291
Weighted normalized impact sound

pressure level, 1288, 1291, 1292
Weighted normalized level difference,

1286
Weighted sound absorption coefficient,

1294–1295, 1296
Weighted sound reduction index, 1258,

1262, 1283, 1284, 1285, 1289,
1368

Weighted standardized impact sound
pressure level, 1291

Weighted standardized level
difference, 1286

Weighted suspended-ceiling
normalized level difference,
1285

Weighting function(s), 355–356,
477–478

flat top, 477–478, 478f, 556,
557–558, 557f, 588

Hanning, 476f, 477, 477f, 478,
478f, 480, 557f, 588, 595,
596

Kaiser-Bessel, 477–478, 478f, 557,
557f, 558

Rectangular, 476–478, 476f, 477f,
478f, 556–559, 557f, 588
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Weighting network, 457, 465,
1480

Wheel
damping, 1142
wheel modes, 1139–1140, 1144

Wheel-rail interaction noise, 1022,
1138–144

curve squeal, 1022, 1143–1144
impact, 1022, 1143
measurement method(s), 1141–1142
pad stiffness, 1141, 1142–1143
rail damping, 1022, 1142–1143
rolling, 1022, 1138–1139, 1142
roughness, 1022, 1138–1139, 1142
track damping, 1022
wheel sound radiation, 1022, 1138,

1139, 1141
White fingers, 349–350
White noise, 337, 471, 472, 474, 487,

520, 561, 808–809
Whole body vibration, 344–348
Wigner-Ville spectrum, 562, 581
Wind gradient, in speed of sound, 30,

31, 1418, 1434, 1513

Wind-induced vibration, 745, 1238,
1387, 1389

Wind noise, 1159–1161, 1160f
Windows, 556–559, 1161–1162
Wind profile, 1380
Wind tunnel(s), 1075, 1076–1079,

1078f, 1159, 1390
Woodworking

band saws, 980
chippers, 985
circular saws, 841, 980
collars, 841, 842f, 981–983, 982f,

983f
cutters

helical knife, 977
straight knife, 975, 975f, 976f,

977, 977f, 978f
enclosures, 977, 978–980, 982, 984,

984f
noise

aerodynamic, 980–981

blade vibration, 981–982
planers, 841, 976f, 977, 977f, 978,

980
World Health Organization (WHO),

308, 312, 1368, 1424, 1482,
1484, 1503, 1526

Young’s modulus, 35, 87, 133, 136,
173, 191, 199, 220, 244, 689,
771, 788, 998, 1263, 1476

Zone(s)
noise, 1424, 1509, 1526, 1528,

1529, 1530, 1531
of silence, 1530

Zoning, 1348, 1353, 1424, 1487, 1506,
1509, 1526, 1528, 1529, 1530,
1531

Zoom, 555–556
Zwicker, loudness, 811–813
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