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Preface

Engineering knowledge, skills, and development procedures play an important role
for the development of new materials and technologies. As an example, modern
joining technologies can be mentioned to fabricate new compound or composite
materials, even composed of dissimilar materials. Such materials are many times
exposed to harsh environments and must reveal specific properties. Technologies in
this context are mainly related to the transportation technologies in their wider
sense. This means automotive, marine technology, i.e., ships, amphibious vehicles,
docks, offshore structures, and even robots. To achieve a certain performance,
computer-based engineering tools are widely used and related to the simulation,
evaluation of data and design processes. Typically, finite element and finite volume
methods are used in the context of engineering simulations and this volume
contains many state-of-the-art applications and developments to highlight their
importance.

This volume contains selected and reviewed manuscripts from the International
Conference on Marine & Automotive Technology (ICMAT 2017), ‘Propelling &
Driving Innovative Ideas,’ which was held from March 15 to 17, 2017, at the
Penang Island, Malaysia. This conference was organized by the Universiti Kuala
Lumpur, Malaysian Institute of Marine Engineering Technology, Dataran Industri
Teknologi Kejuruteraan Marin, Bandar Teknologi Maritim, Jalan Pantai Remis,
32200 Lumut, Perak, Malaysia. The committee members can be listed as follows:

Patron: Assoc. Prof. Zainorin Mohamad (Head of Campus/Dean). Advisor:
Assoc. Prof. Dr. Mohd Yuzri Mohd Yusop (Deputy Dean, Academic &
Technology), Dr. Puteri Zarina Megat Khalid (Deputy Dean, Student Development
and Campus Lifestyle). Chairman: Dr. Wardiah Mohd Dahalan. Co-Chairman:
Ahmad Makarimi Abdullah. Chief of Publication: Azman Ismail. Publication:
Fauziah Ab Rahman, Amirrudin Yaacob, Sarah Nadiah Rashidi, Mohamad
Rafiuddin Che Othman. Secretary: Noorazlina Mohamid Salih, Muhamad Fadli
Ghani. Protocol: Norfadhlina Khalid, Fatin Zawani Zainal Azaim. Audit/Jury:
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Azman Ismail, Atzroulnizam Abu, Dr. Norshakila Haris. Finance: Neirul Nisa Abd
Latib. Registration: Siti Nur Azreen Ismail. Promotion: Mohd Saidi Hanaffi,
Azila Ayub. Logistics: Daud Saari. IT/Photography: Yusmizhar Serad.
Prizes/Certificates: Nordiana Jamil. Sponsorship: Mohd Shahrizam Saharudin.
IIIP: Siti Noor Kamariah Yaakop.

Esslingen, Germany Andreas Öchsner
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A Study on the Effect of Parameters
on the Tensile Strength of Friction Stir
Welded AA6061 1.5 mm Thin Plate
Butt-Joints

Nurfadilah Sukara, Azman Ismail, Darulihsan Abdul Hamid,
Fauziah Ab Rahman, Bakhtiar Ariff Baharudin
and Puteri Zarina Megat Khalid

Abstract Although fusion welding of aluminium alloys is the most common
method used for welding in the industry, it is always accompanied by defects like
porosity, solidification, and cracking. Friction stir welding, which is a unique
welding method that does not undergo a melting process has been invented and
promotes a defect-free welded joint. Nevertheless, some hindrances like severe
softening in the heat affected zone (HAZ), and defects like pin-hole and crack
formation will potentially occur due to an improper plastic flow of the materials.
These defects can lead to a decrease in the tensile properties of the welded mate-
rials. Since the welding parameters play a major role in deciding the weld quality,
this experiment considers the effects of using different rotational speeds and tool
traverse speeds on the strength of the welded joint. Furthermore, defects that may
occur during the welding process of aluminium thin plates also were determined.
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1 Introduction

Welding, brazing, reverting, or soldering, are some of the joining methods that are
applicable to aluminium. In the 1940s, the inert gas welding processes that were
introduced became revolutionary for aluminium as a structural metal. This inven-
tion created a way to make high strength welds without corrosive fluxes at high
speeds in all positions [1].

The inert gas welding process is categorized as a type of fusion welding, which
is one of the most common processes to join the base metal in industrial production.
This process is where two or more metal workpieces are joined through melting
(fusing) and solidifying [1]. A major drawback is, that the properties of the base
metal will be undermined by the welding heat that is produced during the welding
process. Sometimes, the addition of a filler metal during fusion welding lowers the
properties of the weld metal that possibly deteriorates the tensile strength of the
welded joint [1].

Therefore, the development of friction stir welding (FSW) in December 1991 by
The Welding Institute (TWI), UK, prevents these potential drawbacks by utilizing a
low heat input [2]. FSW is an appropriate solid state welding technique to effec-
tively join aluminium alloys, even for dissimilar alloys [3]. It utilizes the heat
generated by friction to join the sheet and plate material [3]. Therefore, an attempt is
made here to investigate the friction stir welding of the 1.5 mm AA6061 aluminum
alloy using the MILKO 37 milling machine.

Even though FSW is free from those type of defects, the wrong selection of
welding parameters can cause the materials to be heated significantly and thus be
improperly welded, which may eventually cause a loss in mechanical properties [4],
such as a decrease of the tensile properties and ductility strength of the welded
materials [4]. Thus, a proper consideration of FSW parameters is vital to yield a
superior weld joint quality.

2 Experimental Setup

2.1 Experiment Preparation

To study the effects on the quality of the aluminium weld joint, the experiment will
test different parameters on the weld quality. Each parameter being used during the
project will lead to different joining conditions in terms of quality, microstructural
and strength. For the materials, the aluminium alloy 6061 plate and H13 tool steel

2 N. Sukara et al.



were cut as has been determined and required by the American Welding Society
(AWS) [5]. Based on the literature concerning tool geometry, the pin length was at
80–95% of the plate’s thickness, and the pin probe diameter was about 1.5 mm with
flat design [6]. The aluminium alloy 6061 was cut with a shear cutting machine to
the dimensions of 1.5 mm � 356 mm � 210 mm for 30 pieces. H13 steel was
used for making the tools, and manufactured with a pin diameter of 5, 1.25 mm pin
length, and fabricated by a lathe machine.

2.2 Experiment Commencement

The Milko 37 is a universal milling machine that has been used to perform the
welding process in this study. It can operate at variable speeds of rotation and
traverse speeds. To run the FSW process on the specimens, the first step is to
remove the oxide film on the specimen’s surfaces by using the power brush or wire
brush, and polishing it until clean. This is to ensure that the material mixture
becomes viscous, strong, and does not mix with the oxide film that could lead to
failure of the mechanical properties of the specimen.

Every set of welding trials was conducted after the function of the milling
machine was checked, such as the traverse speed control button and speed option,
rotation speed control button and speed option, and the vertical elevation move-
ment. Before the actual welding process was performed, the tools were tested by
running the milling machine with the selected parameters. During this process, the
welding parameters that have been defined were checked by visual inspection to
ensure the welding specimens do not have any defect. The tilt angle of the tool was
set up at 2º as a constant variable while the tool’s rotational speed and tool’s
traverse speed were chosen based on the best parameters from previous research
concerning thin plates [7]. Selected welding parameters of tool rotational speed and
tool traverse are set as manipulated variables, as seen in Table 1.

Table 1 Welding parameters of tool rotational and tool traverse speed

Sample No. Tool rotational speed (RPM) Tool traverse speed (mm/min)

1 180 340

2 240 340

3 352 340

4 352 495

5 352 695

A Study on the Effect of Parameters on the Tensile … 3



2.3 Tensile Test

A tensile test has been conducted to measure the resistance of the material to a static
or slowly applied force. For this, a machined specimen is placed in the testing
machine and load is applied. A strain gauge or extensometer is used to measure
elongation. In a stress versus strain diagram, the ultimate tensile strength (UTS) is
the stress attained at the highest applied force while the stress at which a specified
amount of plastic deformation is produced is the yield strength. Elongation in the
tensile test describes the extent to which the specimen stretched before fracture [8].
All the information concerning the strength, stiffness, and ductility of a material can
be obtained from a tensile test. Sample in this experiment was in accordance to
ASTM E8.

The tensile testing specimens were taken from four parts of the weld specimen. It
is because each section has its own strength because of different levels of heat, the
tensile test specimens were taken from near at the start (2), and near the end of weld
joint (2). The applied maximum tensile load was set up to 100 kN with the speed of
the testing machine at 0.05 and 0.5 mm/min. The parameter of the speed of testing
when determining tensile strength for materials of elongation of more than 5% was
in accordance to the ASTM E8 standard. Then, the extensions were recorded during
the test for the calculations of stress and strain (Figs. 1 and 2).

2.4 Macrostructure Analysis

The specimens for macrostructure testing were taken from two parts which were
from the start and another from the end of plate. To allow the metallographic
structures of the sample to be measured under an optical microscope, the mounting

Fig. 1 Schematic of friction
stir welded joint main
microstructural zones [9]
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press operation had to be prepared for the sample to be grinded and polished. The
grinding process is needed to make sure that the surface is free from all scratches
and smooth for macrostructure observation. The specimens are manually grinded,
alternating the longitudinal and latitudinal direction in increasing order. After the
grinding process, the polishing process takes place to polish the specimens for a
smooth surface of specimen. The sequence for polishing plates is determined by the
different types of diamond paste. Then the etching process takes around 30 min, by
which the exposed sections of the specimens are removed. A metallographic
etching process was conducted to reveal microstructural details that would other-
wise not be evident on the polished specimens. The solution that had been used is
Keller’s reagent for the aluminium alloy. Then the image of the microstructure was
taken by optical microscope with capture scale set to 10 lm.

3 Results and Discussion

3.1 Surface Appearance

The welded specimen surfaces for each selected parameter of tool rotational speed
and tool traverse speed were captured and evaluated. All of the specimens were
evaluated visually based on their appearance. By visually inspect the welded
specimen surfaces, researchers can determine the welded features and defects that
occurred. This action is important to decide whether the sample can undergo tensile
testing to determine its tensile strength. The macrostructure appearance can be seen
for 5 samples in Figs. 3, 4, 5, 6 and 7.

Fig. 2 Dimensions of rectangular tension test specimen by ASTM E8 [10]

Fig. 3 Welded specimen surface of sample number 1. Poor welded joint surface; severe flash at
the side of welded joint; material removal to the side of welded joint; produce wormhole defect
along welded joint
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3.2 Tensile Test

In this experiment, only three samples underwent tensile testing, which were
selected based on visual observations of the welded joint surface and penetration.
The results show the characteristics of the specimen after the friction stir welding

Fig. 4 Welded specimen surface of sample number 2. Poor welded joint surface; severe flash at
the side of welded joint; material removal to the side of welded joint; produce wormhole defect
along welded joint

Fig. 5 Welded specimen surface of sample number 3. Smooth and fine welded joint surface;
produce hole at the end of welded joint; no defects in welded joint (visual inspection); good
welded penetration; slight flash produced

Fig. 6 Welded specimen surface of sample number 4. Smooth welded joint surface; no defects in
welded joint (visual inspection); good welded penetration; no flash produced

Fig. 7 Welded specimen surface of sample number 5. Smooth welded joint surface; no defects in
welded joint (visual inspection); good welded penetration; no flash produced
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process using different traverse and rotational speeds. Sample number 1 and 2 did
not pass the testing requirement because of welding defects such as severe
wormhole were identified by visual inspection before the tensile tests were
conducted.

The Galdabini universal testing machine automatically provides detailed data on
load, stress, tensile strength, and elongation. The speed used to perform the testing
is 0.05 mm/mm/min. The machine also provides a plotted graph of load versus
elongation, from which the stress and strain can be obtained. The formulas used to
determine stress and strain data are shown in (1) and (2).

Stress; r
N
m2

� �
¼ Load ðNÞ

Crossectional Area ðm2Þ ð1Þ

Strain; e
mm
mm

� �
¼ %Elongation

100%
ð2Þ

After all the graphs were generated, the specimens were compared in order to
determined which has the best result in term of its maximum force, tensile strength,
and Young’s Modulus. All the results were compared with the standard specifi-
cations for aluminium and aluminium-alloy sheets and plates, from the ASTM
B209 standard.

In terms of maximum load strength result (see Fig. 8), the maximum load
strength recorded is 1794 N obtained for sample 3, welded at 352 rpm with a
traverse speed of 340 mm/min. Therefore, this specimen can withstand high loads
before fracture occurs.

Based on the results in Fig. 9, different values of strength have been determined
in terms of elongation and ultimate tensile strength. The results have been deter-
mined based on the tensile test data in the elongation part, the longest elongation

Fig. 8 Comparison of
specimen’s maximum load
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observed in sample number 3, which underwent welding at 352 rpm and a traverse
speed of 340 mm/min. Sample number 3 sustained the highest tensile stress at
95.68 MPa with an elongation of 0.022 mm/mm. It shows that the specimen has a
good ductility with the selected parameters of tool rotation and traverse speed.

The results for the Young’s modulus are shown in Fig. 10, indicating that the
joint was elastic. For sample 30,024 welded at 352 RPM with a traverse speed of
495 mm/min, the elastic limit is 39,268.9 MPa. It shows, that using a specimen
parameter of 352 rpm at traverse speed of 495 mm/min results in the specimen with
the highest elasticity.

The graph in Fig. 11 shows that, even though the tool rotational speed of
352 rpm with traverse speed 340 mm/min gives the highest value of tensile
strength, this value is lower than tensile strength value of base material. To
determine if the result is acceptable or not, the welded join efficiency factor should
be considered.

Friction stir welding can produce satisfactory butt welds of AA6061 grade with a
joint efficiency of around 60–90%. However, here the highest tensile strength
obtained is 95.68 MPa, which gives a joint efficiency factor of 0.63, thus around
63.08%. Thus, it can be said the result is satisfactory as the joint efficiency con-
tribution is in the range between 60 and 90%.

3.3 Macrostructure Analysis

Welded specimen surfaces for each selected parameter of tool rotational speed and
tool traverse speed were captured and evaluated. All the specimens were evaluated
visually based on their appearance. By visually inspecting the welded specimen

Fig. 9 Comparison of
specimen’s ultimate tensile
strength
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surfaces, researchers can determine the welded features and defects that occurred.
This action is importance to decide if the sample can undergo tensile testing to
determine its tensile strength. Results for macro testing were captured and noted for
the welded specimen’s cross sectional surfaces in accordance to the five different

Fig. 11 Comparison of specimens and base material tensile strength

Fig. 10 Comparison of specimen’s Young Modulus
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selected parameters. By conducting macro testing, researchers can determine the
macro structural zones of friction stir welded joint and the defects that occurred. The
microstructure of the parameter’s tool rotational and traverse speeds of 352 rpm
with 340, 495, and 695 mm/min on the other hand shows a free defect welded joint.
The results after undergoing macro testing are shown in Figs. 12, 13, 14, 15 and 16.

Fig. 12 Cross section of sample number 1

Fig. 13 Cross section of sample number 2
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4 Conclusion

According to the hypothesis, the translational and transverse forces follow the
general relationship of increased rotational speed. However, as the rotational speed
is increased, a new relationship becomes apparent. This project concludes that the

Fig. 14 Cross section of sample number 3

Fig. 15 Cross section of sample number 4

Fig. 16 Cross section of sample number 5
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parameters of 495 and 695 mm/min, both with a tool rotational speed of 352 rpm,
can generate the best result in terms of weld quality when compared to the other set
of parameters, but in term of its tensile strength, it is reduced as the traverse speed
increases. The optimum levels which produced the best tensile strength among the
samples, were 340 rpm for rotational speed, 352 mm/min for transverse speed and
2° of tilt angle.
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Physical and Chemical Properties of Perak
River Sand for Greensand Casting Molds

Muhammad Arieef Bin Hussain, Azhar Bin Abdullah
and Rusmay Bin Abdullah

Abstract Silica sand is the main mineral used as foundry sand and considered as
one of the important industrial minerals in Malaysia. In Malaysia, silica sand is
obtained from sand mining (natural sand) and ex-tin mining (tailing sand). Malaysia
has an estimated resource of 640 Mt of silica sand, of which 148 Mt are natural
silica and 492 Mt tailing sand. The objective of this study is to determine the
physical and chemical properties of the Perak River sand as a molding mineral for
making greensand casting molds. Six samples were taken randomly at the marked
identified locations. Clay content, grain size distribution and chemical composition
of the samples were tested and analyzed. These samples were compared with
requirements as stated in the Foseco Non-Ferrous Handbook. A grain size above
425 µm was eliminated in order to comply the foundry sand size and tested for
grain size distribution and clay content. The results from the analysis show that the
clay content is ranging from 8.88 to 11.30%. The chemical compositions showed
that the silica content for all samples was in the range of 86–91%, which is con-
sidered as natural molding sand. As a conclusion, this research discovered that
Perak River sand is physically and chemically suitable for making greensand
casting molds for non-ferrous castings. Further study on the mechanical properties
is highly suggested.
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1 Introduction

Casting is one of the main and adaptable processes for manufacturing engineering
components where sand casting is one of the specific processes. It is a common
process for manufacturing automotive and marine components such as propellers,
pumps impellers, pump casings, couplings, valves, and sub-surface platforms [2].
Sand casting is a manufacturing process by which a liquid metal at high temperature
is poured into a cavity of a mold (which is made by mixture of sand, binder and
other additives) of the required shape, which solely depends on the design of the
pattern, and then is allowed to solidify. The mold is broken out to complete the
process. One of the processes in sand casting is called greensand casting which is
composed of high quality silica sand (85–95%) blended together with bentonite
clay (4–10%) as a binder and water (2–5%) [18].

The advantage of greensand casting is that many components for various
applications can be molded in different sizes, shapes and cheaper in cost [7]. Sand
casting remains the most popular method of casting, despite that it has a poor finish
and tolerance, and accounts for more than 90% of the cast metal production [18].

Sand is the most commonly mineral used for making sand molds in foundry
industry. Sand is found in many different locations and can have wide variations in
surface, physical, and chemical characteristics due to environmental, ecological,
climatic and geological factors. Different sands have different foundry properties
and thus, necessary standard laboratory tests are properly carried out on it [16].

There are many types of sand used as molding mineral such as silica, zircon,
olivine and chromite. Silica sand is the most popular due to the availability and
cost. Silica sand grains are of paramount importance in molding sand because they
impart refractoriness, chemical resistivity and permeability to the sand [15]. They
are specified according to their average size and shape. Zircon, olivine and chromite
sand are used for special applications where the price of these is expensive. Silica
sand can be broadly grouped into two types, depending essentially upon their
chemical composition, which are clay-free sand (synthetic sand) or washed sand
and clay-bearing sand (naturally-bonded sand) [5, 14, 15].

In Malaysia, synthetic sand is available from tin mine tailing sand where during
the extraction of tin, the soil was washed out by using gravel pumps. One of the
residues from tin extraction is tailing sand, which has a silica content of 94–99.5%.
Malaysia has an estimated resource of 640 Mt of silica sand, of which 148 Mt are
natural silica and 492 Mt tailing sand [12]. Previous research on the tin mine tailing
sand as a molding mineral found that it is suitable for making greensand casting
molds [1].

The examples of naturally-bonded sand silica are river sand, shore sand and lake
sand where the sand is produced due to the geology history such as by water, wind
or glacier [11]. Synthetic sand is the sand that has low clay content which is 0–1.5%
with high silica content is 94–99% while natural-bonded sand has high clay content
which is 5–20% with low silica content which is 80–90% [14]. The ideal purity for
silica sand as a foundry sand is that the material should have a silica content of

14 M. A. B. Hussain et al.



95–96% although 98–99% is often preferred [14]. The higher the content of silica
the more refractory the sand. The presence of impurities in sand such as Fe2O3,
K2O, CaO, LOI and true clay reduced the silica content and lowered the ability of
refractoriness and avoiding fusing in the casting process. Impurities such as K2O,
Na2O contain high acid [14, 15]. Thus, this will affect the amount of binder
especially the consumption of resin for chemical bonded sand casting mold. The
same will apply to alkaline sand.

Loss on ignition (LOI) methods have long been used by soil testing laboratories
to measure soil organic matter and soil organic carbon [9]. It is also a common and
widely used method to estimate sediment properties (i.e., water content, organic
matter, inorganic carbon and minerogenic residue), because it is the quickest and
cheapest among all the methods employed for determining some of those param-
eters. It is pointed out that the method is useful for analyses of a large number of
samples [4, 6, 13]. Most sediments are composed of a mixture of clastic silicates
and oxides (sand, silt and clay fractions), organic material, carbonates and water.
Quantitative determinations of such sediment parameters by means of
loss-on-ignition are based on the sequential heating of the samples (other tech-
niques involve gas collecting) and measuring the amount either volumetrically or
chromatically in a muffle furnace [6, 10].

After oven drying of the sediment to constant weight (or dry matter) and cooling
to room temperature, the organic matter is combusted in a first reaction to ash and
carbon dioxide at temperatures between 500 and 5500 °C. The amount of organic
matter is the weight difference between the dry sediment and the 5500 °C ash [6,
10, 13]. True clay includes fine particles of silt or dead clay, which do not function
as effective clay or new clay and do not contribute to bonding properties. Thus, the
test of clay grade is expressed as the percentage of true (natural) clay particles in
sand. The percentage of these impurities should be controlled because they are
affecting the quality of the mold and also the quality of casting. Table 1 shows the
limitation of the impurities in the sand mold.

Grain size distribution is a major determinant of the mechanical properties of the
molding such as green compression strength and permeability besides surface finish
of the casting [3, 5, 8, 14]. Table 2 shows the typical grading for sand suitable for
greensand systems. Finer sand will give better surface finish but this must be
negotiated against permeability which is better with coarser grains and prevents

Table 1 Control of chemical composition in sand mold [5]

Compound Limitation Result

Silica, SiO2 95–96% min The higher the silica the more refractory the sand

Loss on ignition, LOI 0.5% max Represents organic impurities

Fe2O3 0.3% max Iron oxide reduces the refractoriness

CaO 0.2% max Raises the acid demand value

K2O, Na2O 0.5% max Reduces refractoriness

Acid demand value to
pH4

6 ml max High acid demand adversely affects acid catalysed
binders
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casting defects. Finer grains appear to be more easily fused than coarser ones [5].
Also for finer grains, the more intimate will be the contact and lower the perme-
ability. However, fine grains tend to fortify the mold and lessen the tendency to get
distorted [15]. Foundry sands usually fall into the range 150–400 µm, with
220–250 µm being the most commonly used [5]. In general, a size of 200–300 µm
or AFS 75–50 is preferred with a grain size distribution spread of 95% over four to
five consecutive sieves [8].

The grain size is determined by grading on the standard sieves to separate
selected fractions for weighing [5, 11, 14, 15, 17]. The easier way is by comparing
the graphs rather than rows of figures of percentages of sand retained on each sieve,
the simplest and clearest method of illustrating how the sand is divided into the
different sieve sizes, known as grain distribution, is to plot a curve graph of the
cumulative percentage against each sieve number [5]. Figure 1 shows the curves of

Table 2 Foseco typical
grading of sand suitable for
greensand system [5]

Sieve Mesh size in micrometer (µm) %

710 0.14

500 1.42

355 5.44

250 22.88

212 19.64

150 26.74

106 9.70

75 2.84

Pan 1.10

Fig. 1 Sand’s grading and classifications [11]
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foundry sands from various locations in the UK. The ‘S’ shape of synthetic sand
(dotted line) represents the well sorted of the sand [11]. The more vertical the curve
such as Southport and Ryarsh, the more uniform is the grading of the sand, i.e. a
large proportion of the sand grains rest on the two or three adjacent sieves in the
stack. On the other hand, a wide distribution of the grains, with a small percentage
of the grains on each of the sieves, produces a curve that begins in the bottom
left-hand corner and slopes at an angle of 45° to the upper right-hand corner, for
instances Midland Red sand and Mansfield Red sand [11].

This preliminary research is conducted to identify the physical and chemical
composition of Perak River sand as a molding mineral for making greensand
casting molds focusing on non-ferrous metals such as aluminium based and copper
based. The study on the physical and chemical composition is crucial because if the
result would discover that the sand does not comply with the requirement from the
Foseco Non-Ferrous Foundryman’s Handbook or common practices in foundry
industry, the study on the molding mechanical properties could not proceed. Six
samples were taken randomly at the marked identified locations. The grain size
distribution and average grain size fall under physical properties while the clay
content and chemical composition of the samples were tested and analyzed.

2 Materials and Methods

A total of six samples representing deposit from Perak River sand located at
Kampung Raja, Parit, weighing approximately 40 kg were obtained for testing the
clay grade, chemical composition, and grain sand distribution. All lab testing,
method and equipment are conducted in the Department of Mineral and Geoscience
Malaysia, Perak Branch and strictly followed the lab standard procedure.

2.1 Clay Grade

To determine the clay grade, a 100 g sample from a dried sand specimen was mixed
with 500 ml distilled water and 25 ml ammonia (to maintain the clay in suspension
during the test). The sand/solution mixture was then stirred with a glass rod and
then allowed to settle during a period of exactly 10 min. The solution was then
removed and water was added for the repeated process. The procedures were
repeated until a 5-min settling period gave perfectly clear conditions. The remaining
sand and water were dried at 110 °C for an hour and the weight of clay washed
dried sand was taken and the percentage of the weight of dry sand taken and
calculated as below:
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% ClayGrade ¼ 100 g�Weigh of SandAfter ClayWash
100 g

� 100% ð1Þ

2.2 Chemical Composition

The chemical composition of a sand sample was determined by weighting up 10 g
washed sand. The sand powder then was produced by grinding the sample. A 1 g
sample was taken for LOI and the rest for other chemical compositions which were
SiO2, Fe2O3, CaO and K2O. LOI was identified by a combustion chamber by using
Thermconcept while for SiO2 it was by LAC. The standard used to identify the
content of Fe2O3, CaO and K2O was according to ASTM (146-80). The analysis
was done by the principle of balancing Mettler AE 163.

2.3 Grain Sand Distribution

The sand specimen is graded by using an Andelcott sieve shaker with an aperture
size of 710, 500, 355, 250, 212, 150, 90, 63 µm and pan. The sieve grading was as
follows:

a. Weigh 100 g of dry sand.
b. Place the sample into the top sieve of a nest of ISO sieves on a vibrator. Vibrate

for 15 min.
c. Remove the sieves and, beginning with the top sieve, weigh the quantity of sand

remaining on each sieve.

2.4 Average Grain Size

The adoption of the ISO metric sieves means that the old AFS grain fineness
number can no longer be calculated. Instead, the average grain size, expressed in
micrometres (µm) is now used. Table 3 shows an example of calculating the
average grain size.
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3 Results and Discussion

3.1 Clay Grade

The clay grade resulted from the analysis in the range from 8.88 to 11.30% as
shown in Table 4. The results show that the content of true clay is high thus Perak
River sand can be classified as naturally-bonded sand.

3.2 Chemical Composition

Table 5 shows that the SiO2 content for all samples was in the range of 86–91%.
The silica content is found to be low and can be grouped as naturally-bonded sand.
The reason that can be explained is due to the high true clay content that was found
from the results of the clay grade test. The content of impurities, which are Fe2O3

(0.35–0.60%), K2O (2.71–3.07%), CaO (0.05–0.11%), and LOI (0.69–0.93%),
were discovered to be above the maximum limit. These impurities and true clay

Table 3 Example of an
average grain size calculation

Aperture size Multiplier Sand retained (%) Product C

(µm) A B A � B

710 1180 0.000 0.00

500 600 0.017 12.00

355 425 8.397 3570.00

250 300 25.267 7581.00

212 212 12.793 2711.48

150 150 19.937 2991.00

90 106 20.117 2132.72

63 75 8.873 665.25

Pan 38 4.500 171.00

Total 99.900 19,834.45

Average grain size = Total of C/Total of B = 19,834.35/
99.9 = 199 µm

Table 4 Percentage of true
clay in a various Perak River
sand samples

Sample % True clay

Sample 1 11.30

Sample 2 10.93

Sample 3 10.30

Sample 4 9.90

Sample 5 8.88

Sample 6 9.84
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content will affect the quality of mold sand and thus should be controlled. It is
suggested that Perak River sand should undergo a washing process to minimize the
impurities to achieve the requirement of chemical composition for molding sand.

3.3 Grain Sand Distribution

Figure 2 shows the grain size distribution for all samples. Sample 4 and 6 have been
discovered with a well sorted grain distribution where they have a ‘S’ curve with a
45° slope and the curves are similarly closed to Foseco’s ‘S’ curve. Even though
other samples (sample 1, 2, 3 and 5) also produced almost to look like a ‘S’ curve,
their distribution mostly falls more to left-hand of the graph. Thus, it can be
concluded that most of the grain samples have coarser grains. Coarser grain will

Table 5 Results for
chemical composition

Specimen Percentage (%)

SiO2 Fe2O3 K2O CaO LOI

Specimen 1 88.6 0.53 2.93 0.07 0.84

Specimen 2 87.6 0.50 2.86 0.07 0.87

Specimen 3 88.4 0.55 2.99 0.11 0.93

Specimen 4 90.9 0.37 1.12 0.05 0.69

Specimen 5 91.1 0.37 1.10 0.06 0.78

Specimen 6 91.0 0.36 1.09 0.05 0.73

Fig. 2 The grain size distribution for all samples
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produce coarser surface at the end product but allow a smooth gas flow through the
particles but resulting in a lower strength. Meanwhile for samples 4 and 6, it
showed that they had a large proportion of the sand grains resting on the two or
three adjacent sieves with the acceptable size (150–400 lm). Samples 4 and 6
comprise suitable grains with the preferred size suggested by Foseco (220–
250 lm). Too fine grains produce a smooth surface and good strength but are hard
for gas to flow smoothly between the particles. This will be countered by the
mixtures of clay consumption in order to produce the preferred surface and strength.

3.4 Average Grain Size

Table 6 shows the calculation of the average grain size for Sample 1 and it was
found that the average grain size is 364 lm and it is within the requirement for
foundry sand grain size. Table 7 shows the calculation of the average grain size for
Sample 2 and it was found that the average grain size is 373 lm and it is within the
requirement for foundry sand grain size.

Table 8 shows the calculation of the average grain size for Sample 3 and it was
found that the average grain size is 371 lm and it is within the requirement for
foundry sand grain size.

Table 9 shows the calculation of the average grain size for Sample 4 and it was
found that the average grain size is 242 lm and it is within the requirement for
foundry sand grain size.

Table 10 shows the calculation of the average grain size for Sample 5 and it was
found that the average grain size is 371 lm and it is within the requirement for
foundry sand grain size.

Table 6 Calculation of
average grain size for
sample 1

Aperture size
(µm)

Sand retained
(%)

Multiplier Product

710 0.00 1180 0.00

500 0.00 600 0.00

355 59.20 425 25,160.00

250 32.20 300 9690.00

212 3.80 212 805.60

150 4.70 150 705.00

90 0.00 106 0.00

63 0.00 75 0.00

Pan 0.00 38 0.00

Total 100 36,360.60

Average grain size = 36,360.60/100 = 364 µm
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Table 7 Calculation of
average grain size for
sample 2

Aperture size
(µm)

Sand retained
(%)

Multiplier Product

710 0.00 1180 0.0

500 4.00 600 2400.00

355 59.90 425 25,457.5

250 25.10 300 7530.0

212 5.00 212 1060.00

150 4.00 150 600.00

90 1.70 106 180.20

63 0.20 75 150.00

Pan 0.00 38 0.00

Total 99.90 37,242.70

Average grain size = 37,242.70/99.9 = 373 µm

Table 8 Calculation of
average grain size for
sample 3

Aperture size
(µm)

Sand retained
(%)

Multiplier Product

710 0.00 1180 0.00

500 3.70 600 2220.00

355 56.90 425 24,182.50

250 30.70 300 9210.00

212 3.90 212 826.80

150 4.80 150 720.00

90 0.00 106 0.00

63 0.20 75 15.00

Pan 0.00 38 0.00

Total 100.2 37,174.30

Average grain size = 37,174.30/100.2 = 371 µm

Table 9 Calculation of
average grain size for
sample 4

Aperture size
(µm)

Sand retained
(%)

Multiplier Product

710 0.00 1180 0.00

500 0.00 600 0.00

355 5.00 425 2125.00

250 39.00 300 11,700.00

212 33.00 212 6996.00

150 22.00 150 3300.00

90 0.80 106 84.80

63 0.10 75 7.50

Pan 0.00 38 0.00

Total 99.9 24,213.30

Average grain size = 24,213.30/99.9 = 242 µm
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Table 11 shows the calculation of the average grain size for Sample 6 and it was
found that the average grain size is 242 lm and it is within the requirement for
foundry sand grain size.

4 Conclusions

The physical property investigated in this research was the grain size distribution
and the average grain size will determine the mechanical properties. Whereas the
chemical properties were the true clay content and the chemical composition and
they will determine the refractoriness of Perak river sand. Samples 4 and 6 were
identified to have the most suitable grain size distribution and average grain size
among the investigated samples. Furthermore, they have a low true clay content and

Table 10 Calculation of
average grain size for
sample 5

Aperture size
(µm)

Sand retained
(%)

Multiplier Product

710 0.00 1180 0.00

500 3.50 600 2100.00

355 56.40 425 23,970.00

250 32.40 300 9720.00

212 3.70 212 784.40

150 4.20 150 630.00

90 0.00 106 0.00

63 0.00 75 0.00

Pan 0.00 38 0.00

Total 100.0 37,204.40

Average grain size = 37,204.40/100.0 = 371 µm

Table 11 Calculation of
average grain size for
sample 6

Aperture size
(µm)

Sand retained
(%)

Multiplier Product

710 0.00 1180 0.00

500 0.00 600 0.00

355 8.00 425 3400.00

250 35.00 300 10,500.00

212 30.10 212 6381.20

150 22.30 150 3345.00

90 3.00 106 318.00

63 1.00 75 75.00

Pan 0.00 38 0.00

Total 99.4 24,019.20

Average grain size = 24,019.20/99.4 = 242 µm
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the silica content is over 90%. The major finding from this research is that Perak
river sand, physically and chemically is suggested to be used as molding sand for
making non-ferrous casting molds. Further research on the mechanical properties
such as green compression strength, shatter index and permeability number is
suggested to be conducted.
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Potential Use of Cellulose
Fibre Composites in Marine
Environment—A Review
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Abstract Sustainability, renewability, eco-friendly, and green chemistry are
guiding towards the new development of the next generation of materials in marine
applications. More recently, natural fibre reinforced plastic (NFRPs) have provided
an alternative solution for boat builders with enhanced bio reinforcement, however,
they suffer from questionable mechanical properties and their performance. The
combination of bio-reinforcement such as Kenaf, bamboo, banana, and pineapple
leaf fibre with polymer matrixes from both nonrenewable and renewable resources
to produce composites materials that are comparable with synthetic composites
requires special attention, i.e., bio-reinforcement, interphase optimization and fab-
rication techniques. This review aims to provide an overview of the factors that are
affecting the mechanical properties, performance of NFRPs and potential cellulose
based polymer for marine application.
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1 Introduction

In the past few decades, it was found that polymers have replaced many of the
conventional metals or synthetic materials in various applications worldwide. This
is possible because the advantages of polymers offer great value compared to
conventional materials. The most important advantages of using polymers are the
ease of processing and cost reduction. In most of these applications, the properties
of polymers are modified using fibres and matrixes to suit with the industrial
requirement or other usage. One of modified fibre such as NFRP offer advantages
over other conventional materials, comparing in certain specific properties. These
composites are finding applications in diverse fields including marine [1].

The earliest attempts to fabricate boat hulls with fibre reinforced polymer
composites (FRPC) were in 1947 when twelve small surf boats were made for the
United States Navy. As in record refers to FRPC material was used in the con-
struction of boats shortly after World War 2. It shows that the usage of FRPC in
marine application increased drastically instead of timber manufactured boats. The
use of FRPC because of timber were becoming increasingly deficient and expen-
sive. The timber was losing favor with many boat builders and owners due to
degradation by seawater and barnacles. Therefore it is required ongoing mainte-
nance and repairs which can be expensive. Most maritime boats are built using
glass reinforced polyester (GRP) composites; meanwhile sandwiched composites
and advanced FRPC materials containing carbon are aramid fibre’s with vinyl ester
or epoxy matrixes, which are commonly used for high performance structural
applications [2]. In details, FRPC materials are consisting of high strength fibres or
reinforcement embedded in polymeric matrixes. Fibres in these materials are the
load-carrying elements which provide strength and rigidity. While the polymer
matrixes maintain the fibres alignment, position, orientation, protection against the
environment, and possible damage. A polymer is necessary to have essential
mechanical properties for application in a specific field. The reinforcement by high
strength fibres provides the polymer substantially enhanced mechanical properties
and makes the fiber reinforced polymer composites (FRPC) suitable for a large
number of diverse applications.

The FRPC are developed primarily using synthetic fibres such as glass, carbon,
aramid, Kevlar etc. Synthetic fibre reinforced composites (SFRC) have unique
advantages. Besides their high strength and stiffness, these composites have long
fatigue life and adaptability to the desired function of the structure. Additional
improvements can also be realized in the SFRC in regards to corrosion resistance,
wear resistance, temperature-dependent behavior, environmental stability, thermal
insulation, conductivity, and finished product [3]. Specific properties of these
materials such as high stiffness, high strength, and low density as compared to
metals make the material highly desirable also in military and civilian aircraft
structures. These SFRC are also used in various forms in the transportation
industry. Ship structures incorporate SFRC in various forms. Although the SFRC
possess exclusive mechanical strength, they have some serious drawbacks such as
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high cost, high density, high embodied energy, poor recyclability and
non-biodegradable properties as compared to natural composites. For these reasons,
over the last few years NFRP are increasingly gaining attention as a viable alter-
native to SFRC [4, 5].

Other than that, the main limitations of SFRC is the use of two different synthetic
components, which makes the reuse and recycling quiet difficult, to such an extent
that it is often preferred to perform the direct disposal in a dump [6, 7]. Another
drawback related to SFRC is that, these composites are often disposed in unsatis-
factory ways such as an incineration which causes air pollution to the environment
[8–10]. It is imperative to note that most of these polymers are made from
petroleum-based non-renewable resources. Environmental problems in recent dec-
ades have urged the necessity to look for new alternatives, which could replace the
conventional SFRC with lower environment impact materials [11–14]. Furthermore,
it is worsened by the fact that plastics production requires a remarkable consumption
of oil-based resources, which are notoriously non-renewable.

This created a renewed interest in natural materials which could be used as
reinforcements or fillers in the composites and are thus referred to as NFRP [15].
They are also called as “bio-composites” [16]. Several researchers came up with
ideas of reinforcing different natural fibres in polymers to produce eco-friendly
composites for several applications which do not require excellent mechanical
properties, such as secondary or tertiary building structures, car panels, packaging,
etc. [13]. The use of natural fibres as reinforcements in composites has been
growing since then and has replaced several SFRC in several fields such as auto-
motive, construction, aerospace, and marine application [11–14, 17]. This is mainly
due to extensive research undertaken with its biodegradability characteristic, low
cost, and interesting physical and mechanical properties [14, 16]. In chronological
order, the very first attempts focused on replacing the synthetic fibres by natural
fibres in petroleum-based matrixes to form composites [13]. The production and
characterization of these composites were studied and the mechanical properties
were improved substantially [18–24]. These composites gained support due to the
environment-friendly aspect, considerable reduction of non-renewable resources
used in composites, and the replacement of mineral-inorganic materials with
natural-organic ones [13]. The use of natural fibres in composite industry created a
new alternative for the manufactures. The possibilities of using recycled plastics
like polyolefin succeeded as it reduced the consumption of non-biodegradable
polymers [25–29]. Furthermore, the biodegradable polymers were derived from
renewable resources, i.e., polylactic acid thermoplastic polymer from corn starch,
soy bean based thermoset matrix, etc., and the composites were made completely
from renewable resources, and were thus referred to as bio-composites [30–37].

In certain composite applications NFRP have shown to be competitive in rela-
tion to GRP [38]. NFRP with thermoplastic matrixes have successfully proven their
qualities in various fields of application. The growing interest in using natural plant
fibres as reinforcement of polymer-based composites is mainly due to their avail-
ability from renewable natural resources, high specific strength and stiffness, light
weight, low cost and biodegradability [39, 40]. The biodegradability of the natural
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plant fibres may provide an improve environment quality while the low costs and
good performance of these fibres are able to fulfill the economic interest of the
industry [41]. Furthermore, in the 21 century, researchers and technologies have
moved toward renewable raw materials and processes which are more environ-
mental friendly and sustainable [42]. The use of natural fibres as reinforcement in
polymer composites for making engineering materials has generated much interest
in recent years [43]. These fibres multiple the eco-design potential of new com-
posite materials for designers and industrial engineering, give new impetus to the
research and development of new process techniques.

Natural fibres are grouped into several types: seed hair, bast fibres, leaf fibres,
and etc. depending upon the source. Some examples are cotton (seed hairs), ramie,
jute, and a flax (bast fibres), and sisal and abaca (leaf fibres). Of these fibres, kenaf,
jute, ramie, flax, bamboo and sisal are the most commonly used fibres for polymer
composites. Another type of natural fibres in the form of wood flour has also been
often used for preparation of NFRP [1].

Although the mechanical properties of natural fibres, kenaf included, are lower than
those of conventionally used fibres such as glass, carbon and Kevlar, due to their low
density the properties of these naturalfibres are comparable to those of the conventional
synthetic fibres. A single fiber of kenaf can have a tensile strength and modulus as high
as 11.9 and 60 GPa, respectively [44]. Another study showed that bamboo fibre, which
is a stronger and stiffer plant fibre, has been used to produce bio-composites structures
including boats and surfboards [45]. However, another concerning factor of polymer
composites is degradation. For example, polyanhydrides and polyesters both degrade
through hydrolysis but at significantly different rates; 0.1 h and 3.3 years respectively
[46], whilst polyether’s are non-biodegradable since they do not contain a hydrolysable
bond. By making copolymers from polymers with different degradation rates, this
property can be tailored to the application [47, 48]. Another example of biodegradation
is pure PLA which will degrade to carbon dioxide, water and methane, within 2 years,
whereas petroleum-based plastics require hundreds of years [49]. Biodegradation is a
desired quality since it prevents stack of solid waste, which is a major consideration for
composite materials in general and hinders their use in products with a limited service
life [50, 51]. Bio-composites could enter new markets as their biodegradability offers a
serious advantage over synthetic composites.

2 Fibre Selection

A great number of fibres can be found in nature. Figure 1 provides an overview of
some of the more important ‘natural fibres’ [52]. The first main difference to be seen
is that the term ‘natural fibres’ includes both organic and inorganic fibres. Both can
be used as composite reinforcement; however researchers are only concerned with
the most industrially significant organic cellulose fibres such as kenaf, bamboo,
flax, hemp, jute, ramie, coir, abaca and sisal, with particular focus on kenaf and
bamboo [52].
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There is an enormous variety of cellulose fibres, their properties and morphology
depend upon both the location of the fibres in the plant and their function. Cellulose
fibres are found in different positions in the stems of monocotyledonous (plants with
one cotyledon; abbreviated to monocot) and dicotyledonous (plants with two
embryonic leaves; abbreviated dicot) plants as well as dicotyledonous and gym-
nosperm trees. Of particular importance as composite reinforcement are the so-called
bast (cellulose) fibres such as Kenaf, flax, hemp, jute, and ramie. These fibres are to
be found in the outer portion, the bark, of dicotyledonous plants and are of special
interest because of their excellent specific strength and stiffness properties [52].

2.1 Cellulose Fibres

Bast fibres are obtained from the stems of various dicotyledonous plants and are
also referred to as ‘soft’ fibres to distinguish them from leaf fibres. They are
composed of elongated thick-walled ultimate cells joined together both end to end
and side by side and arranged in bundles along the length of the stem. Bast fibre
bundles are removed from the parent material by the decorticating process, which
consists of removing from the stem, the ‘cortex’ comprising the bast and outer
barks. The separated fibres are then washed in water and dried [52].

Kenaf has been cultivated for 4000 years but has only recently been exploited as a
source of fibre. It is grown in tropical and sub-tropical areas. In tropical countries it is
cultivated throughout the year. The bark fibres of kenaf plant are long and stringy but
the inner core is much like balsa wood. Kenaf can produce about 2.47 kg of pulp per
season, which is the same amount that a pine tree can produce after 20 years of
growth [53]. Application for which kenaf fibres find markets are very similar to those
of other bast fibres, namely paper making, pulp and more importantly is its used in
making construction materials or automotive interior parts [54].

Bamboo has a hollow stem called the culm with the cellulose fibres aligned
along the length of the culm carrying nutrients between the leaves and roots. It has a

Fibre

Natural Synthe c

Animal Cellulose Mineral 

Bast, leaf, & etc. 

Organic fibre Inorganic fibre

Silk, wool, & hair. Asbestos Glass, carbon, 
&etc.Aramid/kevlar

Fig. 1 Classification of fibres [101]
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light coloured lignin. Bamboo can be grown in both the tropics and in temperate
climates. There are over 1250 species of bamboo and over 10,000 tonnes are
produced annually [55]. It is one of the main building materials used in developing
countries, surpassed only by wood [54].

Another potential cellulose fibres are the leaf type fibres, also referred to as
‘hard’ fibres, are obtained from the leaves or leaf stalks of various monocotyle-
donous plants. Monocotyledons have parallel veined leaves and have one seed leaf
[56]. Pineapple is the best example of leaf fibres. The fibres are in bundles of
individual cells obtained from the leaf sheaths. They are removed from the strands
by boiling in an alkali solution and are smooth with uniform diameter. The fibre
lumen is large in relation to the cell wall [54].

Pineapple plants are largely grown in tropical America, in the Far-East Asia
countries and Africa. It is in the Philippines, Taiwan, and India where the pineapple
plant is largely used as a source of fibre. The pineapple fibre bundles are separated
from the pineapple leaf by hand and sometimes by machines. The hand separation
involves the stripping off of the fibre from the retted leaf. This method is considered
to be laborious and costly and tends to lose a lot of weaker fibres. The use of
machines to separate the fibre bundles is slower than the hand method of extraction
but facilitates production processes. The yield of hand separated pineapple fibre
bundles is in the range 2–3% dry fibre from about 1 tonne of pineapple leaf, that is,
20–27 kg of dry fibre [57].

In addition, banana fibres are also preferable as reinforment. Banana fibre Musa
paradiisiaca L. var Sapientum or Musa ulugurensis Warb. is the most cultivated
banana plant [58]. There are about 300 species of banana and about 20 are used for
consumption. In order to obtain the best fibre the plants are cut when they are
almost at the flowering stage, before any fruit has formed. The separation process is
done manually and it involves cutting pieces of banana from the stem and passing
them through a mangle to remove excess moisture (water), combing and drying at
ambient temperature. The fibre obtained is usually of low quality because the
separation of the fibre bundles is done either after the fruits have just developed or
when they have matured ready for food purposes [54]. Finally, Table 1 shows a
previous report of potential cellulose fibre for composites manufacturing.

The mechanical properties of the composites are depended on several factors
such as type of fibres (refer Table 2), length, volume content and orientation
embedded in the matrix. When a load is applied to the matrix, stress transfer occurs
by shear at the interface along the fibre length and ends of the fibres. The extent of
load transfer is a function of the critical fibre length (aspect ratio), the direction and
orientation of fibre and the compatibility between fibre–matrix interphase.
Depending on the fibre orientation at the matrix, three types of composite are
prepared. Firstly, longitudinally aligned fibre composites generally have higher
tensile strength but lower compressive strength (due to fibre buckling). Secondly,
transversely directed fibres undergo very low tensile strength, which is lower than
the matrix strength. Finally, randomly orientated short fibre composites have dif-
ferent mechanical properties. This is due to the complexities of load distribution at
different direction along the interphase, consistent mechanical properties of these
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composites are far more difficult. By controlling factors such as the aspect ratio, the
dispersion and orientation of fibres, considerable improvements in the properties
can be achieved [59–61].

In common, with all engineering applications for NFRP, fibre alignment and
placement should be optimised to suit the application [62]. The authors considered
stiffness index of fibres as a function of their geometry, for examples, aligned
unidirectional (UD), woven, cross-laminated (orthogonal), and randomly oriented.
The stiffness index is the product of the fibre volume fraction and orientation factor
[63]. There are clear advantages in maximizing the elastic properties of natural
fibres in boat hulls by packing them closely in a unidirectional configuration and
using untwisted yarns [64].

However, the handling of natural fibres arrays is more easily achieved in the
form of a woven fabric. The authors describe the microstructure and properties of
jute are co-mingled with thermoplastic PLA filaments, derived from corn starch,
which are then woven to produce Biotex fabrics [65]. The production of natural
fibre composite components can be achieved by hot pressing Biotex fabrics to
produce net shape components. In a second venture, Composites Evolution has
supplied Biotex flax fabric to Amber Composites to produce a prepreg impregnated
with Multipreg 8020 epoxy matrix [64].

3 Moisture Uptake of Natural Fibres

The cellulose fibres are hydrophilic and tend to absorb moisture. Many hydrogen
bonds (hydroxyl groups OH) are present between the macromolecules in the fibre
cell wall. When moisture from the atmosphere comes in contact with the fibres, the
hydrogen bond breaks and hydroxyl groups form new hydrogen bonds with water
molecules. The cross section of the fibre becomes the main access of water

Table 2 Mechanical properties of natural fibres [101]

Properties Tensile strength
(MPa)

Specific tensile strength
(MPa)

Young’s
modulus

Failure strain
(%)

Abaca 12 – 41 3–4

Banana 529–914 392–677 27–32 1–3

Pineapple 413–1627 287–1130 60–82 0–1.6

Sisal 80–840 55–580 9–22 2–14

Bamboo 575 383 27 –

Flax 500–900 345–620 50–70 1.3–3.3

Hemp 310–750 210–510 30–60 2–4

Jute 200–450 140–320 20–55 2–3

Kenaf 295–1191 – 22–60 –

Ramie 915 590 23 3.7
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penetration. The interaction between hydrophilic fibres and hydrophobic matrixes
causes fibre swelling within the matrix. This results are weakening the bonding
strength at the interface, which leads to dimensional instability, matrix cracking and
poor mechanical properties of the composites [66]. Therefore, the removal of
moisture from fibres is an essential step for the preparation of composites. The
moisture absorption of fibres can be reduced by eliminating hydrophilic hydroxyl
groups from the fibre structure through different chemical treatments [67].

4 Modification of Cellulose Fibres

The reaction zone is a diffusion zone between fibre–matrix also called as interphase
or boundary, in which two phases are chemically and/or mechanically combined
[22]. If there is poor adhesion between the fibre-matrix boundary, then a weak
distribution of force will occur which results in poor mechanical performance [68].
In order to optimize the interphase bonding, modification of cellulose fibres through
chemical treatment are necessaries. A number of studies showed that chemically
treated cellulose fibres have improved (1) surface roughness, (2) cleanliness (re-
move unnecessary element such as lignin, wax, oil, and dirts) [69]. This can be seen
in Fig. 2a, b where the differences between non-treated and treated cellulose fibres
are shown. As indicated in Fig. 2a, non-treated cellulose fibres have shown a
smooth fibre surface and plenty amount of voids. According to Fig. 2b, treated
cellulose fibres have shown a rough fibre surface and a reduced amount of voids.
The author’s showed the differences before and after chemical treatment which then
relatively improved the mechanical performance of the CFRP [69].

Fig. 2 a Non-treated CFRP [69]. b Treated CFRP [69]
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4.1 Alkaline Treatment

Alkaline treatment or also called as mercerization is one of the most used chemical
treatments of cellulose fibres when used to reinforce thermoplastics and thermosets.
The important modification done by alkaline treatment is the disruption of hydrogen
bonding in the network structure, thereby increasing surface roughness. This
treatment removes a certain amount of lignin, wax and oils covering the external
surface of the fiber cell wall, depolymerizes cellulose and exposes the short length
crystallites [70]. Soaking cellulose fibres into sodium hydroxide (NaOH) in liquid
form promotes the ionization of the hydroxyl group to the alkoxide [71]:

Fiber�OHþNaOH ! Fiber�O�NaþH2O ð1Þ

Thus, alkaline processing directly influences the cellulosic fibril, the degree of
polymerization and the extraction of lignin and hemicellulosic compounds [72]. In
alkaline treatment, fibres are immersed in NaOH solution for a given period of time.
Several researcher’s treated jute and sisal fibres with 5% aqueous NaOH solution
for 2 h up to 72 h at room temperature [73, 74], similar to treat flax fiber [75]. The
author’s reported that 2% alkali solution for 90 s at 200 °C and 1.5 MPa pressure
was suitable for removal of dirt up to a single fibres [76]. These researchers
observed that alkali led to an increase in amorphous cellulose content at the expense
of crystalline cellulose. It is reported that alkaline treatment has two effects on the
fiber: (1) it increases surface roughness resulting in better mechanical interlocking;
and (2) it increases the amount of cellulose exposed on the fiber surface, thus
increasing the number of possible reaction sites [77]. Consequently, alkaline
treatment has a lasting effect on the mechanical behavior of flax fibres, focusing on
fiber strength and stiffness [72]. The author’ reported that alkaline treatment
improved up to a 30% the tensile properties (both strength and modulus) for flax
fiber–epoxy composites and coincided with the removal of unnecessary elements
[78]. It also significantly improved the mechanical, impact fatigue and dynamic
mechanical behaviors of CFRP [79–81]. The author’s examined the effect of NaOH
concentration (0.5, 1, 2, 4 and 10%) for treating sisal fiber-reinforced composites
and concluded that maximum tensile strength resulted from the 4% NaOH treat-
ment at room temperature and shows different opinion on optimum alkaline con-
centration [81]. While Mishra et al. reported that 5% NaOH treated sisal
fiber-reinforced polyester composite is the optimum concentration to be used in
NaOH treatment [82]. The different opinions occurred due to higher alkali con-
centration and this may provoke excess delignification of cellulose fibers, resulting
in a weaker or damaged fiber. The tensile strength of the composite decreased
drastically after optimum NaOH concentration is reached.
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4.2 Silane Treatment

Silane is a chemical compound (SiH4). It was used as coupling agent to let glass
fibres adhere to a polymer matrix and stabilizing the composite material. Silane
coupling agents may reduce the number of cellulose hydroxyl groups in the fiber–
matrix interphase. In the presence of moisture, hydrolyzable alkoxy group leads to
the formation of silanols. The silanol then reacts with the hydroxyl group of the
fibres, forming stable covalent bonds to the cell wall that are chemically absorbed
onto the fibres surface [71]. Therefore, the hydrocarbon chains provided by the
application of silane restrain the swelling of the fibres by creating a crosslinked
network due to covalent bonding between the fibres and matrixes. The reaction
formulae are given as follows [71]:

CH2CHSi ðOC2H5Þ3 ! CH2CHSi OHð Þ3 þ 3C2H5OH ð2Þ

CH2CHSi OHð Þ3 þ Fiber�OH ! CH2CHSi OHð Þ2O�FiberþH2O ð3Þ

Many researchers applied silane treatment in surface modification of GRP
[83–86]. Silane coupling agents were also found to be effective in modifying CFRP
matrix interphase and strengthen the interfacial bond. Three aminopropyl tri-
methoxy silane with concentration of 1% in a solution of acetone and water (50/50
by volume) for 2 h was reportedly used to modify the flax surface [78]. The
author’s soaked sisal fiber in a solution of 2% aminosilane in 95% alcohol for 5 min
at a controlled pH value of 4.5–5.5 followed by 30 min air drying to hydrolyze the
coupling agent [87]. Several researcher’s conducted silane solutions in a water and
ethanol mixture with concentration of 0.033 and 1% respectively to treat henequen
fibers and oil palm fibres [71, 88]. It was verified that the results between the silane
treatment modified fibres and the matrixes was increased, which led to composites
with higher tensile strength compared to alkaline-treated fibres [88]. Thermal sta-
bility of the composites was also improved after silane treatment [71].

4.3 Stearic Acid Treatment

Stearic acid (CH3(CH2)16COOH) in ethyl alcohol solution is used to modify the
fibre surfaces. The carboxyl group of stearic acid reacts with the hydrophilic
hydroxyl groups of the fibre and improves water resistance properties. This treat-
ment removes unnecessary elements covering materials constituents from the fibres
structure. As a result, fibre bundles are breaking down and more fibrillation occurs
[89, 90]. Fibre alignment embedded into the matrix provides a better bonding at the
interphase and improved properties of the composites. The author’s used stearic
acid treatment on sisal fibre in ethyl alcohol solution to increase the mechanical
properties [91]. Other authors used 3% stearic acid treated on sisal fibre reinforced
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with polyethylene composites and reported 23% higher shear strength ability
compared to the non-treated [28]. The reaction between fibre and stearic acid is
shown as follows:

Fiber�OHþCH3ðCH2Þ16COOHCH3ðCH2Þ16COO�O�FibreþH2O ð4Þ

4.4 Maleated Treatment

Maleated coupling agents provide efficient synergy with the functional surface of
the fibres and matrixes. During grafting, maleic anhydride reacts with the hydroxyl
groups (OH) in the amorphous region of cellulose structure and removes it (OH
groups) from the fibre cells. This produces brush like long chain polymer coating on
the fibre surface and reduces the hydrophilic tendency. Therefore, a maleated
coupler forms carbon to carbon bond to the polymer chain with the matrixes [19].
This covalent bonding between the hydroxyl groups of the fibres and the anhydride
groups of the maleic anhydride provides balanced properties to improve the
interlocking efficiency [92]. Maleic anhydride grafted polypropylene (MAPP)
copolymer is activated at a temperature of 1700 °C and then the esterification of the
cellulose fibres is carried out. This treatment results in a better wettability of the
fibre and enhances the interfacial adhesion [92, 93]. The authors used jute fibre
(30% fibre loading, 6 mm on fibre length) treated with 0.5% MAPP concentration
in toluene for 5 min and reinforced in PP matrix [94]. The composite showed
around 72% higher flexural strength properties compared to the non-treated. Water
absorption tendency by the treated fibre composite was also reduced. Similar
studies were performed by another author and reported, 1% MAPP treated sisal
fibre–PP composite exhibited around 50, 30 and 58% higher tensile, flexural and
impact strength properties, respectively [95].

5 Thermal Stability of Cellulose Fibers

Cellulose fiber generally starts degrading at about 240 °C. Structural constituents of
the fibre (cellulose, hemicellulose, lignin, etc.) are sensitive with different range of
temperatures. It was reported that, lignin starts degrading at a temperature of around
200 °C and hemicelluloses and cellulosic constituents degraded at higher temper-
atures [61]. The thermal stability of the fibre can be enhanced by removing certain
proportion of hemicelluloses and lignin constituents by different chemical treat-
ments. The degradation of natural fibres is an important issue in the development of
composites in both manufacturing (curing, extrusion or injection molding) and
materials in service [20, 96].
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6 Matrix Selection

A matrix is a binder material that is used to hold fibres in position and transfer
external loads to internal reinforcements. It is used in conjunction with a reinforcing
fibre to form a laminate. In cellulose fibre reinforced polymer composites, both
thermoset and thermoplastic matrices such as unsaturated polyesters, epoxies and
phenolics, and polypropylenes, polyethylenes and elastomers, respectively are
widely used for composites applications [61, 97]. These matrices have different
chemical structures and undergo different reactivities with the surface molecules of
fibres in composites [22]. The various types of matrixes are described in the
following.

6.1 Polyester Matrix

Generally, a polyester matrix can be made by a dibasic organic acid and a dihydric
alcohol. They can be classified as saturated polyester, such as polyethylene
terephthalate, and unsaturated polyester. To form the network of the composite
matrix, the unsaturated group or double bond needs to exist in a portion of 8 the
dibasic acid. By varying the acid and alcohol, a range of polyester matrices can be
made. Orthophthalic polyesters are made by phthalic anhydride with either maleic
anhydride or fumaric acid. Isophthalic polyesters, however, are made from isoph-
thalic acid or terephthalic acid. The polyester matrix is usually dissolved in
monomer (styrene is the most widely used), which will copolymerize with it and
contribute to the final properties of the cured matrix. The addition of catalyst will
cause the matrix to cure. The most frequently used catalyst is methyl ethyl ketone
peroxide (MEKP) or benzoyl peroxide (BPO) and the amount varies from 1–2%.
The catalyst will decompose in the presence of the polyester matrix to form free
radicals, which will attack the unsaturated groups (like C=C) to initiate the poly-
merization. The processing temperature and the amount of the catalyst can control
the rate of polymerization, the higher temperature or the more the catalyst, the faster
the reaction. After the matrix turned from liquid to brittle solid, post cure at higher
temperature may need to be done. The purpose of the post cure is to increase Tg of
the matrix by completing the cross-linking. The properties of the polyester matrix
are affected by the type and amount of reactant, catalyst and monomers as well as
the curing temperature. The higher the molecular weight of polyester and the more
points of unsaturation in molecules, the higher is the strength of the cured matrix.
Orthophthalic polyesters are environmentally sensitive and have limited mechanical
properties. They have been replaced in some applications by isophthalic polyesters
due to the excellent environment resistance and improved mechanical properties of
the latter [98].

The unsaturated polyester amounts to about 75% of all polyester matrices used
in the world. It is produced by the condensation polymerization of dicarboxylic
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acids and dihydric alcohols. The formulation contains an unsaturated material such
as maleic anhydride or fumaric acid which is a part of the dicarboxylic acid
component. The formulation affects the viscosity, reactivity, resiliency and heat
deflection temperature (HDT). The viscosity controls the speed and degree of
wet-out (saturation) of the fibres. The reactivity affects the cure time and peak
exotherm (heat generation) temperatures. High exotherm is needed for a thin sec-
tion curing at room temperature and low exotherm for a thick section. Resiliency or
flexible grade composites have a higher elongation, lower modulus and HDT.
The HDT is a short term thermal property which measures the thermal sensitivity
and stability of the matrices. The advantages of unsaturated polyester are its
dimensional stability and affordable cost. Other advantages include ease in han-
dling, processing, and fabricating. Some of the special formulations are high cor-
rosion resistant and fire retardants. This matrix is probably the best value for a
balance between performance and structural capabilities [99, 100].

6.2 Epoxy Matrix

The epoxies used in composites are mainly the glycidyl ethers and amines. The
material properties and cure rates can be formulated to meet the required perfor-
mance. Epoxies are generally found in diverse applications. The high viscosity in
epoxy matrices limits its use to certain processes such as molding, filament
winding, and hand lay-up. The right curing agent should be carefully selected
because it will affect the type of chemical reaction, pot life and finish material
properties. Although epoxies can be expensive, it may be worth the cost when high
performance is required [98].

6.3 Vinyl-Ester Matrix

The vinyl ester matrixes were developed to take both advantage of the epoxy
matrixes (high performance) and the fast curing of the polyesters. The vinyl ester
has higher physical properties than polyesters but costs less than epoxies. The
acrylic esters are dissolved in a styrene monomer to produce vinyl ester matrixes,
which are cured with organic peroxides. A composite product containing a vinyl
ester matrix can withstand high toughness demand [100].

They have properties similar to an epoxy matrix, being hard and strong with the
addition of excellent corrosion resistance. They are formed by combining of vinyl
groups and ester linkages to an epoxy based matrix [101].
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7 Gel Coat

The issue of gel-coats for boat hulls and other marine structures requiring a quality
surface finish was addressed in a paper by authors from the University of Plymouth,
UK (Summerscales and Hoppins), PERA Innovation (Anstice, Brooks, Wiggers
and Yahathugoda), Magnum Venus Plastech Ltd (Harper), W Ball and Sons Ltd
(Wood) and Scott Bader Company Ltd (Cooper). Normal methods for applying
gel-coats result in volatile organic compound (VOC) emissions and the paper
discussed an improved application method suitable for RTM and other closed mold
processes [102].

The patented in-mold gel-coating process involves the use of an impermeable
separator layer between the laminate and the gel-coat. Laminates with acceptable
surface finish have been produced using the method, which is still under devel-
opment. It was suggested that, by reducing or obviating harmful emissions, the new
process can improve workplace safety and reduce environmental impact [102].

A special formulated polyester matrix used for the outer surface of the craft is
known as gel coat (styrene monomer 30–40%). Gel coat is designed to be highly
waterproof, scratch resistant and to cure rapidly. To provide a decorative finish gel
coat comes in a range of colors (pigment). It is also available as a clear liquid.
A thin layer of gel-coat is usually sprayed onto the mold prior to the lay-up of the
reinforcing material and the matrix [102].

8 Cellulose Nanofillers

In order to define nanometer scale items (10−9 m) the term nano is used [103].
Nanomaterials are categorized into three groups; nanotubes, nanoparticles, and
nanolayers [104, 105]. Nano-particles are regarded as important potential filler
materials for the enhancement of physical and mechanical properties of fibre rein-
forced plastics [106]. The unique nanometric size, capable of producing large specific
surface areas, even more than 1000 m2/g, along with their other unique properties
currently draws great attention among researchers in the field of advanced materials
[107]. Nanofillers possess the tendency to improve or to alter the variable properties
of the materials into which they are integrated, such as physical, mechanical, thermal,
and even the materials ability to withstand heat or fire retardant. Nanofillers are
integrated in fibre reinforced plastics at rates from 1 to 10% (in mass) [108]. There
are various types of nanofillers being used in fibre reinforced plastic such as nan-
oclays, nano-oxides, carbon nanotubes, and organic nanofillers. However, nanofillers
can be distributed as classified in ISO/TS 27687 [109]. A nanocomposite is where a
nano-object (particle) is distributed into a matrix [108].

The nanocomposites exhibit unique characteristics and comparably better
properties than conventional composites such as fibreglass composites [110]. The
nanofiller in fibre reinforced plastics are the main components and can be
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constituted of inorganic or organic sources. Fibre reinforced plastics are polymers
(thermoplastics, thermosets, or elastomers) that have been reinforced with small
quantities (less than 5% by weight) of nano-sized particles having high aspect ratios
(L/h > 300) [111]. The reinforcement of polymeric matrix materials (thermosets)
with nano-sized particles to form nanocomposites is considered as an attractive area
of research. Polymer/layered nanocomposites, in general, can be classified into
three different types, namely (i) Intercalated nanocomposites, (ii) flocculated
nanocomposites, and (iii) exfoliated nanocomposites [112, 113]. Considerably
larger interfacial matrix material surface (interphase) are presented by nanocom-
posites, depicting properties quite dissimilar from the bulk polymer caused by high
specific surface area of the nanofiller [114, 115]. Thus, when the dimensions of
polymer fiber materials are shrunken or reduced from micrometers to nanometers,
numerous unique characteristics, such as flexibility in surface functionalities, and
greater surface area to volume ratio with superior mechanical performance (such as
stiffness and tensile strength) can be achieved, compared with conventional fibre
reinforced plastic products [106]. Recognizing the morphological and mechanical
benefits of nanofillers, some researchers produced nanocomposites by using dif-
ferent polymeric matrix and reinforcing by a wide variety of clays, which exhibited
improved and better properties. A recent study by Kim [116] reports three main
improvements from nanofillers, (1) improve in tensile strength, (2) increase inter-
facial adhesion between nano-kenaf surface and matrix (morphology), further
improved wettability between kenaf surface and matrix regardless of fibre diameter
[116]. Over conventional composites, nanocomposites display improvements in
physical, mechanical, thermal, and resistant (fire) properties. Furthermore, the nano
particles cause a significant reduction in flammability and also preserve the trans-
parency or clearness of the polymer matrix [12, 117]. However, there are two ways
of defining nano fibre reinforced plastic, (1) developed from renewable materials
such cellulose and petroleum-derived matrix like PP, PE, and epoxies, (2) derived
from biopolymers (e.g., PLA and PHA) and inorganic nanofillers (e.g., carbon
nanotubes and nanoclay) [118, 119].

9 Presence of Porosity

During the insertion of fibres into the matrix, air or other volatile substances may be
trapped inside the composite. After the curing process micro-voids are formed
along the individual fibre tows and in the matrix rich regions. This causes sudden
failure of the composites and shows poor mechanical properties. The curing and
cooling rate of the composites are also responsible for the void formation [61]. High
void content (over 20% by volume) is responsible for lower fatigue resistance,
greater affinity to water diffusion and increase variation (scatter) in mechanical
properties [120, 121]. Composites at higher fibre content display more risk for void
formation [121]. Other factors contribute to the structural porosity content is
manufacturing techniques. For thermoset composites, the basic fabrication is known
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as ‘hand lay-up’. This is a manual laminating procedure between fibre and matrix at
which the byproduct of the composites in terms of fibre to matrix ratio, sample
thickness, and porosity content are fully dependent on the workmanship skill. In
contrast, in vacuum assisted matrix infusion (VARI), the matrix is under vacuum
pressure inside the mould and infuses with the fibres. In this case, the matrix
impregnation in the composite is of much higher quality compared to manual
fabrication. Thus, porosity can be kept as minimal [101].

10 Manufacturing Techniques for Cellulose Fibres

Thermosetting cellulose fibre composites represent almost one third of the cellulose
fibre composite applications [101].

10.1 Hand Lay-Up

The hand lay-up method was developed in the USA 70 years ago. It is normally
used for glass fibre fabrics with final volume fraction of 30–50%. The usual ther-
mosetting matrix is catalyzed by an accelerated polyester, although the use of
vinylester and phenolics is also possible. The use of hand lay-up can also be
extended to cellulose fibres (woven and non-woven fabrics). The principal of the
hand lay-up method is shown in Fig. 1 and carried out as follows: First, the mould
surface should be cleaned, waxed and gel coated, then the fabric is laid on the
desired mould. Matrix impregnation is done manually. Depending on the type of
matrix, matrix curing can be heat accelerated. Mould forming details are found in
many references elsewhere. Figure 3 shows a schematic for the technique [101].

Fig. 3 Schematic for the hand lay-up technique
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For low performance structures, spray and hand lamination are often chosen
because the raw materials are relatively inexpensive and it is a low cost process.
The process can use relatively unskilled labour with simple practice procedure,
relatively good surface, easy insertion of accessories and the mould tools do not
need to be vacuum tight. However, these open mould processes produce composites
with low fibre volume fractions, excessive matrix residue and high levels of voids
(porosity). Another disadvantage is that end product of the hand lay-up process also
contains other mechanical defects such as porosity, low infusion, and low adhesion
between matrix and fibre orientation, thus leads to a low mechanical properties or
performance of cellulose fibre reinforced plastic. This also leads to poor product
quality (dimensions, wrinkling, accurate fibre volume fraction), which is dependent
on human factors. In addition, for certain conditions, labour cost are higher,
especially with severe work conditions (matrix fumes and cost of achieving healthy
ventilation conditions) [22].

10.2 Compression Molding (CM)

Compression moulding (CM) is generally used for a thermoplastic matrix with loose
chopped fibre or mats of short or long fibre either randomly oriented or aligned, but
can also be used with a thermoset matrix. The fibres are normally stacked alternately
with thermoplastic matrix sheets before pressure and heat are applied. The viscosity
of the matrix during pressing and heating needs to be carefully controlled, in par-
ticular for thick samples to make sure the matrix is impregnated fully into the space
between fibres. Good quality composites can be produced by controlling viscosity,
pressure, holding time, temperature taking account of the type of fibre and matrix
[122]. Film stacking has been recommended as it limits cellulose fibre degradation
due to involvement of only one temperature cycle [123]. Temperature still needs to
be carefully controlled as commonly there is little difference in temperature between
that at which a particular matrix can be processed and that at which fibre degradation
will occur. Reduction of fibre strength has been shown to occur at temperatures as
low as 150 and at 200 °C, with strength reducing by 10% in ten minutes. Flexural
properties were found to be less dependent on temperature below 150 °C, but
reduced significantly at higher temperatures. For composites made from jute yarn and
the bacterial copolyester Biopol the optimum compression temperature for a range of
mechanical properties was found to be approximately 180 °C. The highest strength
was obtained at 200 °C for non-woven mat reinforced PP matrices. Alternatively to
film stacking, sheet moulding compounds have been used in CM [124]. Overall,
there is a compromise between obtaining good wetting and avoiding fibre degrada-
tion that leads to an optimum temperature for a particular composite material or
geometry. This has been explored with film stacking of flax reinforced poly(ester
amide) composites, with an optimum temperature for composite tensile properties
found to be 150 °C [125].
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10.3 Resin Transfer Molding (RTM)

In RTM, the liquid thermoset matrix is injected into a mould containing a fibre
preform. The main variables with this process are the temperature, injection pressure,
matrix viscosity, preform architecture and mould configuration. Advantages com-
pared with other processes include lower temperature requirements and avoidance of
thermomechanical degradation. Compaction in this process is affected by the struc-
ture of cellulose fibres including the effect of lumen closing and due to lower degrees
of fibre alignment, cellulose fibre composites are less compactable than glass fibre
composites. Good component strength can be achieved with this process which is
suitable for low production runs [126]. While RTM is appropriate for relatively small
components, the mould closure forces become excessive as component size increa-
ses. However, the process is limited to a specific dimension. The process of pro-
ducing a complex mould also becomes an issue. Finally, a complicated procedure
comes with higher costs because more accessories are required [101].

10.4 Vacuum Assisted Resin Infusion (VARI)

This process is normally applied with fabrics (woven or non-woven). The multiple
layers required for the cellulose fibre fabrics are first cut into shape and then placed
over the mould. Fibres and mould are then vacuum–bagged. The matrix is allowed
to infuse into the fabrics smoothly and slowly for wet out, assisted by the vacuum.
After complete matrix infusion, the cellulose fibre composites are left to cure under
vacuum for 24 h at room temperature, after which they are unpacked and taken for
inspection. Figure 4 shows a schematic for a simplified VARI process [101].

Fig. 4 Schematic for the VARI technique
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VARI provides a better adhesion between matrix and fibre orientation which
provides a higher degree of integration. Other advantages of VARI is the possibility
of producing large complex form/structures compared to previous processes mention
before. However, the probability of leakage may lead to total loss of the product.
Besides, the preparation takes a long period of time due to the absence of automation
and also because the product must be demoulded. After a complete curing, all the
accessories need to be removed. Finally, a complicated procedure comes with higher
costs because more accessories are required (vacuum pump, connections, matrix
distribution spirals, sealant material like tacky tapes, etc.) [101].

11 Marine Qualification Issue

A feature of composites that is both a strength and a weakness is their
chameleon-like adaptability to a wide range of applications on the one hand, and
their variability on the other. It consists of many products and process variations as
there are individual structures, a fact that makes it difficult to formulate industry
standards and qualification routes [102]. This was acknowledged in a paper by
Weitzenboeck, M. et al., of the Norwegian classification society Det Norske Veritas
(DNV) and Echtermeyer from the Norwegian University of Science and
Technology. Nevertheless, standards are essential to establish minimum require-
ments before constructions [102]. For instance, manufacturing of wind turbine
blades. Development of the DNV offshore Standard for the Design and
Manufacture of Wind Turbine Blades (DNV-OS-J102) provides a comfort zone by
offering a contractual reference and guidelines for manufacturers [102]. Other
similar cases, DNV’s Offshore Standard for Concrete Structures was enlisted in
qualifying a new type of fibre reinforced plastic (FRP) reinforcement bar (rebar) for
concrete. This novel product incorporated basalt fibres as the major composite
reinforcement, and a new manufacturing process [102]. Another area crying out for
standards is the business of composites for marine high speed and light crafts.
The requirements in this section are applied to fibre reinforced plastic
(FRP) sandwich constructions for structural design (hull, structures, and etc.) [127].
Maritime certification authorities like DNV are well known when it comes to
marine vessels. The platforms have several decades of experience handling com-
posite materials. Combining existing rules for ships and high speed crafts with
guidelines for composites usage provides a working basis for manufacturers [102].

12 Marine Application

A canoe comprising cellulose fibre on a marine plywood and solid pine frame was
manufatured. A weave cellulose fibre reinforced a matrix of UV-cured EcoComp
UV-L matrix containing 95% vegetable oil manufactured by Sustainable
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Composites. While, a successful collaboration between Movevirgo Ltd and
Sustainable Composites have led to the manufacturing of biodegradable surfboards
and boats cured from EcoComp UV-L matrix [128]. Huntman Advance Material
were responsible for providing the epoxy matrix for the manufacture of a light-
weight Mini Transat 6.5 composite racing boat prototype named the ‘Araldite’,
which contained a fibre content of 50% cellulose fibre and 50% carbon fibre. The
natural fibre were supplied by Lineo, who pre-impregnate natural fibres with proxy
matrix to prevent moisture absorption [64]. Lineo’s FlaxPly and FlaxPreg (epoxy
flax prepreg) products have been used to manufacture various marine products such
as canoes and yachts. As well as boosting the eco-profile of the ‘Araldite’, the
cellulose fibres endow the composite structure with good damping characteristics.
The external hull was constructed from sandwich laminates comprising cellulose
fibre fabrics and structural foam. The sandwich laminates were impregnated with
epoxy matrix by vacuum infusion and cured at 50 °C. Internal framing and rein-
forcement were fabricated from carbon fibre composite. Niels Haarbosch from
Holland has also constructed a natural fibre epoxy catamaran based on an Aero
Skimmer design [64]. In a study of the performance of cellulose fibre composites
versus synthetic materials for the fabrication of surfboards, evaluated hemp fibre as
a substitute for glass fibre with matrixes of polyester or epoxy matrix [129]. Other
authors concluded that cellulose composites were inferior to industry standard.
However, bamboo fibre, which is stronger and stiffer compared to other cellulose
fibre, has been used to produce biocomposite structures [45].

12.1 Superstructure

They are two main requirements from boat manufacturers, (1) lowering the weight
of the boat, (2) obtaining parts that are very easy to manoeuver. Superstructure
fittings are the key parts. Incorporating cellulose fibres is a solution that provides
lightweight yet high strength fittings. Currently industries had manufactured an
environment friendly pulley for which the flanges are cellulose fibre reinforced.
These parts are obtained by injecting 15% by weight of cellulose fibre aggregate
into a 100% bio-matrix PA11 (castor bean oil) [101].

12.2 Racing Sailboats

There are even more prototypes for sailboats made of CFRPs, since they are highly
appreciated for their lightness, maneuverability, glidability, and environment
friendliness [101]. The ‘pioneer’ turns out to be one of the ten most
high-performance models in the 6.50 yacht racing sector. Its main added value is
the low weight: 50% of the total reinforcement fibre weight consists of cellulose
fibres. For the hull and deck, about 80% of the fibres used are cellulose bases,
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making the boat one of the lightest in its category at 750 kg [101]. The hull and
deck include composite parts that are 100% CFRP, processed in the form of uni-
directional prepreg tapes (180 g/m2) that are embedded with the epoxy matrixes.
The cellulose composite parts were assembled using UD or 2D carbon tapes
laminated with an epoxy matrix system [101]. The infusion-moulded composite
materials are sandwich structures with a Styrene-Acrylonitrile (SAN) foam core
(density: 80 kg/m3) and skins with a 35% cellulose fibre volume content. This
racing boat has already participated in numerous races and regattas in which it has
proved itself to be reliable [101].

13 Conclusion

This review intends to determine the potential candidate of cellulose fibres for
marine application. Thus, lead to the usage of CFRPs in future marine composites.
The use of polymer composites reinforced with cellulose fibre, in replacement of
synthetic materials, is of great interest in order to reduce the usage of
petroleum-based or nonrenewable resources. These CFRPs with good sound
absorption ability, density around 0.9 g/cm3, stiffness around 3000 MPa, and
impact strength of 25 kJ/m2 which can be improved further respectively looks
promising [1]. Meanwhile, for a long term overview, it is a more intelligent uti-
lization of financial and environmental resources [13]. These ‘‘biocomposites’’ can
find several industrial applications, although some limitations occurred regarding
mainly process ability and mechanical performance. Worldwide researchers have
been spending much effort in order to develop efficient solutions through chemical
modification of the reinforcement, use of adhesion promoters or additives (coupling
agents). However, a full biodegradability, and thus a really improved environmental
impact, can be obtained only by replacing synthetic composites (coming from
non-renewable resources) with biodegradable materials. In these cases, however,
new limitations arise and current scientific investigations have been focusing on the
selection of the most suitable biodegradable fibre/matrix and the optimization of all
of the initial preparation and manufacturing parameters. As regards, in the com-
mercial perspective, it can be stated that the market is still in an opening phase,
therefore much can still be done in order to find new possible applications,
improving the mechanical properties, and the marketability of these materials
especially in marine industry. All of these issues continue to require significant
research efforts in finding an effective formulations (synthetic or biodegradable
composites; types and final product quality), characterize them and to be applied for
the right applications, including to refine processing techniques. As soon as the
market for these composites increases, reduction of costs and improvement of the
quality will be achieved.
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Development of a Batik Fiberglass
Composite for Marine Applications Based
on Water Absorption Testing

Muhammad Abdul Mun’aim Bin Mohd Idrus,
Siti Amelia Binti Amiruddin, Siti Afiza Binti Johari Jamaludin
and Shamsul Effendy Bin Abdul Hamid

Abstract This research presents the investigation of composite materials lamina-
tion using a combination of synthetic fiber and natural fiber materials in the
structure of lamination. The study proposed alternative method to replace synthetic
fiber chopped mat strands (CSM) by using batik fabric, which is cotton, for GRP
product making and to comply with the standards. The project followed the Dot Net
Veritas (DNV) Regulations, American Society of Testing Materials (ASTM)
standards and International Organization of Standardization (ISO) 62. The com-
posite lamination has been produced using the hand lay-up technique. The effect of
batik fabric was tested using tensile strength, flexural strength and water absorption
test to determine the most optimum strength of composite materials. An implication
of this study showed and proven with the difference of the lamination structure
system of composite materials, it presented a difference in the behavior of com-
posite materials. The result showed that different lamination of batik fabric will
increase the tensile strength but not achieve the minimum standard. The bending
stress showed an increase in strength and achieved the standard required for marine
applications. In addition, the water absorption increased with batik fabric loading
but at acceptable level for marine standards.
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1 Introduction

The global fiberglass market is dominated by the developed markets [1]. In naval
applications, the navy requires GRP composites with high strength-to-weight ratio
capability and inherent resistance to weather and the corrosive effects of salt air and
sea [2]. Composite materials have been created to improve mechanical character-
istics, such as stiffness and toughness by the combination of materials, called
reinforcement [3]. In marine industry, cost is the main important issues that need to
be considered in making a GRP product. Fiberglass, a material produced by using a
plastic matrix is used in several applications because of the high quality, lightness
and low costs [4]. Using batik fabric, it will reduce the costs of pigmentation
because batik has its pattern and color. Natural fibers are one of such proficient
materials, which can replace synthetic materials and its related products for some
low-weight and energy conversion applications [5]. Natural fibers can be recycled
and the fibers come from renewable resources. Their moderate mechanical prop-
erties restrain the fibers from using them in high-tech applications, but for many
reasons natural fibers can compete with glass fibers [6]. This paper investigated the
use of Batik as an alternative material to replace chop strength mat (CSM) in the
production of fiberglass.

2 Materials and Methodology

The hand lay-up process was applied in conducting these experiments. The standard
and procedure were followed according to the DNV Standards and ensured that the
used technique was precise and accurate. Each layer of the fiber was applied with
resin and ensured that the fibers were completely wet-out [7]. A roller was used to
remove air bubbles during the lamination process.

Note that these materials can only be combined when all dry materials were fully
prepared including wax surface preparation. The weights of the gel coat and resin
are determined by the mold surface, which is using the surface of mold of
2 m � 1 m = 2 m2, let gelcoat = surface size � 600 g m−2, therefore 2 m2 � 600
g m−2 = 1.2 kg. Next, the next elements were 2% of resin mixed with the catalyst,
14 g (each) of cotton fiber (batik fabric) and 600 g m (each) of woven roving. The
thickness of the plate panel was between 0.25 and 0.5 mm. The product specimen
for the lamination testing is shown in Table 1.

2.1 Laminating Process

Firstly, the surfaced was as incorporated in the wax procedure. Next, the gel coat
was mixed with the catalyst and stirred by using a wooden stick (the color of gel

58 M. A. M. B. M. Idrus et al.



coat changed a bit from the initial color) and applied the gel coat by using a brush or
roller brush. The gel coat was applied evenly and quickly onto the mold surface to
avoid the hardening of the gel coat. Then, the gel coat was allowed to rest for
20 min to harden depending on the weather. Meanwhile, the resin was mixed with
the catalyst and stirred by using a wooden stick and then applied on the top of the
gel coat by using a brush. After that, the Batik fabric was applied piece by piece and
layered by the resin. The number of cloths depends on the type of specimen as
outlined in Table 1 and rolled using a roller to let air bubbles out. Then, resin was
applied again and woven roving was placed on top of it and the air bubbles out
rolled out (the number of woven roving refers to the table shown). Steps were
continued and step number 4 and 5 were repeated until the specimen requirements
were fulfilled (see Table 1 of chapter “Potential Use of Cellulose Fibre Composites
in Marine Environment—A Review”). Lastly, the specimens were dried overnight.

2.2 Demolding Flat Panel

After the flat panel was completely dried, it was gently removed from the mold by
lifting the masking tape. The edges of the specimen were softened by using a jigsaw
and sand paper.

2.2.1 Mechanical Testing

i. Tensile Strength Testing
The tensile testing was performed using a universal testing machine equipped
with a 5 kN load cell and in accordance with ASTM D-3039 standard, see

Table 1 Product specimen
testing

Specimen Number of mat

Specimen A Batik fabric Layer 1 1 pcs

Woven roving Layer 2 1 pcs

Batik fabric Layer 3 1 pcs

Woven roving Layer 4 1 pcs

Batik fabric Layer 5 1 pcs

Specimen B Batik fabric Layer 1 3 pcs

Woven roving Layer 2 1 pcs

Batik fabric Layer 3 4 pcs

Batik fabric Layer 4 4 pcs

Batik fabric Layer 5 3 pcs

Specimen C Woven roving Layer 1 1 pcs

Batik fabric Layer 2 4 pcs

Woven roving Layer 3 1 pcs

Batik fabric Layer 4 4 pcs
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Fig. 1. A constant cross-head speed of 2 mm/min of the testing equipment
were used based on ASTM standards for test methods of tensile properties of
polymer matrix composite materials [8]. In these tests, the purpose was to
identify the ultimate tensile strength of the specimen to be used in the next
experiment.
ASTM standards require at least 5 (five) specimens for each sample config-
uration [9]. The sample of specimen A with dimensions of 250 � 25 � 3 mm
was tested as shown in Fig. 1. The geometry of the specimen followed the
ASTM D-3039 standard for a rectangular specimen size [10]. Specimen type
B had dimensions of 250 � 25 � 6 mm, and specimen type C had dimen-
sions of 250 � 25 � 5 mm and were tested under the same conditions.
The specimens were placed in the grips of the universal testing machine. Then,
the force was applied to the test specimen. The displacement-controlled speed
was set at 2 mm/min. The higher the applied force onto the specimen, the
longer the elongation of the specimen until its breaking point.

ii. Flexural Strength Testing
The test on flexural strength was carried out according to ASTM D-790 for
unreinforced and reinforced plastics and electrical insulating materials using a
universal testing machine. The aim of this test was to study and investigate the
strength of the composite material after the load was applied onto the speci-
men. The same cross-head speed of 2 mm/min and the load of 5 kN equipment
were used based on the ASTM standards as shown in Fig. 2. The ASTM
standard requires at least 5 specimens per sample configuration [11]. First the
specimen type A with dimensions of 125 � 12.7 � 3 mm was tested.

Fig. 1 Immersion of
specimens according
to ISO 62
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Then, specimen type B with dimensions of 125 � 12.7 � 6 mm and speci-
men type C with dimensions of 125 � 12.7 � 5 mm were tested [12].
The specimens were placed in the universal testing machine at the span. Then,
the load was applied onto the specimens. The higher the applied load was, the
more bending deformation of the specimen would occur. The machine control
applied the load until the specimen fractured at the breaking point.

iii. Water Absorption Testing
The test of water absorption was performed according to International
Organization for Standardization (ISO) 62:1999 English version of DIN EN
ISO 62 for plastics. The objective of this experiment was to observe the
percentage of the absorbed water after immersion in the liquid. The recom-
mended specimen size is 10 cm by 10 cm (specimen A, B and C) [13]. The
immersion time according to ISO 62 was 24 h and the time interval 48 h, 72 h
and a total of 3 (three) days. The specimens were placed in the oven for 50 °C
for 1 (one) hour to make sure that the samples were completely dried before
the immersion process [14]. Each specimen was soaked and fully immersed in
a container of 300 ml of distilled water as shown in Fig. 3 [15]. Then, the
specimens were weighed and the data noted in the reporting sheet.

iv. Optical Microscopy
The morphology of the batik fiberglass composites is represented in Figs. 2, 3
and 4. It was observed that the surface morphology of all composite specimen
types (A, B and C) showed smoothness and less roughness. The different color
showed that the layer of batik fabric in the composite was well dispersed in the
composites. There were no clear voids seen, meaning that the composite
absorbed less water after immersion. This will lead to better mechanical
properties of the composite.

Fig. 2 Specimen A
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3 Results and Discussion

i. Tensile Strength Testing
The tensile strength properties of the batik fabric composite at different layer
loading are shown in Fig. 5. According to the DNV standards (materials and
manufacturing, Sect. 4 FRP structural design c, single skin construction, A
700 mechanical properties laminate, 701), the requirement for a structural
laminate for tensile strength is 80 MPa. The result was gained after conducting
the tensile testing as shown in Fig. 1. The evaluation revealed that the max-
imum stress for specimen A was 72.179 MPa, for specimen B it was
31.145 MPa, and for specimen C it was 67.276 MPa. Specimens A and C
were the strongest compared to specimen B. The experiment was carried out
and the tensile strength according to the DNV standard is 80 MPa.

Fig. 3 Specimen B

Fig. 4 Specimen C
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The evaluated result for specimen A was 72.179 MPa. Thus, specimen type A
did not comply with the DNV standards. In addition, during the testing, the
specimen broke at the fixation grips of the testing machine due to failure
preparation of the specimens.

ii. Flexural Strength Testing
The flexural strength of batik fabric fiberglass composites at different layer
loading is shown in Fig. 6. Referring to the DNV standards for flexural
strength testing (materials and manufacturing, Sect. 4 FRP structural design c.
single skin construction), the required bending strength is 130 MPa. The
evaluated result revealed that the maximum stress for specimen A was
166.182 MPa, for specimen B it was 191.567 MPa, and for specimen C it was
265.748 MPa. The result showed that the flexural strength increased with an
increase in batik fabric loading. Specimens A and C were the strongest
compared to specimen B. The flexural strength gradually increased which was
due to the increase in resistance to shearing in the composite structure due to
the presence of the fibers. For flexural testing according to the DNV standards,
a minimum of 130 MPa is required. The result found that the bending strength
was 166.182 MPa for specimen A. As per DNV standards, this result is
acceptable.

iii. Water Absorption Testing
According to the DNV standards for water absorption (in part 2, of this chapter
composite material 1999 requirement for approval testing Grade 2: resin with
normal water resistance, Manufacturer’s Specified Minimum Value (MSMV)),
the maximum value is 100 mg. After conducted the testing according to
ISO 62, each of the specimens absorbed water. The collected data of absorbed
water in each of the specimens is shown in Fig. 7.

Fig. 5 Tensile strength stress versus strain
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Figure 7 shows the average absorbent of each specimen. Label 1 represents
the 24 h immersion time, label 2 stands for 48 h of immersion and label 3 for
the 72 h of immersion time. The blue bar represents the specimen of type A,
then followed by the read bar which is for the specimen type B and the green
bar for the specimen type C. The water absorption varied depending on the
fabric loading. As shown in the figure, the lowest water absorption was
obtained in the case of specimen A and the highest water absorption in the
case of specimen C. This was due to the higher fabric content in the com-
posite, which is responsible that more water can be absorbed. Therefore,
specimen A was chosen as the most optimum specimen.

Fig. 6 Flexural strength stress versus strain

Fig. 7 Water absorption in each specimen

64 M. A. M. B. M. Idrus et al.



Water absorption testing was conducted, at which each of the specimen was
immersed in a container and absorbed a certain amount of water. Refer to the
DNV standards, the maximum amount of absorbed water is 100 mg (Grade 2:
resin with normal water resistance). This minimum amount of absorbed water,
compared to all the specimens, was obtained for the specimen type A.
Therefore, the result found to comply with the DNV standards.

4 Conclusion

In this work, a batik fabric/woven roving fiberglass composite was produced to
study the tensile strength, flexural strength and water absorption properties. An
experimental testing procedure was conducted based on the marine standard. The
experiments were carried to reveal the difference in stress level and absorbed water
content for different specimen configurations. The comparison between the three
types of composite modifications shows a good correlation between each other. It
can be concluded that the most optimum strength was obtained for the specimen
type A. The result found that this sample type passed the minimum flexural strength
testing and water absorption testing.
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Flame Spread Behavior
over Kenaf Fabric, Polyester Fabric,
and Kenaf/Polyester Combined Fabric

Mohd Azahari Razali, Azwan Sapit, Akmal Nizam Mohammed,
Mohd Faisal Hushim, Azmahani Sadikin,
Md Norrizam Mohmad Ja’at, Hazahir Peraman and Mirnah Suardi

Abstract Flame spread behavior is one of the important topics related to fire safety
engineering. It is essential to examine factors, which influence the flame spread
behavior over fabrics. It is known that natural fibers exhibit a different flame spread
behavior than the one of synthetic fibers. This difference may influence the flame
spread behavior over combined fabrics. The purpose of this research is to study the
effect of materials on the flame spread behavior over kenaf/polyester fabrics. Before
analyzing this effect, it is important also to know the flame spread behavior over
100% kenaf fabric and 100% polyester fabric. Thus, several experiments have been
conducted for different materials of fabric made up of 100% kenaf, 100% polyester,
and combined fabric of kenaf/polyester. For the combined fabric, experiments have
been done for different weft thread angle of h = 0° and h = 90°. A burner is used
for igniting the fabric at a point on its top edge. The data collected is recorded via
videos and captured images for measuring the flame spread rate and detail obser-
vation of characteristics during the burning process. From the results obtained, it is
seen that the material and thread angle influence on the flame spread behavior over
fabrics. The flame spread rate on kenaf is lower than the flame spread rate on
combined fabrics of kenaf/polyester while the flame spread rate on polyester is
undetermined. The flame spread velocity also changes when the weft thread angle
change from h = 0° to h = 90°.

Keywords Kenaf � Flame spread behavior

M. A. Razali (&) � A. Sapit � A. N. Mohammed � M. F. Hushim � A. Sadikin
M. N. M. Ja’at � H. Peraman � M. Suardi
Faculty of Mechanical and Manufacturing Engineering, Centre for Energy
and Industrial Environment Studies (CEIES), Universiti Tun Hussein Onn
Malaysia, 86400 Pt. Raja, Batu Pahat, Johor, Malaysia
e-mail: azahari@uthm.edu.my

© Springer International Publishing AG 2018
A. Öchsner (ed.), Engineering Applications for New Materials and Technologies,
Advanced Structured Materials 85, https://doi.org/10.1007/978-3-319-72697-7_5

67



1 Introduction

Fire safety engineering is an application of science to improve the safety from the
destructive effects of fire. There are many researches on the fire safety engineering
done in the previous years and it is beginning to focus the research on the technical
capability for fire preventions in complex circumstances. In order to improve the
technical capability for fire preventions, the fundamental approach is essential
which can be applied at the design stage. Such an approach requires a detailed
understanding of the combustion process from an engineering viewpoint.

Flame spread over a combustible solid is a basic problem in the field of fire
safety engineering. Currently, there are a lot of fire losses caused by fabric. It is
essential to study extensively the flame spread behavior over fabric, such as cur-
tains, bed sheets, clothes, table clothes or carpets etc., in order to reduce the
destruction caused by fire. It is noted that almost all the fabrics as stated above are
made from combined fabrics. The combined fabric is fabricated by using two
different types of thread; natural/natural threads, natural/synthetic threads or
synthetic/synthetic threads. An example of natural thread is cotton and the one of
synthetic thread is polyester. The natural fiber has a different flame spread char-
acteristic than the one of synthetic thread. This different characteristic may influ-
ence the flame spread characteristic of a combined fabric.

The flame spread rate is the speed of a flame that creeps forward towards the
fuel. A fire hazard can be indicated by the flame spread rate or/and the flame shape.
The non-uniformity of the fuel sample and the heat loss from the side is caused by
the variability of the spread rate. Several researches have been done in relation
to the flame spread rate. Bhattacharjee et al. [1] have designed an apparatus to
study the flame spread rate. The spread rate can be measured by tracking the
position of the visible edge of the flame through video recording. There are several
factors, which influence the flame spread rate. Fernandez-Pello et al. [2] found that
the flame spread rate can be affected by ambient and fuel conditions. Ding et al. [3]
simulated the fire spread. Results show that spread characteristics have major
relation with factors such as the material of the solid, width, thickness, placed angle
and atmospheric pressure. It was also discovered that the increment in oxygen
concentration will cause the external radiant flux required for flame spread to
decrease. Flame spread characteristics of many thin materials will be varying
depending on the material thickness, external heat flux, oxygen concentration,
pressure and forced flow velocity [4]. Higher heat flux results in higher heat release
rate and peak mass loss rate and the fabrics will burn more violently. The density of
the structure and moisture content also has effects on the burning behavior of
fabrics. The arrangement order of types of fabrics in increasing fire risk are as
follows: wollen fabrics > sponge fabrics > cotton fabrics > linen fabrics [5]. It is
stated that cellulosic fabrics burn with a yellow flame, light smoke, and have
glowing embers. Synthetic fabrics catch fire quickly or shrink from the flame
initially. Nylon, lastol, olefin, polyester, and spandex burn slowly and melting. It
also can melt and pull away from small flames without igniting. The residue is a hot

68 M. A. Razali et al.



molten mass and difficult to dispose. The burning of these fabrics can be
self-extinguishing [6]. For the testing of the flame spread over fabrics, it is more
effective to use a downward flame as the higher flame height of upward flames
would interrupt the observation while burning the fabrics [7]. Several experiments
have been conducted to explored the flame spread behavior over cotton/polyester
fabric [8]. It is found that a significant difference is seen in the flame spread
behavior between h = 0° and h = 90°.

Recently, there are a lot of industrial applications which use combined fabrics of
kenaf as the natural thread and polyester as the synthetic thread. It is also known
that kenaf fibers have lower thermal resistance than synthetic fibers [9]. Higher
cellulose content in natural fibers also can cause the flammability to be higher while
higher lignin content increases the formation of char with lower degradation tem-
perature [10]. However, the data of flame spread behavior over combined fabrics of
kenaf/polyester is still insufficient to describe the behavior in detail. Thus, in this
study, the flame spread behavior over this combined fabric is explored.

2 Experimental Setup

Fabric samples are made by means of a weaving machine. Plain weave is chosen as
the structure of the fabric. The plain weave has warp threads perpendicular to weft
threads. The fabric composed of different materials is referred to as a combined
fabric. For the combined fabric, kenaf is used as the warp thread and polyester as
the weft thread. Table 1 shows the characteristic values of these threads.

Table 2 shows the characteristic values of these fabrics. The thread distance of
all samples has been controlled to be approximately 3.0 mm. For the combined
fabric, samples are cut with different weft thread angle of 0° and 90°. The weft
thread angle is referred to the angle between the polyester thread and the horizontal
line as shown in Fig. 1.

Figure 2 shows the experimental setup. Before the burning test, the fabric
sample is dried in a desiccator for more than 48 h and the humidity in the desiccator
is controlled to be below 40%. The fabric sample is clamped to the holder and its
area of 100 mm � 200 mm is exposed to burn. A burner is used for igniting the
fabric at a point on its top edge. The surface of the sample is videotaped to observe
the flame spread behavior.

Table 1 Characteristic
values of threads

Diameter (mm)

Kenaf thread 0.7

Polyester thread 0.5
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Table 2 Characteristic values of fabrics

Number of threads per unit length (cm−1)

Kenaf thread Polyester thread

Kenaf 4 –

Polyester – 4

Kenaf/polyester 4 4

Fig. 1 Illustration of sample

Fig. 2 Experimental setup
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3 Results and Discussion

a. Flame spread behavior of different materials

Figure 3 shows the shape of the flame front for different types of fabrics. The flame
front is determined at the front edge of discoloration when it decomposes. As seen
in Fig. 3a, the kenaf fabric burns and the flame front is in flat shape. On the other
hand, the flame is distinguished when the polyester fabric is burned as shown in
Fig. 3b. For the combined fabric of kenaf/polyester, a ‘V’ shape is observed during
the flame spreading as shown in Fig. 3c.

Figure 4 shows some details of the observation of the flame front shape. The flame
front is determined at the front edge of discoloration when it decomposes. The

Fig. 3 Shape of flame front of different materials

Fig. 4 Shape of flame front for every 5 s
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observation is done by capturing images for every 5 s. Figure 4a shows the shape of
the flame front for the 100% kenaf fabric. After the ignition, the flame spreads out-
wards in all directions from the ignition point. After the burning front expands over the
whole width of the sample, the shape turns to a flate shape. Figure 4b shows some
details of the observation of the shape of theflame front of the 100%polyester fabric. It
is seen that the flame was distinguished just after the ignition point. The flame did not
spread due to vaporization of the polyester thread during the combustion process. It
can be simplified that the 100% polyester fabric does not burn when it is ignited.
Figure 4c shows some details of the observation of the shape of the flame front for the
combined fabric of kenaf/polyester. It is seen that the flame spreads to the outward
after the ignition. The ‘V’ shape is seen after the flame spreads over the whole area.
The shape remains during the combustion process.

By comparing Fig. 4a and c, it can be concluded that the shape of the burning
front of 100% kenaf is flatter than the shape of the burning front of the combined
fabric, which is in the ‘V’ shape. This behavior may be resulting from the presence
of the polyester thread in the combined fabric. It is noted that the polyester thread
melts and vaporizes when exposed to the heat. This phenomenon affects the thread
movement at the leading point of the flame spread, which can cause the shape of the
flame front.

b. Flame spread behavior of combined fabric with different angles

Figure 5 shows the shape of the flame front of the combined fabric of kenaf/
polyester at h = 0° and h = 90°. Results shows that a different flame shape is seen
when the weft thread angle changes between h = 0° and h = 90°. When the
polyester thread is in the horizontal direction, the flame shape is in ‘V’ shape.

Fig. 5 Shape of flame front of combined fabric for different angles
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However, the shape becomes flat when the polyester thread is perpendicular to the
horizontal direction.

Figure 6 shows the shape of the flame front of the combined fabric for every 5 s
of kenaf/polyester at h = 0° and h = 90°. It is seen that the flame spread is different
between h = 0° and h = 90°. After the flame spreads over the whole area, the ‘V’
shape remains during the flame spreading for h = 0°. On the other hand, the flame
turns to a flat shape when h = 90°. The results infer that the weft thread angle may
have some influence on the flame spread behavior. However, further investigation is
needed to examine this factor.

c. Flame spread rate

Figure 7 shows the flame spread rate between different types of fabrics. Flame
spread rates are obtained from Figs. 4, 5 and 6 by measuring the position of the
most preceding point of the burning front at each time. In order to avoid the
influence of the initial transition process after the ignition, the position is measured
from x = 20 mm (to 60 mm), where x is the vertical distance from the top edge of
the fabric in downward direction.

Results show that the flame spread rate for the kenaf fabric is 0.931 mm/s. On
the other hand, it is seen that the polyester fabric is unburned. The value for pure
kenaf fabric is found to be less than any values for the combined kenaf/polyester
fabric. The values of the flame spread rate for the combined fabric at h = 0° and
h = 90° are 1.4702 and 1.4122 mm/s, respectively. Results show that the materials
of the fabric have some influence on both the flame spread shape and rate.

Results also show that the flame spread rate decreases when the weft thread
angle changes between h = 0° and h = 90°. This discrepancy is caused by the

Fig. 6 Flame front shape of combined fabric for every 5 s
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difference in flame front shape between the thread angle, as seen in Fig. 6. This phe-
nomenon may be caused by the flame spread behavior at the leading point of the flame
spreading. From these results, it also concluded thatweft thread angle onnot only affects
the flame spread shape, but also the flame spread behavior. However, further investi-
gation is needed to examine the behavior at the leading point of the flame spreading and
the influence of the weft thread angle on the flame spread behavior.

4 Conclusion

In this study, flame spread over kenaf fabric, polyester fabric, and kenaf/polyester
fabrics is examined and the following results are obtained:

a. Shapes of the flame front differ between fabrics. Kenaf fabric burns and the
flame spreads in a flat shape. However, the flame is distinguished as soon as
polyester fabric is ignited. For the combined fabric, the fabric burns and the
shape turns to be in ‘V’ shape during the burning process.

b. The flame spread rate for kenaf is lower than the values of the combined fabric
at h = 0° and h = 90°. The value of the spread rate for polyester cannot be
determined since the flame is distinguished after the ignition.

c. The flame spread shape and the flame spread rate are differed for the combined
fabric at h = 0° and h = 90°. For h = 0°, the shape turns to be in ‘V’ shape but
the flame is in flat shape when h = 90°. The flame spread rate at h = 0° is higher
than the one at h = 90°. It is indicated the possibility that the weft thread angle
may have some influence on the flame spread shape and the flame spread rate.

Fig. 7 Flame spread rate
between different types of
fabric
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Design and Analysis of an Automotive Oil
Filter Gripper Socket Special Tool

Chee Guan Choong, Chun Lin Saw and Yoke Yin Chiang

Abstract In repair and car maintenance, it is often necessary to change oil filters.
The oil filter is an important part of the car engine operation system. In this study, a
new proposed oil filter gripper socket is designed and analysed for the purpose of
opening and installing oil filter of cars. The existing oil filter grip socket has
encountered problems such as slippage, ruptured and cannot accommodate various
sizes of oil filters. The new design is made by using concepts of gear mechanism or
to be more precise gear mechanism where forces are transmitted to the gears during
the gripping process. These concepts are applied to ensure the socket to hold the oil
filter efficiently while performing the operation of tightening or loosening oil filters.
In order to overcome the problems of slippage or broken oil filters, a combination of
spur gear and spring is used to achieve the highest performance of gripping force.
Analysis using the finite element method is carried out to determine the maximum
allowable stress on the gripper and deformation of the gripper in a 3D modelling
approach.

Keywords Oil filter � Socket � Gear mechanism � Gripping force
3D modelling
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1 Introduction

The concept of the proposed oil filter gripper socket is based on the current situation
at the workshops especially in automotive industries. Automotive maintenance is
the act of inspection or testing the condition of car sub-systems and servicing or
replacing parts and fluids. Thus, regular maintenance is critical to ensure the car
safety, reliability, drivability, comfort and durability.

The aim of the project is to design a new tool that can help to facilitate the
installation and removal of oil filters from cars. The designed prototype could be
used to achieve two objectives such as:

(i) To install and remove the oil filter with ease;
(ii) To increase safety and handling performance of craftsmen.

An oil filter is designed to remove contaminants from engine oil, transmission
oil, lubricating oil, or hydraulic oil. Oil filters are used in different types of hy-
draulic machineries. The major use of oil filter is in internal combustion engines of
motor vehicles, light aircrafts, and naval vessels. Other usage of vehicle hydraulic
systems, are such as those in automatic transmissions and power steering, which is
also often equipped with an oil filter. The problem arose when the craftsmen want
to install or remove the oil filters from cars. Sometimes the oil filter might be stuck
and could not be dismantled with bare hands. Hence, the oil filter wrench is used to
remove the oil filters. Sometimes changing the oil filter using this wrench might
have slippage due to the condition of oily oil filters. Moreover, it is hard to find a
suitable wrench that can be used to open different sizes of oil filters. Certain cars
have different sizes of oil filter, which might be big or small in sizes [1]. Therefore,
the oil filter gripper socket was designed to overcome these problems.

The purpose for this paper is to outline the new concept of the oil filter opener/
installer. This special tool can be used as a ratcheting socket wrench. The goal of
this invention is to design an oil filter gripper socket tool that can be used as a
function to remove or install oil filters in a vehicle more efficiently and safely. This
paper will elaborate design criteria for similar tools and their errors of functionality,
initial design idea’s, the process of choosing the design, and the project build.

2 Literature Review

Existing designs of oil filter openers are widely available in the market. The oil filter
wrench is a type of opener where the cap wrench is operated by turning the drive in
the middle. It is commonly used to open or tighten oil filters. Another type of
opener is the fixed grip type for certain size of oil filters. It is used to open up to
74 mm outer diameter oil filters. It can support heavy load, but it is not suitable for
any other sizes of oil filters. This design is one of the simplest kinds of ways to open
an oil filter which is widely used [2].
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The operation is basically just to put the wrench on the end of any oil filter and it
will fit onto the outer body of the oil filter. By using either ratchet or spanner to
move the wrench, this oil filter opener can only fit to one size thus, when it comes to
different sizes of oil filters, a different size of cap need to be used.

Another commonly used tool is the adjustable oil filter wrench designed to make
the removal easy. It is designed with three covered jaws, which were made from
heat-treated carbon steel, finished with durable black oxide. This tool is compact,
and the design allows gripping in narrow areas of confinement. Besides, the tools
are engineered from durable steel to be hard-wear [3].

3 Methodologies

This project was inspired by using only mechanical mechanisms. By using this
special tool, it can install and uninstall the oil filter from the engine easily without
bringing any harm to the user. By using the concept of springs and gears, this
project can grip tightly the oil filter without damaging any part of it.

To develop the best design, a number of design criteria had to be established to
help to form and evaluate a good design compared to the existing ones. The initial
design was to form the oil filter gripper socket itself where a ratchet wrench is
attached at the centre of the tool as shown in Fig. 1. The size of the centre
attachment must be able to provide ample space for the movement of the ratchet
wrench. Thus, this will make it easier for craftsmen to allocate this tool onto the
filter.

Another important function is designing the socket criteria. The designed tool
must be able to continually to tighten the grips on the filter as the wrench is turned

Wrench placement
Fig. 1 Position of the
wrench

Rubber brake pad
Fig. 2 Bicycle brake pads
were added to the jaws
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either right or left. Most of the oil filter wrenches work based on this concept. The
friction of the jaw that touches the oil filter surface is added by putting a bicycle
rubber brake pad as shown in Fig. 2. As more force is applied to the wrench, the
built up force will tighten the grip on the filter as the wrench is turned.

Next, the designed tool is able to work both ways; in clockwise and
anti-clockwise direction (refer to Fig. 3). This is to ensure that the tool can be easily
switched between the process of tightening and loosening.

The last design criterion is to specify that the designed prototype can be applied
on multiple filter sizes. This tool needs to be functioning efficiently on different
sizes of oil filters.

Once the design is finalised, finite element analysis on the oil filter gripper socket
is carried out using Structural Static. The 3D model of the oil filter gripper is
converted into IGES format before imported into Structural Static. The mesh is
generated after components and materials are selected and renamed. Next, the
boundary conditions as revolution rotational, fixed support, frictionless support,
displacement and gripping forces are declared. Hence, analysis of the von Mises
stress, deformation of structure, moment on gear and moment on the sleeve are
simulated. A flowchart of the simulation process is shown in Fig. 4.

4 Equations and Mathematics

The spur and rack gear is selected as the gear mechanism for the oil filter gripper
socket. The spur and rack gear is selected because spur gears are simple, easily
manufactured gears and are usually the first choice when exploring gear options.
Transmitting power between parallel axes, the teeth project radially on the disc. The
sole variance in their identity remains the rack [4].

Therefore, a rack gear is designed to translate rotational into linear motion or
vice versa and the rack gear is also durable and ideal for high load applications. The
calculation to get gear ratio it outlined in the following:

Gear ratio ¼ T2=T1 ð1Þ

Tightening 

Loosening
Fig. 3 Movement of the
gripping jaws
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where

T1 = Number of teeth on first gear
T2 = Number of teeth on second gear

Power analysis for either summation of torque summed or summation of speed
gear arrangements are based on the relationship of:

Power ¼ Tx ð2Þ

where
T is the torque and x is the angular velocity. The power can be measured at any

gear in the gear train. At the output shaft (arm) of the planetary gear train the total
power output would be the output torque multiplied by the angular velocity of the
arm. The torque required to dismantle the oil filter is from 1.2 to 1.6 kgfm (where
1 kg force meter = 9.80,665 N).

In any gear train, there will be torque (power) losses due to friction occurring at
each gear mesh (approximately a 3% loss for each gear mesh for hardened steel
gears) [5]. The basic equation is given as:

Fig. 4 Simulation using
finite element analysis tool
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Efficiency ¼ g ¼ Power Out
Power In

¼ TorqueOut
Torque In

ð3Þ

The force calculated to open the oil filter manually is given as:

(i) Small filter (60–80 mm) = 150 Nm
(ii) Big filter (75–100 mm) = 250 Nm

These results were obtained from researches on existing oil filters [6].

Normal length ratchet = 17 cm /0.17 m
Formula:

Force ¼ Torque N:mð Þ=Lever length of wrench mð Þ

The force needed to open the oil filter is estimated from 60 to 100 N and the
average force applied is 80.76 N (Tables 1 and 2).

Table 1 Comparison between oil filter openers

No Types Conditions

1. Oil filter wrench Advantages:
�Features a precision-stamped
� Deep-reach cap-style for a perfect fit
� Heavy-duty construction for strength and durability

Disadvantages:
� Does not work on vehicles with traditional canister filters
� Non-adjustable socket
� Slippage

2. Adjustable oil filter wrench Advantages:
� The covered jaws can grip the filter tighter
� Compact in size
� Allows gripping in tight areas of confinement

Disadvantages:
� Slippage due to improper grip of oil filter
� Oil filter leakages due to slippage
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5 Results and Discussions

Contact connection or constraint of the components in the oil filter gripper assembly
design is shown in Figs. 5 and 6. The details on the components constraints are
listed in Table 3. Table 4 shows the mechanical properties of steel used for the oil
filter gripper.

The total deformation of the oil filter gripper is 0.0396 m maximum as shown in
Fig. 7, while the directional deformation in x-axis could reach 0.017,483 m max-
imum as shown in Fig. 8. There is also compression happening to the gripper as the
deformation in the simulation showed a negative value.

The stress simulated on the oil filter gripper assembly reached a maximum von
Mises stress of 1.988 � 1013 Pa as depicted in Fig. 9.

Stress and moment were simulated on Gear 1, Gear 2 and Gear 3 as depicted in
Figs. 10 and 11, respectively. The value of the moment occurred to retract the
gripper with 300 N force are −98,448 Nm (x-axis), 1.736 � 105 Nm (y-axis) and
8.335 � 105 Nm (z-axis). Meanwhile, the stress simulated showed a value of
3.023 � 1013 Pa (x-axis), the same stress value was obtained in the analyses when
gears and grippers were analysed together as shown in Fig. 12.

Table 2 Average force
calculations

Torque (kgfm) Torque (Nm) Force (N)

1.2 11.767980 69.22

1.3 12.748645 74.99

1.4 13.729810 80.76

1.5 14.709975 86.53

1.6 15.690640 92.30

Average force 80.76

Fig. 5 Constraints of the oil filter gripper bottom view
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Fig. 6 Constraints of the oil filter gripper plan view

Table 3 Connection of the components constraints

No Components Constraint

1. Gear 1 Fixed support/Revolution rotation

2. Intermediate gear 1 Frictionless support

3. Gear 2 Fixed support/Revolution rotation

4. Intermediate gear 2 Frictionless support

5. Gear 3 Fixed support/Revolution rotation

6. Intermediate gear 3 Frictionless support

7. Main gear Frictionless support

8. Upper housing Frictionless support

9. Lower housing Fixed support

10. Sleeve 1 Revolution displacement

11. Sleeve 2 Revolution displacement

12. Sleeve 3 Revolution displacement

Table 4 Mechanical
properties of steel

No. Mechanical properties Material (steel)

1. Density 7850 kg/m3

2. Young’s modulus 2 � 1011 Pa

3. Poisson’s ratio 0.3

4. Thermal expansion 1.2 � 10−5 (1/ °C)

5. Shear modulus 7.692 � 1010 Pa
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This final 3D prototype was fabricated with PLA plastic material, which consists
of the essential elements. Each and every part of these elements played an important
role. As such, the roles for the elements are described in the Table 5.

The working processes of changing an oil filter is shown in Fig. 13.

Fig. 7 Total deformation of the oil filter gripper

Fig. 8 Directional deformation of the oil filter gripper
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Fig. 9 Stress on oil filter gripper

Fig. 10 Stress on Gear 1 to Gear 3
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Fig. 11 Moment on Gear 1 to Gear 3

Fig. 12 Stress on gears and grippers

Table 5 Prototype
components and function

No Components Function

1. Spur gear To move the rack gear

2. 3-jaws gripper To grip the oil filter

3. Rubber
stopper

To add the friction onto the oil filter

4. Ratchet lock To lock and hold the ratchet

5. Rack gear To move the jaw gripper
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6 Conclusions

This prototype design could be definitely continuing to be improved further. A few
problems were still found with the latest design iterations. The base part was still
free to move with the rotation part and must be held in place with one hand while
the other applies force to the wrench. This could be solved by having the lower
arms pinch on the oil filter, but that would add more complications to the tool and
also decrease the size flexibility. Another issue often seen in the prototype design is

Fig. 13 The process of changing oil filter
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that the direction switch can fall off easily. This would likely not be an issue in a
production part; however, the simulation on ‘Inventor’ resources do not offer high
precision in the parts to have a tighter fit while still allowing for the required
motion.

The overall success of this design will be hard to estimate without producing the
actual solid material prototype that is strong enough to be vehicle tested. The
designed tool of this prototype would likely perform as well as some of tools
available in the market but would be higher in cost since it has more parts and
requires more assembly. As the part evolved, the gripping element may be pursued
in order to find a precise, more compact solution.
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The Development of Hovercraft Design
with a Horizontal Propulsion System

Khairul Anuar Mat Saad, Kogulan Murugan
and Mohd Amin Hakim Ramli

Abstract Over the centuries there were many efforts to reduce the element of drag
between moving vehicles. A hovercraft is a relatively new means of transportation.
The concept of the hovercraft was born when engineers developed an experimental
design to reduce the drag force of a vessel. The revolutionary idea was to use a
cushion of air between the boat and the water to reduce the drag force. The aim of
this project was to design and model a hovercraft with a horizontal propulsion
system. Usually, a hovercraft is designed to be used with a vertical propulsion
system to produce lift and thrust forces. This model can perform the basic functions
of a hovercraft and travel on water and land surfaces. It produces a reasonable air
cushion to lift its body and carry some loads, and at the same time it produces a
suitable thrust to move inland operation. The objectives of this project are to
develop a basic hovercraft model with a horizontal propulsion system. Moreover, a
well-functioning hovercraft model needs to be designed in consideration of the
horizontal propulsion system to reduce drag force, minimize the lift force and
improve the trust force. The expected outcome for this project is a model of a
hovercraft that works by producing lift and thrust.

Keywords Hovercraft � Hull � Design
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1 Introduction

A hovercraft is a vehicle that flies like a plane but can float like a boat, can drive
like a car but will traverse ditches and gullies. A hovercraft is also sometimes called
an air cushion vehicle because it can hover over, or move across, land or water
surfaces while being held off from the surfaces by a cushion of air. It can travel over
all types of surfaces including grass, mud, muskeg, sand, quicksand, water and ice.
Hovercrafts prefer a gentle terrain although they are capable of climbing slopes of
up to 20%, depending on the surface characteristics. Modern hovercrafts are used
for many applications where people and equipment need to travel at high speeds
over water and be able load and unload on land. For example, they are used as
passenger or freight carriers, as recreational machines and even as warships.
Hovercrafts are very exciting to fly and the feeling of effortlessly traveling from
land to water and back again is unique.

2 Problem Statement

The aim of this project was to design the shape of a small working model of a
hovercraft with only a horizontal propulsion system. Basically, a hovercraft is
designed to be used with a vertical and horizontal propulsion system to produce lift
and thrust force to operate the hovercraft. The model must be well designed and
powered. The working model hovercraft must be able to perform the basic func-
tions of a hovercraft and able to travel on water and land surface. This model must
be able to produce enough air cushion to hover its body and be able to lift some
loads. At the same time, it also needs to produce enough thrust to move along the
ground by itself.

3 Objective

The objectives of this project are to develop a basic hovercraft model with a
horizontal propulsion system. So, by designing the basic model hovercraft with a
horizontal propulsion system, it will help to consider the usage of a horizontal
propulsion system.
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4 Methodology

In this chapter, the design process of the RC model of the basic hovercraft unit with
a horizontal propulsion system is briefly explained. At the same time, the ideal
design and the major component which will be used to construct the RC model will
also be explained.

4.1 Design Selection

Concept selection is the process of evaluating concepts with respects to customer
needs and other criteria, comparing the relative strengths and weaknesses and
selecting some concepts for further investigation, testing or development of the
product design process. The concept generation process begins with a set of cus-
tomer needs and target specifications and results in a set of product concepts, which
the product design will make a final specification. To develop a small-scale
hovercraft unit, there are 6 main criteria for the product concept: overall simplicity,
ease of operation, design simplicity, lightness, ease of manufacturing, and it must
be amphibian.

As in Figs. 1, 2 and 3, and Table 1, various designs of the RC hovercraft model
with the horizontal propulsion system and the criteria of the design are shown.

Fig. 1 Design 1
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Fig. 2 Design 2

Fig. 3 Design 3
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The design criteria were based on the concept of the existing real hovercrafts and
the RC hovercraft model.

Table 1 clearly states the criteria which need to be achieved by the design.
Design 1 achieves all criteria except the low cost of building and designs 2 and 3
miss the criteria concerning weight, cost and ease to build.

Referring to design 1, it has two motors which support the lift force and thrust
force. The motor used to produce the lift force is bigger than the motor which
produces the thrust force. This is because the thrust force must be at a high level to
lift the hovercraft model. If the thrust motor produces a higher force than the lifting
force, most probably the lifting force will not be enough to lift the hovercraft model.
Then, the thrust force would make the hovercraft move, which could wear out the
skirt.

In design 2, four small motors at every edge of the RC hovercraft are used to
produce the lift force which is more stable than a big size motor at aft of the
hovercraft to produce the thrust force which makes the RC hovercraft to move.
Because of the larger motor used to produce the thrust force, it misses the criteria of
being lightweight, easy to build, and low-cost.

In design 3, there are two similar sized motors at the rear of the hovercraft which
produce the thrust force and two different sized motor in the middle and front of the
hovercraft which produce the lift force. The size was different because, at the rear of
the hovercraft model there are two thrusters which add weight. Therefore, the larger
motor is placed at the rear of the hovercraft. In front of the hovercraft there are
small sized motors because only small amount of force is needed to lift the
hovercraft model. The design 3 was the actual design of a small class hovercraft
unit. It misses the criteria of being lightweight, easy to build, and low-cost.

As an ideal design, design 1 has been chose to develop a RC basic hovercraft
model unit with a horizontal propulsion system. Costing also been considering in
the choice of the design. Design 1 was low-cost when compared with the other
designs.

Table 1 Design criterion Requirement Design 1 Design 2 Design 3

Simple design x x x

Easy to operate x x x

Lightweight x

Simplicity x x x

Easy to build x

Amphibious x x x
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4.2 Material and Components

Hull and Skirt—Polyurethane
Motor—NTM Prop Drive 2315 kV and 3500 kV (56 g)
ESC—HBA 18 A and 25 A
Propeller—Propeller Fan 10 g
Battery—Ni-MH 2/3 A1600 mAh 7.2 V
Servo—H0903 9 g

4.3 Final Design of Hull and Skirt

The design of hull was created in Autodesk AutoCAD 2014 in 2D form. After
deciding on the best design concept, construction of the model begun. Before
starting the construction, the 2D drawing had to be developed into a 3D drawing to
get a clear view of the model. Autodesk Inventor 2013 was used to create a 3D form
and to helps analyze the model’s estimated weight, center point, momentum, among
other parameters. The material to construct was chosen according to weight, having
a high buoyancy point, heat resistance, being waterproof and also price. The result
of the 3D drawing is shown in Figs. 4 and 5.

4.4 Material to Construct RC Model

a. Material Selection for Platform (Hull)

This is the basic structure on which the hovercraft floats when the engine is stopped
while moving over water. It supports the whole weight of the craft. As it supports
the whole weight and floats on water, the material must have a high buoyancy point,

Fig. 4 Underneath view of
hull design and skirt
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be waterproof and strong enough to support the hovercraft. The chosen material
therefore is polyurethane.

b. Material Selection for Skirt

They are air bags inflated by air and fitted around the perimeter of the craft holding
air under the craft and thus upon a cushion of air. It enables the hovercraft to obtain
a greater hover height. As for this RC model, the same material as for the model
hull has been chosen, polyurethane. This is because the hull was made in poly-
urethane which is like a hard sponge, it hard to use a different material for the skirt
which later needs to be attached to the hull. There is a high probability that the
attachment between the hull and the skirt could not withstand the pressure produced
by the lifting fan.

Moreover, in Hovercraft Regulation, in Regulation 8, Topic 2.4 clearly states
that the material for the skirt, which is not specified, must have certain characteristic
to avoid the damages of the skirt. Therefore, by considering the characteristic of the
material and the regulation, polyurethane was chosen for the skirt.

c. Material Selection for Fan and Rudder

To produce the lifting and thrusting force, a fan plays the main role as the rudder
mostly determines the direction of maneuverings. A drone fan was chosen for the
hovercraft model which acts as a propeller in the horizontal axis. The reason for
choosing the drone fan is that it produces a high speed of air circulation which
makes the drone lift. In the designed hovercraft model, two main propulsions are
used for lifting and thrusting. Both propulsions use the same kind of the fan.

For the rudder, the rudder made by alloys is light in weight and strong enough to
divert the air produced by the thrusting propulsion. The rudder was designed
according to the clearance space between the fan holder and the rudder holder.

Fig. 5 Final design with
material
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4.5 Process of Construction

a. First Stage

At first the hull and the skirt were prepared because they are the major part of the
hovercraft model. To produce the hull and skirt according to the design, a poly-
styrene cutter has been used to shape the polyurethane.

b. Second Stage

In the second stage, the servo to control the rudder was prepared, and the motor to
produce the lift and thrust force was installed. Because of the motor being used was
for the drone category, it come up with a motor holder. For the part to produce
lifting force, the holder must be attached on the hull according to the designed
dimension.

For the motor, which produces thrust, it requires a cover to cover the motor
holder to trap the air produce, and force it out in a single hole. This will produce a
high pressure inside of it, and produce the thrusting force.

During the preparation of the cover, there will be a small size hole for the shaft at
the bottom of the cover to connect the rudder with the servo. As the servo works, by
connection of the shaft, it moves the rudder to the left and right. The motor holder is
attached on top of the cover to avoid damages to the cover or the motor holder,
when the motor produces high speed air.

c. Third Stage

At last the electrical speed controller (ESC) is installed. Because the two motors
together have one connection with one controller, the ESCs also must be combined.
Each motor needs one ESC. The main function of the ESC is to control the rotation
speed of the motor by limiting the flow of current. When combining the two ESCs,
the wires are connected according to the positive and negative wire, while the
switch button connects it with any ESC. This allows turning on and off the power
supply to the hovercraft model. Figure 6 shows the complete hovercraft model.

Fig. 6 Complete
arrangement of hovercraft
model
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5 Results

The sea trial of the RC horizontal propulsion hovercraft was performed in accor-
dance to the Hovercraft Regulation and Hovercraft Act of 1968. It explains all sea
trial activity which had to be accomplished by the RC model to consider it a real
hovercraft. By following the Hovercraft Regulation and Hovercraft Act 1968, we
have achieved the expected outcome.

a. Aspect Ratio

To build the concept model of the hovercraft, a real hovercraft has been used as a
benchmark and reference. The chosen hovercraft is the Hivus A5 which is a product
of the Aerohod Ltd from Russia. Figures 7 and 8 show the Hivus A5 Hovercraft
and its specifications.

Fig. 7 Hivus A5 hovercraft

Fig. 8 Specification of Hivus A5 hovercraft
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Ratio ¼ Reference length mð Þ
Model length mð Þ

Ratio ¼ 6:8
0:35

Ratio ¼ 1 : 19:43

Hovercraft base area, A
To create a 3D design, Autodesk Inventor 2013 was used. The software could set

up the product material and help calculate the product area, volume, mass,
momentum, among others. Basic information like mass, area and volume needed
for mathematical calculation of hull and skirt which gained from Inventor 2013.
Figure 9 shows the result of the analysis of model hovercrafts.

Area: 153,750.071 mm2

Area: 0.15375 m2

Volume: 1,496,756.658 mm3

Volume: 0.001496757 m3

Mass: 1.497 kg
Cushion Pressure, Pc

Pc¼ Total Weight
Area of Base

Pc¼ 1:497 kg
0:15375 m2

Pc¼ 9:7366 kg/m2

Fig. 9 Analysis software
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Escape Velocity, Ve

Ve =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � Pc

q

s

where, q is density of air which is 1.22 kg/m3

Ve ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 9:7366

1:22

r

Ve ¼ 3:995 m/s

Perimeter of skirt

Skirt Perimeter = 0:23 þ 0:23 þ 0:06 þ 0:17

Skirt Perimeter = 0:69 m

Hover Gap = 2 mm = 0.002 m
Escape Area, Ae

Ae = Skirt Perimeter � Hover Gap

Ae ¼ 0:00138 m2

Volume of Air Lost

Volume of Air Lost = Ve � Ae

Volume of Air Lost¼ 0:0055131 m3=s
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Total Airflow Required

This volume of air is required to lift the hovercraft. From the total airflow
generated by the turbine fan, 33% is used to lift the hovercraft. This 33% corre-
sponds to the volume of air lost. Therefore, the total volume of air must be gen-
erated are three times of this quantity.

Total of Airflow Required = 3:33 � Volume of Air Lost

Total of Airflow Required = 3:33 � 0:0055131m3=s

Total of Airflow Required = 0:01836 m3=s

Hence the fan must provide a cushion pressure of 9:7366 kg/m2 and
0.01836 m3/s of total airflow.

b. Specific Gravity Calculation

The specific gravity of the hovercraft is determining from the measurement of the
hull. The resulting coordinates for specific gravity of the hull are shown in Table 2.

X ¼
P

XW
P

W
¼ 0:1673 m @ 16:732 cm

Y ¼
P

YW
P

W
¼ 0:085 m @ 8:5 cm

Table 2 Weight and position of components

Description Weight
(kg)

Weight, W
(N)

X
(m)

Y
(m)

XW
(Nm)

YW
(Nm)

Hull and Skirt 1.497 14.686 0.175 0.094 2.5701 1.3805

Motor 1 (Lifter) 0.1 0.981 0.155 0.088 0.1521 0.0863

Motor 2
(Thruster)

0.2 1.962 0.277 0.068 0.5435 0.1334

Battery 0.3 2.943 0.06 0.05 0.1766 0.1472

Total 20.572 3.4422 1.7474
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6 Discussion

Skirting is one of the major parts of the hovercraft, which has been assumed to be
made by plastic or polymer. But, after considering the Hovercraft Regulation and
Hovercraft Act of 1968, there is no requirement for the skirt material to be from
plastic or a polymer. Instead, it clearly states the characteristics the skirt material
must have.

For the thrust and lifting section of this model hovercraft, many types of fan
could be used. Theoretically, more propeller blades on the fan produces more
pressure due to larger amounts of airflow.

Lastly, the calculation of specific gravity was included in the weight of the hull,
skirt, and motor which produce the thrust force, lift force, and battery. These
components are the main parts of the model hovercraft which contribute to weight.
For easy calculation, ESC components have been included as motor weight.

7 Conclusion

The scope of this research was to develop a basic model of a hovercraft with the
horizontal propulsion system only. In addition, research and study must be made to
better understand the concept of the hovercraft which operated by a vertical and
horizontal propulsion system.

The objectives of this project were to develop a basic hovercraft model with a
horizontal propulsion system. Moreover, a well-functioning hovercraft model
needed to be designed well per the horizontal propulsion system.

The expected outcome of this project been achieved, that is, a hovercraft model
with horizontal propulsion was designed and tested that works by producing lift and
thrust forces which make the model move by itself without applying any other
external forces.
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A Rule Based Method to Auto-recognize
Fillet Features of B-Rep Mill Parts

Pramodkumar Siddappa Kataraki and Mohd Salman Abu Mansor

Abstract The transition features such as fillet features provide an aesthetic look for
a product and feature recognition of these features is as important as recognition of
volumetric and surface based features. Many research works contribute to the
recognition of surface based features, volumetric features but a gap still exists in
recognition of fillet features. In this paper, an effort is made to develop an algorithm
that can auto-recognize fillet features of B-rep parts by a rule based method. The top
cover of a cell phone model in .SAT file format is input to test the algorithm and the
auto-generated results show the algorithm is able to automatically recognize fillet
edges and the faces they belong to.

Keywords B-rep � Recognition � Mill � Fillet

1 Introduction

The computer aided process planning (CAPP) is the bridge between computer aided
design (CAD) and computer-aided manufacturing (CAM). However, to achieve an
efficient CAPP, the recognition of surfaces and features is necessary. The research
works performed so far have been able to recognize regular form volumetric fea-
tures of simple parts by the volume decomposition method [1]. A rule based method
called attribute-based technique was applied to recognize regular form features such
as boss, hole, and step. The technique used faces, edges and protrusion or
depression attributes of features of a part model to recognize the feature [2].
Decomposed delta volume obtained by subtraction of part model in stock
model was used to recognize machining features such as step, open pocket.

P. S. Kataraki � M. S. Abu Mansor (&)
School of Mechanical Engineering, Engineering Campus, Universiti Sains Malaysia,
Seri Ampangan, 14300 Nibong Tebal, Seberang Perai Selatan, Pulau Pinang, Malaysia
e-mail: mesalman@usm.my

P. S. Kataraki
e-mail: psk13_mec014@student.usm.my

© Springer International Publishing AG 2018
A. Öchsner (ed.), Engineering Applications for New Materials and Technologies,
Advanced Structured Materials 85, https://doi.org/10.1007/978-3-319-72697-7_8

105



The decomposition time increases with increase in feature intersections [3]. The
delta volumes for finishing and roughing processes were auto-generated for surfaces
of a regular-freeform part model by auto-recognizing these surfaces. The developed
algorithm auto-recognized surfaces of a part model but not its features [4, 5]. The
freeform surface based features of sheet metal parts were recognized by a rule based
method [6] and also by the type and number of separating curves [7]. The basic
deformation features of sheet metal parts such as bend and wall were recognized by
the developed algorithm. The work mainly concentrated on deformation features
having constant thickness [8]. A review on rule based methods revealed that all the
recent feature recognition works mainly dealt with orthogonal features while
minimal attention was given to non-orthogonal features [9].

The above literature reviews that express volume decomposition and rule based
methods have been successfully applied to recognize features such as volumetric
features of regular form parts, surface based features of sheet metal parts, respec-
tively. But the reviews do not reveal anything on the recognition of transition
features like fillet on a complex part that has fillets internally and externally. In this
paper, an effort is made to develop an algorithm that applies a rule based method to
automatically recognize fillet features of complex B-rep parts. The algorithm also
automatically generates result tables showing the recognized fillet features, edges
and faces they belong to.

2 Methodology

The CAD part model in .SAT file format is input to the algorithm and the faces of
the part model are recognized. The recognized faces are then segmented into top,
contour, bottom regions and based on the number of loops a face has, categorization
into faces with depression and faces without depression is done. Finally, rules are
applied to find the fillet features of the part model and the following flow chart
shows the steps followed by the algorithm from the input of the part model to the
recognition of fillet features (Fig. 1).

2.1 Part Model

The CAD part model input to developed the algorithm is of B-rep (boundary
representation) since B-rep models contain faces, loops, edges and vertices [10] and
B-rep models are a perfect input for feature recognition techniques [11].
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2.2 Recognition of Faces

The algorithm recognizes all the faces of the part model one by one and separates
each face into a regular form and freeform categories based on their geometrical
shapes such as planar, conical, cylindrical, spline (see Fig. 2).

Part model

Start

Recognition 
of faces

Segmentation
of faces

Selection of 
loops

Face has 
depression 

or 
protrusion

Face has no 
depression 

or 
protrusion

Is number of 
loops on each 

face>1?

Yes No

Rule based 
method

Generation of result tables 

End

Fig. 1 Flow chart of the
algorithm
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2.3 Segmentation of Faces

The algorithm recognized faces are usually segmented into three different regions
(i) top region (ii) contour region and (iii) bottom region. The segmentation is
achieved by finding the direction of a face’s normal vector at its midpoint and the
equation used to determine the midpoint of a face is [1]:

X1 ¼ X0 þ sU1 þ tV1

Y1 ¼ Y0 þ sU2 þ tV2

Z1 ¼ Z0 þ sU3 þ tV3

ð1Þ

Where X1, Y1, Z1 are coordinates and (U1, U2, U3), (V1, V2, V3) are coordinates of U,
V vectors. Figure 3 shows the face segmentation into the top, contour and bottom
region.

2.4 Selection of Loops

The edges together form a loop and in turn a loop binds a face. A face is made of
one or more loop(s) and based on the number of loops, a face is categorized into
(see Fig. 4) (i) a face without depression or protrusion (FWoD), (ii) a face with
depression or protrusion (FWD).

Regular 
form face

Freeform
face

(a)

(b)

Fig. 2 a Regular form part
model [12]. b Freeform part
model
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(i) A face without depression or protrusion (FWoD)

F 2 FWoD

If 0\N\1;

where F = face; N = number of loops;

Fig. 3 Regional
segmentation of faces of a part
model

Fig. 4 Faces and their loops
of a part model

A Rule Based Method to Auto-recognize Fillet Features … 109



(ii) A face with depression or protrusion (FWD)

F 2 FWoD

If 1\N\1;

where F = face; N = number of loops;
Figure 4 illustrates a part model having faces with and without depression or

protrusion. The loops 1 and 2 indicate a peripheral loop and an internal loop of a
face, respectively. The top face has a protrusion in the form of boss, and the contour
face has a depression in the form of a pocket. The four contour faces are connected
each other by a fillet feature.

2.5 Rule Based Method

The concave face of a part model that connects two adjacent faces is called a fillet
face. The fillet face contains two curve edges and the edges are called the fillet
edges. A set of new rules is applied by the algorithm to identify a fillet feature
wherein the fillet edges of a fillet feature are recognized. A face is said to have a
fillet edge (see Fig. 5) if it satisfies the following conditions: (i) The edge is curve
and (ii) the co-edges of the curve edge are straight.

The peripheral loop of the contour face of the part model (see Fig. 5) has five
edges E1, E2, E3, E4, and E5. E2 is a curve edge and E1, E3 are its straight co-edges,
so the face is said to have a fillet edge.

Fillet edge

A 

Length (L) 

B

Height (H)

E1

E5

E3

E4

E2

Fig. 5 Part model with a
fillet feature
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3 Implementation

The top cover of a cell phone having fillet edges is used as test part model to test the
developed algorithm (see Fig. 6a).

The algorithm automatically calculates the volume of the test part model and the
number of faces, edges, vertices the model has, as shown in Fig. 7.

The algorithm recognizes regular form faces, freeform faces and then segments
each face into top, contour and bottom regions in the following ways

(i) If Z1 > 0; then the face is segmented to top region.
(ii) If Z1 == 0; then the face is segmented into contour region.
(iii) If Z1 < 0; then the face is segmented to bottom region.

Fig. 6 a Isometric view of
test part model. b Test part
model and its faces, edges,
vertices

Fig. 7 Auto-generated data
of test part model
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No fillet edges

Regular form face with depression
(top region) 

Face [6]
Edge [1] is a FILLET
Edge [3] is a FILLET
Edge [5] is a FILLET
Edge [7] is a FILLET
Edge [9] is a FILLET

Edge [11] is a FILLET
Edge [13] is a FILLET
Edge [15] is a FILLET
Edge [17] is a FILLET
Edge [19] is a FILLET
Edge [21] is a FILLET
Edge [23] is a FILLET
Edge [25] is a FILLET
Edge [27] is a FILLET
Edge [29] is a FILLET
Edge [31] is a FILLET
Edge [33] is a FILLET
Edge [35] is a FILLET
Edge [37] is a FILLET
Edge [39] is a FILLET
Edge [41] is a FILLET
Edge [43] is a FILLET
Edge [45] is a FILLET
Edge [47] is a FILLET
Edge [49] is a FILLET
Edge [51] is a FILLET
Edge [53] is a FILLET
Edge [55] is a FILLET
Edge [57] is a FILLET
Edge [59] is a FILLET
Edge [61] is a FILLET
Edge [63] is a FILLET
Edge [65] is a FILLET
Edge [67] is a FILLET
Edge [69] is a FILLET
Edge [71] is a FILLET
Edge [73] is a FILLET
Edge [75] is a FILLET
Edge [77] is a FILLET
Edge [79] is a FILLET
Edge [81] is a FILLET
Edge [83] is a FILLET
Edge [85] is a FILLET
Edge [87] is a FILLET
Edge [97] is a FILLET 
Edge [99] is a FILLET
Edge [101] is a FILLET
Edge [103] is a FILLET
Edge [105] is a FILLET
Edge [107] is a FILLET
Edge [109] is a FILLET
Edge [111] is a FILLET

Face [0]
Edge [1] is a FILLET
Edge [3] is a FILLET
Edge [5] is a FILLET
Edge [7] is a FILLET
Edge [9] is a FILLET
Edge [11] is a FILLET
Edge [13] is a FILLET
Edge [15] is a FILLET
Edge [17] is a FILLET
Edge [19] is a FILLET
Edge [21] is a FILLET
Edge [23] is a FILLET
Edge [25] is a FILLET
Edge [27] is a FILLET
Edge [29] is a FILLET
Edge [31] is a FILLET
Edge [33] is a FILLET
Edge [35] is a FILLET
Edge [37] is a FILLET
Edge [39] is a FILLET 
Edge [41] is a FILLET
Edge [43] is a FILLET
Edge [45] is a FILLET
Edge [47] is a FILLET
Edge [49] is a FILLET
Edge [51] is a FILLET
Edge [53] is a FILLET
Edge [55] is a FILLET
Edge [57] is a FILLET
Edge [59] is a FILLET
Edge [61] is a FILLET
Edge [63] is a FILLET
Edge [65] is a FILLET
Edge [67] is a FILLET
Edge [69] is a FILLET
Edge [71] is a FILLET
Edge [73] is a FILLET
Edge [75] is a FILLET
Edge [77] is a FILLET
Edge [79] is a FILLET
Edge [81] is a FILLET
Edge [83] is a FILLET
Edge [85] is a FILLET
Edge [87] is a FILLET
Edge [97] is a FILLET
Edge [99] is a FILLET
Edge [101] is a FILLET
Edge [103] is a FILLET

Face [1]
Edge [1] is a FILLET
Edge [3] is a FILLET
Edge [5] is a FILLET
Edge [7] is a FILLET

No fillet edges

Regular form face without depression
or protrusion (top region) 

Regular form face with depression 
(bottom region) 

Regular form face without depression 
or protrusion (bottom region) 

(a)

(b)

(c)

(d)

Fig. 8 Results of auto-recognized faces and their fillet edges
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Based on the number of loops, the algorithm categorizes each segmented face
into a face with depression or protrusion and a face without depression or protrusion
as shown in Sect. 2.4. Next, the rule based method is applied to identify the fillet
features and the auto-generated results show that a regular form top region face
without depression or protrusion has no fillet edges (see Fig. 8a) while a regular
form top region face with depression having face number [6] has 52 fillet edges
which means it has 26 fillet faces (see Fig. 8b). Similarly the regular form bottom
region face without depression or protrusion has no fillet edges (see Fig. 8c) while a
regular form bottom region face with depression having face number [0] has 48
fillet edges which means it has 24 fillet faces and face number [1] has 4 fillet edges
which means it has two fillet faces (see Fig. 8d).

4 Discussion

The algorithm calculated the test part model volume and also the number of faces,
edges, and vertices present on model was calculated. The faces were categorized
into regular form based on their geometrical shapes and were segmented into top,
contour, bottom regions. Based on the number of loops, faces were categorized into
FWoD and FWD. A rule based method was applied to automatically recognize fillet
edges and their faces of the test art model.

5 Conclusion

The developed algorithm is able to generate accurate data of volume and entities of
the test part model. The geometrical shapes of all the faces were successfully
recognized and faces were categorized into regular form face and freeform face.
The algorithm successfully segmented faces into three regions and then categorized
faces into FWoD and FWD. The auto-generated data of entities and tables show
that the test part model has 159 faces and out of these 159 faces, face numbers [6],
[0] and [1] contain 52, 48, 4 fillet edges, respectively.
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Experimental Study of Direct Injected
Marine Auxiliary Diesel Engine
Performance, Emission and Cylinder
Pressure Using Biodiesel Fuels Derived
from Jatropha Curcas Oil

Ridwan Saputra Nursal, Zakiman Zali, Ismail Zainol
and Mohd Nazri Mohd Sabri

Abstract Experimental studies have been carried out to investigate the effects of
biodiesel fuels on the performance of a 4-stroke direct injected (DI) marine auxiliary
diesel engine, brake specific fuel consumption (BSFC), carbon monoxide (CO),
carbon dioxide (CO2), oxides of nitrogen (NOx) and hydrocarbon (HC) emissions,
exhaust gas temperature (EGT), and cylinder pressure. Biodiesel fuels were prepared
from Jatropha curcas oil and blended with petroleum diesel to specific designated
concentration. All the measured parameters for biodiesel fuels are compared with the
base diesel, i.e. petroleum diesel for different engine speeds. The biodiesel resulted in
a slightly increased of brake power (BP), brake mean effective pressure (BMEP) and
exhaust gas temperature (EGT) proportional to the engine speed under all rated loads
while slightly reduced the brake thermal efficiency (BTE) throughout engine speeds as
load was exerted to the engine. In the other hand, there is no significant change of
BSFC by biodiesel fuels as well as diesel corresponding to the range of engine speed
and loads. The present work contributes in using biodiesel fuels as alternative fuel for
diesel engines without major changes for engines parts. For comparison between
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biodiesel and diesel fuels, the viscosity is not the main parameter affecting on engine
performance and emissions.

Keywords Biodiesel � Marine diesel engine � Performance � Emissions
Jatropha curcas

1 Introduction

Scientists around the world have explored several alternative energy resources,
which have the potential to quench the ever-increasing energy thirst of today’s
population. The production of crude oil globally is estimated to have a decreasing
trend after the years. However, there will be an increase in the vehicle population
every year which will demand an increase in crude oil imports. With this scenario
the need for an alternate fuel arises to maintain the economy of countries. Biodiesel
has received significant attention both as a possible renewable alternative fuel and
as an additive to the existing petroleum-based fuels [1–4]. Several studies revealed
the power output and fuel consumption of engines are very close when compared
with that of pure diesel. Biodiesels can directly be used in diesel engines, as they
have calorific values very close to diesel fuel but high viscosity and low volatility of
vegetable oil makes it difficult to atomize the fuel [1].

The local implementation of the B5 program (5% biodiesel blended with 95%
diesel) by the government of Malaysia started on February 3, 2009. Yet the gov-
ernment has implemented the B5 mandate to be fulfilled immediately, with the
product available throughout Malaysia by the end of 2013. The government of
Malaysia was then introducing B7 at the end of 2014 and planned to implement the
use of B10 in transportation in 2017 [5, 6]. However, the biodiesel used in the
blending is derived from palm oil bases.

Despite of that, the biodiesel produced from Jatropha is still in its nascent state in
Malaysia even though considerable interest has been shown by the government and
private sectors. Malaysia has adequate land area, and its climate is suitable for
Jatropha cultivation. A few initial measures have already been taken to explore
Jatropha cultivation in Malaysia through partnerships with government agencies
and private sectors. Several private companies are planting Jatropha seeds in land
areas of up to 1000 ha [7]. Jatropha oil is obtained from the seeds of Jatropha
Curcas. Jatropha is non edible and one of the advantages of Jatropha is that it can be
cultivated on waste land and thus does not compete with food crops. Jatropha crops
do not require much fertilizer and water, yet lead to the reductions of plantation cost
which render the price of biodiesel produced from Jatropha extremely competitive
with diesel from fossil fuels [8]. It is also reported that Jatropha biodiesel blend with
petroleum diesel could provide optimum performance without any engine modifi-
cation nor preheating. However, some studies found that Jatropha to contain as
much as 34 wt% of saturated fatty acids. Hence, it is expected that Jatropha based
biodiesel may exhibit poor operability at low temperatures [9].
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The use of biodiesel fuels as an alternative fuel for petroleum diesel fuel is
reported to benefit for the reduction of CO2 emission, because biodiesel is produced
from renewable biomass resources. Biodiesel is usually blended with conventional
diesel in various proportions. Many researches and studies has been conducted to
prove it. A performance and emission characteristics study of a diesel engine fuelled
with palm, Jatropha, and moringa oil methyl ester has been carried out by Rahman
et al. [10] and remarked the reductions of CO and HC emissions to a large extent by
biodiesel blended fuels. Abedin et al. [11] investigated the performance, emissions
and heat losses of palm and Jatropha biodiesel blends in a diesel engine under full
load condition and reported that there are significant reductions of CO and HC
emissions compared to diesel. Khalid et al. [12] reported that blending the petroleum
diesel with biodiesel has advantages in reductions of CO2 and HC emissions relative
to diesel. Kannan et al. [13] investigated the influence of ethanol blend addition in
diesel and Jatropha methyl ester on compression ignition engine and notified the
increase of engine efficiency. Performance, emission and combustion characteristics
of Jatropha oil blends have been experimented by Agarwal and Dhar [14] in a direct
injection CI engine. Manieniyan and Sivaprakasam [15] have bench tested the diesel
engine using biodiesel (methyl ester of Jatropha oil) in various blending ratios for
various injection timing and injection pressures. The outcome was a significant
reduction of NOx emissions by B20 and they discovered that the advanced injection
timing gives a better performance for a higher blend ratio. The experimental results
reported by Jaroonjitsathian et al. [16] on heavy-duty common-rail diesel engine
when evaluating 5–20% biodiesel blends have shown that NOx emissions did not
increase with a higher content of biodiesel associated with the smoke intensity that
was less when using higher biodiesel grades. Tan et al. [17] have studied the particle
number and size distribution from a diesel engine with Jatropha biodiesel fuel.
Kumar et al. [18] investigated Jatropha oil methanol in a dual fuel engine.

This study is to determine the level to which blending can be done with diesel
without scarifying much in the performance and emission characteristics of a
marine auxiliary diesel engine when fuelled with these blend fuels without any
engine modifications.

2 Experimental Procedure

2.1 Production Process of Jatropha Curcas Biodiesel Fuel

The pure biodiesel fuels were produced from Jatropha seeds. The production of the
biodiesel was performed in the biodiesel pilot plant located in the Universiti Tun
Hussein Onn Malaysia. The biodiesel was produced by the chemical transformation
of feedstocks into the corresponding long-chain fatty acid alkyl esters known as
transesterification. The transesterification of triglycerides in oil with a lower alcohol
in the presence of an acidic or a basic catalyst to reduce the viscosity of vegetable
oil. The basic transesterification reaction process is shown in Fig. 1.
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The production of Jatropha based biodiesel began with the first module for crude
oil pre-treatment which converts crude Jatropha oil into bleach oil, the second one
for refining and separating which converts and processes the bleached oil into the
end product of biodiesel that meets standard specifications. In the pre-treatment
module, the process began with degumming when the crude Jatropha oil is treated
with phosphoric acid to remove natural gums, and followed by bleaching with
activated earth under vacuum to remove the colouring matters as well as to adsorb
any metal ions content. Other impurities such as dirt and solid particles were
removed using a bleaching earth filter. This is to prepare the raw materials quality to
be fit for the second module. The product of this module is the refined bleach oil.
The subsequent process is esterification and transesterification of the bleached oil
with methanol under the presence of acid and base catalyst, respectively. The
esterification process converts free fatty acids containing in the bleached oil to
methyl esters under mild conditions. These reaction products are then transferred
into the transesterfication reactor with methanol to form fatty acid methyl ester
(FAME) or biodiesel. The methyl esters are then washed, filtered, and vacuum dried
before sending to the storage [19, 20].

2.2 Blending Process of Jatropha Curcas Biodiesel
with Petroleum Diesel Fuel

Biodiesel fuels that have been produced in the pilot plant then underwent the
blending process with petroleum diesel [21]. The Jatropha curcas biodiesel fuel
blends were prepared in the UTHM’s automotive laboratory. The purified biodiesel
oil from Jatropha curcas feedstocks was blended with petroleum diesel (DF) in
various concentrations of 5, 10 and 15% by volume which does mean that 5%
biodiesel was mixed and blended with 95% diesel, 10% biodiesel was mixed and
blended with 90 and 15% biodiesel was mixed and blended with 85% diesel by
volume through a specific procedure. These blended fuels are designated as B5,
B10 and B15 for 5, 10 and 15% vol Jatropha curcas biodiesel blends fuel,

Fig. 1 Reaction scheme for the production of biodiesel
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respectively. The purified Jatropha crude oil methyl ester and diesel from separate
tank were released to the mixing chamber by controlling the mass flow of fluids to
attain the preferred ratio. The fluids were premixed before entering the main mixing
chamber. During the blending process, the scale blending machine operated under a
temperature of around 70 °C and the mixture was stirred at 60 °C for one hour. The
mixture was stirred continuously with a rotating blender and the blade speed was set
to maintain at 270 rpm. The equipment apparatus setup for the blending process is
shown in Fig. 2.

On the other side, the petroleum diesel fuel (DF) with grade IV i.e. Euro 4 diesel
rated was tested along with the biodiesel fuel blends and nominated as a standard
reference. This petroleum diesel fuel was produced and obtained from Petronas
Melaka Refinery [22].

2.3 Measurement of Fuel Properties

Next, the properties of biodiesel blends fuel have been analysed and recorded. In
the study, the properties of biodiesel fuels were analysed precisely to comply with
the standard specification provided in the Malaysia Standard since they must be
comparable to standard diesel properties because it will directly affect the perfor-
mance and emissions of diesel engines [23, 24]. The properties of biodiesel are
depending very much on the nature of its raw material or feedstocks as well as the

Fig. 2 Illustration of equipment apparatus setup for blending process
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technology and process utilised for its production. The properties of DF and all
types of biodiesel fuel blends have been measured at ambient temperature to be
conform with the MS Standard. Table 1 summarizes the fuel properties that have
been measured between the DF and biodiesel at particular blending ratios.

The blended biodiesel fuel properties were tested to ensure that they meet the
MS Standard. The kinematic viscosity of biodiesel was measured by a Hydromation
Viscolite 700 model VL700-T15 viscometer. The kinematic viscosity is denoted as
the resistance of a liquid to flow. It is referring to the time taken by a volume of
biodiesel sample (liquid form) to flow under gravity through a calibrated glass
capillary viscometer. Based on Malaysian Standard the range of kinematic viscosity
is 1.9–6.0 mm2/s. The density of fuel was measured by a Metter Toledo Diamond
Scale model JB703-C/AF. The density is the connexion between the mass and
volume of fuel and expressed in units of kilograms per metre cubic (kg/m3). The
density of biodiesel adopts in Malaysian Standard is in the range of 860–900 g/cm3.
The density of biodiesel gives an indication of the delay between the injection and
combustion of the fuel (ignition quality) and the energy per unit mass (specific
energy). The flash points of biodiesel were measured by using a flash point analysis
instrument namely the Pensky-Martens model PMA 4. The flash point is the lowest
temperature at which fuel emits enough vapour to ignite and is set to a minimum
temperature range of 43 °C for petro-diesel and 101 °C for biodiesel as adopted in
the Malaysian Standard. The water content and acid value in the biodiesel samples
was measured by a Volumetric KF Titrator model v20 and underwent titration
process. The term of acid value is expressed as the amount in (milligram) of
potassium hydroxide (KOH) required to neutralize 1 g of the biodiesel and is set to
a maximum value of 0.8 mg KOH/g as in the Malaysian Standard. A higher acid
content can cause severe corrosion in the fuel supply system and internal com-
bustion engine. During acid value measurement, the biodiesel sample is titrated
with alcoholic KOH using phenolphthalein as indicator. The standards of water
content for biodiesel in the Malaysia Standard is set to a maximum 500 mg/kg or
limit 0.05% maximum by volume.

Table 1 Fuel properties

Fuel properties/testing method Fuel type

DF B5 B10 B15

Density (kg/m3)
ASTM D1298 (88 max)

833.74 846.22 847.87 849.26

Kinematic viscosity (mm2/s)
ASTM D445 (1.9–6.0)

3.01 4.01 4.6 5.3

Flash point (°C)
ASTM D93 (43 min)

83 118 118 120

Water content (mg/kg)
ASTM E203 (500 max)

79.6 90.1 80.4 80.2

Acid value (mgKOH/g)
ASTM D664 (0.8 max)

0.423 0.732 1.389 1.786
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2.4 Experiment Apparatus Setup

A marine auxiliary diesel engine also known as marine auxiliary machinery is a
marine engine for usage, which is not used to propel a water-borne vessel or ship
prime mover. The direct injected (DI) marine auxiliary diesel engine is generally
installed on-board medium sized vessels or ships. Whilst the common marine
engines used in common are 2-stroke diesel engines, steam turbines and gas tur-
bines. The marine auxiliary diesel engine as well as marine machinery must meet
higher standards of reliability and greater demands for weight and volume reduction
and access for maintenance. The marine machinery also must be capable of with-
standing the marine environment, which tends toward extreme ambient conditions,
high humidity, sea-water corrosion, vibration, sea motions, shock, variable demand
and fluctuating support services.

Facilities and equipment in this study were set up in the Multifuel Engine
Laboratory in the Department of Marine Engineering, Ungku Omar Polytechnic
Malaysia. Fuels were tested using a marine auxiliary diesel engine, model
TF120-ML with 0.638 l capacity, single cylinder, horizontal type, 4-cycle engine
with air-cooled system made by Yanmar Motors. The engine was designed with
compact dimensions and in all applications with a power requirement up to 8.8 kW
at 1 h due to its low weight. Table 2 summarizes the specification of the test engine.
The main engine performance parameters or output parameters measured are
temperature, torque and brake power. These parameters were measured by an Eddy
current dynamometer system. The Eddy current dynamometer which works as a
load controller to the engine or engine brake which is connected to the engine
through a coupling shaft.

In conjunction, a specific computer set was integrated and synchronised with the
engine particularly the transducer at the engine dynamometer. The function of this
transducer is to analyse and measure data from the dynopack and send to the

Table 2 Test engine specification

Item Specification

Engine model YANMAR TF120-ML

Type 1 cylinder, horizontal, air and water-cooled, 4 stroke

Combustion system Direct injection

Aspiration Natural aspiration

Cylinder bore � stroke 92 mm � 96 mm

Displacement 0.638 l

Max. output power 12 Ps (8.8 kW) at 2400 rpm

Starting system Manual and auto starting

Lubrication system Complete enclosed forced lubricating system

Electrical system Alternator, 12 V–45 W

Fuel tank capacity 11 l

Engine oil capacity 2.8 l
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encoder/data acquisition system (DAQ) before being converted/encoded for com-
puter usage. The dashed line shows the link connection from the main particular
sensor attached to the engine dynopack to DAQ and connected to a Supervisory
Control and Data Acquisition (SCADA) unit, which is computer monitored. The
test engine and other testing apparatus set up have been arranged as shown in
Fig. 3. The operating parameters such as loads exerted during engine operation and

Fig. 3 Schematic of experimental setup
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engine speeds will be controlled manually, set by user while the overall operation of
the engine is automatically monitored by the SCADA unit through the computer.
Additionally, the engine is also installed with a combustion analyser probes or
pressure transducer which is used to analyse the combustion characteristics as well
as ignition behaviour. The DEWESOFT v7.11 software is used to monitor the input
parameters and measures the performance of the engine while the DYNO-MAX
2010 software is used to analyse the combustion characteristics.

Separately, the exhaust gas emissions such as carbon monoxide (CO), carbon
dioxide (CO2), hydrocarbon (HC) and oxides of nitrogen (NOx) is analysed and
measured using an autocheck 5 channel gas analyser model IMR 2800-A as
specified in Table 3. The sampling probes of the gas analyser were mounted at the
centre of the exhaust pipe during measurement of the gas emissions.

For this research, the fuels tested of DF, B5, B10 and B15 are used for running
in a manner of similar engine operation conditions which means the total 4 different
fuels in numbers has been tested. The engine was operated under dynamometer
loads at 0, 50 and 90% load conditions. Since the fuel test or engine operating hours
taking a longer period of times, the maximum load i.e. 100% was not taken into
account to prevent the engine and its component from fatigue and the risk of engine
failure as well as safety precaution. Another parameter in the study is the various
running speeds of the engine which are simulated at 800 rpm (minimum speed),
1200, 1600 and 2000 rpm (maximum speed).

The parameters measured with respect to engine performance consist of engine
torque, brake power (BP), brake specific fuel consumption (BSFC), brake mean
effective pressure (BMEP), brake thermal efficiency (BTE), exhaust gas tempera-
ture (EGT) and fuel mass flow rate (ṁf). In conjunction, the measurements of
exhaust gas emissions comprised of carbon dioxide (CO2), carbon monoxide (CO),
oxides of nitrogen (NOx) and hydrocarbon (HC) using the exhaust gas analyser.

3 Results and Discussions

All types of biodiesel blends that comprise of Jatropha curcas biodiesel fuel oil, in
particular B5, B10 and B15, were analysed concurrently by comparing to the
standard diesel fuel (DF) results of engine performance, exhaust gas emissions and
cylinder. The discussion encompasses the analysis of performance and emission

Table 3 Exhaust gases analysis specifications

Parameter Resolution Accuracy Range

CO2 (Carbon dioxide) 0.01% ±4% rel. 0–10%

CO (Carbon monoxide) 1 ppm ±4% rel. 0–3000 ppm

NOx (Oxide of nitrogen) 1 ppm ±4% rel. 0–5000 ppm

HC (Hydrocarbon) 1 ppm ±2% 0–30000 ppm
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characteristics through engine speeds of 800–2000 rpm at an interval of 400 rpm
under 0% (no load), 50% (intermediate load) and 90% (maximum) dynamometer
loads condition. The engine performance factors that have been measured consist of
the torque (s), brake power (Pb), brake specific fuel consumption (BSFC), brake
mean effective pressure (BMEP), brake thermal efficiency (BTE) and exhaust gas
temperature (EGT).

Figures 4, 5 and 6 show the changes in torque, brake power, brake specific fuel
consumption (BSFC), brake mean effective pressure (BMEP), brake thermal effi-
ciency (BTE) and exhaust gas temperature (EGT) from marine diesel engine fuelled
by B5, B10 and B15 biodiesel blends and DF corresponding to the range of engine
speed under 0, 50 and 90% load conditions. According to these figures, it is clearly
seen that the torque produced by Jatropha biodiesel blends fuel as well as DF
slightly increased as the engine speed increased. However, by referring to Fig. 4,
B5 and B10 fuels at 0% load condition indicates the slight decrement of torque
corresponding to the increment of engine speeds. Aside, BSFC by all fuels shows
about comparable measurement relative to DF except for B15 which shows a bit
higher BSFC at the lower speed but approaching the BSFC by DF as speed
increased from 1600 to 2000 rpm.
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Based on Fig. 5 under intermediate load significance or 50% dynamometer
brake loads, it is indicating that the torque shows similar trends of graphs where the
measurement for BDF are almost similar to that of DF especially at higher engine
speed of 2000 rpm which explained those fuels exhibits the same combustion
process except for B15 which demonstrates lower torque compared to DF.

Based on Figs. 4, 5, and 6, it was clearly illustrated that the brake power and
EGT are increased proportional to the range of engine speed under 0, 50 and 90%
load conditions by Jatropha BDF blends and DF as well. These results proved that
the use of B5 and B10 in diesel engine is giving some advantage in terms of power
production. With regard to BSFC, it seems that there are small changes of BSFC for
B5 and B10 which is plotted lower than DF with respect to the increasing engine
speed. Nevertheless, B15 shows a different form of BSFC where it was slightly
higher than that of DF especially under a lower engine speed of 800 rpm and then
declining contrariwise proportional to the engine speed under all load conditions.
With reference to Figs. 5 and 6, the BMEP of Jatropha BDF blends increased over
the increment of engine speed with B5 demonstrates the greatest BMEP while B15
for the lowest relative to DF under 50% and 90% loads condition. From Figs. 5 and
6, there are reductions in BTE over engine speed when load is applied due to lower
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average burning temperature as well as lower heat losses. Based on results
demonstrated by Figs. 4, 5 and 6 an early assumption that can be made is that B5
shows the best and comparative performance to that of standard DF when tested in
marine auxiliary diesel engine while B15 shows the poorest performance among the
tested fuels.

Next, the discussion is now focused on the emissions and its scale produces by
the BDF as well as DF fuels. Figures 7, 8 and 9 show the changes in carbon dioxide
(CO2), carbon monoxide (CO), oxides of nitrogen (NOx) and hydrocarbon
(HC) emissions from marine auxiliary diesel engine fuelled by biodiesel blends B5,
B10 and B15 as well as standard diesel fuel (DF) with respect to the increasing of
engine speed from 800 to 2000 rpm under 0, 50 and 90% load conditions. The
figures clearly show that DF represents the lowest CO2 emissions under all load
conditions as compared to that of Jatropha BDF blends fuel.

At all load conditions, it is observed that B5 contributes the highest CO2

emissions around 20% with the similar rates throughout engine speed followed by
B10 with inclined trends over the range of speeds. From Figs. 7 and 8 at 50% load
and below, it is illustrated that the formation of CO2 gases by B15 gradually
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decreased when the engine speed increased, associated with a lower CO gas for-
mation over the speed range relative to DF at all rated loads signified a better
emission reduction of CO2 and CO by that of the B15 fuel.

Apart from that, burning of B10 fuel in diesel engine is resulting in a gradually
increment of CO2 emissions corresponding to the increased engine speed from 800
to 2000 rpm at 50 and 90% load conditions as depicted in Figs. 8 and 9. In average,
it seems that most of all Jatropha BDF fuel blends exhibit a reduction behaviour of
CO gas formation inversely proportional to the increasing engine speed where the
parameter values of CO emission during 2000 rpm are almost similar to that of DF.
It is also observed in Fig. 7 that the formation of NOx gases by Jatropha BDF
blends as well as DF decreased with respect to the increasing engine speed at no
loads.

Meanwhile, in Figs. 8 and 9 under 50 and 90% load conditions, higher emis-
sions of NOx are remarked where the main reason for this is considered to be due to
the increasing gas temperature in the burning-zone [25]. Again at these rated loads,
NOx emissions are then reduced slightly as the engine operated at a higher speed of
2000 rpm. Although, the emissions of the NOx gases are still higher than emitted
by DF fuel around 20–30 ppm. On the other hand, HC gas emissions at all rated
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loads by B5 gradually increased as the engine speeds increased with a radical
increment remarkably between a speed of 600–2000 rpm. While B10 significance
the steady increment of HC formation is proportional to the increment of engine
speed. Nevertheless, DF and B15 blends fuel contributes to the lowest HC emis-
sions below 50 ppm which are seen from Figs. 7, 8 and 9, associated with uniform
emission values that were measured throughout the range of speed. Figures 10, 11,
12, 13, 14 and 15 illustrate the measurements of cylinder pressure of the marine
auxiliary diesel engine with respect to the changes of crank angle, which has been
recorded through a specific sensor namely the pressure transducer that was mounted
onto the top of cylinder block. The discussions give attention to the characteristic of
maximum or peak cylinder pressure that occurred by the BDF and DF fuels tested
under specific load and engine speed. Figures 10 and 11 indicate the cylinder
pressure of the combustion of all tested fuels under 0% rated load and engine speed
of 800 and 1200 rpm, respectively.

The peak pressure depends upon the burning rate after the start of ignition during
the uncontrolled combustion stage. The major aspect that determines the uncon-
trolled or diffusion combustion phase is the mixture preparation rate and
atomization which is influenced by the viscosity and volatility of the fuel [13].
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Based on Fig. 10, it is observed that the highest peak pressure among the fuels
tested during 800 rpm of engine speed at 0% rated load is 50.29 bar at 1°CA before
top dead centre (bTDC) which lead by B5 and followed by DF of 50.02 bar at the
same crank angle position. As the engine speed increased to 1200 rpm under
similar load conditions, once again the combustion of B5 fuel in diesel engine
represents the highest cylinder peak pressure of 54.05 bar at TDC i.e. 0°CA fol-
lowed by 53.34 bar at 1°CA bTDC as depicted in Fig. 11. Peak pressures for all
BDF blends are higher than DF due to high oxygen content in the biodiesel
molecules leading to an increased rate of combustion, peak temperature and pres-
sure. Aside, from Figs. 10 and 11 it is remarked that B15 demonstrates early
combustion and yet exhibits lower cylinder peak pressure from shorter ignition
delay, which may be directed to the suppression of NOx formation [26].

On the other hand, Figs. 12 and 13 show the cylinder pressure of BDF and DF
combust under 50% load condition through 1200 and 1600 rpm speed, respectively.
From these figures, it is remarked that the highest cylinder peak pressure is
58.66 bar at 3°CA aTDC leads by B5 while DF exhibits the lowest cylinder peak
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pressure, 57.72 bar at the same crank angle position during 1200 rpm engine speed.
When the speed was increased to 1600 rpm, the maximum pressure of 64.41 bar at
1°CA aTDC represents by B15 while the lowest peak pressure is shown by B5 at
60.94 bar at a similar crank angle. Moreover, the combustion of all tested fuels
shows the rise of overall peak pressure as the engine speed increased and increased
more when loads were applied. Aside, these graph also shows that fluctuations
aTDC of cylinder pressure is greater as the engine was operated above 800 rpm.

Despite from that, almost a similar characteristic of cylinder peak pressure to the
previous graph was observed by B5, B10, B15 and DF as the engine speed and load
were increased as depicted in Figs. 14 and 15. Under 90% dynamometer load
exerted and speed of 1600 rpm, the highest cylinder peak pressure was led by B15
fuel of 63.68 bar followed by B10 of 63 bar both are at 1°CA aTDC, while the
maximum cylinder pressure of B5 was 62.09 bar at 2°CA aTDC and the lowest was
DF of 61.82 bar at 2°CA aTDC as per Fig. 14.

In conjunction, more rise of cylinder peak pressure was recorded when the
engine run at a maximum engine speed of 2000 rpm under maximum rated loads as
per Fig. 15. From this figure, the B5, B10 and B15 exhibit 65.63 bar at 3°CA
aTDC, 66.46 bar at 2°CA aTDC and 69.8 at 2°CA aTDC of cylinder peak pressure,
respectively. Apart from that, it is remarked that DF reached 67.27 bar at 4°CA
aTDC as shown in Fig. 15.
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From the graphs of cylinder pressure, the facts that have been acknowledged are
that the peak pressure increases with the increase of engine speed from 800 to
2000 rpm. The cylinder peak pressure also increases with the increase of
dynamometer loads. The cylinder pressure is mainly dependent on the fraction of
fuel burning during the premixed phase and ability of the fuel to mix well with air.
The premixed phase is generated by the ignition delay period and by the mixture
preparation during the delay period. The peak pressure depends on the rate of
combustion in the initial stage, which in turn is influenced by the amount of fuel
burning in the premixed phase. The position of the maximum pressure for DF for
different speeds are more delayed aTDC than for all BDF due to the lowest cetane
number and the longer ignition delay period for diesel fuel. The high viscosity and
low volatility of BDF led to poor atomization and mixing with air. Thus, a low
burning rate of BDF during the ignition delay period was the reason for the
decreasing peak pressure with the increase of speed.
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4 Conclusion

The experimental study has been completed using biodiesel fuel (BDF) produced
from Jatropha curcas feedstocks that has been blended into 5% (B5), 10% (B10)
and 15% (B15) blending concentration along with neat diesel (DF) as standard
reference fuel in order to investigate the engine performance, exhaust emissions and
cylinder pressure characteristic of direct injected (DI) marine auxiliary diesel engine
under 0, 50 and 90% dynamometer loads throughout 800, 1200, 1600 and
2000 rpm engine speeds. The conclusion found from the experimental study were
focussed on the characteristics of engine performance, exhaust emissions and
cylinder pressure and are drawn as follows:

(1) B5 promotes the greatest results of engine performance among the biofuels
tested where significant enhancement on overall engine performance including
rises of torque, brake power, BMEP, BTE, lower BSFC and small differences
of EGT as compared to that of DF. In conjunction, B5 promotes comparable
CO emissions but for rest emissions signified rises of gas emissions relative to
that of DF.

(2) B10 promotes a fair and better result on the overall engine performance with
slightly lower BSFC under all rated loads condition compared to that of DF. In
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addition, B10 promotes about reasonable CO gas emissions while the rest
exhaust emissions were slightly higher than that to DF but at the emissions
level below that produced by B5.

(3) B15 promotes a significant reduction of overall engine performance compared
to that of DF when operated in a diesel engine. However, there are significant
reductions of CO gas emissions, equivalent HC emissions and about analogous
CO2 and NOx emissions promoted by B15 compared to that of petroleum
diesel (DF).

(4) The combustion of most BDF experienced higher cylinder peak pressure than
DF due to high oxygen content in the BDF molecules leading to an increased
rate of combustion, peak temperature and pressure.

(5) The rises of cylinder peak pressure of all fuels tested were proportional to the
increases of engine speed as well as the increase of loads.
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Integrated Full Electric Propulsion System
for Tanker Ships with Combined Diesel
and Hydro Generator Drive

Wilfredo Yutuc, Hamzah Jamal and Bahktiar Afandi

Abstract In search of new green ship technologies, use of renewable energy, and
design of a more energy efficient propulsion system for ships, this study investi-
gated the possibility of combining both diesel and hydro generators in an integrated
full electric propulsion (IFEP) system for a very large crude carrier (VLCC) tanker
ship. The generators, connected in series, supply to both ship’s service power and
electric propulsion plant requirement. Unlike other combined electric propulsion
system designs for large ships, the configuration makes use of two hydro genera-
tors, which operate using a renewable energy source. The hydro generators function
under the principle of capturing and converting the kinetic energy and flow-pressure
energy of the moving water around the ship’s hull into electrical energy. The power
output is directed to the ship’s main power distribution system to support power
generation onboard. This study attempted to compare theoretically the ship’s total
fuel consumption and overall plant efficiency, when running at full speed on a direct
drive diesel-mechanical propulsion system, and on an IFEP system with combined
diesel and hydro generator drive.

Keywords Energy efficiency � Green ship � Hydro generator � Integrated full
electric propulsion � Tanker ship

W. Yutuc (&) � H. Jamal � B. Afandi
Universiti Kuala Lumpur, Malaysian Institute of Marine Engineering
Technology, Jalan Pantai Remis, 32200 Lumut, Perak, Malaysia
e-mail: wilfredo@unikl.edu.my

H. Jamal
e-mail: hamzah@unikl.edu.my

B. Afandi
e-mail: bahktiar@unikl.edu.my

© Springer International Publishing AG 2018
A. Öchsner (ed.), Engineering Applications for New Materials and Technologies,
Advanced Structured Materials 85, https://doi.org/10.1007/978-3-319-72697-7_10

137



1 Introduction

The economic downturn, international regulations, and climate change are among
the major driving factors for the design and operation of green ships with energy
efficient propulsion systems. In an attempt to address these issues, a number of
options have been designed by engine makers and ship builders for the propulsion
and electric power plant of ships. Out of the basic mechanical and electrical power
plant concepts emerged several configurations combining different types of engines.
One, in particular, is the integrated full electric propulsion (IFEP) system or
all-electric ship (AES) design. In this arrangement, the electric generators supply to
both the electric propulsion and electric power system for ship service [1, 2]. The
generator drives, commonly diesel, gas or steam turbines, or a combination of any
of these, are connected in series. This is different from the early models of electric
drives, wherein the electric propulsion system is separate from the electric power
system for ship service, and each system would have its separate electric generator
sets and switchboard with no link between the switchboards.

One example of an IFEP system is Cunard Line’s passenger ship Queen Mary 2,
with a combined diesel and gas turbine (CODAG) drive. In this ship, three diesel
generators developing 8.4 MW each are connected in series with one gas turbine
generator developing 25 MW output (see Fig. 1). These generators provide electric
power to drive two podded propellers and supply to the demands of other electric
consumers onboard [3].

Fig. 1 Queen Mary 2 propulsion plant [3]
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2 Background

The use of diesel-electric propulsion nowadays is not only limited to passenger ships,
offshore vessels, navy ships and other small specialized vessels. It has already reached
the area of large cargo vessels for quite some time already [2, 4]. The Alaska Tanker
Company, for instance, has in its fleet four 19,5000 deadweight diesel-electric tanker
ships namely: the Alaskan Frontier, the Alaskan Explorer, the Alaskan Navigator and
the Alaskan Legend, all of which were in operation since 2006 [5]. A number of
dual-fuel diesel-electric propulsion liquefied natural gas (LNG) carriers have also
been long built and have been navigating in the open seas for years [4, 6].

Among the benefits of electric propulsion plants worthy of consideration
includes:

• flexibility of ship arrangements since direct mechanical connection between the
prime mover and the propulsor is not required

• low levels of noise and vibration
• high levels of reliability and redundancy
• high levels of torque possible at low propeller speed
• power generated can be matched to the power required to allow prime movers to

operate near their peak efficiency for good fuel economy [7–9].

3 Approach

In this study, the characteristics of an existing VLCC tanker ship, with a direct
diesel-mechanical propulsion system driving a fixed pitch propeller, was used. The
ship’s particulars are shown in Table 1.

Table 1 Ship’s particulars

Length, overall m 329.99

Length, between perpendiculars m 316.0

Breadth, moulded m 60.0

Depth, moulded m 29.7

Draft loaded, moulded m 19.2

Deadweight t 259,994

Gross tonnage t 157,209

Speed kn 15.5

Main shaft revolution min−1 78.6

Main engine output (MCR) kW 25,090.0

Main engine specific fuel consumption at MCR (ISO) g/kWh 172.0

Diesel engine output (�3 units) kW 1060

Diesel generator output (�3 units) kW 960

Diesel engine specific fuel consumption g/kWh 195.0

Lower calorific value of fuel MJ h−1 42.7
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A VLCC tanker ship was considered since vessels of this type usually spent
most of their time at sea due to long voyage between ports. This plays a big role in
terms of the performance and benefits from the hydro generators (see Fig. 2), which
are totally dependent on the ship’s movement and speed to generate power.

The hydro generators, which are also termed “tidal generators”, operate under
the principle of capturing and converting the kinetic energy and flow-pressure
energy of the moving water at the bottom of the ship’s hull into electrical energy.
This energy, converted into electrical power, is directed to the ship’s main power
distribution system, or main bus bar, to support power generation onboard. Since it
is driven by moving water to generate electricity, it does not require the burning of
fuel to produce power.

As an alternative power source, two 3-m turbine diameter hydro generators were
virtually fitted on the ship’s hull, as shown in Fig. 3. The ship’s total fuel con-
sumption and overall plant efficiency, with an IFEP system with combined diesel
and hydro generator drive, were calculated at full speed of 15.5 knots in calm sea
water condition. Results were compared to that of the ship’s actual direct
diesel-mechanical propulsion system and further evaluated.

3.1 Energy and Power Flow

The energy conversion from fuel to the rotating output shaft of an engine is
illustrated in Fig. 4.

The heat input to the engine QF, can be obtained by using the formula

Fig. 2 Hydro generator 3D
model
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QF ¼ mF � CV ð1Þ

where mF is the mass flow rate of the fuel and CV is the calorific value of the fuel.
The engine brake power PB, is the power developed by the engine and is defined by

PB ¼ 2P � NE � TE ð2Þ

where NE is the engine speed and TE is the engine torque. The engine effective
efficiency, which is defined as the ratio of the engine output and heat input, can be
determined by

gE ¼ PB=QF ð3Þ

The shaft power PS is the power delivered to the shaft that is connected to the
propeller and is defined by

PS ¼ 2P � NP � TS ð4Þ

where NP is the propeller speed and TS is the shaft torque. If there is no gearbox, the
brake power equals the shaft power. If however, the transmission includes a
gearbox, the gearbox efficiency is obtained by

Fig. 4 Energy conversion flow

Fig. 3 Graphic conceptualization of the tanker ship with the hydro generators fitted
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gGB ¼ PS=PB ð5Þ

At any particular break power output, the energy input to the diesel generator
engine can be calculated using the equation

EIN ¼ SFC � PB � CV ð6Þ

where SFC is the specific fuel consumption at the corresponding break power. The
rate of fuel consumption, mF, may then be obtained by using

mF ¼ SFC � PB ð7Þ

3.1.1 Diesel-Mechanical Propulsion

The propulsion system of the tanker ship considered in this study consists of a
slow-speed reversible two-stroke diesel engine directly coupled to a fixed pitch
propeller by means of a line shaft, as illustrated in Fig. 5. This is also sometimes
referred to as a direct drive diesel-mechanical propulsion. The electric power plant
is separate, providing power to the auxiliary systems and other electric consumers.

3.1.2 Diesel-Electric Propulsion

In any electric power generation plant, the generated power must be able to support
the maximum power requirement taking also into account the power losses and
some amount of power for safety margins. For an electric propulsion system with
typical component efficiencies, the power flow can be illustrated as in Fig. 6 [8].

Accounting for the mechanical and electrical power losses in Fig. 6, the elec-
trical efficiency of the system may be found as:

Fig. 5 A typical tanker ship
power plant with direct drive
diesel-mechanical propulsion
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gELEC ¼ POUT=PIN ¼ POUT=ðPOUT þPLOSSESÞ ð8Þ

Hence, with the efficiency range shown in Fig. 6, the efficiency of an electric
propulsion system from the prime mover input shaft to the electric propulsion motor
output shaft at full load may be seen as between 0.87 and 0.92 [8, 9].

Considering the supplied fuel, the overall efficiency of any complex propulsion
plant may be defined as the ratio of the total power output and total power input:

gO ¼ RPOUT=RPIN ð9Þ

3.2 IFEP System Plant Model

In an integrated full electric power plant, a number of electric generators, not
necessarily of the same size and power output, may be used [1]. Since the gener-
ators supply to a main power distribution system common to the propulsion system
and ship service power, the electric generators can be used more efficiently under all
operating conditions. This is because only the minimum number of prime movers
necessary to meet the required load are operating, all running near their optimum
efficiency [1, 2].

The IFEP system plant model for the VLCC tanker ship investigated in this
study is composed of four diesel generators connected in series with two hydro
generators, as shown in Fig. 7.

Two propulsion motors and a reduction gear box (twin-in-single-out) were
considered in the plant layout. This is to fulfil the electric plant’s high redundancy

Fig. 6 Power flow in a simplified electric power system
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requirement due to high propulsion power output to the propeller shaft and use of
higher efficiency synchronous E-motors [9]. To support the 25,090 kW propulsion
power requirement of the tanker ship in study when running at maximum contin-
uous rating (MCR), four Wartsila 12V50DF diesel generators with specifications
shown in Table 2, were considered [10].

3.2.1 Hydro Generators

The power, PT, in W harnessed by the hydro generator’s turbine, is decided by its
sweep area, A, and fluid velocity, V, according to

Fig. 7 A simplified IFEP plant layout for the combined diesel and hydro generators

Table 2 IFEP plant diesel generator specification

Engine Rated power kW 11,700

Revolution min−1 514

Specific fuel consumption g/kW�h 189

Lower calorific value of fuel MJ�kg−1 42.7

Generator Rated power kW 11,290

Voltage kV 6.6

Frequency Hz 60

Phase u 3

144 W. Yutuc et al.



PT ¼ 1=2Cp � A � qfluid � V3 ð10Þ

where Cp is the power coefficient and qfluid is the fluid density.
The generated electrical power output, POUT, may then be found as

POUT ¼ PT � gblade � ggearbox � ggenr: ð11Þ

Typical hydro generator efficiency is considered within the range of 0.80–0.85
[11, 12]. But for power output estimation, blade efficiency of 0.90, gearbox effi-
ciency of 0.95 and generator efficiency of 0.95–0.97 may be assumed [8, 13].

An initial computer-generated simulation study conducted using the character-
istics of the same VLCC tanker ship virtually fitted with one 3-m turbine diameter
hydro generator gives an output data shown in Fig. 8 [14].

In calm water with zero sea water current velocity, the power output of the hydro
generator is shown in Table 3 [14].

3.3 Mode of Operation

In actuality, when running at full speed in the open sea, the electric power demand
of VLCC tanker ships with diesel-mechanical propulsion is lower and can be
supplied by one diesel generator. During maneuvering and in port, however, two
diesel generators are operated in parallel to supply the increased power demand due
to large machinery used when maneuvering and when cargo operations take place.

Fig. 8 Generated, resistance and average net power of a 3-m diameter hydro generator at water
current velocity of up to 2.5 m�s−1 (ship at 15.5 knots)
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This is different from the mode of operation of an IFEP configuration concept,
with combined diesel and hydro generators. When the tanker ship is in port, diesel
generators are to operate and supply the ship service power requirement, which
includes the power for general usage and for the machinery used in cargo opera-
tions. This is because the hydro generators are only put in service when the ship is
running at a higher speed, when their turbines are turning fast enough, sufficient to
generate continuous stable power. Since the hydro generators’ operation is affected
by the direction and velocity of the water current, a rectifier-inverter module is used
to convert the variable frequency and voltage output into fixed frequency and
voltage to match with that of the main power distribution system of the ship.

In the open sea, when the tanker ship is at full speed, both the diesel and hydro
generators supplement power generation in a combined mode and supplies the
entire electric power requirement of the ship. The ship’s running mode is illustrated
in Fig. 9.

3.4 Power Output at Full Speed

In this concept evaluation, the rating and the loading of the engines for both types
of propulsion plants were taken at the highest expected load. For the tanker ship
with diesel-mechanical propulsion running at full speed of 15.5 knots, it was
assumed that the main engine for propulsion and one diesel generator engine for
ship service power are running at MCR. In Table 1, however, the main engine
output shown is the engine’s brake power and does not take into consideration the
losses as power is transmitted to the propeller shaft. Typical shaft efficiency can

Table 3 3-m diameter hydro
generator output

Generated power kW 1864.2

Drag kN 50.6

Resistance power kW 403.4

Net power kW 1460.8

Fig. 9 Combined diesel and
hydro generators running
mode
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vary from 0.96 to 0.995 [15]. With an average transmission efficiency of 0.97, a
shaft power of 24,337.3 kW was considered for main engine propulsion.

In the IFEP system configuration, the same equivalent total shaft power of both
main engine and one diesel generator engine has to be supplied by the combined
diesel and hydro generators. An electric propulsion efficiency of 0.90 is considered
[8, 9] to account for the mechanical and electrical power losses.

For the two hydro generators, the net power output was taken from Table 3.
Since they operate using a renewable energy source and the power they generate is
directly fed to the main power distribution system, the load of the diesel generators
will be reduced in proportion to the power produced by the hydro generators when
operating in combined mode. The free power produced by the hydro generators is
henceforth deducted to the total equivalent load of the ship for propulsion and ship
service. To illustrate further, the power output comparison between the two types of
propulsion system is shown in Fig. 10.

4 Results

Applying the power, fuel consumption, and efficiency formulas presented earlier, a
comparison of the ship’s power and overall plant efficiency for diesel-mechanical
and integrated full electric propulsion when running at full speed is shown in
Table 4.

With the brake power output in Fig. 10, which is at maximum load for
propulsion and ship’s service power, the fuel consumption was calculated using
Eq. (7) and the diesel engine’s respective SFC. The result is shown in Fig. 11.

Fig. 10 Power output
comparison between
diesel-mechanical propulsion
and IFEP for the tanker ship
in study
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At full speed, the propulsion engine brake power requirement in an IFEP con-
figuration is higher than with the diesel-mechanical propulsion, as shown in
Table 4. Even with the free power input from two hydro generators, the IFEP
overall plant efficiency is 2% lower. This is mainly attributed to the lower trans-
mission efficiency, i.e. decreased efficiency of energy conversion from the prime
mover to the propulsor, due to the number of components in its electrical drive, as
seen in Fig. 6. This, in turn, affected the overall plant efficiency which consequently
resulted in a higher fuel consumption, as shown in Table 4 and Fig. 11,
respectively.

Table 4 Power and overall plant efficiency comparison

No. Item Unit Diesel-mechanical
propulsion

Integrated
fixed
electric
propulsion

1 Propulsion Shaft power output, PS kW 24337.3 24337.3

2 Transmission gear efficiency ηG 0.97 0.90

3 Engine brake power, PB1 kW 25090.0 27041.4

4 Engine SFC g/kW�h 172.0 189.0

5 Fuel calorific value MJ/kg 42.7 42.7

6 Power from renewable
energy source

kW 0.0 2921.7

7 Engine brake power output
considering power from
renewable energy source (3–
6)

kW 25090.0 24119.7

8 Power input from fuel
(4) � (5) � (7)

kW 51186.4 54070.4

9 Ship
service
power

Electric power for ship
(E-load)

kW 960.0 960.0

10 Engine brake power, PB2 kW 1060.0 a1000.0

11 Engine SFC g/kW�h 195.0 189.0

12 Fuel calorific value MJ/kg 42.7 42.7

13 Power input from fuel
(10) � (11) � (12)

kW 2451.7 2241.8

14 Total power output (1) + (9) kW 25297.3 25297.3

15 Total power input (8) + (13) kW 53638.1 56312.2

16 Overall plant efficiency (14) � (15) ηO 0.47 0.45
aconsidering 0.96 generator efficiency

148 W. Yutuc et al.



5 Conclusion

From the data and results obtained in this study, it can be seen that the propulsion
transmission efficiency played a major role in the overall plant efficiency and fuel
consumption of the specific type of ship selected when running at full speed. The
ship’s principal characteristics, running mode condition, and type of generator
drives employed are key contributory factors which determine the benefits of an
IFEP plant concept in the design of propulsion and electric power generation for
ships.

On another note, the use of hydro generators as an alternative electric power
source for ships is worthy of consideration for further research and study. It gives
the advantage of using renewable energy that will help address environmental
issues related to global warming and sustainability, including compliance with the
new regulations for the prevention of air pollution from ships. Its application on
another type of ships with increased number of units installed can be further
explored.

References

1. Woud, H.K., Stapersma, D.: Design of Propulsion and Electric Power Generation Systems,
pp. 103–130. IMarEST Publication, London (2012)

2. Wartsila, Wartsila Encyclopedia of Marine Technology. http://www.wartsila.com/
encyclopedia/term/integrated-full-electric-propulsion-(ifep). Accessed 16 Jan 2017

3. Kuiken, K.: Diesel Engines I for ship propulsion and power plants from 0 to 100,000 kW, 2nd
Revised Edition. pp. 64–65. Epospress, Zwolle, The Netherlands (2012)

4. Numaguchi, H., et al.: Japan’s first dual-fuel diesel-electric propulsion liquefied natural gas
(LNG) Carrier. Mitsubishi Heavy Ind. Tech. Rev. 46(1), (2009)

Fig. 11 Calculated fuel
consumption of the ship at
15.5 knots with calm sea
weather condition

Integrated Full Electric Propulsion System for Tanker Ships … 149

http://www.wartsila.com/encyclopedia/term/integrated-full-electric-propulsion-(ifep)
http://www.wartsila.com/encyclopedia/term/integrated-full-electric-propulsion-(ifep)


5. Alaska Tanker Company, Alaska Class Vessels. http://www.aktanker.com/alaska-class-
vessels/. Accessed 15 Jan 2017

6. Woodyard, D.: Pounder’s Marine Diesel Engines and Gas Turbines, 8th edn. Elsevier,
Buttterworth Heinemann (2004)

7. Aprianen, M., et al.: Naval Architecture of Electric Ships—Past, Present and Future. SNAME
Trans 101, 583–607 (1993)

8. Adnanes, A.K.: Maritime Electrical Installations and Diesel Electric Propulsion, ABB Marine
(2003). PDF File: http://img1.eworldship.com/2012/0913/20120913041849123.pdf.
Accessed 16 Jan 2017

9. MAN, Diesel-electric Propulsion Plants—A Brief Guideline How to Engineer a
Diesel-electric Propulsion System. https://marine.man.eu/docs/librariesprovider6/marine-
broschures/diesel-electric-drives-guideline.pdf?sfvrsn=0. Accessed 16 Jan 2017

10. Wartsila, Wartsila 50DF Technology. http://cdn.wartsila.com/docs/default-source/product-
files/engines/df-engine/wartsila-o-e-w-50df-tr.pdf?sfvrsn=6. Accessed 18 Jan 2017

11. Zimesnick, M.: How efficient is tidal power? Renewable Energy Index (2010). http://
renewableenergyindex.com/renewable-energy-questions/how-efficient-is-tidal-power.
Accessed 13 Jan 2017

12. New World Encyclopedia. Tidal Power. http://www.newworldencyclopedia.org/entry/Tidal_
power. Accessed 13 Jan 2017

13. El-Sharkawi, M.A.: Electric Energy: An Introduction, 2nd edn, p. 107. CRC Press, Boca
Raton, Florida (2009)

14. Yutuc, W.E.: Use of Hydro Generator on a Tanker Ship: A Computer-Generated Simulation
Study. Lecture Notes in Computer Science (LNCS) 7972, Part II, pp. 207–219. Springer,
Berlin (2013)

15. MAN Diesel & Turbo, Basic Principles of Ship Propulsion, p 17. https://marine.man.eu/docs/
librariesprovider6/propeller-aftship/basic-principles-of-propulsion.pdf?sfvrsn=0. Accessed 20
Jan 2017

150 W. Yutuc et al.

http://www.aktanker.com/alaska-class-vessels/
http://www.aktanker.com/alaska-class-vessels/
http://img1.eworldship.com/2012/0913/20120913041849123.pdf
https://marine.man.eu/docs/librariesprovider6/marine-broschures/diesel-electric-drives-guideline.pdf%3fsfvrsn%3d0
https://marine.man.eu/docs/librariesprovider6/marine-broschures/diesel-electric-drives-guideline.pdf%3fsfvrsn%3d0
http://cdn.wartsila.com/docs/default-source/product-files/engines/df-engine/wartsila-o-e-w-50df-tr.pdf%3fsfvrsn%3d6
http://cdn.wartsila.com/docs/default-source/product-files/engines/df-engine/wartsila-o-e-w-50df-tr.pdf%3fsfvrsn%3d6
http://renewableenergyindex.com/renewable-energy-questions/how-efficient-is-tidal-power
http://renewableenergyindex.com/renewable-energy-questions/how-efficient-is-tidal-power
http://www.newworldencyclopedia.org/entry/Tidal_power
http://www.newworldencyclopedia.org/entry/Tidal_power
https://marine.man.eu/docs/librariesprovider6/propeller-aftship/basic-principles-of-propulsion.pdf%3fsfvrsn%3d0
https://marine.man.eu/docs/librariesprovider6/propeller-aftship/basic-principles-of-propulsion.pdf%3fsfvrsn%3d0


A Stress Analysis and Design
Improvement of a Car Door Hinge
for Compact Cars
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Abstract The door hinges for automobiles are used to hold the door in a prede-
fined axis during closing and opening operation. Apart from that, the door hinges
are also important in automobiles as it holds the door in position during car acci-
dents. The hinge itself is the combination of a pin, bushing, male and female hinge
that will form an operating system for automotive doors. The purpose of this paper
is to improve the built in stopper design of a stamped hinge assembly to comply
with the OEM opening strength test requirement. The design of the door hinge will
be developed using CATIA V5. The Hypermesh software will then be used to
create a mesh and boundary conditions on the designed parts. Structural analysis
will be carried out using ANSYS. In order to validate the results of FEA, an actual
test will be carried out on stamped hinges using a test rig specified in the testing
requirement. Based on the results further optimization of the built in hinge stopper
will be carried out to increase the door hinge assembly performance.
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1 Introduction

A typical automotive door will use hinges to attach doors to the structural body.
Although there is also a type of door that uses track to perform open and close door
operations, this paper will discuss mainly the door hinge for automotive applica-
tions. The door hinges for automobiles are used to hold the door in a predefined axis
during closing and opening operation [1]. Apart from that, the door hinges are also
important in automobiles as they hold the door in position while driving in the event
of car accidents [2].

The hinge assembly itself is the combination of a pin, bushing, male and female
hinge that will form an assembly for automotive doors. In a typical automotive door
system, the door hinge system will consist of a pair of hinge assembly that connects
the door assembly to the structural body. The Society of Automotive Engineers
International (SAE International) defined the hinge system as a system used to
position the door relative to the body structure and control the path of the door
swing for passenger ingress and engress [3]. Despite the size of the hinge relative to
the automotive body itself, it is clear that the hinge plays a major role in providing
safety and functional operation for passengers and driver.

During the research and development stage of an automotive door hinge, there
will be a number of testing and homologation activity taken place to ensure the
reliability and quality of the product. There could be various types of tests
depending on the Original Equipment Manufacturer (OEM) requirement. One of
the tests under the OEM’s requirements is called the Over Bending Test.

In an Over Bending Test, a specific force will be applied onto the newly fab-
ricated door hinge during maximum opening. If the door hinges are able to with-
stand the exerted force onto it, the door hinges design are considered to be ready for
mass production. If the result is contrary, then optimization needs to be done to
improve the failed hinge.

1.1 Problem Statement

The typical hinge design that is used in this paper can be traced back to the year
1956 by Hollanworth [4]. Then, other three designs taken from United State Patents
were studied to have an idea of effective automotive door hinges [5–7]. The
development of new automotive door hinges will be mostly influenced by the
available area to mount the hinges onto the structural body. Typically, a new car
model will also result in new door hinges design due to different exterior shapes that
influence the sufficient area for mounting the hinges. With limited space for newly
designed hinge, it require minimal stopper height to hold the door at maximum
opening angle. The stopper height will require technical verification based on the
OEM’s requirement.
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Finite element analysis (FEA) using software is part of the activities to reduce
error in the development stage. Unfortunately, a common error of conducting the
actual experimental work is always associated with the positional accuracy gauge
[8] resulting in a more robust hinge design for test compliance. The evolution of
material properties has also contributed to the accuracy of classical stress-strain
curves which are based on the Ramberg-Osgood expression [9, 10]. Due to these
reasons, FEA alone is insufficient for product verification. The over bending test is
one from many verification methods related to door hinges required by the OEM.
Based on the standard set by specific OEM, the newly designed and fabricated
hinge should withstand 400 N of normal force exerted on it during fully open
condition. If it is found that the hinges could not withstand the stated force, then the
hinges will be considered as not acceptable for mass production.

1.2 Objective

As mentioned previously, an automotive door hinge is highly influenced by the
available area for hinge mounting in every car model. In order to suit the hinge with
different car models, a new design of door hinge will be developed using CATIA
V5. The hinge should consider the manufacturing ability for stamping process
which requires a generous radius at corner area but at the same time, provide
accurate opening angle as required by the OEM.

Using Abaqus simulation, strength analysis will be performed onto the newly
designed hinge to simulate the over bending test and identify the weakest point.
Design improvement of the hinge will be conducted to improve any weak point that
has the potential to fail during the actual test. A modification of the hinge during the
design stage is highly recommended since it will be faster and less hassle. Once the
design has been confirmed, then it will proceed to hard tooling for actual parts.

Performing the over bending test by means of simulation is not the ultimate
confirmation for verification. The actual parts need to undergo the physical test
stated inside the test specification for actual result. This result will influence the
decision whether the hinges are fit for mass production or require further
improvement.

In a nutshell, the objectives will be as explained previously. To ensure the
quality of the door hinge, it is required to design the door hinge, to perform
structural analysis using linear static FEA for the over bending test, to verify the
analysis and design with actual over bending test and finally, to improve the hinge
design based on the information from simulation and actual tests.
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2 Experimental Setup

The new door hinge will be designed using CATIA V5 according to the allowable
space, suitable material and manufacturing process. A strength analysis simulation
will be performed onto the 3D data. A further improvement of the door hinge will
be based on the simulation result. The new design will overcome any potential spot
that could lead to part failure. Upon completion, the actual test will be conducted
using a test rig to verify the simulation result. If the hinge fails to withstand the
400 N force, improvements will take place so that the hinge can pass the test and is
available for mass production.

2.1 Material Selection

There are numerous materials in the market that can be used to manufacture door
hinges such as ductile iron, aluminum and mild steel. Since stamping method is
determined as the manufacturing process for this project, we have selected hot
rolled steel grade as SAPH440. A detailed explanation on the material mostly can
be extracted form JIS G 3113. It is a Japanese material standard for hot rolled steel
plates, sheets, strips for automobile structural usage. SAPH440 is widely used as a
material for door hinge due to its high reliability of tensile strength. This charac-
teristic is suitable for automotive applications where more strength is needed and
the material performs well under exceeding loading. Table 1 shows the chemical
composition of SAPH440. In Table 2, the mechanical properties of the material are
shown.

Table 1 Chemical
composition of SAPH440

Composition (mass%)

C Si Mn P S

0.168 0.020 0.810 0.012 0.008

Table 2 Mechanical
properties of SAPH440

Young’s modulus 201 GPa

Poisson’s ration 0.306

Tensile strength 440 N/mm2

Vicker’s hardness 214 Hv

Elongation to break 44%

Yield strength 302 N/mm2
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2.2 Door Hinge Design

Although there are several concepts of door design that influence the design of the
door hinge such as Butterfly, Canopy, Scissors and more, the door hinge used in
this project is using a standard door design which is a swing type door. In typical
automotive door system, there are 2 units of door hinges that are used to attach the
door to the structural body. Both hinges may not have to be the same design as a
result to area constraints. Figure 1 shows the design of the door hinge together with
the respective exploded view for better understanding.

2.3 Finite Element Analysis

The upper hinge is used to analyse using the finite element method to investigate
the value of the maximum stress occurred when subjected to the maximum load.
The male and female of the upper hinge is modeled as C3D10 solid deformable
elements using ABAQUS CAE 6.14 as shown in Fig. 2. Meanwhile the pin

Fig. 1 Upper and lower hinge with respective exploded view on the right
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connected male and female door hinge is modeled as R3D4 rigid elements as this
component is not the target to know the displacement or stress in this analysis.

The material properties of this FE model are defined as a linear-elastic material
with a yield strength as in Table 2. This material is not modeled completely with
the damage criteria model which means that this FE analysis will not produce the
material failure such as break or fracture. This is sufficient in order to predict the
failure of the component using the maximum stress occurred and the value of
the yield strength.

The load and boundary condition for this analysis is the encastre or fixed all
degrees of freedom for the base of the female part and the torque is applied to the
male part to rotate and push against the stopper. The value of the applied torque is
calculated based on the applied load and the geometry of the real door test. The
maximum load is set to 400 N. This analysis only used 1 set of the upper hinge so
that the maximum load must be divided by two. A static step analysis is used
because the effect of dynamics and inertia is neglected due to the real test is
assumed as quasi-static.

Fig. 2 FE model for the analysis of the door hinge
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2.4 Boundary Condition

The static force shall be applied equidistant in the center of the female hinge that
acts as a stopper during fully open condition. The contact surfaces of the stopper
between the male and female hinge is 0.5 mm at both bottom and upper area
making a total contact surface of 1 mm. The requirement from the OEM is, a door
hinge assembly, when tested shall be able to withstand an ultimate normal load of
400 N without break. This is considering the fully open condition of the door hinge.

By static analysis of the hinge under extreme conditions;

Max. Deformation: 3 mm
Max. Stress produced: 248.5 MPa

As stresses are well within the limit of the yield stress (302 MPa) and the
deformation is quite small, the design is evaluated as safe.

2.5 Test Rig Setup

The position of the force acting on the actual test rig is shown in Fig. 3. The length
dimension originated from the axis of both hinges is l = 830 mm and the height,
h is 415 mm, respectively. The total force used in this experiment is 400 N during
the fully open hinge condition.

Actual experimental tests are carried out on the existing door hinge model to
validate the FEA results. The static force onto the door hinge during the fully open
condition is tested onto the actual car and displacement verses load curves are
plotted. The procedure to perform the actual test is:

1. Attach a test fixture to the mounting provision of the hinge.
2. The test fixture is placed in the machine between the grips. The machine itself

records the displacement between its cross heads on which the specimen is held.
3. Adjust the load cell to read zero on the computer up to peak load. Once the

machine is started it begins to apply an increasing load on the specimen.

Fig. 3 The position of force
in over bending test
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4. Throughout the tests the control system and its associated software record the
load and displacement of the specimen.

5. According to the results of the experiment, a graph of the displacement variation
with load is plotted automatically.

3 Results and Discussion

3.1 Simulation and Actual Test Analysis

The initial design of the door hinge was analysed using FEA to obtain the maxi-
mum stress which would exceed the yield strength of the material when subjected to
the maximum normal load to the door panel. A stress contour of the male and
female door hinge when subjected to the applied load is shown in Fig. 4. For the
initial door hinge with a 1.5 mm thickness of the stopper, the maximum stress is
770 MPa which is over the yield strength of this material (302 MPa). This door
hinge can be considered as failed when subjected to the maximum load of 400 N
but this is not shown in the FE analysis (see Fig. 4) due to limitations of the
material model which does not include any damage criterion. From this figure, it
can be seen that a high stress concentration occurs at the female of the door hinge.

Fig. 4 Stress distribution of one of the door hinge with initial stopper thickness (1.5 mm)
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The new design to overcome the failure of the initial design is to increase the
thickness of the stopper. The thickness is proposed to increase up to 2.5 mm. The
same analysis was done and the result is shown in Fig. 5. When the thickness is
increased to 2.5 mm, the maximum stress is reduced to 300.5 MPa which is near
and not exceeds the yield strength. This indicates that the door hinge could with-
stand the maximum applied load of 400 N. A further optimisation process can be
performed in order to get the best design and shape of the door hinge but it needs a
new process to develop a new design rather than increasing the stopper thickness of
the existing design of the door hinge.

After the improvement of the design has taken place with an improved stopper
thickness of 2.5 mm, the experiment has been taken to the next level for better
evaluation. The manufactured door hinge is ready to undergo the over bending test
on the actual test rig. The setup of physical door hinge and test equipment is similar
to Fig. 3 in Test Rig Setup chapter. Based on the result taken from the actual test
rig, the door hinge reached its yield point during 470 N. Further force increase on
the door hinge showed that the hinge deformed and broke exactly at the stopper
area as shown in Fig. 6. This condition is predictable since the simulation with
Abaqus has shown a similar symptom. The result of the actual test is shown in
Fig. 7.

Fig. 5 Stress distribution of one of the door hinge with improved stopper thickness (2.5 mm)
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Fig. 6 Broken door hinge on actual test

Fig. 7 The result of door hinge from actual test on test rig
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4 Conclusion

This paper has been focused on the capability of the current hinge design to
withstand a static force of 400 N without break. A 3D model of the component is
produced and analysed. A test rig has also been developed according to the test
specification form the OEM’s test guideline. The actual test is to experimentally
validate the results of the numerical analysis. In a three-dimensional analysis of
component forces, the result could be the reference in any future door hinge
improvement. It could be concluded that the FE analysis done has successfully
reflect the actual condition in real life. The improvement in the door hinge design
based on FE data has successfully tackled the actual issue of potential hinge failure.
The improved design of the door hinge is now considered as suitable for mass
production.
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Development of a Global Warming Impact
Prediction Analysis Tool for Mobile
Vehicles

Chun Lin Saw, Chee Guan Choong, Yoke Yen Chiang
and Azmi Naroh

Abstract Air conditioning has become part and parcel of our daily life, it is used to
comfort us by providing the cooled air specifically for mobile vehicles.
Nevertheless, the use of refrigerants in air conditioning is harmful to our atmo-
sphere due to direct and indirect emissions to the environment. The direct emission
of the refrigerant occurs during the process of car servicing and releases purposely
by the untrained technician, while indirect emission occurs from pipe leakage, pipe
cracks, storage tank leakage and unintentionally release by the technician.
Currently, there is no available analysis tools on global warming impact of
refrigerant emissions for the Malaysian context. Data on the amount of gas inject
and gas recovery from the recovery machine in grams for 5 months was collected at
the Air Conditioning and Refrigeration workshop Politeknik Ungku Omar, Ipoh,
Perak. Three types of cars that have been investigated, whereupon the Perodua,
Viva car showed the highest CO2 emission per km compared to the Perodua, Myvi
and Alza. A Total Equivalent Warming Impact (TEWI) calculator also was
developed to assist to predict the environment impact on global warming due to
vehicle air-conditioning refrigerant leakage.

Keywords Air conditioning � Refrigeration � Environmental warming
Vehicle � Perodua
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1 Introduction

The mobile vehicle air conditioning is one of the important systems in the vehicle to
maintain thermal comfort and improve the ventilation inside the vehicle compart-
ment. However, the mobile vehicle air conditioning refrigerant and the operation of
the vehicle air conditioning system possess risks to the environment by producing
greenhouse gasses (GHG) [1]. GHG from the mobile vehicle air conditioning can
be a refrigerant gas such as R-12 & R-22 is chlorofluorocarbon halomethane
(CFC) based gas that has the ozone depletion potential and R134a & R404A is a
hydrofluorocarbons (HFC) based gas that has a lower global warming potential,
while to operate the vehicle air conditioning system needs the engine to run by
consuming gasoline gas that produces carbon dioxide, CO2.

To reduce the ozone depletion, the CFC-12 refrigerant has been phased out with
the HFC 134a refrigerant. In the year of 2015, a total of 180,000 tonnes of HFC
134a refrigerants have been released to the environment, while 270 Mtonnes of
CO2-e have been produced globally [2]. The refrigerant used in the air conditioning
system can cause the greenhouse effect due to leakage of the refrigerant gas. Total
Equivalent Warming Impact (TEWI) is a tool used to gauge the emission of carbon
dioxide (CO2), it can be in terms of direct (refrigerant gas) and indirect emission
(energy). Direct emission is due refrigerant losses such as gradual refrigerant loss
due to piping leakage, losses during servicing, losses due to accidents and losses
due to end of components life. Hence, indirect emission is caused by exhaust
emission of the vehicle during transportation. TEWI is a widely used tool to
measure the emissions of greenhouse gasses from a certain equipment during its
working life [3].

In China, TEWI analysed fromgovernment vehicles, public buses, and taxis shows
a total of 1.37 � 107 tonnes CO2-e produced in 2015 that has shown a lot of CO2

reduction since 2010 [4, 5]. In the UK, hybrid electrical vehicles (HEV) have shown a
significant lower CO2 emission from the vehicle but in terms of generating electricity
to charge the HEV increasing GHG emission from the power plant [6]. In the USA, a
study on light-duty transportation has been conducted. The study summarized that
hydrocarbon based oil consumption vehicles need to be reduced to reduce greenhouse
gasses. Introducing advanced technology such ethanol flex-fuel vehicles (FFV),
fuel-cell electric-powered vehicles (FCEV) and plug-in electric vehicles (PHEV) can
achieved the aim but the feedstocks availability, maturity of the technology and
electricity generation from renewable sources is still a concern [7].

Beside emissions of GHG, recovery and reclaim refrigerant gas is another way to
reduce the indirect emission of refrigerant gas to the environment. Recovery and
reclaim of refrigerant gas has been reported to reduce the indirect emissions, which
cause global warming [8, 9]. Table 1 shows that CFC-12 is the most harmful
refrigerant that has high ozone depletion potential (ODP) and has a life of
8500 years (GWP) to degrade.

In this paper, a study was conducted on the refrigerant gas leakage to the
environment by measuring the refrigerant gas during vehicle air conditioning

164 C. L. Saw et al.



system servicing (indirect emission) and CO2 emission estimation (direct emission)
from a Perodua car. The analysis has been done using the TEWI method to predict
the carbon dioxide equivalent (CO2-e) that are produced by the Malaysian manu-
factured car. The Perodua car model was manufactured in year 2015 and below are
selected conditions under this study.

2 Experimental Setup

The data collection of the refrigerants amount for Perodua Myvi, Viva and Alza
took place during for 5 months of duration from March until July 2016. The data
has been collected at Politeknik Ungku Omar’s Air Conditioning and Refrigeration
Workshop. A total of 20 cars of Myvi model, 15 units of Viva’s car and 11 units of
Alza’s car have been investigated. For the averaging, 10 units of car from each
model have been selected for the TEWI calculation.

The fuel consumption of the selected car has been estimated from the review of
the model car users, where averaged fuel consumptions of Myvi, Viva and Alza
models are 17 l/km, 11 l/km and 12 l/km, respectively [10–12]. The car air con-
ditioning life time is taken as the average of 11 years as some published articles
mentioned the range from 11 to 13 years [13]. Each of the car data such as gas
injected, gas reclaimed and CO2 emissions was inserted in the TEWI calculator
developed to get the TEWI CO2 results as shown in Fig. 1.

A recovery and recharge (R&R) machine is the machine that is used to recycle
the refrigerant gas from the car air conditioning system as shown in Fig. 2. The
R&R machine will perform the recovery, reclaim and recharge process each time
the car air conditioning system is serviced. Recovery means to remove the refrig-
erant in any condition from a system to the R&R machine. Then, the refrigerant gas
available will be reclaimed and stored in an external tank by using a filter.

The recovered gas will be flown back to the air conditioning system through the
recharge process. As to improve the awareness of the global warming, an awareness
training video on the R&R machine handling and some basic fundamentals of the
air conditioning refrigerant gas have been created to introduce to the public on the
virtual laboratory to reduce the usage of raw material that can coup the refrigerant
gas released to the environment.

Table 1 ODP and GWP of some refrigerants

No. Refrigerant
gas

Ozone depletion potential
(ODP)

Global warming potential
(GWP) 100 years

1 CFC—12 1 8500

2 HCFC—22 0.055 1700

3 HFC—134a 0 1300

4 HC—600 0 3
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When using a refrigerant, the greenhouse impact is not only caused by refrig-
erant leakage into the atmosphere, but also by the energy consumption of the
refrigeration system. The Total Equivalent Warming Impact (TEWI) which
includes direct emissions caused by the leakage of greenhouse gases and indirect
emissions caused by the energy consumption of the refrigeration system was then

Fig. 1 Process flow on developing Global Warming Impact Prediction Analysis tool

Fig. 2 Recovery and recharge unit
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developed by referring to the best practices guideline [14, 15]. The direct emissions
depend on the GWP of the refrigerant, the amount of refrigerant leakage, the
equipment running time. While the indirect emissions depend on the energy con-
sumption during operating and the CO2 emissions per unit energy generation. The
developed TEWI prediction tool user interface is shown in Fig. 3.

TEWI = Direct emission + Indirect emission ð1Þ

Direct emission,

GWP �m � Lannual � nð Þþ GWP �m � 1� arecovery
� � ð2Þ

Indirect emission,

fuel consumptionð Þ � 2:52 kg CO2=Lð Þ � Total Kilometres per year � n½ � ð3Þ

where:

GWP is the the Global Warming Potential of the refrigerant, relative to CO2,

(GWP CO2 = 1)
Lannual is the Leakage rate p.a. (unit: kg)
n is the system operating life (unit: years) = 11 years
m is the refrigerant charge (unit: kg)
arecovery is the recovery/recycling factor from 0 to 1
Total kilometres per year = 20000 per year
Fuel consumption = litres/kilometres

Fig. 3 User interface of TEWI
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3 Results and Discussion

For the investigation, the data was collected from 20 cars for each model. The
refrigerant R 134a leakage is as much as 0.97 kg for the Viva model, 0.83 kg for
the Myvi model and 0.44 kg for the Alza model as depicted in Fig. 4. Two reasons
why the Alza model has the lowest refrigerant leakage are that the Alza model has a
better air conditioning system or the Alza model investigated is a new car so the
leakage is minimal. Since the Viva model has the highest refrigerant leakage, the
indirect emissions of CO2 as shown in Fig. 5 is proportionally higher as calculated
using Eq. (2).

Figure 6 represents the fuel economy of a car. Based on the forum of the
Perodua Car analyser, the estimated fuel consumption for the Viva model is 12 L
per 100 km, for the Myvi Model it is 13 L per 100 km and for the Alza model it is
17 L per 100 km.
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The Viva model is found to be less economical in terms of fuel consumption as
the CO2 emissions is the highest that is 454053.6 kg CO2 compared to the Myvi
model (293388.5 kg CO2) and the Alza model (414136.8 kg CO2).

Figure 7 shows the total equivalent warming impact based on kg CO2 emissions
that contributed to the global warming. The Viva model emitted 461.7 tons CO2,
the Myvi model emitted 301.2 tons CO2 and the Alza model emitted 415.3 tons
CO2. Indirect emissions emitted the most CO2 compared to direct emissions.
Carbon dioxide emission per kilometre can be seen in Fig. 8.

4 Conclusion

Prediction shows that the Alza model has the lowest refrigerant leakage to the
environment compared to other models, this is due to a more efficient air condi-
tioning system and leakage mitigation. The Myvi model too showed the least CO2-e
emission. Hence, th eViva model has lower engine capacity but the CO2-e emis-
sions is the highest due to under power. CO2-e contribution from indirect emission
resulting from the burning of the fuel is the major contributor for global warming.

Acknowledgements The authors would like to be obliged to Centre of Air Conditioning and
Refrigeration, Politeknik Ungku Omar for providing laboratory facilities, financial assistance and
supports.
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Surface Recognition and Volume
Generation for Symmetrical Parts
Using a Mirror Approach

Ahmad Faiz Zubair and Mohd Salman Abu Mansor

Abstract Automatic feature recognition (AFR) plays an important role in process
planning. One of the problems in recognizing cylindrical surfaces via volume
decomposition is the problem in generating a uniform thickness for volume
decomposition. With the combination of offsetting original surfaces and a mirror
approach, the symmetrical cylinder volume decomposition can be generated uni-
formly. Sub delta volumes for finishing (SDVF) bodies were generated in half
section before they being mirrored for full-section SDVF. With full-section SDVF
generated, sub delta volume for finishing filled region (SDVF-FR) and sub delta
volume for roughing (SDVR) were then generated. Volumes of these bodies were
then compared with manual overall delta volume (ODVmanual) calculation. Results
show that significant volumes were generated and the developed algorithm is
adequate for recognizing symmetrical cylinder part models.

Keywords Automatic feature recognition � Symmetrical cylinder
SDVF � ODV

1 Introduction

Computer aided process planning (CAPP) is the bridge between CAD and CAM
systems. In CAPP, automated feature recognition (AFR) techniques still have more
room to be explored. The volume decomposition method is among many AFR
methods an adequate procedure to be used. In order to generate volume decom-
position bodies, topological data of part models has to be recognized. To ensure that
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the generated bodies from volume decomposition are accurate, the approach on
generating must be reliable.

A cylindrical part model has a unique parameter as it has a conical shape in it.
A previous method from other researchers using copy face translation in normal
directions from the mid-point of the face will work well on a flat surface but shows
non-uniform thickness for cylindrical faces. This can be improved by applying an
offsetting technique on the cylindrical face rather than normal translation. In order
to eliminate topological errors from the developed algorithm, the part model is
divided into two sections. Only half of the section is used to generate the sub delta
volume for finishing (SDVF). Then to generate other delta volume bodies of sub
delta volume for finishing filled region (SDVF-FR) and sub delta volume for
roughing (SDVR), the SDVF was mirrored. This approach works well for a sym-
metrical cylinder part but is limited for an unsymmetrical part as the shape and
features will contrast from the other half section.

Research and works on CAPP had been started for more that fives decade ago.
More than ten methods of CAPP including feature based, knowledge based, arti-
ficial neural networks, genetic algorithms (GA), fuzzy set theory and fuzzy logic,
Petri nets (PN), agent, internet, standard for the exchange of product data (STEP)-
compliant method, and functional blocks (FB) method/technologies had been
reported [1, 2]. Among these methods, the feature based method had been adopted
by many researchers due to its ability to facilitate the representation of various types
of part data in a significant form to drive automated CAPP [2]. Various applications
had used the feature based technology for CAPP including in mill-turn machining
[3, 4], sheet metal [5], computer aided inspection planning [6], prismatic micro
parts [7]. Beside volume decompositions, other researchers had used the AFR
method from other techniques such as from STEP AP203 [8–10], commercial CAD
system database [6, 11, 12] to extract features information.

Apart from all the mentioned methods and techniques, past researches show that
volume decomposition techniques were also been used. Recently Kataraki and Abu
Mansor [13] had used the volume decomposition method in their research, although
cylindrical shapes for bosses were covered, whereas overall cylinder shape part
models were not in their intentions. Bok and Abu Mansor [14] had used volume
decomposition for regular and freeform part models and stated some limitations for
cylindrical faces. This paper will focus on symmetrical cylinder part models that are
reliable for turning machining feature recognitions. A cylindrical stock model will
be considered and conical as well as planar surfaces that are related to turning
machining such as tapering, grooving and facing will be recognized as well.

2 Algorithm Framework

Several software packages were needed to develop the algorithm. This included a
CAD software to model the part model and export it as .SAT file and an open
source C++ language CAD modeller software to develop the algorithm in order to
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facilitate the recognition of features. The surface recognition will decompose a
sub-delta volume that suits the finishing and roughing machining process. SDVF
will be generated based on the thickness of the finishing while for SDVR the
thickness will be according to the stock model dimensions. Figure 1 shows the
process flowchart of the developed algorithm. The algorithm is based on two
processes which are; (1) part model validations and (2) the volume decomposition
generation.

2.1 Part Model Validation

The part model will be validated in three ways. These include the part model
volume, part model symmetry and positioning of the part model. This process is to
ensure that the part model is in the correct state and position before the volume
decomposition process take place.

Fig. 1 Algorithm process flowchart
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2.1.1 Part Model Volume

The part model will be validated in terms of their volume and type of file. If the part
model does not represent a body, it means that it does not have any volume.
Without volume, the algorithm will end the process. Apart from that if the file is not
a .SAT file the algorithm will return an error. The validation process will be using
the CAD modeller API function.

2.1.2 Part Model Symmetry

In order to validate if the part model is symmetrical or not, the topological data of
the part model needs to be extracted. Topological data such as part model’s faces,
loops and edges number will be analyzed to find out the symmetry conditions of the
part model. A part model is considered to be symmetrical if below conditions are
met:

(1) Cylindrical part model, without any features within it, i.e.; holes or pockets.
(2) If the top or bottom plane has more than two cylindrical loops and the midpoint

of the loops is at the centre.

2.1.3 Part Model Orientation

The part model orientation will be based on the planar top and bottom faces of the
part model. This is explained in the author’s previous work [15]. The cylindrical
axis of the part model will be identified and it will be reoriented into the desired
position of he z-axis if it is not. By the correct positioning of the part model, errors
involving part model positioning can be eliminated.

2.2 Volume Decompositions Generation

Features of the part model will be recognized as volume decomposition in terms of
SDVF and SDVR. By generating these sub-delta volumes, the exact volume of the
material to be removed in the machining process can be calculated and known. For
the ease of edge, co-edge and face recognition, the part has to be divided into two as
the CAD modeller will work well on a half cylindrical shape rather than a full
cylindrical part model. Then after the division, the part model features will be
recognized and SDVF will be generated. Next, overlapping and gaps from bodies
generated will be eliminated by generating sub delta volume of finishing filling
region (SDVF-FR). After the generation of the half section, SDVF will be mirrored
to get a full SDVF body. With the generation of full SDVF bodies, the part stock
model and SDVR can be generated. All these bodies which are the overall delta

174 A. F. Zubair and M. S. Abu Mansor



volume (ODValgorithm) are then compared with the manual overall delta volume
(ODVmanual) to make sure that the volumes generated are reliable and correct.
Equations (1–3) show how the calculation of the comparison of DODV being done.
These equations are based on the preview work of Bok and Abu Mansor [14].

Stock model volume, Vs ¼ ODVmanual þVCAD ð1Þ

ODValgorithm ¼
Xn

i¼0

SDVFþ
Xn

i¼0

SDVF� FRþ

Xn

i¼0

SDVR

ð2Þ

DODV¼ðODValgorithm � ODVmanualÞ
ODVmanual

� 100 ð3Þ

2.2.1 Part Model Division

In order to eliminate the incompatible co-edge error produced by the software, one
way to solve it is by dividing the part model into half. This is to eliminate the full
round circle when the concave or convex edge of a circular plane meets with the
planar or conical plane which is causing the co-edge to be incompatible. Figure 2
shows the process of the part model division. By choosing a middle plane of the xz-
plane, the part model is then being cut into two. As the part model is symmetrical in
the first place, only the right side of the part model will be chosen to recognize all
the features. To make sure that the xz-plane is at the correct position of the middle
plane, a calculation of finding the correct position needs to be done. Point n is the
coordinate that needs to be chosen to generate the xz-plane.

(a) (b)Fig. 2 Part model division.
a Original part model b half
section of part model
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Point n ¼ x; y; zð Þ
Point A ¼ maximum point x; 0; maximum point zð Þ
Point B ¼ minimum point x; 0; minimum point zð Þ

2.2.2 SDVF Generation

SDVF generation will be according to the three main features recognition. It will be
based on planar, cylindrical and conical features attached to the part model. With
the recognition of all these features a thin layer of volume decomposition will be
generated according to the user input finishing thickness, normally 0.75–2 mm. The
method will be using offsetting copy original faces to finishing thickness and
generate the volume by lofting the original face and copied face. Figure 3 shows the
recognition of cylindrical, conical and planar features of the half section part model.
In order to generate the further sub delta volume, for instance SDVR full section of
SDVF is needed. As SDVF bodies were generated by offsetting the original face via
normal direction, gaps and overlapping between bodies will happen. A similar
concept was being done by generating SDVF-FR [15].

2.2.3 Mirroring SDVF

The half-section of SDVF is being called back and analyzed. Topological data of
the SDVF half-section body is gathered and being used to do the process. Figure 4
shows the mirror process. Because it is the half-section there is a planar face in the
y-axis direction that needs to be selected to be the mirror plane. This plane is
selected by determining its face type which is the planar type and normal direction
of the plane face. Then the mirror function is being called to mirror all the body.

Fig. 3 SDVF generations.
a Combinations of
half-section SDVF b conical
SDVF c cylinder SDVF
d planar SDVF
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2.2.4 SDVR Generation

As the roughing process will be the first process in machining, the SDVR of the part
model will be in the outer layer. Figure 5 shows the SDVR of the part model.
SDVR will be the volume that subtracted part stock model, SDVF and the part
model itself. The thickness will be based on the user input. The volume of SDVR
bodies is then calculated.

In order to generate the part model, the stock model needs to be generated first.
Because it is a cylindrical part model, the cylindrical stock model will be used
rather than the square box stock model. The boundary thickness, bx for the x-axis
direction, by for the y-axis direction and bz for the z-axis direction will be asked
from the user. The SDVR will be divided into Left SDVR and Right SDVR for the
volume recognition.

3 Results and Discussion

A symmetrical cylinder part model was implemented using the proposed approach in
the developed algorithm. Figure 6 shows the exploded view of the ODV bodies
generated. ODV bodies were differentiated in different colour codes. Grey colour for
the original partmodel (Fig. 6d), green colour for SDVFbodies, and yellow colour for
SDVF-FR and blue colour for SDVR bodies. The left-hand SDVR is shown in Fig. 6a
and right-hand SDVR is shown in Fig. 6b. Table 1 shows the volumes of all the ODV
bodies. Percentage errors of the different ODV are shown below. The finishing
thickness, t is 1 mm and the boundary thickness for each direction, bx, by and bz is
4 mm (Fig. 7).

Fig. 4 Mirror process.
a Half-section SDVF before
mirror b full section SDVF
after mirror
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Calculation of ODVmanual for example part model is shown below:

Final stock model volume;Vs ¼ 3345570 mm3

ODValgorithm ¼ 2553628 mm3

VCAD ¼ 792223 mm3

Fig. 5 SDVR and SDVF of
part model in facet view

Fig. 6 Exploded view of the generated ODV bodies. a Left SDVR, b left SDVF-FR, c left SDVF,
d original Part model, e right SDVF, f right SDVF-FR g right SDVR
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Table 1 ODV bodies volume representation

No Body Volume (mm3)

1 Right SDVF 28,042.4

2 Left SDVF 28,042.4

3 Right SDVF-FR 499.8

4 Left SDVF-FR 499.8

5 Right SDVR 1,248,272

6 Left SDVR 1,248,272

Total
ODValgorithm

2,553,628

Fig. 7 Output of the volume decomposition generated
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From Eqs. (1–3), calculation of ODVmanual will be:

3345570 ¼ ODVmanual þ 792223

ODVmanual ¼ 2553347 mm3

DODV ¼ 0:011%

4 Conclusion

This paper introduced the mirror approach on generating volume decomposition of
symmetrical cylinder part models. The offsetting and division techniques have a
propensity to produce a consistent body thickness of SDVF bodies and to produce
an efficient result. SDVF-FR were then been created to eliminate the gaps. The
blend of all the techniques produced nearly a zero error of DODV . The verification
part model example shows a significant sum of errors in recognizing surfaces and
generating volume decompositions of wanted surfaces.
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Influence of Passenger Car Air
Conditioner System Thermostat Level
Setting to Fuel Consumption and Thermal
Comfort

Rawaida Muhammad, Muhammad Khiril Kamaruddin
and Yeoh Poh See

Abstract Users would adjust air conditioner knob position to regulate the cool air
supply to the cabin. Essentially, adjusting the knob position would affect fuel
consumption of the vehicle. Thus, this study is done to measure the fuel con-
sumption of different thermostat level settings of an air conditioning system, in the
case of stationary car, without passengers and driver in it. The data in this study
were taken in four different modes and two levels of selected fan speed. At the same
time, the cabin temperature was monitored by a specific device to record the
temperature, relative humidity, and CO2 emission. Fuel consumption is monitored
by filling 5 L of petrol into an external tank. After running for one hour, the total
fuel consumption is calculated by measuring the remaining of the fuel amount. At
the end of the experiment, the most practical and suitable thermostat level setting is
proposed. Besides saving fuel, the outcome of this study showed that the most
comfortable condition in the cabin is 25.83 °C, 51.72% relative humidity and CO2

is 553 ppm. The selected mode is actually at mode 4, low blower fan speed with the
fuel consumption is amounted at 1220 mL.
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1 Introduction

Malaysian car users desperately need comfort while driving because of the hot and
humid weather throughout the year. It is most important during driving in long
journeys. The human thermal comfort is defined by the American Society of
Heating, Refrigeration and Air Conditioning Engineers (ASHRAE), as the state of
mind that expresses satisfaction with the surrounding environment [1].

Thermal comfort of humans corresponds to a simple but permanent motivation
that compels them to seek certain climatic situations, to maintain some of them, and
to judge them in terms of pleasure or inconvenience. It becomes one of the sig-
nificant criteria of selection during the acquisition of a car [2].

When the car users need comfort, the thermostat adjuster is set to a low tem-
perature level. This will force the air condition system to use more power and
increase the fuel consumption. In the automotive industry, fuel reduction can be
done by controlling the use of air conditioning systems, mainly the compressor.
Automotive industry today has applied a few modifications to control air condi-
tioning compressors [3]. This system can affect the fuel consumption because the
compressor engages with the engine. This will result in an increased load on the
engine and fuel consumption also increases. The effect is larger with higher fuel
economy vehicles [4]. As the fuel price can get very high depending on demand, the
need to minimize fuel usage is a must and at the same time, comfort in the vehicle
cannot be ignored.

Normally car users adjust the thermostat without taking into consideration of the
fuel consumption. When the thermostat level is at a lower temperature set point, it
can cause the compressor to continue to operate and it leads to an increase in the
energy consumption. At the same time the temperature in the car becomes too cold
that can cause discomfort. The results from this study will provide a temperature
adjustment that can reduce fuel consumption and at the same time maintain the car
cabin thermal comfort at an acceptable level.

Prediction the thermal comfort in a vehicle is very complex. It is because of the
behaviour during a fast cool-down after a hot soak, a non-uniform thermal envi-
ronment related with a very limited to a small area air velocity and temperature
distribution, and solar flux and heat flux of radiation around the inner surface.
Analyzing the temperature and velocity distribution in the passenger compartment,
coupled with the forecast of the thermal comfort can guide the direction of the
design in the early stages of the vehicle development process [5].

Thus, this study is done to measure the fuel consumption regarding to the
thermostat level in a car air-conditioning system and also to suggest the most
reasonable set point that achieves a good balance between thermal comfort and fuel
consumption. It focuses on a Sedan car with approximately 3 m3 volume of size as
a model. Experiments are conducted in the morning around 9.00 a.m to 11.00 a.m.
The tested vehicle is static in parking mode and uses 5 L of fuel, supplied to an
external tank. The fuel consumption is practically measured after 1 h of experiment
together with the temperature and humidity reading.
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2 Experimental Setup

2.1 Experimental Parameter

The car cabin temperature environment is complex as it cannot be assessed with
temperatures only because it will change from time to time. Air temperature, rel-
ative humidity, air velocity, environment radiation are important parameters that
affect the thermal comfort [6]. In order to get the appropriate comfort, the tem-
perature and humidity should be at about 72 F (22 °C) to 80 F (26.67 °C) and 30–
60% in the summer according to the ANSI/ASHRAE Standard 55. Whereas for the
CO2 reading, 1000 ppm would be regarded as the upper limit of healthy condition,
and the equipment limitation should be acceptable in the determining of the quality
of air in the compartment [7]. Those parameters are actually controlled by using a
thermostat.

Thus, this experiment is intended to study the thermostat level setting and also
the blower fan speed that affect fuel consumption. Besides, additional parameters
that influence the transient thermal comfort during the experiment period are also
recorded. The experiments included conditions of 2 blower fan speeds, and 4
thermostat level settings. Each test is repeated in the same manner with different
settings.

The procedure to study the temperature-time dependence is done by transferring
data from the acquisition to the computer system for every 60 s. The air condi-
tioning system has been used in both situations and the parameters were the same
(temperature, flow, type). Values for four cases in the experiment are presented in
tables considering between the hours 9:00–10:00 for Case 1 and between 12:00–
13:00 for Case 2 [8].

2.2 Experimental Procedures

This research started with the fabrication of the external fuel tank, see Fig. 1. It is
made of iron plates and upon completion it has the capacity to store up to 10 L of
fuel. The need for an external tank is to enable a more accurate observation and
measure of the consumed rate of fuel.

A Proton Persona car as in Fig. 2 is used to collect all the data needed for this
study. The Proton Persona is a 2009 model with 1.6 L high line, as shown in Fig. 3.
For the purpose of this study, the car’s usage is assumed at good conditions and
using tinted film on the front side windows at 70% of light transparency, side
windows and rear windows at 50% light transparency.

A measuring instrument is used to measure and record the data of temperature
and CO2 emission inside the car. Then, it is installed with a data logger that is
capable of logging data every hour, or by minutes or seconds. Other than that, in
order to measure the air velocity and volume flow, an anemometer is used.
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Fig. 3 Proton persona specification

Fig. 1 External fuel tank

Fig. 2 Experiment car, proton persona, model 2009
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Once the external fuel tank is ready, a new fuel hose is used to supply fuel from
the external tank to the engine. By using the new hose, it minimizes the possible
contamination of other materials to the system. This ensemble of fuel tank is placed
at the exterior front end of the car as shown in Fig. 4. The measuring instrument is
placed in the car between the driver and passenger seat; at the left side of the driver;
kindly refer to Fig. 5. By using the anemometer to measure the air velocity and
volume flow, the rate of air speed at each phase of the speed blower fan is
determined.

Once the setup is ready, the car is placed at a suitable area in the workshop
where the temperature is at 28 °C ± 1. The experiment is run between 9.00 am and
10.00 am in the workshop. The temperature measured at that particular workshop
area around this time ranged between 27 and 29 °C.

Data for this experiment is recorded once the temperature is measured at 28 °C
and this is to ensure stable environment temperature readings as referred to
ASHRAE readings. Therefore, the initial temperature inside the car’s cabin is the
same for each phase of experiment. Data collection carried out for after 1 h engine
run and ended as soon as it reached 1 h.

Fig. 4 External fuel tank in
front of the car

Fig. 5 Instrument
positioning; 1-temperature
and CO2 measuring
instrument and RH/
temperature data logging kit
2077 7001 and 2-anemometer
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All collected and recorded data are presented in the data collection form. Every
speed run is recorded in a single form. The data logger also recorded the temper-
ature, humidity and CO2. Simultaneously, the fuel consumption is obtained using a
measuring cylinder. After the experiment ended, the measuring cylinder is used to
measure the remaining fuel. This amount is deducted from the initial 5 L in order to
obtain the consumed fuel.

Results are then plotted in a graph. From the plotted graph, select the mode,
which is most fuel-efficient, and at the same time car’s cabin reading as most
comfortable. Refer to Fig. 6 for the determination criteria that this research referred
to.

3 Results and Discussion

In regards to the results and discussions of the experiment, it is mainly about the
effect of the thermostat level setting on the fuel consumption. As the thermostat
level knob in this vehicle is not marked with the temperatures, it is assumed that this
vehicle is not equipped with an automatic climate control system.

Thus, the thermostat level is believed to indicate the temperature of air supplied
to the cabin from the air-conditioning system (which remains fixed without taking
the cabin temperature into consideration), and not the temperature of the cabin
itself. Such, the decision of the vehicle maker to omit the temperature marking is

Fig. 6 Comfort zones for
summer and winter
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understandable as any marking will make the passenger think that the
air-conditioning system is trying to regulate the cabin temperature as per the dis-
played temperature marking, which is not true.

3.1 Experiment of Low Fan Speed Performance

The highest temperature as shown in Fig. 7 is 26.16 °C whereas the lowest tem-
perature is at 23.88 °C when the experiment is running at Mode 4. This experiment
runs for a span of 5 min or 300 s. The data was not stable in Mode 3 and Mode 4.
To overcome this problem, assumptions were made to set these two modes higher
than Mode 1 and Mode 2. However, after running the experiment for 1 h, these two
modes were still not stable.

To discuss the instability at Mode 3 and Mode 4, it is concluded that a higher
heat transfer was needed to decrease the cabin’s temperature, thus, longer time
recorded. This has resulted in the need that the compressor continuously com-
presses within the period of experiment. When this happens, extra load is applied
on the engine by the compressor and as a result of this, more fuel is consumed.

The graph in Fig. 8 shows how the relative humidity is plotted against time. The
highest humidity indicated in this graph is 52.875% at Mode 4 and the lowest
temperature is 38.784% at Mode 2. The thermal comfort sensation is optimal when
the relative humidity value is about 50% [9]. The ASHRAE guidelines recommend
a relative humidity (RH) of 30–60% from ANSI/ASHRAE Standard 55, 2010.
Through the experiment, data has shown that Mode 1 is the most comfortable
because the value of the relative humidity falls in the range of 50–55%. Figure 9
shows that the total CO2 at Mode 1 and Mode 2 is higher than at Mode 3 and
Mode 4.

However, the CO2 amount is still considered in stable condition. The best
starting condition of CO2 is at Mode 3 because it recorded the lowest reading for the
fan speed level. But then again, it is also important to bear in mind, that this data
was recorded in a situation whereby there is not a driver or passengers in the car’s
cabin. It is definitely needed to acknowledge that the effect of CO2 at this very low

Fig. 7 Graph showing
temperature versus time at
low fan speed condition
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level is also due to non-contributing human factor. The CO2 is influenced by the air
recirculation. The air re-circulation must contain fresh air to reduce the CO2.

Table 1 presents the average data result collected and recorded for 5 min for low
blower fan speed. The parameters shown recorded are temperature, relative
humidity, CO2 emission and fuel consumption. Filling the external tank with 5 L of
fuel is used to test the fuel consumption. After running the experiment for 1 h, the
amount of remaining fuel is measured. The total of fuel consumption is calculated
by deducting the amount of fuel left to the initial 5 L of fuel.

Fig. 8 Graph relative
humidity versus time at low
fan speed condition

Fig. 9 Graph CO2 versus
time at low fan speed
condition

Table 1 The average result for low blower fan in last 5 min data

Temperature (°C) Relative humidity (%) CO2 (ppm) Fuel consumption (mL)

Mode 1 23.91 41.30 602 1825

Mode 2 24.75 39.61 599 1770

Mode 3 25.43 48.16 532 1655

Mode 4 25.67 51.72 553 1220

190 R. Muhammad et al.



3.2 The Experiment of Medium Fan Speed Performance

Table 2 presents the average result data in the last 5 min for medium blower fan
speed. The parameter shown here are the temperature, relative humidity, CO2 and
fuel consumption.

3.3 Fuel Consumption for Two Different Types of Blower
Fan Speed

Figure 10 shows the fuel consumption when two different blower fan speeds are
implemented. At Mode 4 for the low blower fan speed, it recorded the lowest fuel
consumption at 1220 L. The highest fuel consumption is at Mode 1, for the low
blower fan speed with a total of 1825 mL of fuel.

3.4 Temperature History and Fuel Usage During Total
Experiment Time (1 h) of Low Blower Fan Speed

At the beginning of the graph in Fig. 11, all modes started at the initial temperature
of 28 °C. For this research, the temperature reached the comfort zone at 26 °C
when applying Mode 1 in the shortest time i.e. at 1000 s. At that time, the recorded
fuel consumption was 550 mL. While Mode 2 was only able to reach the same
temperature after 2000 s the air-conditioning turned on. The fuel used was
1000 mL. Mode 3 and Mode 4 were able to reach the comfort zone at 26 °C over
3500 s after the air conditioning was turned on.

However, the lowest fuel consumption is at Mode 4. The temperature at the time
was 25.186 °C. This situation is still within the comfort zone. Although the fuel
consumption was at its lowest but to reach the comfort zone system, it has actually
taken a longer time compared to other modes.

The fastest mode to achieve a comfort level was when applying Mode 1; at
1000 s. Therefore, it is suggested that, this mode is used as an option for the user to
achieve faster comfort in a car. But then again, the fuel consumption is still high at
this stage recording at 1825 mL of fuel consumed.

Table 2 The average result for medium blower fan in last 5 min data

Temperature (°C) Relative humidity (%) CO2 (ppm) Fuel consumption (mL)

Mode 1 18.5 47.31 650 1660

Mode 2 20.53 50.19 637 1605

Mode 3 22.67 50.14 600 1550

Mode 4 23.4 51.16 602 1440
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Through the analysis, the user can also reduce the fuel consumption with mul-
tiple choice modes. The first option is applying Mode 1. This is because the Mode 1
is able to achieve the level of comfort the fastest. The next selection mode is Mode
2; when the temperature reaches 25 °C at 2000 s. At this point, the fuel con-
sumption was amounted to 1000 mL.

When combined, these modes gave a more efficient result. It is suggested that,
first starts the thermostat at Mode 2 for the first 2000 s until 3300 s and then change
to mode 4. Total fuel consumption while in Mode 2 amounted to 600 mL at the
changed situation, the temperature at Mode 2 recorded at 24.7 °C. At the same time
the temperature at the start of Mode 4 was 26 °C, it remained until 3600 s, and the
total fuel consumption at Mode 4 amounted to 120 mL. So, the total amount of fuel
with diversifies selection mode was recorded and calculated at 1720 mL.

It is more economical for fuel consumption for Mode 1 and Mode 2 but higher
for Mode 3 and Mode 4. Therefore, the choice in this range can accelerate the level
of comfort achieved and at the same time reduce the fuel consumption.

Fig. 10 Graph fuel versus
mode for two different type of
blower fan speed

Fig. 11 Temperature and
fuel total versus time for low
blower fan speed
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3.5 Temperature History and Fuel Usage During Total
Experiment Time (1 h) of Low Blower Fan Speed

In Fig. 12, the lowest fuel consumption is at Mode 4 with an amount of 1440 mL
and a temperature at 23 °C. But at this point the comfort temperature is within the
range of 22–26 °C and it is achieved in 1250 s. The fastest mode to reach the
comfort temperature of 26 °C is Mode 1. In this mode the fuel consumption is
100 mL. Mode 4 at medium blower fan speed achieved the level of comfort at a
faster rate compared to Mode 1 at low blower fan speed.

However, the temperature at Mode 1 as in Fig. 12 shows that it is not within the
comfort zone. The temperature ranged from 21 to 18.438 °C at Mode 1 started from
1200 to 3600 s. The temperature in this range is considered to be too cold.
Figure 12 shows that Mode 3 achieved the comfort zone because the temperature
recorded at that point read 22.011 °C.

From the graph itself, Mode 3 and Mode 4 are selected because they are in the
comfort zone. If selections are made with diversify selection modes, then Mode 1 is
selected first. Mode 1 reached the level of comfort at 26 °C with a fuel consumption
at 100 mL running for 700 s. When Mode 2 reached 26 °C, the thermostat is
changed from Mode 1 to Mode 2. The fuel consumption at Mode 2 is 100 mL.
Change the thermostat to Mode 3 when it reached a temperature reading of 26 °C.
Use Mode 3 for 300 s then switch to Mode 4. For 300 s in Mode 3 only 200 mL
fuel was consume. The use of Mode 4 is the longest set point caused of fuel savings
going on here. Mode 4 begins at 1300 s and ended at 3600 s, calculated 2300 s
used in this mode. Temperature for Mode 4 at 3600 s is 23.016 °C. The fuel that
has been used at this mode is 940 mL.

Fig. 12 Temperature and
fuel total versus time for low
blower fan speed
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So, the total amount of fuel with diversifies selection modes was 1540 mL.
Definitely the fuel consumption is more economical for Mode 1, Mode 2 and Mode
3 but higher than Mode 4. Therefore the choice in this range can accelerate the level
of comfort achieved and at the same time reduce the fuel consumption.

4 Conclusion

This study shows that changing the thermostat level can reduce the fuel con-
sumption. Through data collection and recording, it has been analyzed and dis-
cussed that for reducing the fuel consumption, Mode 4 working on the low blower
fan speed proved to be the most fuel saving run. The fuel consumed amounted to a
mere 1220 mL. The savings earned compared to the highest oil consumption stood
at 605 mL. Besides saving fuel, it is also in this mode that the condition of tem-
perature and humidity in the car’s cabin were found to be most comfortable.
Recorded temperature was 25.83 °C, relative humidity 51.72% and CO2 is
553 ppm. The selected mode is at mode 4 with low blower fan speed.

In addition to the objective achieved, a choice can also be made to diversify the
selection mode. Selection of this mode is to speed up the comfort ability achieved.
This situation has been selected by not taking into account the minimum fuel
consumption. From experiments made as analyzed and discussed before, at the
early stages of Mode 1 on moderate selected fan speed blower until 1200 s; tem-
perature recorded was 22 °C. Right after this, select Mode 2 at medium fan speed
blower until 2000 s. At this point the temperature was between 24 °C down to 22 °
C. Then, the next selected mode is Mode 3 and Mode 4 at medium blower fan speed
or Mode 1 and Mode 2 at low blower fan speed.

It is suggested that this selection/option be used as a last resort; because until
3600 s the situation of temperature is still within the comfortable circumstances. In
addition to this, the user can also decide to select Mode 4 at low blower fan speed
starting from 3000 s because the use of this mode proved to save fuel but remain
and maintain the comfort level.
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Investigation of the Piston Bowl Shape
Effect on the Diesel Spray Development

Azwan Sapit, Mohd Azahari Razali, Akmal Nizam Mohammad,
Mohd Faisal Hushim, Azmahani Binti Sadikin
and Md Norrizam Bin Mohmad Ja’at

Abstract The combustion in a diesel engine is a very complex process. Even more
when compared to a gasoline engine where the combustion is triggered using spark
plugs, since the diesel engine depends on the auto ignition of the fuel-air mixture.
This auto ignition phenomenon depends on many variables, especially on the
fuel-air mixing condition and this makes the piston bowl geometry an important
role on the combustion characteristics of diesel engines. Each piston bowl design
was tailored to work well under certain specific conditions. The usage of biomass
diesel mixtures in diesel engines increases the fuel viscosity and requires that the
piston bowl geometry is carefully studied. The objective of this study is to compare
the effect of certain piston bowl shapes, namely the Flat Bottom to the diesel spray
development. Simulations were done using the ANSYS FLUENT 16.1 computa-
tional fluid dynamics (CFD) software. The simulation was performed on different
injection pressures of 40 and 100 MPa, with the ambient temperature in the com-
bustion chamber that is holding the piston at 500 and 900 K. Results showed that if
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the pressure and ambient temperature increase, the spray cone angle increases. In
addition, the geometry shape of the piston bowl makes the spray to head downward
after the wall impingement to the bottom section and prevents spillage of fuel over
the piston bowl.

Keywords Diesel engine � Computational fluid dynamics � Piston bowl

1 Introduction

The fuel injection strategy is important for the diesel engine because it influences
the performance and emission. During combustion, the fuel is sprayed in liquid
form into a gaseous environment through a nozzle such that the liquid, through its
interaction with the surrounding gas and by its own instability, breaks-up into
droplets [1]. The spray characteristic is known to significantly affect the combustion
and emission processes in diesel engines.

By optimizing spray characteristics, the unwanted emissions from the diesel
engine, which are mainly NOx and PM, can be minimized [2–4]. Thus, the study on
diesel sprays characteristics is surely very beneficial in the effort to reduce dan-
gerous and unwanted emissions, and in the work of maximizing the efficiency by
efficient usage of fuel and combustion [5]. Furthermore, the usage of biodiesel and
biomass fuel (e.g. SVO) with increased viscosity makes the study on the diesel
engine fuel injection strategy and its spray characteristics very important [4]. There
are many studies that deal with diesel engine spray characteristics, due to the nature
of the phenomenon; atomization of diesel and fuel mixing are very complex topics.
It is understood that the injection pressure has a significant effect on the spray liquid
penetration [6].

The spray tip penetration gets longer as the injection pressure increases, until a
certain threshold. This result is related to both higher quantity and higher velocity of
the droplets at higher injection pressures [7]. Proportional to the injection pressure,
the spray penetrates faster at higher injection pressures [8].

The break-up length characterizes the point of discontinuity, where the spray
changes from a zone of liquid (bulk liquid, or interconnected ligaments and droplets)
to a finely atomized regime of droplets [9]. After the disintegration of the liquid
column emerging from the nozzle, the generated droplets may further break-up into
smaller ones as they move into the surrounding gas. The development of this defor-
mation leads to the break-up into smaller droplets. The forces associated with the
dynamic pressure, surface tension and viscosity control the break-up of a droplet.

However, CFD is a tool being used to predict some aspects of the study that are
too difficult to be done through experiment [10]. In this research, the characteristics
of the diesel spray are investigated focusing on changing ambient temperature and
injection pressure with different bowl shape geometry diameters by using compu-
tational fluid dynamics. The obtained results were also compared to actual exper-
imental data from previous research.
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2 Methodology

This study used the computational fluid dynamics software ANSYS Workbench
16.1. In the CFD software, the process for the numerical analysis is divided into
three stages, which are pre-processing, solution of the system of equations and
post-processing. Table 1 shows the various parameters used in this simulation, and
Fig. 1 shows the piston bowl shapes. For this study, the geometry of the piston
bowl is drawn by using SolidWorks. It is then imported into the Design Modeler
(DM) of ANSYS workbench as shown in Fig. 2a. The geometry is then required to
be converted into a computational mesh as sown in Fig. 2b. The solver will then
calculate the parameter values iteratively until convergence is achieved.

The last step in the ANSYS Fluent software is the post-processing where the
animation, production of graphics and reports can be made through the
post-processing and the result of the fluid dynamics data becomes legible. In
addition, the post-processing can also shade the surface of the transparent model
and generate path lines, vector plots, contour plots, and custom defined field
variables and scene constructions.

Table 1 Parameter for spray pressure and temperature in combustion chamber

Spray injection pressure (MPa) Ambient temperature (K)

40 500

40 900

100 500

100 900

Fig. 1 Two types of piston bowl shapes
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3 Results and Discussion

In this result and discussion section, the simulations were conducted at different
injection pressures of 40 and 100 MPa, and at temperatures of 500 and 900 K. The
fuel properties refer to diesel. The aim is to identify differences in the form of the
spray development, spray areas, and spray droplet velocity for each different piston
bowl shape.

Figure 3 shows the velocity contour of the diesel spray for (a) a flat bottom and
(b) a toroidal shaped piston bowl. Images show the spray development at 0.1–
0.3 ms after the start of the diesel fuel injection (SOI).

Results obtained in Fig. 3 show an interesting spray development. The injection
pressure, ambient temperature, and the shape of the piston bowl clearly affect the
spray characteristics and development. The spray velocity scale is shown in Fig. 4.
Red indicates the maximum velocity of the diesel spray at 500 m/s while blue
indicates that the velocity was at 0 m/s.

In general, at the initial injection time (0.1 ms), it can be seen that the spray
penetrates the chamber with mostly the spray center (liquid core region) having the
maximum velocity and the outer region (droplet region) which rapidly interacts
with the surrounding air has a lower velocity due to aerodynamic force (air resis-
tance) slowing down the spray particle. As time progresses, the spray core pene-
trated longer and impinged the piston wall. This is indicated by the longer
maximum velocity contour when compared to 0.1 ms. Also, the spray body
expands wider across the center axis. This is more significant with the increase in
injection pressure and ambient temperature. It can be seen that at 100 MPa injection
pressure and 900 K ambient temperature, the spray body has the widest width when
compared to other conditions, which indicates that high injection pressure and
ambient temperature increase the spray cone angle, as seen in the increase of the
spray width.

A detailed comparison of the spray development between the flat bottom and
toroidal piston shape indicates that after the spray impinged to the piston wall, the

Fig. 2 Model of the piston bowl geometry (a) and mesh of the spray and piston bowl (b)
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spray body will be forced to follow the wall curvature. In the case of a flat bottom
piston, the spray impinged at the piston wall and the spray core continues heading
downward along the piston wall. In comparison, in the case of a toroidal, after
impingement, the spray core seem to be divided into 2, with each separated spray
heading upward and downward moving along the piston wall. This is clearly the
effect of different piston shape geometries.

The spray development characteristics displayed for each piston bowl shape will
definitely influence the effect of the fuel combustion in the chamber. The flat bottom
bowl shape design has a longer spray travel distance before wall impingement.
Additionally, after impingement, the spray moves downward to the piston bowl
bottom section. These characteristics are believed to reduce the SOF generation due
to reduction of fuel spillage over and outside of the piston bowl. This is especially
helpful if the used fuel has a long ignition delay.

Fig. 4 Scale velocity of diesel fuel spray

Fig. 3 Spray development on piston bowl shape

Investigation of the Piston Bowl Shape Effect on the Diesel … 201



In comparison, the spray in toroidal has a shorter travel distance before wall
impingement. In addition, after impingement, the spray is divided into 2, with each
moving upward and downward. In general, the spray forced movement due to the
piston bowl shape promotes turbulence and mixing. This is beneficial for fast and
rapid atomization, but the bowl shape also makes the spray to move up and spill
over the piston bowl, which will increase SOF generation. Thus, the use of a
toroidal piston bowl shape must be considered thoroughly, and might be more
suitable for small diesel engines that operate at high rpm (fast engine), which
require very rapid fuel atomization paired with fuel that has a short ignition delay.

Figure 5 shows images of the spray development using rapeseed oil (represents a
biomass fuel) for the toroidal and flat bottom shaped bowl. The fuel was allowed to
impinge on each piston wall under ambient temperature of Ti = 298 and 700 K
with fuel injection pressures of Pinj = 40 and 70 MPa. Results were taken from a
previous study [4] for comparison. The image was captured at 0.5 ms after the
spray impingement on the wall.

The images of the fuel spray, when compared to the results obtained by simu-
lation are very similar. The rapeseed oil spray shows that for toroidal, the fuel spills
outward from the piston bowl at higher injection pressure. The spillage becomes
much more obvious with higher ambient temperature. As for the flat bottom,
although there is some fuel moving upward, most of the fuel after impingement
moved downward. When compared with toroidal, the flat bottom piston bowl
reduces upward fuel movement and decreases the fuel spillage outside the piston
bowl. This validates the simulation results and confirmes the spray development
characteristics for each piston bowl shape.

Fig. 5 Images of spray development (rapeseed oil) on piston bowl shape
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4 Conclusion

Spray characteristics and development for two types of piston bowl shapes were
studied. Each piston bowl shape influences the diesel spray development differently
and with considerable effect. The use of a toroidal piston bowl shape must be
considered thoroughly, especially in the case when using biomass fuel as after
impingement, some of the fuel spills outward from the piston bowl and this could
be the cause of SOF. Toroidal might be more suitable for a small diesel engine that
operates at high rpm. Flat bottom seems the better choice for biomass fuel as it
allows longer spray tip penetration (larger spray area) along the wall, and reduces
the fuel spillage over the piston bowl. The usage of each piston bowl design should
be paired with a suitable fuel delivery system and strategy to promote the desired
combustion characteristic optimum for the required engine operation.
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Improvement of the Switching
of Behaviours Using a Fuzzy Inference
System for Powered Wheelchair
Controllers

Jaya Bhanu Rao and Ahmad Zakaria

Abstract Power assisted wheelchairs have become very popular these days among
elderly and disabled people. Manoeuvring the power assisted wheelchairs can
become very challenging and stressful to the users especially at moderately crowded
environments such as shopping complexes and public places. Users have to face
various types of obstacles such as walls, static and dynamic obstacles. The wheel-
chair intelligent controller must be able to change between one behaviour to another
behaviour without significant delay and jerk. This paper focuses mainly on the
improvement of the switching of behaviours between follow-the-leader and emer-
gency behaviour using the fuzzy inference system (FIS). The algorithm is tested and
validated using the Player/Stage open source software under the Ubuntu 12.04 LTS
platform. A wireless joystick Saitek Evo 6 axis is used to manoeuvre the powered
wheelchair. A Hokuyo laser range finder is also used in this simulation software to
scan static and dynamic objects at 180° of viewing angle. The results show signif-
icant improvement in the smoothness level in the switching of these behaviours.

Keywords Automation � Wheelchair � Fuzzy inference system

Nomenclatures

Fe Vector of Emergency Stop behaviour
Fl Vector of Follow-the-Leader behaviour
n Number of behaviours
R Single control behaviour for both behaviours
Te Single control behaviour for Emergency Stop behaviour
Tl Single control behaviour for Follow-the-Leader behaviour

J. B. Rao (&) � A. Zakaria
Universiti Kuala Lumpur Institute of Product Design and Manufacturing
(IPROM), 56100 Kuala Lumpur, Malaysia
e-mail: jayabhanurao@unikl.edu.my

A. Zakaria
e-mail: dzakaria@unikl.edu.my

© Springer International Publishing AG 2018
A. Öchsner (ed.), Engineering Applications for New Materials and Technologies,
Advanced Structured Materials 85, https://doi.org/10.1007/978-3-319-72697-7_16

205



Greek Symbols

be Behaviour coefficient for Emergency Stop behaviour
bi Behaviour coefficients corresponding to individual behaviours
bl Behaviour coefficient for Follow-the-Leader behaviour

Abbreviations

FIS Fuzzy Inference System

1 Introduction

Power assisted wheelchairs have become very popular these days among elderly
and disabled people. Manoeuvring the power assisted wheelchairs can become a
very challenging and stressful experience to the users especially at moderately
crowded environments such as bus stations, railway stations, airports, shopping
complexes and other public areas either indoors or outdoors. Moreover, users also
have to face multiple types of obstacles such as straight walls, static and dynamic
objects. Examples of static objects can be a pillar in the building, furniture, flower
pots and rubbish bins while dynamic objects can be of people who are walking or
running at any locations, children buggies or even pets.

Generally, all first-time power assisted wheelchair users usually struggle in
manoeuvring this machine in reaching their destination smoothly. Prolonged use of
this wheelchair will eventually increase the psychomotor skills of the user.
However, exposure to a new environment will always cause unforeseen and
inconsistent arrangements of objects along the path. Users will repeatedly go
through the entire learning process with regards to variance in the object locations.
As a result of this scenario, the tendency to collide with these objects is very high,
in which the safety of both the wheelchair user and the public is always jeopardised.

In this research, the behaviour in a control system is defined based on human
actions in overcoming any events such as avoiding obstacles or following a person
in any environment. The term “behaviour” is mimicked from human behaviour in
responding to the various types of obstacles, restrictions and limitations in reaching
their destinations as described by Arkin [1] and Brooks [2]. These authors have
discussed the way humans overcome the obstacles along their path by means of
cognitive and psychomotor skills in any scenarios. The way humans react and
response to the changes of obstacles, has been adopted by researchers and called as
“Behaviour Based Control”. Hence the following terms have been derived such as
“Obstacle Avoidance Behaviour”, “Follow-the-Leader Behaviour”, “Wall
Following Behaviour”, “Emergency Behaviour” etc. These behaviours were orig-
inally used by researchers specifically for mobile robot navigations [3, 4].

206 J. B. Rao and A. Zakaria



In this paper, only two behaviours will be utilised in the semi-autonomous
navigation of a powered wheelchair which are Follow-the-Leader behaviour and
Emergency behaviour. In the Follow-the-Leader behaviour, the user wants to go to
a specified location passing through the moderately crowded or partly cluttered
environment such as shopping complexes or train stations. Unfortunately, due to
too many oncoming people from various directions and velocities, the user will be
stranded among the crowd, expecting the public to give way. In this situation, the
Follow-the-Leader behaviour algorithm will be triggered to identify the potential
person who has the same velocity and direction with the user’s target. During this
period, the user must manoeuvre the wheelchair manually by means of the joystick
in order to activate this behaviour or function.

On the other hand, the Emergency behaviour refers to a situation in which the
user of the powered wheelchair will be approached by an unexpected oncoming
object in the opposite direction at a very close distance that can cause collision. At
this juncture, the wheelchair user will not be able to stop the wheelchair on time due
to the collision risk zone. This scenario usually happens at the entrance or exit of a
door that has been surrounded by two opaque walls with narrow opening. The
wheelchair user will not be able to stop or avoid collision immediately due to a
situation called “local minima” which was described by researchers in mobile robot
navigation. Local minima refer to a situation in which the power assisted wheel-
chair is surrounded by static and dynamic obstacles. The assistive intelligent con-
troller of this wheelchair will not be able to divert its path to any direction; hence it
comes to halt. In this context, the Emergency Behaviour will be activated to avoid
or to minimise the wheelchair exposure to local minima.

The manual navigation of a powered wheelchair by the user will lead to many
behaviours along its path. During this journey, the assistive intelligent wheelchair
controller must be able to switch from one behaviour to another behaviour smoothly
and without any significant delay. Many researchers have successfully designed and
implemented the switching methods between behaviours in mobile robots.
However, more research has to be conducted to adopt this algorithm in
semi-autonomous power assisted wheelchairs. Firstly, one of the most significant
differences between mobile robots and powered wheelchair is the velocity. Most
mobile robots have a maximum range of speed from 0.5 m/s to 0.9 m/s while in
powered assisted wheelchairs the maximum speed range varies from 1.5 m/s to
1.7 m/s. This is in compliance with the Road Transport Act in the United Kingdom.
Secondly, almost all the mobile robots are fully autonomous with complete
self-navigation systems while powered wheelchairs are semi-autonomous in which
the navigation will be handled by the user. Upon reaching any potential obstacles
the behaviour based assistive controller will overwrite the user’s manual navigation.

In this paper, switching between Follow-the-Leader behaviour and Emergency
behaviour is discussed in detail to improve the switching performance.
Improvement on the switching time between these two behaviours has been sim-
ulated using Player/Stage open source software with the aid of a Saitek Evo 6-axis
wireless joystick [5].
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2 Methodology

Many researchers have ventured in designing a robust power wheelchair controller
to assist the elderly or disabled people in manoeuvring their wheelchair to the
desired destination [6–15]. However, sudden change in the switching of behaviours
can lead to discomfort ride and fatigue to wheelchair users. Therefore, in order to
minimise these effects an improved behaviour switching algorithm has been
designed in this study. Figure 1 shows the overall block diagram of the imple-
mentation process for this project that is employed in this paper. The modified
architecture for the powered wheelchair control is shown in Fig. 2. It is used
to accommodate an improvement to the switching behaviour between
Follow-the-Leader and Emergency stop. In order to increase the level of smooth-
ness in the switching of behaviours, a Fuzzy Inference System (FIS) has been
incorporated in the wheelchair control architecture.

In this paper, two switching behaviours are used for the improvement in the
switching namely, the Follow-the-Leader behaviour and the Emergency stop
behaviour as highlighted in Fig. 2. In this structure, the vector output of direction,
velocity and detection angle of the laser sensor are fed into the fuzzy inference
module to obtain the weightage values from both behaviours. Eventually, these
values are blended together to obtain the final output vector which will be executed
in the microcontroller unit. These signals are fed into the motor controller for the
task accomplishment in switching of behaviours. The FIS module accepts input
signals from both behaviours prior to computation of weighting values, as indicated
in Fig. 3, with respect to the following Fuzzy Inference System rules.

Fig. 1 Powered wheelchair
controller implementation
process
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If Distance is Close AND Angle is Small then Behaviour is Average.
Else if Distance is Close AND Angle is Average then Behaviour is High.
Else is Distance is Close AND Angle is Large then Behaviour Very High.
Else if Distance is Halfway AND Angle is Small then Behaviour is Low.
Else if Distance is Halfway AND Angle is Average then Behaviour is Average.
Else if Distance is Halfway AND Angle is Large then Behaviour is High.
Else if Distance is Far AND Angle is Small then Behaviour is Very low.
Else if Distance is Far AND Angle is Average then Behaviour is Low.
Else if Distance is Far AND Angle is Large then Behaviour is Average.

Fig. 2 Architecture of powered wheelchair controller

Fig. 3 Switching of behaviour module with FIS
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Figure 4 shows the FIS membership functions for the output variables of
switching between these two behaviours. There are two input variables, namely the
“Distance” and the “Angle”, while the output variable is the “Behaviour” value.
The input and output membership values are ranging from 0 to 1 in the shape of
triangular form.

The following equations have been employed to compute the final output vector
for the assisted powered wheelchair control system. Where Tl is the single control
behaviour for Follow-the-Leader behaviour, bl is the behaviour coefficient corre-
sponding to the Follow-the-Leader behaviour, Fl is the vector of the
Follow-the-Leader behaviour, Te is the single control behaviour for the Emergency
Stop behaviour, be is the behaviour coefficient corresponding to the Emergency
Stop behaviour, Fe is the vector of the Emergency Stop behaviour, R is the single
control behaviour for both behaviours as above, bi is the behaviour coefficient
corresponding to individual behaviours, Fl is the vector of individual behaviours
and n is the number of behaviours. In this case, n can be represented as 2 for two
behaviours namely, the Follow-the-Leader behaviour and the Emergency Stop
behaviour.

Tl ¼ bl � Fl ð1Þ

Te ¼ be � Fe ð2Þ

R ¼
Xn

i¼1

bi � Fi ð3Þ

Fig. 4 FIS variables for switching of behaviours
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3 Results and Discussion

The Fuzzy Inference System algorithm has been tested and validated using the open
source Player/Stage simulation software under the Ubuntu 12.04 LTS platform.
Figure 5 shows the graph of wheelchair speed versus time which has been captured
in the software when the user was manoeuvring the wheelchair manually via
wireless joystick. The results from the graph shows the jittering and uneven
movement of the wheelchair in the partly cluttered environment.

3.1 Object/Obstacle Detection

Further experimental tests have been conducted by deliberately introducing two
square obstacles in the scenario. This is to investigate the pattern of detection view
of 180° by the Hokuyo Laser Range Finder, as illustrated in Fig. 6. The laser range
finder is mounted in front of the powered wheelchair and it is capable to scan the
environment in 2D single layer. In this study, the scanning distance has been set to
5 m even though it is capable of scanning objects up to 30 m.

The distance and angle of scanned view by this sensor for two square objects
have been recorded and plotted in a graph, as shown in Fig. 7.

3.2 Follow-the-Leader Behaviour

The Follow-the-Leader behaviour has been simulated by deliberately introducing
another dynamic wheelchair user as a leader in a scenario as illustrated in Fig. 8.

Fig. 5 Wheelchair travelling
speed in partly cluttered area
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The velocity and the travelling time of the wheelchair movement have been
recorded. It is clearly indicating that this behaviour assists the user by following the
front wheelchair to a certain distance and immediately overtakes upon clearance of
partly crowded areas. In case if the user wishes to stop at any location, the user just
has to release the joystick to the mid position. At this juncture, all the behaviour
controllers will be halted. In order to resume the operation of the powered
wheelchair, the user has to shift the joystick pedal to any desired direction and

Fig. 6 Object detection with
Hokuyo laser rangefinder

Fig. 7 Graph of object detection with laser rangefinder
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determine the required velocity to the destination. Similarly, if the user prefers to
change the destination, it can be easily accomplished by shifting the joystick pedal
to new direction and velocity. The Follow-the-Leader behaviour will be terminated
and manual operation supersedes. The speed and time taken for the entire journey
have been recorded and plotted in a graph as shown in Fig. 9.

Fig. 8 Travel path of
Follow-the-Leader behaviour

Fig. 9 Travelling speed of
Follow-the-Leader behaviour
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3.3 Emergency Stop Behaviour

The Emergency Stop behaviour has also been simulated in the Player/Stage soft-
ware by means of a Saitek Evo wireless joystick. In this scenario, another powered
wheelchair has been introduced to deliberately approach the first wheelchair at the
door entrance. This arrangement will eventually create a potential collision and also
the “local minima” scenario, as shown in Fig. 10. At this point, the collision risk is
very high and therefore, the Emergency Stop behaviour is activated. In this beha-
viour, the speed of the powered wheelchair decreases gradually before it comes to
halt and immediately reverses the direction to allow the approaching wheelchair to
go through first. The prompt action by this behaviour ensures the comfort stop and
safety of the user while avoiding any collision to the approaching dynamic objects.
The speed and the time of the travelling path for the powered wheelchair have been
recorded and plotted in a graph, as shown in Fig. 11.

3.4 Switching Between Behaviours

The implementation of the Fuzzy Inference System algorithm to perform the
switching of behaviours between the Follow-the-Leader behaviour and the
Emergency Stop behaviour has been simulated in the Player/Stage software.
Figure 12 shows the generated image of the FIS surface viewer for switching
between behaviours which has been simulated in Matlab software with the aid of
the Fuzzy Logic toolbox.

Fig. 10 Simulation of
Emergency Stop behaviour
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Figure 13 shows the graph of speed versus time for the switching between
behaviours. It shows a significant improvement in the switching of behaviours
between the Follow-the-Leader and the Emergency Stop behaviour.

Fig. 11 Speed pattern for
Emergency Stop behaviour

Fig. 12 FIS surface viewer
for switching of behaviours
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4 Conclusions

Based on the results, it can be clearly seen that the FIS algorithm has significantly
improved the switching behaviour, i.e., velocity and response time, between the
Follow-the Leader behaviour and the Emergency Stop behaviour. However, further
research has to be conducted to incorporate more than two behaviours such as
obstacle avoidance behaviour and follow-the-wall behaviour.
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Mesh Filtering Algorithm
for Virtualisation of Rapid Prototype
Models Based on Digitised Data

Nur Ilham Aminullah Abdulqawi and Mohd Salman Abu Mansor

Abstract This research focuses on the process planning stage of rapid prototyping
(RP) models in order to reduce material wastage in the actual prototype building
process. Meshes which are redundant will translate to more material usage in the
actual physical prototype. Eliminating the unnecessary meshes prior to the actual
process will reduce material usage since a cleaned model generally has less
unwanted features in the prototype compared to the one from the raw model. This
paper will introduce an algorithm focusing on mesh filtering by percentage sizing in
order to generate cleaned models as output and hence eliminate waste in the RP
process by volumetric measurement, and the percentage of reduction in materials is
calculated based on ABS plastics material which typically is used in rapid
prototyping.

Keywords Rapid prototyping � Computer-aided process planning
Mesh data � Materials usage analysis
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Abbreviations

3D 3-dimensions
ABS Acrylonitrile butadiene styrene
CAD Computer aided design
NaN Not a number
RE Reverse engineering
RP Rapid prototyping
STL StereoLithography
STEP Standard for the Exchange of Product model data

1 Introduction

Rapid prototyping is a necessary phase mainly used for evaluation purpose in
product design especially with reverse engineering (RE) methods. RE on the other
hand produced CAD models in various formats such as STL, STEP and so on,
where these formats have a meshed based formation. The process planning in rapid
prototyping varies from time, quality and material cost, while RP of the RE method
usually consumes more time and material costs in order to produce the finished
product. Meshes even though are necessary to form the basic features of an object,
they are sometimes appeared to be unnecessary when the nearest neighbour search
algorithm is not robust enough to differentiate the distance of each vertices. Hence,
the mesh from point cloud must be applied to an additional function in order to filter
out the unnecessary meshes. This research hence will attempt to remove the
unnecessary meshes for eliminating waste of material usage prior to the actual
prototyping process.

2 Related Works

Rapid prototyping (RP) was originally developed for product realisation purpose
during the product design and development stage [1]. Recent CAD/CAM/CAE
software packages have integrated RP functions in order to stay relevant and
competitive especially in manufacturing industries [2]. Reverse engineering
(RE) on the other hand produces CAD models prior to RP but usually in a
non-standard form, also known as free-form [3]. When associate with digitisation,
RE will not produce standard geometries, but instead a point cloud in 3D form
[4, 5]. A point cloud is an intermediate type of output type via the RE method
which resulted from the digitisation process and it will have rather a scatter pattern
than an organised pattern associate with noise [6] and outliers [7]. Hence, repro-
ducing the RP via RE method can be challenging. The mesh is another form of
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digitised data related to a point cloud, typically a point cloud will be acting as
vertices in order to form the mesh, the most common mesh formation is the tri-
angulation of a point cloud [8]. Both point cloud and mesh had been studied from
time to time in areas of computers and graphics. The final mesh models, when
comes to RP, are supposed to be cleaned and preserving the original features of the
original objects.

3 Methodology

Reverse engineering (RE) after the digitisation phase will produce point clouds or
mesh surfaces. Point clouds and mesh surfaces are interchangeable in term of
vertices and triangulation. Each 3 nearest vertices by default will form a mesh based
on triangulation so that the surface area of the meshes when added up will correctly
represent the surface geometry of the intended shape. The relation of mesh and
vertices is explained in Fig. 1.

In order to create a mesh from a point cloud, patches are created at first based on
Delaunay triangulation as shown in Eq. (1), where Pn represents patches.

Pn ¼ DT x; y; zð Þ ð1Þ

In certain circumstances, RE of objects with open-ended features will cause the
point cloud to self-triangulate more meshes than necessary. Figure 2 shows the

Fig. 1 The relation of
vertices of V1–V6 and
triangulated meshes of
M1–M5
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open-ended feature case of certain geometries that can lead to unnecessary mesh
formation.

To filter out the unnecessary meshes, some criteria are required to be input into
the raw mesh model. The raw mesh model contains full triangulated meshes and the
unnecessary mesh on open-ended features. A true and false conditioning program
based on absolute number of the 3rd vertices less the 1st vertices, 3rd vertices less
the minus 2nd vertices and 2nd vertices less the 1st vertices has to be larger than
the predetermined constant factor of 9% of the overall mesh model’s surface area
size, A.

Pn ¼ NaN½ �
V3j j � V1 [ 0:09A
V3j j � V2 [ 0:09A
V2j j � V1 [ 0:09A

8
<

:
ð2Þ

Patches after being assigned empty values will be treated as false as they return
as not a number, (NaN). The NaN value stored in the vertices will be compressed
into only vertices without patching. After running the algorithm coding, the
unnecessary meshes will be cleaned off.

The process flow in general starts with a raw point cloud converted to meshes,
and then the algorithm will process the separated meshes, then the separated meshes
will be combined together into a final clean mesh as shown in Fig. 3.

The final clean mesh model can be saved in triangulation file format such as
.STL, .STEP or. IGS, so that it can be utilised for rapid prototyping process through
the interaction with CAD software.

Fig. 2 The case of open-ended features that causes unnecessary meshes in the raw mesh from
digitised data
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Fig. 3 The process flow of the method of filtering mesh from point cloud
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4 Implementation

The mesh filtering algorithm is tested on several actual RE objects namely the bush
cutter cover, mini spoon and iron’s back part and handheld razor. The chosen
objects each has more than one open-ended feature and can be identified by visual
observation as shown in Fig. 4.

The 3D digitising method used is surface digitisation and the algorithm is written
with the MATLAB 2014a complier. After implementing the codes towards the raw
digitised data, clean meshes are produced. Figure 5 shows the before and after
results of the bush cutter cover by applying the mesh filtering algorithm.

The following Fig. 6 shows the before and after results of the mini spoon by
applying the mesh filtering algorithm.

Following is Fig. 7, which shows the before and after results of the iron’s back
part by applying the mesh filtering algorithm and the following Fig. 8 shows the
before and after results of the handheld razor by applying the mesh filtering
algorithm.

Besides of implementation, the volumetric changes are recorded via the STL
format and opened in the SolidWorks CAD software, in order to obtain the mea-
surement reports of each files.

Figure 9 shows the mass properties from SolidWorks that contained the volu-
metric measurement reports calculated based on the input mesh model.

Fig. 4 The chosen objects with open-ended features for testing of the algorithm
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All the measurable variables are recorded and tabulated as Table 1. The results
are all based on ABS PC material with a density of 0.00107 g/mm3 with 1 mm
material thickness, auto-generated by the CAD software.

Fig. 5 Effect of the filtering
algorithm on the raw mesh
model for bush cutter cover
(a) before and (b) after

Fig. 6 Effect of the filtering
algorithm on the raw mesh
model for mini spoon
(a) before and (b) after

Fig. 7 Effect of the filtering
algorithm on the raw mesh
model for iron’s back part
(a) before and (b) after
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5 Discussions

Based on the result shown according to the implemented objects, all filtered mesh
models are found to have a lower mass, volume and surface area compared to the
original raw mesh models. This shows that a reduction of mass in the mesh model is
possible via the mesh filtering algorithm, hence this implementation will potentially
be used for eliminating unnecessary ABS plastic material during the actual RP
process.

Fig. 8 Effect of the filtering
algorithm on the raw mesh
model for handheld razor
(a) before and (b) after

Fig. 9 The calculated volumetric measurements based on the generated mesh model via
SolidWorks CAD software
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Each of the variables are also further analysed for trend and percentage details.
As for mass reduction and volume reduction, both variables are grouped together as
in analyses because the values are very close to each other. Due to this fact, both
mass and volume are plotted together for visual analyses. Figure 10 shows a
combined bar chart comprising mass and volume for the tested objects.

As referred to the combined chart, percentages of mass reduction of the tested
objects are found interrelated with volume reduction. For example, the bush cutter
cover has 981.50 g before and 902.65 g after the reduction. The percentage of
reduction by mass is 8.03%, the same as the percentage of reduction by volume.
The other objects are also found the same as the bush cutter cover each at a
calculated reduction by 2.26, 6.54 and 35.78% by mass and also volume. This is
due to the density of the material used are assumed constant at all time, with ABS
plastics material having a density of 0.00107 g/mm3.

Furthermore, for the gap of each scattered points representing the mass reduc-
tion, the before and after distances are similar to the distances of each volume bars
in the chart, indicating the volumes of each object. This trend also shows that the
reduction amount of the objects by mass and volume is the same.

Meanwhile, Fig. 11 shows another bar chart comprising surface areas of each
object.

Although there is no correlation found in the volume and mass reduction versus
surface area reduction in term of percentage, the main determining factor of ABS
materials usage in the actual prototype is based on the volumetric measurement
rather than the surface area measurement. This algorithm in fact had shown that
open-ended features in RE objects lead to more reduction of the material used. The
highest reduction of 35.78% by volume had been recorded in the case of the
handheld razor, it is because of the object’s initial mesh has more unnecessary
meshes compared to the other two, hence it is justified that this algorithm is useful
whenever open-ended features are found in RE objects.

Table 1 The volumetric measurements of mass, volume and surface area recorded

Objects Mass (g) Volume (mm3) Surface area (mm2)

Bush cutter cover Before 981.49588 917.28587 2413.09432

After 902.65171 843.59973 2069.05370

Mini spoon Before 381.77848 356.80232 910.20154

After 373.14088 348.72979 821.30750

Iron’s back part Before 815.51824 789.82096 1817.39646

After 762.16658 738.15043 1749.90051

Hand-held razor Before 301.67772 281.94180 862.75062

After 193.74916 181.07398 554.24099
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Fig. 10 Reduction percentage of mass and volume of each object at 8.03, 2.26, 6.54 and 35.78%
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6 Conclusions

The proposed algorithm is able to filter out unnecessary meshes in order to perfect
the prototype model, and hence reducing material wastage. This algorithm can be
used to improve process planning of rapid prototyping prior to the actual build.
Material reduction up to 35.78% volumetrically is possible based on test objects.
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Fig. 11 Reduction percentage of surface area of each objects at 14.26, 9.77, 3.71 and 35.76%
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The Development of a Mobile Campus
Information Sharing Android Application

Shareen Adlina Shamsuddin, Mohammad Arif Kader,
Norazlina Abdul Nasir, Nurul Akmal Radzi
and Fatimah Abdul Hamid

Abstract The development of a campus information sharing Android application
is basically an improvement project of the traditional way of spreading information
with the technology approach using smart devices. The relevance to the idea is the
encountered problems faced with the vulnerability of papers, and also the related
costs. There are a few projects around the world, which have a similar concept as
this project. Some of the similarities, including the usage of the server as the storage
element. Other than that, there is an Android application which uses the date and
time to store information in a specific category. The development of this project is
entirely using the MIT App Inventor, a free open source Android programming
base. As a result of the development, the Android application functions in three
separate pages; the home page, the editor mode, and the user mode. This application
helps the users to spread and retrieve information anywhere, anytime equipped with
security features to avoid misleading or false information. The scope of the
application usage is targeted to university students to help them to increase the
efficiency of the information sharing process.

Keywords MIT App Inventor � Android � Campus information
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Nomenclatures

.apk Android application package
f-test Population variances comparison
P N/a
t-test Population variances comparison for smaller samples

Greek Symbols

□ N/a

Abbreviations

API Application programming interface
ID Identification
MIMET Malaysian Institute of Marine Engineering Technology
SMS Short message service

1 Introduction

Annually, countless numbers of papers are used in order to disseminate information
to students, yet most of them are not concerned with the information placed on the
informational notice boards. This shows that the main function of the notice board,
that is to share and spread information, is no longer important and has started to
gradually weaken. This statement was taken from a previous work in the primary
stage of the project [1].

Potentially, one of the downfalls is the hasty intensification of technologies that
has infused a pessimistic impact towards its effectiveness. However, the purpose of
this android application development is to implement a digital system by using an
android device in information sharing with students. This device also has the exact
and similar roles as the current system in spreading information by using infor-
mational notice boards within the campus. The design of the mobile campus
information sharing android application involves several features in ensuring the
security and the reliability of the content of the application.

The android application consists of two different sections: the user mode, and the
editor mode. The user mode is only able to retrieve information without the ability
to change the information saved in the application. But, it is different from the user
mode; the editor mode has the ability to create new information, and also to alter the
information within the application. In order to access to the editor mode, the user
needs to enter a valid ID and password. This kind of feature is to ensure that the
information posts in the application is from reliable sources.
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An observation was made and it could be concluded that almost every organi-
zation and institution use informational notice boards to disseminate information to
its intended audiences. However, there are several problems that could be seen. The
first problem is that papers are extensively used in spreading information by using
the notice boards, yet students are still unaware of the information placed. Rather,
they still prefer their latest technological devices. Aside from that, an expensive and
electrically powered electronic board has also now replaced the traditional notice
boards as it is able to attract the attention of any passers-by. But there are also
several setbacks to the use of these electronic boards. A study on the effectiveness
of the informational board in the Marine Institute of Marine Engineering
Technology (MIMET) was conducted and it shows that 90% of the students were
not affected at all by the existence of the notice boards.

This project was created in order to develop an android application to dissem-
inate information within the campus. It was also created as a device to be imple-
mented in a real-life setting, and also to be further evaluated for its effectiveness by
the application users.

This project used an android-based software that was developed by using the
MIT App Inventor; an open-source web application. This kind of web application
uses a block code programming language in helping fledgling developers with less
knowledge of the Java textual language in creating codes.

2 Methodology

The concept of the mobile campus information sharing android application is to
save, store, and retrieve various information within one application. This idea was
established from one of the android application development projects created in
2013 [2]. As compared to the application, this project used a web-based server.
Figure 1 illustrates the implementation of the server in the application’s system
operation.

Fig. 1 Application’s system operation

The Development of a Mobile Campus Information … 233



The system operates in a manner where the publisher is able to create or alter
information placed in the web-based server. All the information stored in the server
could be deleted by using the mobile application or the normal web browser. On the
other hand, the user will also be able to retrieve information from the server through
the user mode within the application with an internet connection. As for the
graphical user interface, the homepage of this application shows two different
buttons that lead to two different sections; the user and the editor section. In the user
section, the user will only be able to read the saved information, and it does not
need to be verified; meanwhile the editor mode is only accessible to the holders
with verified IDs and passwords. The security features included are to ensure that
the information posted within this application is from reliable sources. The notifi-
cation feature in this application will ensure that it outruns the orthodox system of
disseminating information using the physical information board. Other users will
also be notified through SMS once the editor publishes or edits the information in
the editor section [2].

Another function featured in this application is the List Picker that is used to
view the list of departments in the campus to categorize the information. It is
directly aimed at the Tiny Web DB component, which represents the web server
used to store and retrieve information [3]. Figure 2 indicates one of the List Picker
and Tiny Web DB blocks components with the mobile campus information sharing
android application.

The blocks component in Fig. 2 shows an example of the relation between the
List Picker and the Tiny Web DB components. The editor chose the blocks on the
left side to store one of the four departments that are viewed through the interface
within the application. Meanwhile, the blocks on the right side are to store the
information based on the department in the web server as chosen by the editor that
are not viewed within the interface of the application.

The two-major hypothesis addressed in this study were the awareness of students
towards new information published on the informational board, and whether the
students are able to obtain new information or not.

Two surveys were conducted to obtain information for this project. The purposes
of this study are to identify the level of efficiency of the students towards the
existing system of the information sharing system by using the information board
and conducted before the implementation of the mobile campus information sharing
Android application, and also to analyse whether the mobile application is able to
influence the students’ level of awareness towards information within the campus
after the implementation of the mobile Android application system.

Fig. 2 Blocks component of list Picker and Tiny Web DB
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Three tests were conducted for the pre-implementation survey: an f-test and two
t-tests. An f-test is used to compare population variances, meanwhile, a t-test is used
for smaller samples. A statistical test was used for the f-test with a test statistic that
has an f-distribution under a null hypothesis. A 10-question survey was organized
for 250 students, equivalent to 10% of MIMET’s student’s population. A t-test was
conducted as the second approach to determine the significant difference in the sets
of data. The value of alpha is associated with the confidence level of the tests. For
results with a 90% level of confidence, the value alpha is 1 − 0.90 = 0.10 is used.
The value of alpha is 0.1, indicating a 10% risk to conclude the existence of
difference with no actual difference.

A similar approach was used for the post-implementation survey to obtain the P
value. A group of 20 mobile campus information sharing Android application users
from among MIMET students was chosen for this study. It was conducted to study
the efficacy of the mobile Android application on the students’ alertness on the new,
updated information. A ten-question questionnaire was distributed. The significant
or the alpha value, however, remains unchanged to indicate the risk of concluding
the existence difference with no actual difference.

3 Results and Discussions

To run the application within a real-work environment, the Android Application
Package (.apk) file format is required. However, to translate the programmes into
the .apk format, the whole programme has to be error-free. This is to ensure the
smoothness in running the application without any kind of interference. Once the
.apk file is produced and saved in the computer, the file is then transferred to an
Android working device. In this case, a Jelly Bean 4.3 version is running in the
application programming interface (API) level 18. The level of API is to determine
the variety of features in the interface of an application [4]. Once the application is
successfully installed, it is available to run as normal. At the beginning of the
operation, the homepage will appear with a brief description of the application. Two
out of three buttons will lead the users directly to two different sections as men-
tioned earlier. Figure 3 illustrates the homepage interface of this application. In the
user mode section, there are two buttons on the interface which need to be specified
in order to retrieve a particular information. The first button is to determine the
departments, while the second button is to select the title of a specific information as
similar from the selected departments. Once these buttons are specified, the content
of the selected title in the selected departments will be shown in the content viewing
section. Figure 4 shows the screenshot results from the user mode.

In the editor mode, the accessible users are given options to create new infor-
mation, edit information, or delete information. These options are in the forms of
buttons that could only be selected after the user has entered a verified ID and
password. This is also similar to the user mode, whereby the editor mode needs the
user to primarily select the department and the title first before they are able to
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Fig. 3 The homepage GUI
of the application

Fig. 4 The user mode
interface
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create or edit a specific post. Another function included in the editor mode is to
erase information stored in the server. This feature is to ensure that the application
will not be packed with an old information that is no longer necessary. Another
reason is to keep the application light to ensure smooth operation for the users to
retrieve information.

Data was collected based on the survey with a tabulated data of mean, variance,
and critical values for all ten questions that were created. A pilot test was conducted
to test the null hypothesis. However, it rejects the null hypothesis, which means
students are not aware when a new information is posted on the informational
notice board. The P value obtained for both f-test and t-test is 0.8. For the
pre-implementation survey, the null hypothesis is accepted, which means that
students do not receive any new information from the informational notice boards.
The P value obtained is 0.42. The same approach as in the pre-implementation
survey was also used. In the post-implementation survey, it also accepts the null
hypothesis saying that students are aware of the new information posted on the
mobile campus information sharing android application. The P value obtained is
0.32.

4 Conclusion

As a conclusion, the users are offered with mobility and flexibility to retrieve
information regardless of place and time with the development of the android
mobile application by transforming a current system of spreading information into a
more technology-based system. This MIT App Inventor application utilizes various
functions of operation blocks which offer similar functions as the textual operation.
Besides the potential to reduce the number of paper usage, this application hypo-
thetically is able to increase the competency of the information to be received by the
students with the notifications included within the application. This eye-opener
implementation should be able to point out that the campus does follow the flow of
technologies and change the way in delivering effective information.
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Service Restoration Based
on Simultaneous Network Reconfiguration
and Distributed Generation Sizing for Loss
Minimization Using a Modified Genetic
Algorithm

W. M. Dahalan, H. Mokhlis, M. K. P. Zarina, A. G. Othman
and N. M. Salih

Abstract The main purpose of service restoration is to restore as many loads as
possible by transferring loads in the out of service areas to other distribution feeders
via changing the status of normally close and open switches which is known as
distribution network reconfiguration (DNR). In the event of any fault occurrence
within the system, immediate restoration is indeed required in the particular area.
Therefore, the distribution system must be equipped and planned in such a way that
it will continuously supply the power without any interruption during the
out-of-service condition. The primary idea in this work is to have the reconfigu-
ration process embedded with distributed generation (DG) and being operated
simultaneously to reduce power losses by using a modified genetic algorithm
(MGA). A detail performance analysis is carried out in 33-bus systems demonstrate
the effectiveness of the MGA. The proposed method is adopted and its impacts on
the network real power losses and voltage profiles are investigated as well as
improving the voltage profile while fulfilling distribution constraints. The results
obtained show that the improve MGA method will reduce the power losses up to
50%.

W. M. Dahalan (&) � M. K. P. Zarina � A. G. Othman � N. M. Salih
Malaysian Institute of Marine Engineering Technology, Jalan Pantai Remis,
32200 Lumut, Perak, Malaysia
e-mail: wardiah@unikl.edu.my

M. K. P. Zarina
e-mail: puterizarina@unikl.edu.my

A. G. Othman
e-mail: sweetanis70@yahoo.com

N.M. Salih
e-mail: noorazlinams@unikl.edu.my

H. Mokhlis
Department of Electrical Engineering, Faculty of Engineering,
University of Malaya, 50603 Kuala Lumpur, Malaysia
e-mail: hazli@um.edu.my

© Springer International Publishing AG 2018
A. Öchsner (ed.), Engineering Applications for New Materials and Technologies,
Advanced Structured Materials 85, https://doi.org/10.1007/978-3-319-72697-7_19

239



Keywords Distributed generation � Optimization techniques � Power loss reduc-
tion � Reconfiguration � Genetic algorithm
Nomenclatures

It Current of line t
k Value of power generation
kW Kilowatts
lt Topology status of line
MW Megawatts
Ndg Total number of DG
Nswitch Number of switches
Pdg Power generation by DG
Pld Total load power
Ploss Total power loss
p.u Power up
Psubstation Power from substation
Rt Resistance of line t
t Switch’s number
S Line number
s Seconds
V Voltage

Abbreviations

ASC Ant search colony
CPU Central processing unit
DG Distributed generation
DNR Distribution network reconfiguration
GA Genetic algorithm
MGA Modified genetic algorithm
PSA Particle swarm optimization
TS Tabu search

1 Introduction

Fault events are almost unavoidable, especially in any complex electrical power
distribution system. It could happen due to short circuit, aging factor of equipment
or human error. After the occurrence of the fault, the operator will then find the
location of faults, isolate the fault and then restore the service to the healthy
components at the out-of-service area. Finding a new network configuration is not
the only concern in service restoration. It is also important to find the optimal
sequence of switching operations. In order to not interrupt loads while changing
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configurations, the switching operations must be performed sequentially. Hence, the
task of reaching a particular configuration can be regarded as scheduling of
switching operations that are closing and opening switches. These are sectionalizing
switches (normally closed switches) and tie switches (normally opened switches).

One of the most significant control schemes in electrical systems is distribution
network reconfiguration (DNR) which can bring optimal minimization of real loss,
improvement in voltage profile, and relieving of overloads in the network.
However, the DNR technique has its own limitation. If the improvement of power
loss is too great, it will make the solution not reliable. Therefore, the implemen-
tation of distributed generation (DG) in the distribution network is still needed to
improve the distribution system. The DNR process is affected by the intercon-
nection of DGs. The growth of DG insertion is obviously increasing recently due to
its significant impacts to the power system performance. Consequently, changing
the environment of power systems design and operation have necessitated the need
to consider active distribution network by incorporating DG units sources [1–7].
The implementation of DG and other devices in the distribution system required a
huge installation costs. Therefore, appropriate size and location of DG is highly
important in maintaining the network stability and reduce the power losses in the
system. Meanwhile, the DNR technique only required some additional lines and
controlling methods to improve the reliability of the system. Furthermore, the
installation of DNR is much simpler and cost efficient compared to other tech-
niques. The reconfiguration result obtained was able to reduce the power losses and
improve the reliability of the network compared to other available algorithms in
[8–13].

Due to the increasing utilization of DGs in the distribution network, the
researchers have been employed to solve the reconfiguration problem with DG units
of distribution network such as by using the Tabu Search (TS), Genetic Algorithm
(GA), Particle Swarm Optimization (PSO) and Ant Search Colony (ASC).
However, only a few of them [14–17] associate DG in their research and foresee
DG’s impact on the reconfiguration distribution network. On top of that, their
reconfiguration system and DG sizing operates in a different situation and
sequentially.

Therefore, in this work the researcher is trying to solve the problem by service
restoration via the optimal reconfiguration and DG sizing simultaneously after fault
is isolated from the system which is explained in detail in Sect. 4. In order to
achieve that, a proposed method based on a modified genetic algorithm (MGA) has
been proposed in reconfiguration problems due to its excellent capability for
searching optimal solutions to a complex problem. Three different scenarios have
been considered during the analysis, which consists of a distribution network with
and without DGs. In this work, we only determine the optimal size of DG while the
location of DG is fixed. The location of DG is assumed has been determined based
on the suitability of the geographical location or any optimal location methods such
as in [18]. The details of Mathematical problem are discussed in Sect. 2.
Meanwhile, Sect. 3 show the performance of this algorithm using standard test
function. The simulation and results analysis in term of power loss and voltage
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profiles are discussed in Sects. 4 and 5. Last but not least, the conclusion for the
whole analysis of the study is conclude in Sect. 6.

2 Mathematical Model for DNR Problem

The connection of DG and reconfiguration techniques in the distribution network
will change the direction of power that flow throughout the network. Both tech-
niques are reciprocally complementing each other to reduce the power losses and
improve the voltage profile of the system. In this study, the main objective for doing
reconfiguration, either with or without DG units, is to obtain the minimum power
losses after the service restoration process. Therefore, the objective function of this
study is to obtain the minimum power losses in the system based on current
formulation as shown in Eq (1):

fPloss ¼
XNline

t¼1

Itj j2ltRtgNline ¼ Total Line ð1Þ

where

t line number.
It current of line t.
Rt resistance of line t.
Lt the topology status of line t (1 = close, 0 = open)

The power system constraints are also being considered in the analysis. The
constraints are:

(a) Generator operation constraint:

The value of active power generation (Pdg,k) at DG k (k = 1, 2, …, total DG) should
be within the stipulated range. This condition is shown in Eq. (2):

pmin
k � pdg;k � pmax

k ð2Þ

(b) Power injection constraint:

In the effort of avoiding power injection by the DG to the main grid (substation), the
output of DG cannot be more than the total load (Pld) and the total power loss (Ploss)
in the network. This condition is shown in Eq. (3):

XNdg

k¼1

Pdg;k\ðPld þPlossÞ;Ndg ¼ Total number of DG ð3Þ
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(c) Power balance constraint:

The total power generated by the DG unit (Pdg) and the power from substation
(Psubstation) must be equalled to the amount of total load (Pld) and power loss (Ploss)
as in Eq. (4):

XNdg

k¼1

Pdg;k þPsubstation ¼ Pld þPloss ð4Þ

(d) Voltage bus constraint:

The voltage magnitude for all buses in the system should be operated within the
acceptable limit as in Eq. (5). In this work, the value is assumed between 1.05 and
0.95 (±5).

Vmin �Vbus �Vmax ð5Þ

(e) Radial configuration constraint:

The network must always be in the radial form after the reconfiguration process.
A set of rules has been adopted for selection of switches. Those switches that do not
belong to any loop, connected to the sources and contributed to a meshed network
have to be closed.

3 The Implementation of MGA in Service Restoration
via DNR and DG Size

From the literature, the length of the chromosome of GA is the main factor in the
efficiency or robustness in the operating system. Too long string or chromosome
will increase the time consuming in the searching space for the optimum especially
when the system operates in the larger and more complex system. New generation
or offspring are generated with the help of three types of GA operators which are
selection, Crossover and Mutation.

Mutation is the process to improve the position slightly in chromosome or where
some individuals are randomly modified. It means that the elements of genes will
experience a little bit change. These changes are mainly caused by errors in copying
genes from parents. On the other hand, mutation is supposed to help the exploration
of the whole search space and also help escape from local minima’s trap and
maintains diversity in the population. The existing methods mostly used binary
coded as a chromosome. However, in some works, it will convert the chromosome
from real coded in binary coded first before converting the final outcomes back to
real coded. A mutation process in binary coded is slightly different from real coded
in which in binary coded the genes will change the position whether ‘0’ or ‘1’ and
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the fitness value will be changed (Fig. 1a). However, in real coded, the genes of
chromosome consist of real numbers. If we only change the position of the chro-
mosome, the fitness value will not give any changes (increase or decrease) as shown
in Fig. 1b.

Since conventional GA takes longer time during the simulation process, a new
idea using a simultaneous approach has then been proposed in this work in order to
increase the efficiency and reduce the computational time. The proposed algorithm
is known as the modified genetic algorithm (MGA). Basically, the steps involved in
MGA are mostly similar to GA steps except a slight difference in the mutation
process. The chromosomes which consist of tie-switches and DG size are repre-
sented in numbers. The best way to make the value of fitness change is by reducing
or adding the value of the genes in chromosomes directly through subtracting one
(−1) or addition one (+1) randomly.

We have been testing the real coded chromosomes in the research through the
simulation process by using the parameters starting with −4 to +4. The results
obtained show that the best solution falls within the range −2 � x � 2. However,
if the parameter is further increased, the fitness value becomes higher and has the
possibility to exceed the initial fitness value as depicted in Fig. 2. Therefore, this
new algorithm will be tested in finding the optimal reconfiguration and DG size in
the distribution system. The example of the mutation process with the parameter
used −1 is as shown in Fig. 3.

The advantage of MGA is that the user can accelerate the searching speed of the
results because it is not necessary to convert the encoding and decoding process as
required in binary coded. Furthermore, it is a simple design tool to treat complex
constraints because the method is close to problem spaces. MGA will ensure only

(a) Binary coded.

(b) Real coded.

Fig. 1 Example chromosomes of binary coded and real coded
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the highest potential chromosome are selected for the next iteration. Thus, the
results obtained will be nearest to the optimum solution. A population of chro-
mosomes representing the open switches and DG size is generated in this step. The
chromosome is determined by selecting randomly the opened switches and size of
DG as shown below:

x ¼ ½S1; S2; . . .; SNswitch;Pdg1;Pdg2; . . .;Pdg;Ndg� ð6Þ

where S representing the switch’s number that is open (Examples; 1, 2, …) with a
total number of switches that will be opened is given by Nswitch. Only the chro-
mosomes that satisfy all the constraints in (2), (3), (4) and (5) will be considered as
the initial population. Finally, Graph Theory is applied to check whether the net-
work is in radial structure. Distribution systems must meet each mesh. Radial
structure as it is considered very efficient. If all switches are closed in a distribution
system, a meshed network will be formed. For a network with meshed form, the
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Fig. 2 The best solution within the range (−2 and 2)

Fig. 3 Mutation process with the parameter −1
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switches must be opened to retain a radial network structure. Therefore, the con-
figuration is done through the changing of the network status of switches in such a
way that radiality is always re-established to simplify the over current protection
[19–22]. The summarized function of the MGA is as shown in Fig. 4.

START

Input parameters

Select chromosome -RWS
(Equation 4.3)

All particle fulfill the constrain?

Crossover Process
(Equation 4.4)

     Mutation  Process

Solution Converge?
Iter= iter + 1

End

yes

No

yes

No

Generate initial population
iter = 0

        Selection

Evaluate the new fitness of each solution (load flow
analysis)

       Check the radiality (Graph Theory)

Fig. 4 Flow chart of modified genetic algorithm
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In this paper, the problem is solved and analysed into three scenarios as shown in
Table 1 which is service and restoration with and without DG. The standard 33-bus
radial distribution systems are considered to test the effectiveness of the algorithms.
Initial diagrams of 33-bus are applied in the reconfiguration distribution systems are
illustrated in Fig. 5. The network consists of 33 buses, 38 lines, 5 switches and 3
branches (excluding the main branch). The total load of the system is 37.15 MW
while the initial system power loss 202.6 kW. The size of the population used is 50.
The location of DG used in this analysis are 6, 16 and 25.

4 Analysis of the Results on Power Loss

Fault in fact can happen at any branch in the system. For instance, Scenario 1,
Scenario 2 and Scenario 3 are referred to fault occurs at branch 7.

4.1 Scenario 1—The System Is Operated by Service
Restoration via DNR

In this scenario, the system operates via DNR without DG. The explanation about
this scenario is referred to the fault occurs between bus no. 7 and 8, the feeder from
8 to 18 is considered as the out-of-service area. The out-of-service area can be
restored through the network closure either by switch 33, 35 or 36. A path which
undergoes the shortest distance and the fastest to restore the outage area will be
selected. Besides being the most efficient method, it is also needed to solve the
problem quickly. After service restoration, the opened switches have been changed
to 7, 10, 34, 36 and 37 which is considered to be the best path (combination
switches). It means, switch 33 and 35 is closed due to the short distance and time.
Feeder 8 and 9 get the power supply through switch 33, while feeder 11 until 18 get
the power supply through switch 35 as shown in Fig. 6. The minimum power loss is
reduced from 202.3 to 138.6 kW which is 31.5%. Meanwhile, the number of
switching operations is reduced to 4.

Table 1 Descriptions on three different scenario studies

Scenario 1 The system is operated with service restoration via DNR

Scenario 2 The system is operated with service restoration via DNR and DG sequentially

Scenario 3 The system is operated with service restoration via DNR and DG simultaneously
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4.2 Scenario 2—The System Is Operated by Service
Restoration via DNR and DG Sequentially

In this scenario, the system is operated through DNR and DG sequentially. The
optimal location of the DG is identified and installed at bus no. 6, 16 and 25. The
process of service restoration is started after the optimal DG size is obtained
through MGA which are 0.7050, 0.7230 and 1.165 MW with the minimum voltage
profile is 0.9810 p.u. The minimum power loss after service restoration with DG
sequentially is 104.6 kW and un-restored load is zero. While, the new opened
switches have been changed to 7, 9, 34, 36 and 37 which is to be the best path
(combination switches). The adjustment on the individual DG size and configura-
tion are not only affecting the power loss value, but it also changing the total DG
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size in the system as well as the number branches in the network. All feeders have
been restored quickly after a service restoration process which only takes about
13.8 s. Thus, the present of DG obviously assist to reduce the most power loss in
the distribution system.

(b) Network after service restoration.

Fig. 6 (continued)
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4.3 Scenario 3—The System Is Operated with Service
Restoration via DNR and DG Simultaneously

In Scenario 3, the system is operating with service restoration through DNR and
DG simultaneously. The explanation about this scenario is also referred to Fig. 7 as
base scenario except that the DG has been installed at bus no. 6, 16 and 25. In this
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scenario, there are 435 897 possibilities of opened switches when fault occurred at
branch 7. After service restoration made through DNR and DG using MGA
method, the result showed a speedier outcome with a minimal total power loss as
shown on Table 2. The opened switches have been changed to 7, 10, 34, 36 and 37
which is to be the best path (combination switches) and provide the lowest power
loss is as shown in Fig. 7. The minimum power loss is reduced from 202.6 to
92.7 kW, which is 54.2% and size of DG are 1.1690, 0.7757 and 0.5732 MW.

Meanwhile, the number of switching operations is reduced to 4. In this case, the
switches change from 33 and 35 to switch 7 and 10 (4 switches involved in
operation) whereas switches 34, 36, and 37 remained unchanged. The adjustment
on the individual DG size and configuration are not only affecting the power loss
value, but it also changes the total DG size in the system as well as the number
branches in the network. All feeders have been restored quickly after a service
restoration process which only takes about 8.9 s, which is faster than Scenario 2
(13.8 s). Therefore, if a fault occurred at any branch, there are many ways to choose
the opened switches through try and error. However, with the proposed method
(MGA), the best results obtained which is lowest power loss can get faster.
Meanwhile, Table 3 shows the analysis of the lowest power loss of fault occurred
after service restoration with Scenario 3 at each branch in the 33-bus system.

Table 2 Opened switches for branch 7 of 33-bus system

Fault
occurred

Possibilities
opened switches
(manually)

Power
loss
(kW)

Service restoration
via DNR and DG
using MGA

Power
loss (kW)

CPU time
(s)

Branch 7 7, 9, 12, 36, 37 96.9

7, 8, 13, 36, 37 95.8

7, 9, 14, 36, 37 96.5

7, 10, 14, 33, 37 95.2 7, 10, 34, 36, 37 92.7 8.9
7, 11, 33, 34, 37 96.2 (Simultaneously)
7, 8, 12, 36, 37 97.2

7, 11, 13, 36, 37 97.9

7, 9, 14, 17, 37 93.0 7, 9, 34, 36, 37 104.6 13.8

7, 8, 16, 34, 37 96.4 (Sequentially)

7, 10, 17, 34, 37 95.7

7, 14, 21, 32, 37 96.4

7, 13, 21, 22, 33 158.3

7, 13,25, 35, 36 117.6

7, 9, 13, 36, 37 93.5

7, 10, 14, 31, 37 99.5

7, 9, 32, 34, 37
#
435 897
(combination
switches)

100.9
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Table 3 Analysis of fault occurred on 33 bus system

Fault
occurred at
branch

Switch
opened

Power
loss
(kW)

No. of
switching
operation

DG size (MW)

6 16 25

2 2, 7, 14,
35, 37

106.1 6 1.0080 0.9070 0.6543

3 3, 12, 34,
35, 36

101.6 4 1.1027 0.8180 0.7290

4 4, 11, 14,
17, 37

94.9 8 1.1519 0.9478 0.6680

5 5, 15, 34,
35, 37

105.3 4 1.1319 0.9335 0.6578

6 6, 10, 34,
36, 37

86.4 4 1.1690 0.9757 0.6732

7 7, 10, 34,
36, 37

92.7 6 1.0410 0.9050 0.7001

8 7, 8, 13,
36, 37

92.8 6 1.0439 0.9061 0.7012

9 7, 9, 14,
36, 37

91.5 6 1.0499 0.9098 0.7099

10 7, 10, 14,
33, 37

91.2 6 1.3004 0.5300 0.7054

11 7, 11, 33,
34, 37

91.9 4 1.0480 0.9070 0.7001

12 7, 8, 12,
36, 37

97.2 6 1.1127 0.9180 0.7291

13 7, 11, 13,
36, 37

93.9 6 1.0489 0.9118 0.7312

14 7, 10, 14,
32, 37

89.5 8 1.1590 0.9658 0.6732

15 7, 9, 15,
17, 37

93.0 8 1.1490 0.9427 0.6332

16 7, 8, 16,
34, 37

96.4 6 1.1523 0.9545 0.5312

17 7, 10, 17,
34, 37

94.7 6 1.1519 0.9378 0.5680

18 11, 13,
15, 18, 37

138.2 8 1.1330 0.8510 0.6220

19 8, 19, 31,
33, 37

107.7 6 1.1519 0.9335 0.6678

20 20, 34,
35, 36 37

133.8 2 1.1590 0.9747 0.6632

21 7, 14, 21,
32, 37

96.4 8 1.1733 0.9651 0.6363

22 7, 13, 21,
22, 33

158.3 8 1.1019 0.7575 0.7780

23 7, 13,23,
35, 36

117.6 6 1.1604 0.5310 0.7740

(continued)
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Table 3 (continued)

Fault
occurred at
branch

Switch
opened

Power
loss
(kW)

No. of
switching
operation

DG size (MW)

6 16 25

24 9, 24, 33,
35, 36

101.1 4 1.1490 0.9427 0.6332

25 7, 10, 13,
25, 33

102.4 8 1.1604 0.6310 0.7740

26 7, 8, 14,
26, 33

96.8 8 1.0480 0.9070 0.7001

27 9, 27, 32,
33, 34

93.7 6 1.1127 0.9180 0.7290

28 7, 14,
21,28, 36

97.5 8 1.0489 0.9118 0.7312

29 10, 12,
29, 33, 37

137.9 6 1.1604 0.531 0.674

30 7, 9, 13,
36, 37

93.5 6 1.1490 0.9427 0.6332

31 7, 10, 14,
31, 37

89.5 8 1.1523 0.9545 0.6312

32 7, 9, 32,
34, 37

100.9 6 1.1419 0.9378 0.5680

Fig. 8 Convergence characteristics of the proposed method of 33-bus system
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As a conclusion, the system operates thru service restoration with DNR and DG
simultaneously really gives great impacts on the power loss. It certainly reduces
more of the total power loss as compared to the system operated sequentially.

5 Analysis of the Results on Voltage Profile

By observing the results, we can conclude that the voltage profile has improved and
the average bus voltages that have reached exceed 0.950 p.u from 0.91 p.u. In
Scenario 1, the system operated with the presence of reconfiguration, the voltage
profile of the system has been improved considerably with a minimum node voltage
of 0.9618 p.u. The voltage profile is improved clearly for bus 5 until 16. However,
the voltage profile looks almost similar for bus 17 until 19. The rest of the bus only
shows a slight improvement. Therefore, the implementation of the service
restoration via reconfiguration technique has given a better voltage profile com-
pared to service restoration without reconfiguration. The voltage profile can be
improved further through applying service restoration and DG sizing sequentially
as mentioned in Scenario 2. However, the voltage profile has been improved more
effectively whenever the service restoration and DG in the system is operated
simultaneously as shown in Scenario 3 where all bus voltages satisfy the 0.95 p.u.
voltage constraints and near to 1 p.u. The voltage profiles in Scenario 3 for 33 bus
systems show the significance of the voltage profile changes between bus 15 and
18. The voltage profile improves to 0.9996 p.u. The voltage profile shows the
greatest improvement after service restoration with DG simultaneously technique
applied.

Meanwhile, the convergence curve summarizes the capability and efficiency of
each scenario and the speed of the algorithm in reaching the optimal point. Figure 8
shows the convergence characteristics of the proposed method of the 33-bus sys-
tem. With the updated technique, the value of power loss is improved until the best
solution is reached. From the observation, the Scenario 3 is the fastest (13 itera-
tions) to reach the optimal solution followed by Scenario 2.

Finally, the switch opened in the system after service restoration for Scenario 2
and 3 when a fault occurrence between bus 7 and 8 can be roughly modelled as an
undirected graph and checked the radiality of the distribution system by using
Graph Theory as shown in Fig. 9. The distribution network system after recon-
figuration must be in radial structure in order to simplify the over-current protection
and simple design. The convergence is guaranteed for any radial distribution net-
work due to the efficiency of distribution the load flow and no feeder section can be
left out of service.
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6 Conclusion

The objective of service restoration is to restore as many loads as possible by
transferring loads from the out of service areas to other distribution feeders via
DNR. In this work, DNR and DG are run simultaneously in a 33-bus system to
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Fig. 9 Checking radiality after service restoration at branch 7
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assess the effectiveness of the MGA algorithms. Even the solutions have many
possibilities, but by using the MGA algorithm after service restoration, the fault
occurs will be overcome quickly in forming a new configuration with the shortest
time and lowest power loss. Furthermore, restoration plan is not only reducing the
amount of power loss, but at the same time to minimize the number of switching
operations involved in each configuration. Thus, implementing DNR with DG
simultaneously has indeed contributed great power loss improvement in the net-
work distribution system.
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Abstract A crawler is an instrument, which is widely used for seabed exploration
and even for underwater operation. A crawler system has the potential to expand the
research and development on seafloors with irregular stepped terrains and multiple
types of seafloors. The characteristic parameters in the water, such as added mass,
buoyancy, and hydrodynamic forces, considerably affect the stability and decrease
the mobility of crawler-type remotely operated vehicles (ROVs). To study and
evaluate the mobile performance of a crawler system, it is important to investigate
the design of the crawler system by considering these effects. This paper presents
multiple results of an underwater crawler system done by researcher to show the
dynamic effects on the vehicle’s motion. Experiments were conducted on a
crawler-type ROV climbing over a bump in a water tank to examine the traction
characteristics of the crawler. The model presented in this paper simulates the
effects of added mass to the dynamic motion and the traction characteristics very
well, and it reveals the physics of the crawler-type ROV’s motion.
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1 Introduction

Underwater vehicles nowadays are widely used such as for underwater research,
taking samples, welding operations, even in oil and gas offshore platforms. There
are many types of underwater vehicles such as remotely operated vehicles (ROV),
autonomous underwater vehicles (AUV), and submarines. This paper presents the
design and development of crawler, which is an extension of remotely operated
vehicles for seabed explorations. It is very crucial for the ROVs-crawler type to
withstand environmental effects, hydrodynamic effects, which will affect the sta-
bility and mobility of the crawler. The hydrodynamic effect is one of the major
factors that affects the crawler during seabed exploration. This is due to the high
pressure and high sea current which will cause the crawler to face difficulties to
move or to maintain posture during underwater operation [1]. In order to handle a
large amount of stress that is added to the crawler and forces that affect the crawler,
suitable materials are important as all the forces that will directly create tension to
the main chassis of the crawler [2].

Some sea floors with irregular stepped terrain contain steep terrains having
slopes of more than 30° in some areas, and the seafloor can be bumpy with assumed
irregularities of 20–50 cm. To conduct the work or survey operations there, ROVs
need functions to move and bear the reaction force of operations. In addition, ROVs
sometimes need to remain stationary or in static position and keep their posture
stable during operations such as taking sample, which is an important issue for
conventional ROVs [3]. In regards to the irregular terrain, it is important for the
crawler to have suitable dimensions of main chassis as well as proper type of tire or
wheel. Based on many researches, it is essential for the crawler type ROV to have
good traction between the tire and seafloor, which helps the crawler to grip during
underwater operations. This enhances the underwater mobility thoroughly.

Some conventional ROV such as those that hover, generally will bear the
reaction force by their weight and thrusters. In this case at which the crawler is
implementing some elements of hovering, it will also bear the same reaction force
as the conventional ROV that hovers. However, this is sometimes insufficient for
bearing large forces, which limits the crawler operation. The aim is to integrate the
crawler with the remotely operated vehicle for underwater inspection because
conventional ROVs are equipped with thrusters to move in water but they do not
have the function of move on the seafloor. By developing an attachment of the
crawler, it also helps to improve the mobility of the crawler on a variety of seafloors
such as sand, rock reefs with inclinations of more than 30°, and seafloor covered
with cobbles or gravel or even to conduct experiments in a water tank and at sea.
This confirmed that the flipper-type crawler system has advantages in performance;
it has the potential to operate on seafloors with irregular steep terrains and climb
over bumps higher than those climbed over by a conventional crawler system.
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2 Problem Statement

Subsea vehicles, which are well known as ROVs, are widely used in many scopes
such as, inspection, exploration and even search and rescue missions. Some ROVs
with crawler type systems are so advanced with robotic systems that they allow
underwater operations such as underwater welding and repairing of underwater
piping without sending humans to the work field. Different levels and types of
seafloor require a stable crawler to operate where it is important for the crawler to
maintain posture during the operation [4]. As to expend the research on the various
types of seafloors such as mud, sand, gravel and irregular steep terrain, the crawler
must be able to handle or withstand the hydrodynamic effect such as added mass,
buoyancy and center of buoyant. This refers to the integration of robotic arms,
subsea ports or the power management for the crawler and thruster, where this
changes will affect the crawler itself. Due to the changing of mass and modification
to the main chassis, it is essential to analyze the changes as for the crawler to
maintain performance for optimum operation. The aim is to study and evaluate the
crawler type ROV integrated with a robotic arm, i.e. the performance such the
characteristic and principle of operation. The installation of the tethered system
(cable) reduces the mobility and its performance, because the type of cable used
will affects the size of the umbilical cord (tethered system). Thus, it is important to
know the exact type of cable that is going to be used for the crawler in order to
minimize the hydrodynamic effect to the crawler. This paper presents the devel-
opment of the underwater crawler and also a study of the hydrodynamic effect on
the crawler. Experiments were conduct on land and underwater to stimulate the
results in order to make a comparison and also to enhance the project

3 Literature Review

In this part, most of the research that has been carried out by researchers will be
analyzed in order to find the gap of technology or to implement some of the
researcher’s ideas. Figure 1 shows the output traction for each wheel [5]. The
researchers showed from the result that each wheel could produce the same traction
even when climbing obstacles.

In Fig. 2, the researcher showed the fabricated crawler when climbing obstacles.
However, a plural type wheel is required in the crawler as to solve the slip problem
encountered by the crawler [6]. Figure 3 shows the output traction using track
wheel over time which superior than wheel types. However, the researcher
encountered a problem of handling the pitch angle of the crawler as shown in Fig. 4
[7]. Figure 5 shows the fabricated crawler climbing an obstacle during testing.

In this section, the result obtained from the previous version will be analyzed for
the improvement of the UARC II main chassis. Figure 6 shows the isometric plan
view of the previous version occupied with top view, side view, front view and 3D
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view. The dimensions of the crawler are approximately 40 cm in width, 60 cm in
length and 15 cm in height, with a total volume of 360 m3. Figure 7 shows the
fabricated crawler with a total weight of approximately 15 kg integrated with the
controller. The main material used to fabricate the crawler is aluminum in marine
grade which suitable for underwater applications.

The underwater crawler will start to operate as soon as the power cable is being
plugged to the power supply and the switch is moved to “ON”. The system will
initialize the cooling fan as to maintain the power supply unit at safe temperature
(room temperature) during operation to get ready. Besides that, the red LED will
turn on to show that there is 220 VAC power supply being switched ON and two
yellow LEDs indicate that the PSU 12 VDC is operational. When the system is
initialized, pull the trigger as to power up the motor and position the switch at the

Fig. 1 Output traction versus time. Source Chugo [7]

Fig. 2 Fabricated product. Source Chugo [7]
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top of the trigger to control the motor either forward or reverse. The voltage will be
channeled to the connector in the subsea port on the crawler and perform the given
task by the activated motor needed by the user. The output of this motor will

Fig. 3 Output movement
versus time. Source Inoue [3]

Fig. 4 Pitch angle versus
time. Source Inoue [3]

Fig. 5 Output movement
versus time. Source Inoue [3]
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conduct the given task. After the output is successfully activated, the crawler will
move as the user wants or needs.

Figure 8 shows the result obtained from experiment that had been conducted.
The distance tested is fixed to 3 m and loads are manipulated from 0 kg up to
15 kg. From the result it can be seen that the speed of crawler is reduced signifi-
cantly with the additional load either on land or underwater. The percentage of
uncertainty in speed for the UARC 1 based on the underwater testing at a
depth *15 m has been calculated. The on land result shows that the speed per-
centage of uncertainty is *6.36% while for the underwater testing at 15 m
depth *5.54%. Based on this calculation the underwater speed reduction at 15 m
depth is *0.82%.

Fig. 6 Isometric plan view of UARC I (version I)

Fig. 7 Fabricated UARC I
(previous version)
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4 Preliminary Results

Figure 9 shows the improved version of the main chassis of the UARC II. The
improved version of the main chassis will be 30% larger than the UARC I (previous
version). Thus, the main chassis will have a greater stability compared to the
previous version of the main chassis. The position of the thruster will also be
analyzing for maximum performance of the thrust when overcoming an obstacle
during underwater operation.

Fig. 8 Result of speed with variations of load of UARC I (previous version)

Fig. 9 Isometric plan view
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5 Methodology

This section presents the process of fabricating UARC II as to study the stability
and mobility of the crawler.

Figure 10 shows that the first step is to design and fabricate the circuit and the
main chassis of the underwater crawler to integrate with the remotely operated
vehicle (ROV) for underwater inspection. This is required for the crawler to be able
to move and maneuver at different seabeds or seafloors. The main circuit as shown
in Fig. 1 illustrates the connection of the crawler from the power supply to the
motor. For the option of tasks that can be done, a design of the crawler is also been
constructed as shown in Fig. 9. The next step is to fabricate the crawler chassis and
to place all the component of the crawler. The chassis is fabricated with a com-
bination of aluminum and 3D printing (ABS) machineries’ as shown in Fig. 9.
After that, troubleshoot the circuit to avoid that any dysfunction or fault occur
during the installation process. Lastly, the prototype will be decorated and cleaned
up as the final finishing.

6 Expected Outcome

The fabricated crawler will be able to integrate with other parts such as the power
distribution, control system, and thruster, for use in different types of seafloor at
irregular terrain slope around of *30o seafloor and a slope of *30o on cement
floor on land. The performance of the crawler is also improved with good
maneuverability in terms of handling of the crawler on land and underwater.

The required parts will be fabricated using the technologies that are locally made
using basic foundry facilities, basic electronic devices and 3D technology, which
can be considered as cost effective. The dimensions, weight and simple technolo-
gies were used and simple features of application are suitable for a beginner to learn
and explore the underwater world. The fabrication cost is affordable compared to
the existing products. Last but not least, data collected will be sufficient for ana-
lyzing and to study the stability and mobility of the crawler.
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Fig. 10 General process
flowchart of UARC II
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7 Conclusions

This paper presented the study and process of designing a new main chassis for
UARC II and also the dynamic model of the underwater crawler system to show
that characteristic parameters in water affect and lower the mobility considerably.
Dynamic motion simulations will be conducted for climbing over a bump and for
slip measurement when running on the sand seafloor. Also, the experiments will be
conducted using a small-size ROV in the water tank and at sea.

The results of the experiments of climbing over the bump are consistent with the
simulations until a certain time. However, it was observed in the experiment that
the attitude was changed more than the maximum changing attitude obtained by the
simulation. Furthermore, the results of the experiments of slip were consistent with
the simulations.

This reveals that the dynamic model established and presented in the paper can
express thedynamicmotions of theROVwith thecrawler system,will enable to continue
the investigation regarding the moving performance of an underwater crawler system
and develop an advanced crawler system for survey and exploration on the seafloor.
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Abstract A propeller is an important part in marine vehicle as it provides the thrust
and transmits the power generated by engine or motor to move the vehicle either
forward or backward and in some circumstances upward and downward. The study
and design of propeller have been an important point since the vehicles were
manufactured to improve the vital part of the propulsion force. This study will
review the designation of propeller, the effect of hub diameter, number of propeller
blade, the rake and pitch of propeller effect and efficiency of propeller.
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1 Introduction

Autonomous Underwater Vehicle (AUV) is being made as an inspections device to
inspect the condition of the on sea, navigation, mapping and so on. This is done to
save the cost to departure human to the unknown part of the ocean and put the life
of human at risk. This vehicle can collect data according to the setting made by
coding that are coded to the AUV systems. AUV also known as underwater drones
that can operates independently with direct human input that have been install into
the AUV before launching [1].

The AUV was inspired by the tragedy of MH370 in Malaysia. During that time,
Malaysia does not own any device or expertise for search and rescue (SAR) [2].
Without any option, Malaysia government had to import the technology from other
country which involved a high cost. The AUV is one of the solutions for our
country to do inspection in the seabed for the future.

The developments of research are being made to improve the ability of the
device and adding some new installation to make the AUV limitless. So, it is the
researchers responsibility to design analysis of propeller for AUV. The AUV
are only on the design stage where there are none prototype being made, but all of
the simulation for the design have been done. In this paper the propulsion systems
are taken into account because it is one of the major parts of the AUV. Other than
this research about the propulsion system, motion controlling itself for the AUV are
also challenging but will not be discuss in this paper [1].

Improvement that will be implemented to the prototype AUV is an installation of
propulsion system with optimum performance. A propulsion system consists of a
few mechanisms that produce thrust to push an object forward or backward with the
presence of propeller.

The propulsions system gives the AUV the ability to propel in order to move
from one point to another point. This propulsion will be able to produce optimum
thrust without consuming over power.
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Currently, researchers are working on to improve and upgrade the ability and
performance of autonomous underwater vehicle for sea exploration and mapping.
This paper is a review of the preliminary design and analysis study of propeller for
the AUV based on some parameter.

First parameter that needs to be determined is the propellers diameter. Diameter
of propeller is the vital part in propeller section. The propeller diameter will
determine the efficiency of a propeller and the power installation generate by the
motor or engine. The increases in propeller diameter will decrease the revolution
per minute; this generally increases the efficiency of propeller. Usually, diameter is
limited by draft and underwater appendages but it is best to fit the largest diameter
propeller with appropriate clearance.

Next parameter to be studied is the propeller pitch. Conversely, a higher pitch
will deliver a top speed but slower acceleration. The thickness of the hub plays a
vital part to adjust the propeller pitch. Third parameter is the number of propeller
blade. Three bladed propellers have generally proven to be the best comprise
between blade area and efficiency. Four propellers however would seldom be as
efficient as three bladed because the closer blades create additional turbulence and
reduce vibration.

2 Methodology

There are two stages in completing this project which are designing and fabricating.

2.1 Design

There a few designs of propeller that were created by using the Inventor CAD [3, 4].
Some of the propellers that we designed were used widely in marine vehicle such as
spoon design. Propeller that we used for this AUV is different compare to the com-
mercials propeller. The parameters for the propeller are; hub diameter 25 mm, height
of the hub 30, diameter of propeller 140 mm (Figs. 1, 2, 3 and 4).

2.2 Fabrication

2.2.1 Lathe Machine

The propeller are not available on the market, this is because the propeller are
design based on the resistance calculated for the AUV, and suitable with the amount
of power generated to propel the AUV. So, the shaft for the propeller was fabricated
by using the lathe machine. There are two methods used to fabricate the shaft using
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lathe machine which are facing method and turning step method. The motor casing
are also are fabricated from solid aluminum, the reasons we are not using water
proof motor are because of the budget, when we fabricate the motor casing, a lot of
cost can be save. First the solid aluminum is clamp to the chucks jaw in order for
the machine to spin it [5]. Then, the aluminum will be carve from 25 mm are cut
until the diameter are 12 mm. The surface of the shaft then smooth by using sand
paper.

Fig. 1 Design A

Fig. 2 Design B
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2.3 3D Printing

As a starting study for development of propeller, this review uses 3D printer. The
filament used for 3D printing were made of Polylactic acid or Polylactide
(PLA) [6, 7] with size 3 mm. This is only the prototype for the real propeller for
AUV because this method is cheaper compare to the conventional propeller [8–10].

Fig. 3 Design C

Fig. 4 Design D
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The end product of 3D printing creates rough surface that is needed to be smoothed
by using sand paper, this is done to reduce the resistance to water [11].

2.3.1 Tap and Die Tool

After the shaft have been lathe and smooth using sand paper, the end of the shaft
needed to be thread by using die method. This is done so that a nut can be used to
secure the propeller to the shaft. In front of the propeller is the placement of a drive
dock so that the propeller does not move when the shaft rotates. The drive dock
needed to be secured to the shaft, so a hole is drilled and the hole is threaded using
tap method.

3 Results

This review only focused on the final design of the propeller (Figs. 5 and 6). This
propeller id 3D printed as shown in Fig. 7. The demonstration test was conducted to
analyze the operation of the propeller when in underwater. The test started by
testing the propeller that can operate. The test included the Digital Spring Balance
to get the result using this equipment.

The other testing was done by operating the speed of propeller for three stroke as
slow speed, medium speed, and high speed. The testing at different stroke made

Fig. 5 Front view
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Table 1 Bollard Pull Test result

Speed
(m/s)

Weight
(kg)

RPM
(rev/
min)

Current
(I)

Voltage
(V)

Power
(W)

Torque
(N/m)

Low 0.15 650 1.56 4.81 7.5 � 10−3 8.128 � 10−5

Medium 0.60 840 2.00 8.30 1.66 � 10−2 1.392 � 10

High 0.80 1120 3.20 13.43 4.3 � 10−2 27.035

Fig. 6 Front view 2

Fig. 7 Side view
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different reading on Digital Spring Balance. The result as shown in Table 1, Bollard
Pull Test results.

Table 1 was the data collected during the Bollard Pull Test [12]. The speed of
the propeller rotation increased as the load applied was increased. To calculate the
torque of propeller, the torque equation was used:

Voltage = I (current) � R (resistance) ð1Þ

Ampere = V voltageð Þ =R resistanceð Þ ð2Þ

Power = V voltageð Þ � I currentð Þ ð3Þ

Torque = Hp horsepowerð Þ � 5252½ �=RPM ð4Þ

1Hp ¼ 754:7Watt

4 Discussion

From this review, the thrust generates by the propeller are calculated by using the
Eqs. 1, 2, 3 and 4. To find the voltage of the motor used, Eq. 1 was used.
Equation 2 was used to find the power generated and then the value of the power
will be substituted into Eq. 4 in order to find the torque produce.

The problem occurred during using lathe machine process was process accuracy
(Figs. 8, 9 and 10). From this study it can be said that center hole drilled cannot be
achieved without precision to the center diameter of the shaft (Fig. 11). Poor
maintenance of the machinery can cause error on the material. Error on the material
can cause other problems that can lead to other major problems.

Fig. 8 Process of lathe
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The troubleshooting when using the tap tools to get inlet threads. Inlet of threads
can be troubleshot when it does not pressure the tools uniformly. Threads on screw
can deform on the shaft. Using the die tools, threads on screw can deform when
rotate the die tools uniformly.

For the first phase of the printing process of 3D printing, the printed model stick
to heat base of the platform make it difficult to withdraw the model. After several

Fig. 9 Complete shaft with
drive dock

Fig. 10 Complete propeller
from 3D printer

Fig. 11 Process of threading
the shaft
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observation and experimentation, the problem occurred were identified. The model
that was applied to the platform due to the chemical solution was also applied on
the platform before the printing process. To prevent the occurred problem, the
chemical is not applied before the printing process.
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Preliminary Study on the Development
of Two Degree of Freedom Robotic Arms
for Underwater Applications

Noorazlina Mohamid Salih, Ashman Yusoff Iqmal Mohamad Haidhir,
Muhamad Fahezal Ismail, Ahmad Makarimi Abdullah,
Khairul Arieff Abu Jalil, Norhafizah Othman, Muhamad Fadli Ghani,
Muhamad Faizal Muhamad Isa and Mohd Iqram Mohd Kamro

Abstract A robotic arm is a mechanical arm that is designed to work similarly to a
human arm. The first robotic arm was introduced by a scientist named George
Devol Jr. in the 1950s. During that time, robotics development was a bit slow
because most of the robotics applications were used for space exploration. Then, in
1980s the robotic arms began to be integrated in automotive and manufacturing
assembly lines. The aim of robotic arm development is to design an arm that can be
stored without the arm dangle outside of the ROV body for underwater research and
discovery. In order to meet the objectives of the study, the structure of the study
was divided into three main stages, i.e. the modelling, development of hardware and
simulation/testing. During the modelling stage, the SolidWorks software was used
to design the structure of the underwater robotic arm. After the modelling stage, we
continued with the hardware stage. In simulation/testing, the parameters of the arm
are the extension and retraction, the maximum load that can be lifted (up to one
hundred (100) gram) and the ability to work up to thirty (30) centimetre depth.
There are so many advantages using a robotic arm in such places. One of the
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advantages is to lower the costs which means to reduce the labour costs. A robotic
arm can work for 24 h daily without break. This leads to a big output of production
if it is used in production lines. A robotic arm is also fast and accurate in performing
specific tasks programmed by the user.

Keywords Robotics � Robotic arms � Manipulators � Degree of freedom
Underwater applications

1 Introduction

These days, people are looking for adventure activities to explore. One of the
activities is to explore the underwater world. People are able to go underwater and
investigate the underwater world, but they are unable to operate at long hours and
only at a limited certain depth [1]. From this limitation and difficulties, we have
invented a remotely operated vehicles (ROV) to help to encounter this problem [2].
The robotic arm is one of main features for the ROV. Many kinds of work can be
operated by the robotic arm, even beyond of the human hand capabilities [3, 4].
Every undertaking movement of the arm involved in a mode system where it can be
defined as one degree of freedom (DOF) [4]. It moves using mechanical parts
connected at joins, allowing either rotational motion or linear motion.

In this study, the underwater robotic arm is designed based on the structure of
the underwater crawler and its application. The underwater robotic arm must be
able to grip and lift up a sample from underwater. This robotic arm consists of two
motors which is a stepper motor and an antenna motor. The stepper motor is used
for the gripper to open and close. The antenna motor is used for the arm to extend
and to retract. The data will be taken based on the minimum and maximum load that
can be lifted up from the water, the length of depth that the robotic arm can go, and
the time for the arm to extend and retract.
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2 Methodology

2.1 Initial Requirements Study

In this initial stage, the latest research activities that are related to the underwater
robotic arm, methods and techniques are reviewed. The scope will focus on the
mechanism of the gripper and a suitable type of motor that will be used underwater.
The literature review based on journals, articles and books will be used to collect
the information for the hardware, mechanism of gripper, motor and controller.
Every factor must be measured from DOF, parameters, materials, method, and
more.

The specifications of the motor are choose based on the requirement needed for
the motor to support the arm [5, 6]. The load target is set to make sure that the
robotic arm can be achieve [2]. The material of the robotic arm also needs to be
measured as it is important to avoid any leaking and short circuit to the arms.

2.2 Designing and Performing the Experimental Modeling

For the second stage, the findings from the initial requirement study will be used for
designing a prototype model. This model will consider many factors such as the
type of mechanism gripper, use of waterproof motor, wiring method, cost and
materials of the hardware [5, 7]. After that, the best selection of mechanism,
hardware, controller, wiring method will be selected. The SolidWorks 2014 soft-
ware will be used for the design of the underwater robotic arm.

2.3 Development of Models

For the last stage, a model of the robotic arm will be developed using a 3D printer
and it will be controlled by Arduino. The microcontroller can be selected from
various sorts of controllers such as Raspberry Pi and Arduino. This models is
controlled by Arduino as its microcontroller [8]. The expected outcome for this
stage is that the model is able to function underwater.

2.4 Block Diagram

Figure 1 shows the main important part of the robotic arm system. To build the
robotic arm, the main parts such as the controller, programming, mechanism, and
hardware must function very well to make sure that the underwater robotic arm can
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function as intended [1]. The controller consists of an on-off button that functions to
control the movement of the robotic arm.

The button “on” functions to retract the gripper, and the button “off” for the
gripper to return back to the initial condition. The programming is designed to give
the signal to the antenna motor to decide to retract or to return to the normal
condition.

This mechanism is the concept of the gripper to be function. And for the
hardware, the gripper is designed to move an object from one place to another
place.

2.5 Flowchart of Study

This study undergoes four stages to make sure that this study can undergo
smoothly. Stage 1 is the process design, i.e. to sketch some ideas to find a suitable
design of the underwater robot arm. Stage 2 is the experimental part, i.e. to select
the mechanism and programing used for the underwater robot arm. Stage 3 is to
integrate the hardware, to continue with the fabricating of the hardware and to
develop the controller for the robotic arm operation. Finally stage 4 is the analysis,
i.e. testing and analyzing the robotic arm for completion of the final report of this
study (Fig. 2).

2.6 Design of Robotic Arms

Figure 3 shows the full-scale model of the robotic arm. The robotic arm consists of
three parts, i.e. arm, gear, and gripper. The length of the arm is about one hundred
and twelve millimeters, the length of the gripper is seventy-five millimeters, and the

Fig. 1 Block diagram of the system
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length of the gear is fifty millimeters. The maximum length the gripper can open is
hundred millimeters.

The robotic arm is designed based on the requirement and specification of the
ROV. The aim is to design an arm that can be storeed in the ROV without the arm
dangle outside of the ROV body. Figure 4 shows the design when the gripper is

Fig. 2 Flowchart of study

Fig. 3 Full scale of robotic arm
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closed using the SolidWorks software. Figure 5 shows the design when the gripper
is opened using the SolidWorks software.

Figure 6 shows the design of the robotic arm in the normal condition using the
SolidWorks software. The blue color in the figure above shows the arm in the
retracted condition.

The maximum length that the arm can be extended is three-hundred millimeters.
The arm consist of three parts, at which every part has one-hundred millimeters in
length. So, when the arm is back to the initial condition, the length of the arm will
be one-hundred millimeters (Fig. 7).

Figure 8 shows the full design of the robotic arm when the function of arm is
extending. This robotic arm has two functions. First, the arm can be extending and
retracting. Secondly the griper can be opened and closed.

Fig. 4 Gripper closed

Fig. 5 Gripper open
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3 Testing and Results

The model has been tested to lift loads based on six different weights.

3.1 Underwater Lifting Load Test Result

The robotic arm was tested to lift several loads to evaluate the maximum load that
the arm can lift. The range for the arm also is considered as how far can the arm
reach.

Figure 9 shows the underwater load test. For the first try, the gripper is tested to
lift up to 20 g of load. For the result, the robotic arm successfully lifted the con-
sidered load.

Fig. 6 Arm in retract condition

Fig. 7 Arm in extend condition
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Figure 10 shows the on-land load test. For the second test, the gripper is tested to
lift up to 60 g of load. For the result, the robotic arm successfully lifted this load.

Figure 11 shows the on-land load test. For the third test, the gripper is test to lift
up to 100 g of load. For the result, the robotic arm successfully lifted the 100 g
load.

3.2 Result for Underwater Load Test

The model has been test to lift load. Table 1 shows the lifting result in underwater
conditions based on six different weights.

Table 1 shows the data collected during the underwater testing. The starting load
was 10 g, continued with 40 g, 60 g, 100 g, 120 g, and lastly 150 g. During these
tests, the load of 120 and 150 g could not be lifted up because there was the
influence of the underwater pressure. The arm and gripper cannot support any
weight which is exceeding 100 g.

Fig. 8 Full design of robotic arm

Fig. 9 Underwater 20 g load test
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Fig. 10 Underwater 60 g load test

Fig. 11 Underwater 100 g load test

Table 1 Underwater lifting result

Trial Weight (g) Achieved

1
2
3
4
5
6

10
40
60
100
120
150

Yes
Yes
Yes
Yes
No
No
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3.3 On-land Extend and Retract Arm Test Result

Figures 12 and 13 show the arm in the normal condition and when the arm is
extended. The data and results for time to extend and retract the arm are shown in
Table 2. For the second test in experiment two, it shows how many times the
robotic arm can extend and retract using a 12 V battery.

Fig. 12 Arm in normal condition

Fig. 13 Arm extend

Table 2 Extend and retract result

No Data Result

1
2
3

– Time to arm extend using 12 V
– Time to arm retract using 12 V
– Total time robotic arm can extend and retract using 12 V

3 s
3 s
45 time
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4 Recommendation

This robotic arm can be developed in many ways in the future in terms of material,
method and more. Various methods can be usd besides using a stepper motor and
an antenna motor. A servo motor, or a hydraulic or pneumatic system can also be
considered as methods that are suitable for the robotic arm to perform underwater
[2, 9, 10].

By increasing the number of DOF, one can also consider that more work can be
done [11–13]. The higher the DOF, the more movement of the arm can do. Large
power consumption is needed for the motor running continuous in long duration
[11, 14].

Besides that, the motor needs to be sealed for more compatible mobility. Finally,
to ensure the underwater robotic arm is able to operate in deeper conditions, a
higher grade material and a servo motor must be used.

5 Conclusion

This study successfully designed and constructed a small scale of an underwater
robotic arm that can be integrated with an underwater crawler. It was able to
function in one meter depth and can lift up to one-hundred grams of load to the
surface, while on-land this robotic arm can lift up to one hundred and twenty grams.
This is due to the pressure difference between land and water. This study can be
improved more in the future by using different methods, materials and parameters.
Based on study, the robotic arm was successfully designed, fabricated and tested.
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Design and Analyses of a Ship Floating
Dry-Dock

Roslin Ramli and Anwar Faris Sobri

Abstract The aim of this paper is to design and analyze a ship floating dry-dock.
A ship floating dry-dock is a structure that can be submerged to permit the entry and
docking of a ship and then be raised to lift the ship from the water for repairs or
maintenance. Advancements in ship floating dry docks and transfer systems enable
the floating to meet new requirements of launching and repairing the vessels and are
very important in today’s shipping. This paper aims to prepare a design of a ship
floating dry dock with a length 250 ms for two types of the hull which are the
monohull and the twin hull types and also to compare the ballast water displace-
ment of both hulls. The innovations lie in separating the docking process from the
maintenance platform and the ballast water displacement analysis is performed by
using the Maxsurf software. This study will include details of the general
arrangement and stability requirement.

Keywords Ship floating dry dock � Ballast water displacement
Maxsurf software

1 Introduction

A ship floating dry-dock is a structure that can be submerged to permit the entry and
docking of a ship and then be raised to lift the ship from the water for repairs or
maintenance [1]. It is a dock that is held in place laterally, as by pilings, but rests on
floats and is free to rise and fall with changes in the water level. In the nautical term,
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a large boxlike structure that can be submerged to allow a vessel to enter it and then
floated to raise the vessel out of the water for maintenance or repair.

The aim is a ship floating dry-dock system with a simple way to raise vessels for
quicker turn-around of maintenance and repair [2]. For this purpose, the dock is
flooded and submerges enough to allow a ship to sail in. Then, the water is pumped
out of the tanks and the floating dock rises, lifting the ship out of the water. In this
way work can be carried out underneath the ship’s hull.

In most conditions, after docking that the operator could secure the vessel onto a
stabilised raft, they either tow the raft to a mooring, or a servicing or survey facility,
or else perform the work on the raft offshore. This would clear the dock for the next
vessel, reducing queuing, while allowing more flexibility to maintenance workers
by freeing the vessel on the raft from the floating dry-dock schedule. This would be
a production system that could be used to lift and transfer vessels, or any other
items of equipment, in the marine environment [2].

This research is focusing on the design of a ship floating dry dock by using a related
software, to analyse the ballast water displacement of a monohull and a twin hull.

2 Methodology

The flow of the design of the ship floating dry-dock will start with generating the
hull form by developing the hull by using the Maxsurf Modeler software. Then, the
large angle data will be collected by using the Maxsurf Stability module.
Afterwards, the properties of both hull shapes for upright floatation are determined
and the ballasting analysis is performed. From Maxsurf, the model is transfered into
a STL file to create the 3D arrangement. Lastly, the combination is done by using
the AutoCAD software. Lastly, the results of the ballasting stability and structural
analysis are compared. The flow chart is shown in Fig. 1.

Fig. 1 Flow chart
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a. Generate hull form

Based on data gathering, the principal dimensions will set for both hulls which
have the same size as shown in Table 1.

i. Monohull

The software that was used for generating the hull form was Maxsurf Modeler.
The Maxsurf Modeler is a professional level system used by most professional
commercial designers. It is a powerful three-dimensional surface modelling system
for use in the field of marine design. It provides a clear and familiar environment in
which to work, allowing for systematic experimentation and rapid optimisation of
any new design.

Several steps are required for generating the hull form of the monohull ship
floating dry-dock, which starts with setting the type of vessel to a monohull. Then,
add the box and set up the size surface, move the control point to create the hull in
U shape or call the displacement hull. Once, the hull is completed, check the frame
of reference, size surface and the design grid as shown in Fig. 2.

ii. Twin hull

The similar software was used to generate the hull form for the twin hull. It
involves several steps, which start with setting the type of vessel to a catamaran.
Then, add the box and set up the size surface. Add a control point shaping the hull
outer and inner when finished bond the control point which bonds edges with no
tangency as shown in Fig. 3. Once completed, create the tunnel bottom to combine

Table 1 Principal dimensions

Dimension Meter (m)

Length overall 250

Breadth 70

Depth 22

Fig. 2 Generate hull form for monohull
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the main hull grid as shown in Fig. 4. Finally check the frame of reference, size
surface and the design.

b. Large angle stability Analysis

Large angle stability involves the determination of the hydrostatic parameters of
the hull at a range of heel angles either with or without trim or free-to-trim. The heel
angle that was used to analyse the stability ranged from −30° to 30° in steps of 10°.

Fig. 3 Bond edges with no tangency for 2 control point

Fig. 4 Main hull combined with tunnel bottom
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The vessel is heeled and gives the value of every single heeling condition. The
analysis of large angle stability requires the displacement (lightship) and the center
of gravity to be specified in the load case table. The value of lightship was obtained
at the weight estimation stage. The load case condition has been placed with five
conditions; lightship condition, 10% load condition, 25% load condition, 50% load
condition and 100% condition loading of the ship.

The criteria were used according to the IMO A.749 (18) code on intact stability
which is ch3 design criteria application to all ships as shown in Fig. 5.

c. General arrangement

The general arrangement (GA) drawing is a drawing that shows the arrangement
of all spaces on the ship floating dry-dock. The process of designing the general
arrangement is related to the function of the ship that must follow its rules and
regulation that has been decided by the classification board. The general arrange-
ment must be economical, fulfil the owner’s requirement demand, being logically
and solve the existing problem about the arrangement of the machinery.

Nevertheless, the general arrangement for the ship floating dry dock either for a
mono-hull or twin hull only has the ballast tank, side wall completed with the
substation, switch gear room and buoyancy chamber, and four cranes. The complete
design in max surf modeler will be exported to a DXF file, which can be imported
to Auto-CAD to generate the general arrangement.

Fig. 5 Criteria IMO A.479
(18) code on intact stability
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3 Result and Discussion

The result and discussion have focused on the design of the ship floating dry-dock
and the analysis of the large angle stability. The design of the 3D monohull and
twin hull with complete general arrangement will be discussed. The large angle
stability will discuss on the ballast water tank and draft increment in various
conditions.

a. Design of ship floating dry-dock

The design process of the ship floating dry-dock focused on two types of the hull
which are the monohull and the twin hull and to compare the ballasting analysis of
both hulls. The dimensions follow the research which is the length of the ship
floating Dry-Dock, i.e. 250 m, 22 m of depth and 70 m of the beam.

In the Maxsurf Modeler software, the 3D design of the hull shape was generated.
Then, to complete the design for both configurations, the hull shape was transferred
into AutoCAD to complete the general arrangement and converted to a STL file for
the 3D design.

The monohull of the ship floating dry-dock completed with the ballast tank, side
wall and crane is shown Fig. 6. The twin hull of the ship with the ballast tank in the
tunnel, side wall and crane is shown in Fig. 7. The complete hull was analyzed in
the max surf modeller in regards to the large angle stability.

Fig. 6 Monohull of ship floating dry dock

Fig. 7 Twin hull of ship floating dry dock
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b. Analysis of large angle stability

Based on the maxsurf modeler, both hull designs were analyzed in the maxsurf
stability in regards to the large angle stability. This analysis was carried out using
the large angle stability with loading conditions, which contain of five different
conditions for the twin hull and monohull. These results were automatically
checked by the software according to the criteria which are mentioned in MO A.749
(18) Chap. 3.

As a result for the monohull ballast water tank, a maximum volume of
314,359.92 m3 and for the twin hull, a maximum volume of 139,321.23 m3 was
obtained for the ballast water tank. It can concluded that the monohull is more
suitable for the ship floating dry-dock. The difference of both hulls for the ballast
tank water was 44%, which it almost equal to 50%.

Other than that, the draft of the monohull was 33.542 m and the draft of the twin
hull was 35.799 for 100% condition. Its is shown that the monohull is suitable for
the ship floating dry-dock with 14–22% increment according to the various con-
ditions. For the twin, the hull has 20–40% increment according to the various
conditions.

All a result, both hulls have passed the criteria mentioned in IMO A.749
(18) Chap. 3. The overall result of large angle stability analysis is shown in Fig. 8
for the monohull and in Fig. 9 for the twinhull.

Fig. 8 Monohull of ship floating dry dock result
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4 Conclusion

This research showed that the design models of two types of hulls, which is the
monohull and the twin hull with the length of 250 m, meet all the research
objectives through the comparison analysis by using a stability analysis. All the
data to compare the ballast water displacement of both hulls were achieved and the
monohull was finally selected. However, the monohull is more suitable use for the
ship floating dry-dock. The whole processes in the initial design phase are suc-
cessful completed by using related software packages such as Maxsurf modeller,
Maxsurf Stability and AutoCAD.
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3D Design of a Ship Floating Dry-Dock
by Using Simulation Software

Roslin Ramli, Nur‘Aqilah Mohd Sabri and Nurul Asima Zainon

Abstract This paper presents the 3D design of a ship floating dry-dock by using
simulation software. The design is carried out by using the Autodesk Inventor 2015
software, which has some functionality needed to design this type of vessel. Two
models are designed where each is different in terms of their type of hull, i.e., a
monohull and twin hull. This software is chosen due to its strength in the parametric
area, dimensional and geometric constraints, and parameter adaptation besides its
handling in the assembly process, which is a perfect solution to design the shipfloating
dry-dock. In this paper, we created a 3Ddesign of the shipfloating dry-dock, including
each part of both types of hull which were assembled in order to give a deeper
understanding of the simulation. Throughout the Autodesk Inventor application, the
design is fabricate using a 3D printing process. The basic printing process that was
used was fused deposition modeling (FDM) and PolyJet for creating objects directly.

Keywords 3D design � Ship floating dry-dock � Fused deposition modelling
PolyJet

1 Introduction

A floating dry dock is a vessel, which is mainly purposed to repair a ship [1]. The
dry-dock is a structured area wherein construction, repairs and maintenance of
merchant vessels and boats are carried out [2]. The type of vessel that was designed
in this project was a mono and twin hull configuration and this gave a different
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design of the ship floating dry-dock. In line with the title “3D Design of a Ship
Floating Dry Dock by using Simulation Software”, the design is created by using
Autodesk Inventor 2015 where an assembly is carried on the vessel part by part.

This software was chosen due to its strength in the parametric area, dimensional
and geometric constraints, and parameter adaptation besides its handling in the
assembly process, which is a perfect solution to design the ship floating dry-dock.
The vessel is equipped with a ship hull instead of a pontoon type floating dry-dock
as it possesses less resistance from the wave energy.

This will theoretically ease the towing of the vessel across the sea. At the end of
the project, an understanding is achieved on the floating dry dock and its difference
between one with and without ship hull.

The ship floating dry-dock is a new vessel that was created with two kind types
of hull, i.e., the mono hull and the twin hull as a SWATH. Usually a floating
dry-dock does not have a hull but it still can be moving smoothly with the low
speed when brought using tugboats [3].

This project was focusing on some objectives. The first objective was to
determine the ship floating dry-dock in terms of its shape, function and size. Second
was to design the ship floating dry-dock by using a simulation software which is
Autodesk Inventor 2015. By using this software, each part of both types of hulls
was assembled in order to give a deeper understanding of the simulation. The final
objective was to produce the prototype by using 3D printing methods. The proto-
type was printed without assemble, once the prototype’s parts were completely
printed, they were assembled according to the 3D design ship floating dry-dock.

2 Methodology

The flow of methodology is divided into several parts such as data gathering, design
in the Inventor software, assemble part by part of the 3D design of ship floating
dry-dock, 3D printing and prototyping.

The gathering of data is used to design in Autodesk Inventor 2015. The 3D
design is divided into two components which is a main and a sub-main component.
The component is divided part by part because of the exsistence smaller parts.
Afterwards, everything is assembled.

The complete 3D design produced the prototype by using a 3D printer which
used the used deposition modelling (FDM) and polyjet approach. The flowchart is
shown Fig. 1.

2.1 Data Gathering

There are several types of dry-docks, such as basin dry-docks, floating dry-docks,
marine railways, marine travel lifts, etc. The main focus here is on floating
dry-docks which use a u-shape for monohull and a swath hull for twin hull. The
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principal dimensions are shown in Table 1. However, these principal dimensions
were scaled for 3D printing by the ratio 10:41.67. Once the data was completed, the
design process proceeded.

2.2 Design of Main Components

The main component of the ship floating dry-dock in this project consists of the hull
and the deck of the vessel. Both are represented in detail where the design started
from where the tools are placed, how to put data, and the dimensions. The tools for
each drawing are told until the step to build the real component. The typical steps
on how to design the monohull ship floating dry-dock are shown in Fig. 2.

The design process of the monohull started with a 2D sketch. Once the 2D sketch
was finished, the sketch will extruded to create the 3D view. These steps are shown in
Fig. 3. A similar design process was adopted for the twin hull which started with a 2D
sketch until the extrusion to create the 3D design as shown in Fig. 4.

DATA GATHERING

DESIGN OF MAIN COMPONENTS

DESIGN OF SUB -MAIN COMPONENTS

ASSEMBLY OF THE SHIP FLOATING DRY -DOCK 3D DESIGN

3-D  PRINTING

END

Fig. 1 Flow chart

Table 1 Principal dimension Dimension Meter (m)

Length overall 200

Breadth 50

Depth 22
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Fig. 2 The typical step on how to design the monohull ship floating dry dock

Fig. 3 Step design the monohull ship floating dry dock
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Fig. 4 Step design the twin hull ship floating dry dock

Fig. 5 Typical steps on how the crane part is designed
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2.3 Design of Sub-main Component

The sub-main components of the ship floating dry-dock consist of the cranes and
the tanks which are assembled together with the hull and the deck. This part is
explained such that it is not as detailed as the main component as the way to draw
each part is explained only in a general way. The typical steps on how the crane part
is designed is shown in Fig. 5.

The design process of the sub main component started with the 2D sketch of the
half part. Once the 2D sketch was finished, the sketch was extruded to create the 3D
view. In this case, the gantry crane used was mirrored to get complete gantry crane.
This step is shown in Fig. 6.

Fig. 6 Gantry crane

304 R. Ramli et al.



The knuckle boom crane started with a 2D sketch of each part. It started with the
column part until the crane arm part. After finishing a part, it was extruded to create
the 3D design as shown in Fig. 7. This is a similar design process as for the jib
crane.

Fig. 7 Knuckle boom crane
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2.4 Assembly of the Ship Floating Dry-Dock 3D Design

An assembly puts multiple parts together to show how each part is used in the
design. The main component part has an assembly with sub-main components. The
process of assembling parts is important for the specific sizes and can control by
dimensioned sketches. It also an adaptive process, which controls the relationships
to other assembly components. This is done by associating the geometry included
from another parts and by designating the part as adaptive. The new part can change
the size when constrained to a fixed geometry in the assembly.

Once, the assembly is completed, it can proceed to print the prototype by 3D
printing. An assembly monohull and twin hull is shown in Figs. 8 and 9,
respectively.

2.5 3D Printing

The prototype of the vessel was created by 3D printing with FDM and PolyJet as
the main technologies. The final design was converted into the STL file format
before connecting to the printing software. Then, the 3D printing file was ready to
print the prototype.

The material and process that was used in the prototype stage of the ship floating
dry-dock was based on the 3D printing hardware that was used to build up the ship
structure. There are two types of technologies used to print this prototype of the
ship floating dry-dock which are the PolyJet and the fused deposition modelling
(FDM) technologies. Both technologies use materials that are very advantageous
for customers who use service printing because their own special characteristics of
the printing result.

PolyJet is a 3D printing technology that can produce smooth surfaces and
accurate parts for prototypes. Besides, it also can produce thin walls and structures
with an accuracy in the dimension down to 0.1 mm by using microscopic layer
resolution [4]. In this case, the ship floating dry-dock prototype used the PolyJet
printing technology for the cranes such as the jib crane, gantry crane and knuckle
boom crane. Because of the crane structures are more complicated, the PolyJet
printing technology can create smooth surfaces to prototypes and achieve complex
shapes, intricate details and delicate features. The printing duration is very short
especially for small dimensions although it can create complicated structures with
the full detailed design.

Fused deposition modeling (FDM) is a professional 3D printing technology that
uses production grade thermoplastics for parts and results in superior mechanical,
thermal and chemical strength [4]. 3D printers that run on the FDM technology
build the component part by part layer wise where its start form the bottom up by
heating and extruding thermoplastic filament. In the ship floating dry-dock proto-
types the ship structures used the FDM printing technology because it is easier to
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Fig. 8 An assembly process for monohull

Fig. 9 An assembly process for twin hull
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construct a smooth surface of the outside view. This is commonly used due to
advantages of the material in the FDM technology, i.e., clean, simple to use and
eco-friendly.

Hence, the material for making the prototypes of the ship floating dry-dock is a
high quality printing ink due to the material’s toughness and reliability. Besides
that, this printing technology s commonly used in printing industrial parts because
of their good conditions and method of construction.

3 Result and Discussion

3.1 Design of Monohull and Twin Hull

The principal dimension as a standard dimension for this ship floating dry-dock
(refer to ship hull) is 200 m overall in length, 50 m beam and 22 m depth. By
adding the wing wall and the crane, a rough estimate for total the depth is 86 m.
With this dimension, the maximum size of a ship that can fit into the ship floating
dry-dock is around 1–180 m in overall length, 1–40 m beam and 1–30 m total in
depth. Any type of ship is possible to be repaired in the ship floating dry-dock but
there is limitation to their size.

The 3D design of the floating dry-dock for the monohull is completed with 14
ballast tanks, decks with the gantry crane on the midship and a wing wall at the port
and starboard side. Each wing wall is fixed with a knuckle boom crane and a jib
crane. It also has nine dry dock blocks on the deck. The complete design of the
monohull floating dry docks is shown in Fig. 10.

The 3D design of the floating dry dock the for twin hull is complete with 14
ballast tank, decks with a gantry crane on the midship and a wing wall at the port
and starboard side. Each wing wall is fixed with a knuckle boom crane and a jib

Fig. 10 Complete design of monohull floating dry doc
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crane. It also has nine dry dock blocks on the deck. The complete design of the
monohull floating dry docks is shown in Fig. 11.

3.2 Prototype of Ship Floating Dry Dock

Once, the 3D design of the ship floating dry-docks is completed, it is ready to be 3D
printed as a prototype. The parts were printed with different printing technologies,
i.e., FDM and poly jet 3D printing because there were small and larger parts. The
total duration of the complete printing for the monohull was two days. After
completing, the parts were ready for assembling as shown in Fig. 12. A ship

Fig. 11 Complete design of twin hull floating dry dock

Fig. 12 Prototype of monohull ship floating dry-dock
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floating dry-dock takes three days for a complete printing because of the hull part
was difficult to print with smooth faces. When completed, it is ready for assembly.
The complete assembly is shown in Fig. 13.

4 Conclusion

As the project was planned, it already successfully achieved all the objectives of
this project. The process of the project is completed smoothly according to the
project schedule.

Monohull and twin hull of ship floating dry-dock had been successfully pre-
sented by using the inventor Professional software according to the defined
dimensions. Choosing this software to complete the designs was the right decision
because Inventor is strong in the parametric area, dimensional and geometric
constraints and parameter adaptation. The inventor software also good in the
assembly area because it has a separate area for part models and assembly models.

The fabrication of the prototype has been done by 3D printing based on the FDM
and Polyjet technology. 3D printing was able to fabricate each part and layers of the
prototype. The parts produced have a smooth surface for both models with different
colours.
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Hybrid Combination Product Between
Aluminum Can with Reinforcement
Fiberglass for Autonomous Underwater
Vehicles

Mohd Amin Hakim Ramli, Syajaratunnur Yaaakup,
Fatin Zawani Zainal Azaim, Khairul Anuar Mat Saad,
Mohd Faizal Abdul Razak, Muhammad Fadli Ghani, Naqib Idris
and Ahmad Shaharibudin Dato Abd. Aziz

Abstract Composite materials have been a subject of interest with various special
types of advanced materials during the last decades. However, increasing demand
in marine industry for high-performance and lightweight structures have stimulated
a strong trend towards the development of refined models for hybrid composite
materials known as fibre metal laminates [1]. Fibre metal laminates are hybrid
composites built up from aluminium can and fibre reinforced plastics. GLARE is
the best example to compare that has been introduced in aircraft industry.
Aluminium layers and fibre reinforced laminates can be bonded by mechanical and
adhesive techniques. Based on these approaches, the adhesive technique with plain
aluminium sheets is used to determine its effect as a fibre metal laminate [2]. The
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design orientation used had 7 layers where the first layer was an aluminium can and
then laminated with 2 layers of 430 chopped strand mat (CSM). Next, it was
combined with woven roving followed by a CSM and then woven roving and lastly
we applied 2 sheets of CSM. Tests were conducted to determine the mechanical
properties of the fibre metal laminate by tensile testing and the results were tabu-
lated [3]. This testing followed the ASTM standard which is D3039s. The weight
optimization of fibre metal laminates with the combination is lighter than laminated
wood.

Keywords Chopped strand mat (CSM) � Fiber metal laminates (FML)
Glass fiber reinforced aluminum (GLARE) � Tensile testing � Woven roving

1 Introduction

The changes to fiberglass in marine industries began the needs of search for
fiberglass materials. In addition, due to the growth of the marine industry over the
past decades, the needs of fiberglass demand were extremely high in this industry to
manufacture and to construct vessels using this method.

The demand for fibre glass increases and people get to explore for fibre glass in
deeper research and it has caused the rapid growth of marine industry especially in
fibre glass boat construction. It has resulted in a widely use of making the hull form
construction mostly for small vessels such as fishing boats, coastal vessels, cata-
marans, chine hulls etc. In addition, fibre glass has increased its function to be
adapted in oil and gas industry.

In this research, the aim is to study the strength of the material when it is
combined (hybrid) with other materials for the reinforcement fiberglass [4]. Most
important in this industry is to find suitable materials in regards to weight, costs,
strength and others properties to improve their products and to increase their market
chances. This hybrid method is one of the ways for the development of this
industry. It will gain some advantages and disadvantages. More in depth study is
needed to improve the fiberglass function to be more functional.

Many research and studies were conducted to find new material compositions
with desirable properties. Today’s engineers are posed with a big challenge for the
right selection of a material and the right selection of a manufacturing process. It is
difficult to study individually all the materials. Therefore, a broad type of classi-
fication is necessary to simplify the characterization. By the selection of different
types of laminate components, and the possibility to vary the volume fraction of the
composite and fiber orientation, a wide range of material properties of the resultant
product can be produced [5].

Composite materials are usually classified based on the matrix materials.
Generally, there are three main groups of composite materials, which are polymer
matrix composites (PMC), metal matrix composites (MMC), and ceramic matrix
composite (CMC) [6]. Among these three, PMC is the most common composite
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that is usually used and is known as fiber reinforced polymers (FRP). It uses a
polymer-based resin as the matrix while the reinforcement is usually provided by
fibers such as glass, carbon or aramid [7]. MMC is a composite material which uses
metal as a matrix such as aluminum. This type of material is frequently used in
automotive industry and aeronautics industry but never applied in the maritime
industry [8]. CMC uses ceramic as the binder for the reinforcement which is usually
made of silicon carbide or boron nitride. A ceramic composite is usually used in a
very high temperature environment [9].

2 Experimental Setup

There are three types of hybrid composites that were created: 7 layers laminated
with 1 layer aluminum can, 7 layers laminated with 2 layers aluminum can, and
lastly just for 7 layers laminated fiberglass. For the 8 layers’ configuration, the first
layer constitutes the aluminum can followed by 2 layers of 430 chopped strand mat,
the woven roving, followed by a layer of 430 chopped strand mat, woven roving
and lastly 2 layers of 430 chopped strand mat. The difference between the 2 layers
of aluminum can is that the 2 layers of aluminum can configuration is fabricated
with an aluminum can sheet at the last of the orientation after the 2 layers of 430
chopped strand mat. For the fiberglass layers, it is laminated with 7 layers of
standards as used to the hybrid laminated but without the aluminum can. Hand
layup technique was chosen as it is ideally suited to manufacture low volumes
without tooling costs. The directions of the lamination have followed the standards.
The standards that was used in this research is D3039.

2.1 Experiment Preparation

Following the standard used, the specimens were cut with dimensions of 250 mm in
length and 25 mm in width with 8 mm in thickness. The tensile properties of the
glass fiber reinforced aluminum laminate composites were determined according to
the ASTM 3039 test standard specification. The average tensile properties were
determined from 5 test specimens for each type of configuration. The tensile tests
were performed on a universal testing machine at a crosshead rate of 2 mm/min.

The specimens were mounted in the grips of a universal testing machine and
gradually loaded in tension while recording the load. The ultimate strength of the
material was determined from the maximum load carried before failure and various
failure modes were analyzed. After that, the strain was monitored with displacement
transducers and then the stress-strain response of the material was determined, from
which the tensile strain, modulus of elasticity was derived.
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3 Results and Discussion

Stress versus strain plots for the 3 different composite modifications in this research
were generated. For the 1 layer of aluminum can, the stress result obtained is
59.75 MPa for the average of the maximum load applied. For the 2 layers alu-
minum can testing, the result that was calculated for the average of the maximum
load is 35.80 MPa while the result for the fiberglass laminate is 77.36 MPa.

The tensile properties of various combinations of the laminates were evaluated
and the results were tabulated as above. Tables 1, 2 and 3 show the average
calculation for all the specimens.

From the calculation that was tabulated, below are the graphs which compare all
the types of design configurations based on the plotted stress versus strain data.

Table 1 1 Layer aluminum can

No. specimen Tensile stress at maximum load (MPa) Tensile strain at maximum
load (mm/mm)

1 91.53606 0.02309

2 71.41995 0.05912

3 30.11445 0.0108

4 27.83829 0.00528

5 77.83631 0.0787

Average 59.749012 0.035398

Table 2 2 Layer aluminum can

No. specimen Tensile stress at maximum load (MPa) Tensile strain at maximum
load (mm/mm)

1 17.77833 0.00244

2 26.01601 0.01181

3 72.41367 0.02058

4 26.76891 0.02004

5 36.0443 0.02594

Average 35.804244 0.012046

Table 3 Fiber reinforced plastic layer

No. specimen Tensile stress at maximum load (MPa) Tensile strain at maximum
load (mm/mm)

1 97.29056 0.03526

2 91.6863 0.01696

3 50.50824 0.01373

4 91.36143 0.02361

5 55.95259 0.05117

Average 77.359824 0.028146
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4 Conclusions

The tensile strength is higher in the plain fiberglass specimens compared to the
hybrid combinations. This is because of the failure of the layers of the hybrid
materials when the load was applied during the tensile testing. Compared to the
reference results, the hybrid material should give the higher strength than the fiber
glass materials. The obtained result for the 1 layer configuration in regards to the
maximum tensile load was 59.75 MPa, while for 2 layers the result was 35.80 MPa,
and lastly for the fiberglass specimen the result was 77.36 MPa. Hence, the finite
elements analysis result does not agree with the experimental results.
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The Comparison of Impact Energy
and Three Point Bending Properties
on Coconut Fiber Composite for Marine
Application

Amirrudin Yaacob, Jaswar Koto and Mohd Yazid Bin Yahya

Abstract The development of high performance materials made from natural
resources is increasing worldwide. The interest in natural fiber reinforced polymer
composite materials is rapidly growing both in terms of their industrial applications
and fundamental research. They are renewable, cheap, completely or partially
recyclable, and biodegradable. Coconut fiber can be a potential candidate to replace
the industrial core and foam and it may be applied worldwide. Tougher materials
such as coconut fiber need higher energy or impact to break or fracture. So, this
means that it can absorb more energy applied on it. A specimen with lower
absorbed energy means it is brittle and has a lower toughness, which can break
easily and cannot withstand sudden high loads. The higher the resulting numbers
the tougher the material, which is coconut fiber with 2.035 J followed by 3D core
PET foam and infusion grooved PVC foam which are 0.977 and 0.95 J, respec-
tively. The flexural strength for coconut fiber shows the highest value which is
65.306 MPa even though the thickness of the specimen is lower compared to
others. The 3D core PET foam shows 9.661 MPa and the infusion grooved PVC
foam is 7.102 MPa. The Young’s modulus reflects the stiffness of a material.
Therefore, the coconut fiber exhibited a little lower stiffness than the 3D Core PET
foam in flexural testing. It should be mentioned that the lower characteristic of
elasticity for the coconut fiber improved the impact strength but reduced the stiff-
ness, which might help to explain the lower Young’s modulus of the coconut fiber.
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It can be proven that coconut fibers are suitable to be used as one of the laminating
materials for fiberglass boat building.

Keywords Point bending properties � Coconut fiber � Laminating material

1 Introduction

Fiber is a class of material that exists as continuous filaments or in discrete elon-
gated pieces, similar to the lengths of thread. They can be spun into filaments,
string, or rope. It can be used as a component of composite materials, or matted into
sheets to make products such as paper. Fibers are often used in the manufacture of
other materials. The majority of improvements in marine composite construction
over the last fifty years have been made through better resin chemistry. A fiberglass
boat is much more attractive due to its strength such as light weight, high vibration
damping capability, high impact resistance, low construction costs, ease of fabri-
cation and ease of maintenance. Fiberglass boat constructions have expanded over
the years with the various methods for the sole purpose of improving the techniques
and skills for the boatbuilding process including the vacuum infusion process for
fiberglass interceptor boat in Malaysia [1]. The objective in the fiberglass boat-
building is to achieve lightness in weight, vibration damping, corrosion resistance,
and impact resistance, low construction cost and ease of construction. Composite is
currently a new development in technology. Nowadays, many industries such as
automotive, marine industries, materials and building have developed composite
structures as a new alternative to replace the usage of hard materials such as
aluminum alloys. First of all, a composite is as a combination of two or more
materials that results in better properties than those of the individual components
used alone. In contrast, each material retains its separate chemical, physical, and
mechanical properties. The two constituents are the reinforcement and a matrix. The
main advantages of composite materials are their high strength and stiffness,
combined with low density, when compared with bulk materials, allowing for a
weight reduction in the finished part. Recently, there has been a rapid growth in
research and innovation in the natural fibre composite (NFC) area. Interest is
warranted due to the advantages of these materials compared to others, such as
synthetic fibre composites, including low environmental impact and low cost and
support their potential across a wide range of applications [2]. Much effort has gone
into increasing their mechanical performance to extend the capabilities and appli-
cations of this group of materials. Their availability, renewability, low density, and
price as well as satisfactory mechanical properties make them an attractive eco-
logical alternative to glass, carbon and man-made fibers used for the manufacturing
of composites. The natural fiber-containing composites are more environmentally
friendly, and are used in transportation (automobiles, railway coaches, aerospace),
military applications, building and construction industries [3]. This research is
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conducted to investigate the mechanical properties of coconut fiber in the manu-
facturing of fiberglass boats.

1.1 Infusion and Vacuum Technique

Resin infusion is a specialized advanced laminating technique that greatly improves
the quality and strength of fiberglass parts as opposed to conventional hand
layup. Applying laminate engineering and resin infusion technology simultaneously
allow for the optimization of the parts in terms of strength and weight. The use of
resin infusion will likely become the standard in yacht construction and has been in
use since the 1960s. However, a lot of factors need to be taken into consideration
such as the vacuum pressure. In tensile testing, increases in vacuum pressure tend to
increase the tensile properties of composites structures. This process also has far
fewer vacancies and the dominant failure here is fiber extraction which gives the
vacuum infusion process samples much more strength and also stiffness [4]. The
preparation for the vacuum infusion is to install a disposable vacuum bag, securing
it tightly to mold flanges and the main purpose is to eliminate air leaks. A series of
resin infusion lines is then added with each line number-coded according to which
area of the hull they will feed. This is very important just to ensure that the resin
will flow in all areas. That is the main reason why the high-performance resin
system, specially formulated for use on large parts, has a water-like viscosity that
accommodates controlled resin flow throughout the laminate need to be used. This
ensures complete wet-out of reinforcing fabrics without resin-starved areas even in
the notched sections of the stepped hull. After infusion, the epoxy cures at room
temperature and is then post-cured under a tarp with a heat blanket that maintains a
temperature of 1608 F for eight hours [5]. The outcome from the research has
revealed that the vacuum infusion technique, in its various forms, remains a
dominant process for the manufacture of wind turbine blades and other sandwich
cored composite products. Methods have been sought that improve the processes
production time and quality by maintaining repeatability and consistency in the
laminate structure [6]. This manufacturing method also can be optimized by using
pin loaded composites which can improve the properties of the materials [7].

1.2 Natural Fiber

Environmental awareness is growing day by day and worldwide researchers trig-
gered by this reason to implement and utilize materials which are eco-friendly like
coconut fiber. Besides that, high mechanical performance, low cost and ease of
processing, cheap, pose no health hazards and offer solution to environmental
pollution by finding new uses for waste materials [8]. The natural fiber composites
can be used as a cost effective material for building and construction industries,
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electrical devices such as switches, storage devices, military vehicles where high
strength and stiffness required and many more [9]. However composite materials
made with the use of unmodified plant fibers frequently exhibit unsatisfactory
mechanical properties and to overcome this, in many cases, surface treatments need
to be used prior to composite fabrication [10]. The properties can be improved both
by physical treatments which are cold plasma treatment, corona treatment and
chemical treatments such as maleican hydride organosilanes, isocyanates, sodium
hydroxide permanganate and peroxide [11].

1.3 Core Materials

Based on the Standard for Certification No. 2.21, April 2010 for Craft by Det
Norske Veritas (DNV), the sandwich construction can be fabricated either by
lamination on core, application of the core against wet laminate, by bonding the
core against a cured skin laminate using core adhesive or by resin transfer moulding
of the core together with one or both of the skin laminates [12]. So this research was
conducted for determination of the performance of coconut fiber as the core
material for fiberglass boatbuilding.

1.4 Coconut Fiber

Coconut fiber comprises of 30% by weight of fiber and 70% by weight of pith
material. The fibers are extracted from the husk by several methods such as tra-
ditional retting, decortications, using bacteria and fungi and also mechanical and
chemical processes [13] as shown in Fig. 1.

The fiber is abundant, non-toxic in nature, biodegradable, low density and very
cheap. The fibers, instead of going to waste are explored for new uses, which in turn
provide gainful employment to improve the standard living condition of individuals
[14, 15]. Coconut fiber has the highest percentage by volume of lignin, which
makes the fiber very tough and stiffer compared to other natural fiber. This can be

Fig. 1 Coconut fiber core
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attributed to the fact that the lignin helps provide the plant tissue and the individual
cells with compressive strength and also stiffens the cell wall of the fiber where it
protects the carbohydrate from chemical and physical damage. The lignin content
also influences the structure; properties, flexibility and rate of hydrolysis. At high
lignin content, it appears to be finer and also more flexible [16]. The main
importance is that the mechanical properties of coconut fiber have a strong asso-
ciation with the dynamic characteristics and greatly dependent on the volume
percentage of fibers and the best fiber volume is 5% [17]. The properties of coconut
fiber are shown in Table 1.

1.5 3D Core Foam

3D core foam is especially suitable for vacuum injection [19]. The matrix facilitates
the infusion of the resin into the laminate. The basis of the process always is a well
vented resin system with appropriate curing time. Very good results are also
achieved using the hand lay-up technique. Many foams are also suitable for other
methods like RTM, RTM-light, RIM, etc. In most cases the design of the laminate
is calculated with CLT based on standard values. ESC provides a basis of standard
values for cores of 10 mm. 3D core foam covered with two layers of certified
110 g/m2 twill glass fabric and 600 g/m2 quadraxial glass fabric on top and bottom.
This core is filled with a standardized epoxy resin system from the French producer
Sicomin as shown in Fig. 2.

1.6 Infusion Grooved PVC Foam

EasyCell 75G infusion grooved foam is drilled to allow resin to transfer from one
side of the foam to the other and grooved on one side to facilitate the distribution of
resin on the underside of the foam during a vacuum assisted resin infusion. The
75 kg/m3 density is ideally suited to be used as a core material in range of resin
infused panels such as decks, bulkheads and other applications. EasyCell 75G is a
simple core material to be used. The sheet is placed with the grooves down against
the mold side of the laminate. EasyCell 75G is relatively inexpensive, offers

Table 1 The properties of
coconut fiber [18]

Property Coir

Density (g/cm3) 1.2

Modulus (Giga Pascal) 4–6

Tensile strength (Mega pascal) 175

Elongation to failure (%) 30

Water absorption (%) 130–180
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excellent mechanical performance and is compatible with all standard resin systems
including polyester, vinylester and epoxy. The closed cell structure also means that
the PVC foam can be used in vacuum manufacturing processes and it very well
suited to RTM, resin infusion and vacuum bagging as well as conventional open
lamination [21].

The infusion grooved PVC foam [21] is shown in Fig. 3.

2 Experimental Setup

2.1 Experiment Preparation

This experiment has been divided into two phases; (1) to construct the flat testing
panels for three types of core and foam, (2) to conduct the mechanical testing for
three types of core and foam. The construction of testing panels and the general

Fig. 2 3D core foam [20]

Fig. 3 Infusion grooved
PVC foam [21]
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setup of resin infusion method are shown in Fig. 5 until 8 which are using the same
principle of vacuum pressure, used to drive resin into a laminated layer of fiber mat.

2.2 Preparation of Testing Panels

The synthetic fiber used in this research was a chopped strand mat (CSM) 450
which means 450 g for the weight of the fibers per square meter. It was made up of
1′′–2′′ long fiberglass strands that were randomly oriented and typically held
together with a styrene-soluble binder that acts like glue connecting the fibers. This
laminating schedule for testing panels as shown in Table 2.

The binder was designed to dissolve upon contact with styrene in polyester resin
or vinylester resin. Once dissolved, the fabric softened, allowing it to drape around
curved shapes [22]. The coconut fiber turned into core by using the needle punch
process [23]. These results are shown in Fig. 4.

From the inside of the mold, after the usual mold release wax was applied, the
gel coat and skin coat of thin fiberglass reinforcements were applied in the con-
ventional manner and allowed to cure. From here on everything differs. Next, in the
infusion process, the outer skins of the fiber reinforcement fabrics were carefully
fitted into the mold over the top of the skin coat. These were put to dry and held in
place with a spray contact adhesive which shown in Fig. 5.

Vacuum packing is a method of packaging that removes air from the package
prior to sealing. This method involves (manually or automatically) placing items in
a plastic film package, removing air from inside, and sealing the package.
The vacuum plastic bag will ensure there is no air bubble inside the mold. Once the
process was completed, both inlet and outlet hoses were clamped shut before the

Table 2 Laminating schedule for testing panels

Panel 1st layer 2nd layer 3rd layer

Panel 1 2 � CSM450 10 mm infusion grooved PVC foam 2 � CSM450

Panel 2 2 � CSM450 10 mm 3D core foam 2 � CSM450

Panel 3 2 � CSM450 10 mm coconut fiber 2 � CSM450

Fig. 4 Kitting process for CSM and coconut fiber
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vacuum pump was turned off. The infused panel was left to the cure process for 8 h
as it shows in Fig. 6.

2.3 Preparation of Specimens

A series of tests were conducted to determine the performance of the products under
testing scope of impact test and flexural test. Five specimens taken from Panel 1,
five specimens from Panel 2 and another five specimens from Panel 3 and the total
specimens for the impact test are 15 specimens and for the flexural test are 15
specimens, these series of data are shown in Table 3.

Fig. 5 Vacuum infusion
preparation

Fig. 6 Vacuum infusion
process completed

Table 3 Total number of
specimens

Test Methods QTY

Impact test ASTM D256-10 15

Flexural test ASTM D790-07 15
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2.4 Mechanical Properties Testing

Two types of mechanical testing were chosen to test the material and were done at
UniKL MIMET Technical Foundation Lab. All the testing was performed using the
ASTM standard as reference.

2.5 Standard Test Methods for Determining the Izod
Pendulum Impact Resistance of Plastics—ASTM
D256-10

Notched izod impact is a single point test that measures a materials resistance to
impact from a swinging pendulum. Izod impact is defined as the kinetic energy
needed to initiate fracture and continue the fracture until the specimen is broken.
Izod specimens are notched to prevent deformation of the specimen upon impact.
This method is shown in Fig. 7. The specimens are placed into the impact tester
fixture with the notched side facing the striking edge of the pendulum. The pen-
dulum is released and allowed to strike through the specimen until break. The
starting angle before impact is 120°. The standard specimen for ASTM is
64 � 12.7 � 3.2 mm. The most common specimen thickness is 3.2 mm, but the
preferred thickness is 6.4 mm because it is not as likely to bend or crush. However,
for this study, the thickness of specimens was 10 mm.

Fig. 7 Impact test
arrangement
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2.6 Flexural Properties of Unidirectional and Reinforced
Plastics and Electrical Insulating Materials—ASTM
D790-07

The flexural test measures the force required to bend a beam under three point
loading conditions. The data is often used to select materials for parts that will
support loads without flexing. Flexural modulus is used as an indication of mate-
rials stiffness when flexed. Most commonly for ASTM D790 the specimen lies on a
support span and the load is applied to the center by the loading nose producing
three points bending at a specified rate. The test is stopped when the specimen
reaches a certain deflection or breaks. A typical test speed for standard test speci-
mens is 2 mm/min (0.05 in/min). A variety of specimen shapes can be used for this
test, but the most commonly used specimen size for ASTM is 3.2 mm � 12.7
mm � 125 mm (0.125′′ � 0.5′′ � 5.0′′). However, for this study, the thickness of
specimens was 10 mm as shown in Fig. 8.

3 Results and Discussion

The ASTM impact energy is expressed in J/m or ft-lb/in. Impact strength is cal-
culated by dividing the impact energy in J (or ft-lb) by the thickness of the spec-
imen. The test result is typically the average of 5 specimens. ISO impact strength is
slightly different and expressed in kJ/m2 because the impact strength is calculated
by dividing the impact energy in J by the area under the notch. The test result is
typically the average of 10 specimens. The higher the resulting numbers the tougher
the material. By comparing all the specimens, it can be concluded that the best
specimen that gives highest impact energy is coconut fiber. Coconut fiber is tougher

Fig. 8 Flexural test
arrangement
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than the other core specimens as it is more compact and solid. Tougher materials
such as coconut fiber need higher energy or impact to break or fracture. So, this
means that it can absorb more energy applied on it. Table 4 shows the impact
strength for coconut fiber core. While impact strength for 3D core PET foam are
shown in Table 5. Table 6 shows the impact strength for infusion grooved PVC
foam and Table 7 shows the comparison of the impact strength (Fig. 9).

Table 4 Impact strength for coconut fiber core

Resultant energy
(X)

Energy
absorbed

Thickness of
specimens

Impact strength
(E/t)

J E = 304.44−X mm J

1 294.12 10.32 6 1.720

2 290.97 13.47 6 2.245

3 290.97 13.47 6 2.245

4 290.97 13.47 6 2.245

5 294.13 10.31 6 1.718

Mean 292.23 12.208 6 2.035

Table 5 Impact strength for 3D core PET foam

Resultant energy
(X)

Energy
absorbed

Thickness of
specimens

Impact strength
(E/t)

J E = 304.44−X mm J

1 297.27 7.17 11.2 0.640

2 294.13 10.31 11.2 0.921

3 290.97 13.47 11.2 1.203

4 294.13 10.31 11.2 0.921

5 290.97 13.47 11.2 1.203

Mean 293.49 10.946 11.2 0.977

Table 6 Impact strength for infusion grooved PVC foam

Resultant energy
(X)

Energy
absorbed

Thickness of
specimens

Impact strength
(E/t)

J E = 304.44−X mm J

1 297.27 7.17 10 0.717

2 294.13 10.31 10 1.031

3 294.13 10.31 10 1.031

4 294.13 10.31 10 1.031

5 297.27 7.17 10 0.717

Mean 295.39 9.054 10 0.905
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Thus, the hypothesis that can be made from this experiment is the more energy
absorbed by the specimen, the more toughness the materials will have. In this
experiment, the coconut fiber specimens broke completely into two parts with
smoother broken surface while the other two broke into a few pieces. This is due to
the stiffness and compactness of the coconut fiber. For the specimen with the lowest
absorbed energy, it means it is brittle and has the lowest toughness, i.e. it can break
easily and cannot withstand sudden high loads which is in this test obtained for the
infusion grooved PVC foam. For the specimen with the highest absorbed energy
means, it is ductile and has the highest toughness, which can withstand sudden high
loads which in this test obtained for coconut fiber. For flexural strength, the data
such as maximum applied load, known as “P”, material span length between points
in the test setup, known as “L”, width of the material specimen, known as “b”; and
average depth of the specimen, known as “d” are collected from the load experi-
ments. Replace or substitute the numerical values for this data in the equation
R = 3P*L/2b*d^2 for manipulating the flexural strength. In the equation, R is
the flexural strength, in units of lbs. per square inch and quantity ‘d’ squared.
Table 8 shows the flexural strength for the coconut fiber core. While Table 9 shows

Table 7 Comparison of impact strength

Panel Resultant energy (X) Energy absorbed Impact strength (E/t)

J J J

Coconut fiber 292.23 12.208 2.035

3D core PET foam 293.49 10.946 0.977

Infusion grooved PVC foam 295.39 9.054 0.95

2.035 

0.977 0.95 
0

0.5
1

1.5
2

2.5

Coconut Fiber 3D Core PET
Foam

Infusion Grooved
PVC Foam

Impact Strength (E/t)

Impact Strength (E/t)

Fig. 9 Comparison of impact
strength

Table 8 Flexural strength for coconut fiber core

Width
(mm)

Thickness
(mm)

Support span
(mm)

Max. load
(N)

Flexural strength
(Mpa)

1 12.7 6 25.4 823.19 68.599

2 12.7 6 25.4 732.45 61.038

3 12.7 6 25.4 891.45 74.288

4 12.7 6 25.4 776.69 64.724

5 12.7 6 25.4 694.56 57.880

Mean 12.7 6 25.4 783.67 65.306
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the flexural stress for the 3D core PET foam and Table 10 shows the flexural stress
for the infusion grooved PVC foam.

From Table 11, a tremendous gap could be observed for the value of flexural
strength between these 3 types of core. The flexural strength for coconut fiber
shows the highest even though the thickness of the specimen is the lowest com-
pared to others. Besides that, from this result, it is proven that coconut fiber has
highest value in terms of maximum load in Newton. The mean for Young’s
modulus of the coconut fiber sample was slightly lower than the 3D Core PET foam
sample while the infusion Grooved PVC foam sample was the lowest. The Young’s
modulus reflects the stiffness of a material. Therefore, the coconut fiber exhibited a
lower stiffness than the 3D Core PET Foam in flexural testing mentioned that the
lower characteristic of elasticity in the coconut fiber improved the impact strength

Table 9 Flexural stress for 3D core PET foam

Width
(mm)

Thickness
(mm)

Support span
(mm)

Maximum
load (N)

Flexural strength
(Mpa)

1 12.7 11.2 25.4 343.48 8.215

2 12.7 11.2 25.4 400.37 9.575

3 12.7 11.2 25.4 473.8 11.331

4 12.7 11.2 25.4 413.54 9.890

5 12.7 11.2 25.4 388.67 9.295

Mean 12.7 11.2 25.4 403.97 9.661

Table 10 Flexural stress for infusion grooved PVC foam

Width
(mm)

Thickness
(mm)

Support span
(mm)

Maximum
load (N)

Flexural strength
(Mpa)

1 12.7 10 25.4 242.19 7.266

2 12.7 10 25.4 232.2 6.966

3 12.7 10 25.4 211.11 6.333

4 12.7 10 25.4 238.76 7.163

5 12.7 10 25.4 259.38 7.781

Mean 12.7 10 25.4 236.73 7.102

Table 11 Comparison of flexural strength

Panel Maximum
load

Modulus (Automatic
Young’s)

Flexural
strength

N MPa MPa

Coconut fiber 783.67 3529.76 65.306

3D core PET foam 403.97 3618.06 9.661

Infusion grooved PVC
foam

236.73 2886.02 7.102
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but reduced the stiffness, which might help to explain the lower Young’s modulus
of the coconut fiber. The mean for flexural strength of the coconut fiber sample was
significantly higher than the other core sample. During the flexural test, compres-
sive stresses were generated at the middle of the upper surface of the tested strip,
whereas tension stresses were generated at the lower surface. The flexural strength
is related to the distance between the two supporting bars, test speed, and dimen-
sions (width and thickness) of the tested strip. However, the coconut fiber sample
has the highest maximum load applied which makes it to possess a high flexural
strength.

4 Conclusion

By comparing all the specimens for impact testing, it can be concluded that the best
specimen that gives the highest impact energy is the coconut fiber. These specimens
are tougher than the other core specimens as they are more compact and solid.
Tough material such as coconut fiber need a higher energy or impact to break or
fracture. So, this means that it can absorb more energy applied on it. A specimen
with a lower absorbed energy means that it is brittle and has a lower toughness
which can break easily and cannot withstand sudden high loads. The higher the
resulting numbers the tougher the material. For the coconut fiber it is 2.035 J
followed by the 3D Core PET Foam and the infusion grooved PVC foam which are
0.977 J and 0.95 J respectively as shown in Fig. 9.

The flexural strength of coconut fiber is the highest value, which is 65.306 MPa,
even though the thickness of the specimen is lower compared to the other types.
The 3D Core PET foam shows 9.661 MPa and the infusion grooved PVC foam is
7.102 MPa. The Young’s modulus reflects the stiffness of a material. Therefore, the
coconut fiber exhibited a lower stiffness than the 3D Core PET foam in flexural
testing mentioned that the lower characteristic of elasticity in the coconut fiber
improved the impact strength but reduced the stiffness, which might help to explain
the lower Young’s modulus of the Coconut Fiber. However, the coconut fiber
sample has the highest maximum load applied which makes it to possess a high
flexural strength. It can be proven that coconut fiber is suitable to be used as one of
the laminating materials for fiberglass boatbuilding as shown in Fig. 10.

65.306 
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0

10
20
30
40
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Flexural Strength, MPa Fig. 10 Comparison of
flexural strength
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Tensile and Hardness Analysis
of Dissimilar Friction Stir Welding
Between AA6061 with AA5083
and Mild Steel

Wan Mohd Syafiq Wan Sulong, Mohd Afendi Rojan
and Mohd Noor Mazlee

Abstract In this paper, the friction stir welding (FSW) technique was used to
create dissimilar alloy joints of AA6061-AA5083, and dissimilar material joints of
AA6061-S235JR mild steel. Joints were fabricated by a conventional belting mil-
ling machine. Plates of 5 mm thickness were welded in a butt joint configuration.
The joints were evaluated by extracting tensile testing specimens to study the failure
strength at different rotational speeds. Tunnel defects were formed under certain
parameters and changing the parameter values had different effects on the tunnel
defects depending on the type of dissimilar joint welded. Vickers micro hardness
measurements were taken on cross sections of welded joints to study the hardness
pattern across the weld zones.

Keywords Friction stir welding � Dissimilar joint welded � Hardness pattern

1 Introduction

Friction stir welding (FSW) is gaining interest in the welding and joining industry
because it does not suffer from the flaws and defects that typically affect conven-
tional fusion welding problems such as porosity and solidification cracking [1, 2].
This is due to the fact that FSW is a solid state process where the process tem-
peratures do not reach melting temperatures of the workpiece. This welding
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technology also gets rid of the need to utilize shielding gases, filler metals and
numerous safety precautions that conventional welding techniques, such as gas
tungsten arc welding and gas metal arc welding, demand. The FSW technology also
made it achievable to weld several aluminum alloys that in the past were not
recommended for welding such as the 2xxx series and 7xxx series [3, 4].

The joining of aluminum alloy with steel has been attracting a lot of interest for a
long time in the manufacturing industry. This is due to the combination of strong
and robust characteristics of steel together with the high formability of lightweight
aluminum alloys. As such, the joining has been long sought after in the automotive
industry in an attempt to reduce payload and fuel consumption of vehicles.
However, the main difficulty in producing these type of joints for conventional or
even advanced welding techniques is the strong tendency to form brittle inter-
metallic compound (IMC) at the joint interface, as well as the difference in ther-
momechanical and chemical properties of the two base materials [5]. Several
techniques have been tested to manufacture an aluminum-steel joint such as friction
welding, diffusion welding and ultrasonic welding. However, friction welding can
only be applied for tubular parts, whereas ultrasonic welding are only applicable for
very thin sheets [6–8]. The main advantage that the friction stir welding process
offers over other conventional welding techniques is its solid-state process where
the welding temperature does not reach melting points for the materials welded.
This relatively low heat input means IMC layers grow less, thus improving welding
quality. The versatile FSW process is also able to join plates with different thick-
ness, as well as dissimilar aluminum alloys [9–11].

In this paper, the friction stir welding between dissimilar aluminum alloys and
dissimilar materials, that is to say aluminum alloy and mild steel are investigated.
Mechanical properties of the joint such as tensile strength and hardness of the two
types of dissimilar FSW joints are considered and evaluated.

2 Experimental Setup

In this study, 5 mm thick aluminum alloy 6061 plates were friction stir welded with
aluminum alloy 5083 plates or S235JR mild steel plates in butt joint configuration. The
rotating tool used to execute FSW was fabricated from H13 tool steel. Heat treatment
was applied to the tool so that its hardness was increased to 52 HRC. The tool is shown
in Fig. 1. To carry out the FSW, a conventional milling machine was used.

In FSW, tool rotational speed and tool travel speed are two parameters that play
a large role in determining the properties of the welded joint. The parameter values
used to carry out the welding process are tabulated in Table 1. It is important to
note that for FSW of dissimilar material (aluminum and steel), a “tool offset”
parameter was included. This is to avoid excessive interaction between the rotating
tool and mild steel, which could lead to extreme frictional heat and short lifespan of
the rotating tool. No offset was applied during the FSW of dissimilar alloys between
AA6061 and AA5083. The setup for friction stir welding on a conventional milling
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machine is demonstrated in Fig. 2. The samples and parameters list are tabulated in
Table 2.

After welding has been completed, tensile testing specimens were extracted from
the weld piece by machining using a wire cut electrical discharge machine (EDM).
Dimensions of the tensile testing specimens were taken from ASTM E8/E8 M-13a
for sheet-type standard specimen. A universal testing machine (UTM) was used to
carry out tensile testing using a crosshead speed of 1 mm/min. Vickers micro-
hardness profiles were taken at mid thickness on the cross section normal to the
welding direction. The indenter was applied for 15 s at a load of 200 N.

3 Results and Discussion

3.1 Macrostructure

3.1.1 Dissimilar Alloy (AA6061 and AA5083)

Figure 3 shows the tensile specimens for dissimilar alloy FSW. AA5083 is posi-
tioned to the left, whereas AA6061 is positioned to the right of the figure. Figure 4

Pin

Shoulder

Fig. 1 Shoulder and pin of
the FSW tool

Table 1 Welding parameters
and their respective values

Parameters Value

Rotational speed, x (rpm) 1110, 1750

Travel speed, v (mm/min) 30

Tool offset, TO (mm) 0.2

Table 2 Samples and
parameters list

Samples Parameters

x (rpm) v (mm/min) TO (mm)

AA6061-AA5083

A1 1110 30 –

A2 1750 –

AA6061-S235JR

D1 1110 30 0.2

D2 1750 0.2
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shows the failure sites and tunnel defect in A1 and A2, respectively. The tunnels
were formed in the middle, or nugget zone of the welded joint in both A1 and A2.
Although the tunnel seen in A2 was much smaller. According to Zhang’s model to
describe the tunnel defect formation, increasing the tool rotational speed or
reducing the tool travel speed will increase the tool’s ability to push plasticized
material into the void left by the advancing tool pin [12]. As demonstrated by
samples A1 and A2, increasing tool rotational speed indeed helps in getting rid of

Fig. 2 Milling machine used for FSW

Fig. 3 Tensile specimens A1 and A2 for dissimilar alloy FSW
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tunnel defects. The low rotational speed used in welding A1 led to the tunnel defect
formation due to inadequate material flow [13].

For A1, the failure can be seen in Fig. 4 and occurred at the interface, coinciding
with the tunnel defect position. The presence of the tunnel defect in the sample
created a stress concentration point thus making it the weakest point in the joint. On
the other hand, for sample A2 the failure happened at the heat affected zone
(HAZ) on the AA6061 side. This can be attributed to the softer material generally
found and aluminum alloy’s HAZ, therefore it is the first site to experience necking
thus failure happened here. The phenomenon was also seen by Rodriguez et al. [11]
in FSW of dissimilar AA6061-AA7075, where the specimen failed at the HAZ of
AA6061 side due to low microhardness values recorded in this zone. Failure in A2
did not happen at the tunnel because the tunnel size was sufficiently small enough
that it did not negatively affect joint strength.

3.1.2 Dissimilar Material (AA6061 and Mild Steel)

Figure 5 shows the tensile specimens D1 and D2, while Fig. 6 shows a closer view
of the failure site and tunnel defects for both specimens respectively. It was seen
that the tunnel defect size found in D2 is larger than D1, but failure of the specimen

Fig. 4 Failure site and tunnel defect for A1 and A2

Fig. 5 Tensile specimens D1 and D2 for dissimilar material FSW

Tensile and Hardness Analysis of Dissimila … 339



did not occur at the tunnel even for sample D2 with the bigger tunnel. As mentioned
previously, Zhang’s model of tunnel defect formation hypothesized that increasing
tool rotational speed should eliminate or reduce the size of tunnel defects. However,
it was found in FSW of dissimilar materials between aluminum alloy 6061 and mild
steel, increasing tool rotational speed also increases the tool shoulder interaction
with the harder material (mild steel) hence increasing heat to a larger degree than in
similar material case. Too much heat input could also lead to improper material
flow thus the tunnel defect was formed [14]. It is also important to note that in
aluminum alloy and steel welding, the formation of an intermetallic compound
(IMC) layer joining a complicated task due to its brittle nature [15]. As a result, in
FSW of aluminum and steel, heat input plays a significant role as high process
temperature promotes IMC layer growth.

Steel particles were also seen around the tunnel defects in Fig. 6. The steel
particles were detached as a result of rotating pin interaction with the steel faying
surface and could also disrupt material flow during FSW thus also contribute to the
tunnel defect formation. In samples D2, more steel particles were seen in the nugget
zone due to the higher tool rotational speed used to perform FSW of the joint.
Several previous reports also mentioned the increase in steel particle scattering as
well as formation of tunnels and voids in the weld cross section, which was caused
by a higher tool offset [16].

Fig. 6 Failure site and tunnel
defect for D1 and D2
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3.2 Tensile Strength

Figure 7 shows the tensile strength of tensile specimens. From these results, it can
be seen that increasing tool rotational speed improves the joint strength for FSW of
dissimilar AA6061 and AA5083. However, the inverse was true for FSW of dis-
similar materials between AA6061 and mild steel. Relating tensile strength results
to the macrostructure, it is seen that the improvement of joint strength for the
dissimilar aluminum alloy case was due to the reduction of tunnel defect size. The
increase in heat input from the faster tool rotation improves material flow. On the
other hand, increasing heat input for the dissimilar material FSW between AA6061
and mild steel encouraged IMC layer growth that damaged joint strength [17].

3.3 Hardness

Figures 8 and 9 illustrate the hardness profile of sample A2 and D2, respectively. It
was seen that the hardness at the AA5083 side is generally higher than AA6061.
The hardness at AA5083 side hit a minimum approximately 10 mm away from the
interface. As the hardness profile approached the AA6061 side it started to go
down. Similarly, the hardness profile seen in the AA6061 hit a minimum in the
region of 10 mm away from the interface. The minimum HV of the joint was found

Fig. 7 Ultimate tensile
strength of tensile specimens

Fig. 8 Hardness profile for
sample A2
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to be at the AA6061 HAZ. This phenomenon explained the failure location of
sample A2, due to necking preferring to occur at the point of lowest hardness. For
sample D2, the lowest HV was also located at the AA6061 HAZ, however failure
did not occur here. This is because the joint failed at the brittle IMC layer located at
the interface before necking could occur at the AA6061 HAZ. A similar HV pattern
and relationship between failure location and HV minimum was seen in previous
studies of dissimilar aluminium alloy FSW [11]. The fluctuating HV seen in D2
from 0 to 5 mm was due to the scattering of steel particles and intermetallics from
the rotating tool pin [18].

4 Conclusion

In this paper, FSW between dissimilar aluminum alloys and dissimilar materials
were compared. Based on the results, several conclusions were made:

1. For dissimilar aluminum alloy FSW between AA5083 and AA6061, tunnel was
formed when the tool rotational speed was 1110 rpm. Failure occurred at the
tunnel defect. Increasing the tool rotational speed to 1750 rpm increased the
material flow thus reducing tunnel size. Failure location was changed to
AA6061 HAZ. The joint created with a tool rotational speed of 1750 rpm also
was stronger than the joint made with a tool rotational speed of 1110 rpm.

2. For dissimilar material FSW between AA6061 and S235JR mild steel, tunnel
also was seen in the 1110 rpm joint. Increasing the rotational speed made the
resulting tunnel defect larger and more separated steel particles were seen in
the nugget zone, in the vicinity of the tunnel. Failure for both cases occurred at
the interface. Joint strength was reduced when the tool rotational speed was
increased from 1110 to 1750 rpm. This may be due to the presence of brittle
intermetallic compound layer at the interface that occurs in high process
temperature.

3. Minimum hardness for the dissimilar alloy joint was at AA6061 HAZ, which
explains why failure occurred here due to necking phenomenon initiating at
softer parts of the joint. Minimum hardness for the dissimilar material joint also

Fig. 9 Hardness profile for
sample D2
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was seen at the AA6061 HAZ, but the joint was not strong enough to reach the
plastic stage of deformation, therefore necking was not seen. Failure occurred at
the interface regardless of hardness profile results due to the brittle nature of
IMC layer formed at the interface.

4. For FSW of dissimilar aluminum alloy, increasing tool rotational speed thus
heat input solved tunnel defect problem. On the other hand, increasing heat
input during FSW of dissimilar material involving aluminum alloy and mild
steel deteriorated joint strength due to IMC layer formation that depends on high
process temperature.
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Analysis of Drum Brake System
for Improvement of Braking Performance

Siti Nor Nadirah Baba, Muhammad Najib Abdul Hamid,
Shahril Nizam Mohamed Soid, Mohd Nurhidayat Zahelem
and Mohd Suyerdi Omar

Abstract The braking performance has become a very important factor for auto-
motive manufacturers and passenger because of the safety requirements. In general,
brake squeal occurrences can be reduced by decreasing the friction coefficient;
however, the braking performances also decrease. The objectives of this study are
obtaining the dynamics properties (natural frequency) of brake shoes and to propose
a new modification design of the brake shoe with the aim of improving the per-
formances of the drum brake and stability of squeal. A finite element model of
the automotive components has been developed in the analysis to determine the
dynamic properties, brake torque measurement and instability of the system. The
data of the finite element model is validated by performing an experimental modal
analysis. The result showed that the value of natural frequency, brake torque and
contact analysis increased when using the new design of brake shoe.

Keywords Drum brake system � Dynamic properties � Brake torque

1 Introduction

The braking system is one of the important systems in vehicle safety. The purpose
of the brake system is to prevent or reduce the severe injury during accidents. The
function of the brake system is to slow or stop the moving vehicle. Besides, the
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brake system is also used to maintain the vehicle speed during downhill operation
and hold a vehicle stationary on a grade. Recently, many countries presented brake
system design criteria and operational requirements for brake systems depending on
the vehicle types [1]. Their regulations of brake systems include to slow the vehicle
down in a controllable, stable, predictable, and repeatable manner regardless or
road, load, weather or partial failure. All this may be achieved when the perfor-
mance of the brake system retains its stability during vehicle brake operation.
A drum brake is widely used in automotive industry for more than forty years.
Although disc brakes now are found wisely at the front of almost all cars, the drum
brake still can be seen at the rear wheel of the cars and light track due to cheap
production price and the fact that the maintenance of drum brakes is cheaper due
having all in one design that is easier to replace when repair work is needed. Drum
brakes are also self-energizing and can operate as parking brakes while disc brakes
require special parking brake mechanisms.

The brake noise is categorized into squeal, groan, and judder dependend,
according to the mechanism of generation. Squeal has been the primary subject of
past studies of brake systems. Brake squeal is defined as a self-excited friction
induced vibration, which occurs at frequencies above 1 kHz and this phenomenon is
caused by dynamics instability of the brake owing to the friction material of the drum
or disc brake. In general, the brake squeals propensity is reduced by decreasing
the friction coefficient, however the braking capability also decreases [2].
To reduce squeal without effect on the brake capability, there is a need to analyse a
new design modification of brake shoe that provides high braking force and stability
from squeal.

The drum brake problems were studies using various methods including the finite
element method, analytical and experimental approaches [3]. The primary problem
in drum brake systems is brake squeal. Reducing squeal from the brake system
becomes a challenging task for any brake engineer. Previous researchers studied the
cause of brake squeal and proposed methods for reducing the brake squeal. Hamabe
et al. [4] found the common causes of brake squeal when the friction material has a
negative slope in relation to the relative velocity and suggested to reduce the brake
that the squeal the friction characteristic of the friction material must be improved.
The way to prevent brake squeal is through lining modification [3]. Based on another
study, brake drum squeal also can be reduced by modifying the partial of the shoe
web [5]. In 2013, researchers found that a way to prevent the brake squeal is to
increase the bending stiffness of the cross-sectional area of the drum. While for the
shoe, it increases the critical friction coefficient of squeal (CFS) to reduce the
bending stiffness and increases the cross-sectional area [2].

Recent investigations of brake noise phenomenons showed that natural fre-
quencies and damping of brake components play an important role regarding the
propensity of noise excitation. While works are on-going to include requirements of
those parameters into international standardization of disc brakes, there is a lack of
knowledge regarding the drum brake noise. Vibrational modes of drum brake shoes
are the main contributor to the squeal phenomena [6]. In the different study,
Haverkamp et al. [7] investigated the squeal phenomenon of brake shoes using a
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resonance test that was assembled under an artificial excitation (shaker). The test
analysis showed an axial ‘hat shape’ mode and its first harmonic at squeal fre-
quency that was detected at 3.2 and 4.8 kHz. The corresponding bending modes
have been found at the backing plate. The main excitation force occurs during the
brake operation in tangential direction in between the friction surface of the shoes
and the inner surfaces of the drum. If this leads to excitation of mode shape with
maximum deflection in axial direction, it can be assumed that a specific process in
involved, transforming the tangential excitation into axial movement. The result
indeed clearly showed a torsional vibration of the brake shoes during squeal
excitation. The researchers suggest that an alternative way to eliminate squeal
without adding weight to the system is a modification of the stiffness of the brake
shoes because it can strongly change the coupling between the drum and back plate.

The finite element method for brake analysis has become a preferred method in
studying the braking performance such as the analysis of the dynamics properties,
thermal distribution analysis, and stability analysis It is because of its flexibility
and diversity in providing solutions to problems involving advanced material
properties [8]. Temperature distribution analysis is mostly performed using FE
method due it powerful tool for numerical solutions for a wide range of engineering
problems [9]. Shahril et al. [10] used the finite element software ABAQUS as their
simulation none modelling tool because ABAQUS can perform static or dynamics
analysis and simulation of the structure. It can deal with bodies with various loads,
temperatures, contacts, impacts, and other environmental conditions. Ioannidis et al.
[11] investigated the drum brake contact and analysed its influence on the squeal
noise prediction by using the FE method. In another study, Zaki et al. [12] used the
modal analysis in the scope of the FE method to analyse the dynamic properties of
the brake disc to determine the brake dynamic behaviour.

In this study, the brake shoe of a passenger car was investigated. Finite element
analysis has been performed based on the dynamic properties of a brake shoe
extracted from experimental modal analysis. The brake torque was analysed by
using the validated brake shoe and the modification of the brake shoe geometry was
proposed for the improvement of drum brake performance.

2 Experimental Setup

2.1 Brake Factor Calculation

2.1.1 Existing Brake Shoe

The brake factor of the leading shoe C1 is the ratio between the brake force R1 and
the applied force F by evaluating the moment of the point B as seen in Fig. 1:
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C1 ¼ R1

F
¼ l aþ bð Þ

a� cl
ð1Þ

Similarly, for the trailing shoe by evaluating the moment about point C, it will
give the shoe factor C2 as follows:

C2 ¼ R2

F
¼ l aþ bð Þ

aþ cl
ð2Þ

An equivalent angle of inclination can be defined as:

a ¼ tan�1 a
c

� �
ð3Þ

The overall shoe factor of the simplex drum brake is the summation of the shoe
factor of the primary shoe and the secondary shoe:

C� ¼ C1 þC2 ¼ l aþ bð Þ
a� cl

þ l aþ bð Þ
aþ c

ð4Þ

2.1.2 Modification of Brake Shoe Calculation

Figure 2 shows the free body diagram of the modified brake shoe. The brake factor
of the leading shoe C1 is the ratio between brake force R1 and the applied force F by
evaluating the moment of the point A:

C1 ¼ R1

F1
¼ l aþ bð Þ

a cos a� l sin bð Þ ð5Þ

Fig. 1 Simplified free body diagram for simplex drum brake by Mahmoud [13]
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where C1 = C3

C2 ¼ C4 ¼ R2

F2
¼ R4

F4
¼ l aþ bð Þ

a cos a� cl sin bð Þ ð6Þ

Similarly, for the trailing shoe by evaluating the moment about point C, it will
give the shoe factor C2 as follows;

C2 ¼ R2

F2
¼ l aþ bð Þ

a cos aþ cl sinb
ð7Þ

where C2 = C4

C2 ¼ C4 ¼ R2

F2
¼ R4

F4
¼ l aþ bð Þ

a cos aþ cl sin bð Þ ð8Þ

The overall shoe factor of the simplex drum brake is the summation of the shoe
factor of the two primary shoe and the two secondary shoe:

C� ¼ C1 þC2 þC3 þC4 ð9Þ

2.2 Brake Shoe Modelling

The existing brake shoe model of this study is taken from the rear brake set of the
Proton Saga model and the dimension of the drum brake was taken based on the
internal diameter for the drum brake which is 182 mm. The CATIA software was

Fig. 2 Simplified free body diagram for modification of simplex drum brake
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used to create the model of the brake shoe (see Fig. 3) before transfered into the
ABAQUS software.

Modal analysis is a method to describe a structure in terms of its natural char-
acteristics which are frequency, damping and mode shapes (dynamics properties)
without using a rigorous mathematical treatment. The brake shoe was set in
free-free condition by hanging using a rubber-band as shown is Fig. 4. The brake
shoe was excited using an impact hammer and the response was measured by an
accelerometer. The sensitivities of the transducer and sensor are cited in Table 1.
The bandwidth used in this EMA was 5120 Hz. This experiment has been done at
the university vibration laboratory.

The FE model of the brake shoe is refined and adjusted to make as close as
possible with the experimental modal analysis result. Figure 5 indicates the meshed
brake shoe and lining after appropriate simplification to the original parts. The
material specification of the brake shoe is showed in Table 2. The validation of the
result was done by using randomization design in statistical analysis. The accurate

Fig. 3 Existing brake shoe
model

Fig. 4 Experimental modal analysis on the brake shoe
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simulations of the brake shoes model are important for studying the squeal char-
acteristics either experimentally or numerically by FEM. In addition, the FEA
model was used to simulate the non-linear contact analysis for the brake torque
analysis. The experimental approach used the experimental modal analysis to
examine the natural frequencies of the brake shoes.

Table 1 EMA set up
parameter

Impact hammer 4.91 mV/lbf

Accelerometer 2.83 mV/g

Bandwidth 5120 Hz

Fig. 5 Existing set up for
brake torque analysis

Table 2 Material properties
for brake shoes components

Lining Young’s modulus, E 100 GPa

Poisson’s ratio, v 0.23

Density 1995.40 kg/m3

Mass 39 g

Radius 91 mm

Width 30 mm

Angle 105°

Thickness 4 mm

Shoe Young’s modulus, E 210 GPa

Poisson’s ratio, v 0.27

Density 3102 kg/m3

Mass 155.1 g

Radius 87 mm

Width 30 mm

Angle 1.5 mm

Thickness 158°
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2.3 Brake Torque Analysis

The non-linear analysis was performed to measure the brake torque and also to
determine the contact pressure distribution for a given actuation force. The drum
brake assembly consists of three main parts; one drum brake and two brake shoes
with linings (see Fig. 5). The drum brake model is created directly by using the
discrete rigid type in the ABAQUS software while the brake shoe was imported
from the CATIA software. There is a small gap installation between the inner drum
and the lining. Three steps were used to analyse the brake torque. Firstly, the
contact between lining and drum was established. Then, the force was applied and
finally the drum was rotated. The boundary condition has been applied to the drum
and brake shoe. There is a small circle used to act as pinned support at the bottom of
the brake shoes. The force was applied to approximate the behaviour of the double
acting master cylinder and reflecting the pressure distribution. The parameter set up
for the brake torque simulation is displayed in Table 3.

2.4 Modified Design of Brake Shoe

The modified shoe (see Fig. 6) was done by taking half of the original brake shoes
dimension and drawing it by using the CATIA software. The design was set up by
using the same material specification and parameter to run the modal analysis and
brake torque simulation by using ABAQUS. For the new design, the brake shoes
are added from two shoes into four shoes and the two master cylinders. The
assembly of the new design is shown in Fig. 8.

Table 3 Parameter set up for
brake torque

Force of each brake shoe 50 N

Friction coefficient 0.3

Speed 60 rpm

Fig. 6 Simulation model for
modification brake shoe
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3 Results and Discussion

3.1 Brake Factor Calculation

Based on the brake factor calculation derived by Mahmoud [13] for the simplex
drum brake, the value of the brake factor for this existing drum brake is 1.27.
A modification of the brake shoe has been made and the value of the brake factor
increased to 2.57 as shown in Table 4.

3.2 Modal Analysis

Tables 5 shows the result of the natural frequency of the existing brake shoe by
using experimental and numerical modal analysis. The mode shapes are similar to
each other. Mode 1 is the first torsional mode and mode 2 is the second torsional
mode. Meanwhile mode 3 is the first bending mode and lastly mode 4 is the third
torsional mode. Through the statistical test evaluation based on a 5% significance
level, there is no significance difference between the experimental and simulation
result. The result of the simulation is acceptable to carry on with the model to
measure the brake torque and the new design. Data from this table can be compared
with the data in Table 6 which shows the natural frequency of the new design.

Table 5 shows the results of the natural frequencies for the modified design
brake shoes. From Tables 5 and 6, the values of the natural frequency for mode 1
and mode 2 of the modified design brake shoes are drastically increased compared
to mode 1 and mode 2 of the original shoes. The modified design of the brake shoe
can produce a high natural frequency than the existing brake shoe. The highest
natural frequency is hard to excite and reduces the probability of resonance of the
brake shoe and also reduces the brake squeal propensity. Consistent with finding by
Rahman et al. [3] that modification of lining of shoes can reduce brake squeal, the
study found that the modification of the length of the brake shoes is also a method
to reduce brake squeal.

Figure 8 presents the brake torque of the drum brake by using simulation for one
and two original brake shoes, and two and four of the new design of brake shoes.
Two new design brake shoes can produce 150 Nm torque compared to 100 Nm
produced by the existing brake shoes while four new design shoes can produce 300
Nm compared to the existing shoes with 150 Nm. The result found that the new
design can produce a higher brake torque than the original design of the brake shoe.
Figures 9 and 10 provide the value of the contact pressure for the existing shoe and

Table 4 Overall brake factor
of drum brake system

Type of shoe Total brake factor

Existing shoes 1.27

Modification shoes 2.57
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Table 5 Modal analysis of existing shoe

Mode Experimental Simulation

1

1192.4 Hz 1151.7 Hz

2

1974.0 Hz 2147.9 Hz

3

2770.7 Hz 2876.8 Hz

Fig. 7 The new set up for brake torque analysis
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the new design shoe. The data shoes that the contact value of the new design shoes
increases compared to the existing shoes. The brake system with four new design
brake shoes produce a higher torque compared to the existing brake shoes because
the total contact pressure is higher and has more contact points. By adding the
contact pressure and contact point at drum, it can help to improve the stability and
braking performance of the drum brake.

Table 6 Modification shoe
design

Simulation

Mode 1: 5047.5 Hz

Mode 2: 7337.9 Hz
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Fig. 8 Brake torque analysis

Fig. 9 Contact pressure of existing brake shoe

Fig. 10 Contact pressure of modified brake shoe
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4 Conclusion

This paper presented a study to improve the existing drum brake by a proposed new
design based on dynamics properties and brake torque investigation. The objective
of this study was achieved by completing the simulation of the new design using the
ABAQUS software to investigate the natural frequency and brake torque mea-
surement. This study found generally that modying the length of the shoe can
increase the natural frequency, brake torque and contact pressure of the drum
brakes. Future research is recommended to fabricate the new design brake shoe to
study the dynamic behaviour by obtained experimental modal analysis so that the
analysis results obtained from analysis can be validated.
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Ultrasonic Based Technique to Measure
Residual Stresses in Offshore Structures

Ramesh Ramasamy and Zainah Ibrahim

Abstract The offshore construction environment can be very difficult to be
accurately predicted, due to various uncertainties in the geotechnical elements, and
highly probabilistic events at which ocean conditions govern the design. The
integrity assessment and life extension activities towards end of field life is
becoming very common in older fields surrounding Malaysia, and other areas such
as the Arabian Gulf and the North Sea. The in-line measurement of the existing
residual stresses on these assets is very critical for the remaining life assessments,
and also to categorise assets for shutdown to undergo rehabilitation work. The
novel idea of using ultrasonic waves is developed and explained in detail in this
paper. This method is based on the measurement of the time of propagation of the
critically refracted longitudinal wave components travelling along the subsurface
region of the specimen. Numerical validation is backed up by experimental work to
verify this method to be fit-for-purpose for the intended application, through the
development of an acoustoelastic calibration curve for several sectional shape/sizes
of carbon steel material. These tests show good correlation between the numerical
and experimental work, and this has the potential to be a reliable tool for use in the
offshore/marine engineering sector where shutdowns are expensive.

Keywords Residual stresses � Offshore structures � Ultrasonic based technique

1 Introduction

A major problem facing the offshore oil well operators worldwide is ageing and
degradations of their wells, specifically their structural components. The mature
fields of the North Sea and the Persian Gulf are populated by wells operating
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towards or around their calculated design life of 25 years. This presents a hazard to
operational safety, if their integrity is not assessed and verified as being
fit-for-purpose. The degradations of the metallic surface due to aqueous corrosion
and the internal loss of grouting due to spalling and cracking will introduce major
problems in carrying out such arduous task, particularly in fields with hundreds of
such wells. The well construction (see Fig. 1) process for a typical platform con-
ductor configuration is carried out in a sequence as listed below:

• Drilling of a 36 in hole, installing the 30 in conductor, and cementing the
outside annulus;

• Drilling of a 17 in hole, installing the 13 in surface casing, and cementing the
C-annulus;

• Installing the topside equipment (wellhead and blowout preventer);
• Drilling the 14 in hole, installing the 9 in inner casing and cementing the

B-annulus;
• Drilling the 5 in hole, installing downhole packers and production tubing,

including access to reservoir;
• Removing the blowout preventer and installing the surface tree for production.

The major assumptions during the design phase is that the bottom soil bearing is
effectively present, i.e. all casing strings are supported at the bottom by the soil, and
that there exists load-sharing between the strings due to the cemented annuli [1].

Fig. 1 Well construction
schematics
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The conductor is designed as an environmental shield to protect the internal strings
and cement from the metocean current and waves. Over time, the severe corrosion
and pitting formation on the metallic surfaces will reduce the load resistance of the
casings and downhole collapse will result in the vertical drop of the topside
equipment onto the conductor [2]. The spalling and cracking of the internal cement
also will remove any load-sharing ability within the strings, forcing individual
string to be overloaded. Since all the strings are connected via spools at the topside,
i.e. at the wellhead, this will impart excessive axial load onto the conductor. The
conductor, being exposed to the environment, is subjected to severe corrosion and
wall loss (up to 70% in some cases, [2, 3]), particularly at the splash zone region
(±2 m from the mean sea level). This will increase the axial stresses at this section,
and combined with the environmental bending loads, may present the risk of col-
lapse or eventually a catastrophic incident in a producing well.

To evaluate the stresses on the conductor during integrity screening and
assessment of ageing wells by using the design loads can be overly conservative,
particularly on degraded conductors with reduced capacity and resistance.
Therefore, the accurate inspection and measurement of the residual axial load on the
conductor is deemed very critical during the life extension planning of ageing
platform wells. Standard methods for determining residual stresses on structures are
hole drilling and diffraction techniques. The hole drilling method [4] involves
drilling of a hole and using strain gauges to detect the strain relieved during material
removal at specific regions. The destructive nature of this method, and the spark/fire
hazard created on a live well are more than valid reasons to look for a
non-destructive and safer alternative. The costly X-ray diffraction technique [5],
although very accurate and safe to use is limited to very shallow layers of the
material, about 10–25 lm and is unsuitable to adequately detect the axial stresses
across the average thickness of the conductor pipe. Other non-destructive tech-
niques such as those based on surface Rayleigh waves and vibration based
impacting ball have also been studied and found to be limiting in terms of covered
areas and penetration depths of the measurements [6].

The in-service structural components such as the conductor and casings are not
easily removable, at least not without the arduous task of shutting down the well
and deploying extensive manpower and equipment to the site at such great cost and
time. Therefore, the measurement of the residual stresses in such structures need to
be carried out during operation, whilst in compliance with the offshore safety
protocols. This leads to the investigation and research of manipulating the ultra-
sonic wave based acoustoelastic technique to inspect and measure the residual
stresses on the well structure, and this paper will describe the full extent of this
technique.

Theoretically, the ultrasonic waves are categorised into the high frequency sound
wave family and are widely used in the fields of non-destructive techniques and
examinations (NDT/E) to detect flaws within a structure. The propagation of the
ultrasonic compressional and shear wave components in a solid medium is affected
by its internal planar stress state, and making this an ideal non-destructive residual
stress measurement method. The linear relationship between the time of flight
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(TOF) and the residual stress (r) can be drawn from the measurement of the
compressional wave speeds in the initial (unstressed) and stressed states, V0 and
V respectively, by a material dependant acoustoelastic constant, K such that:

V� V0

V0
¼ K � r ð1Þ

The initial state velocity (V0) is dependent on the material density (q), elastic
modulus (E), Poisson’s ratio (m) and second-order elastic parameters (k and l), and
can be evaluated as follows:

V0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
kþ 2l

q

s
ð2Þ

V0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
kþ 2l

q

s
ð3Þ

k ¼ mE
ð1þ mÞð1� mÞ ð4Þ

l ¼ E
2ð1þ mÞ ð5Þ

Subsequently, the shear wave speed component can be evaluated as follows:

b ¼
ffiffiffi
l
q

r
ð6Þ

The longitudinal (or compressional) wave, being the more prominent component
of the propagation, is deemed more suitable for the measurement of the residual
stresses in the conductor pipe. The compressional wave component excites the
medium particles parallel to the direction of the propagation, whilst the shear
component displaces the specimen particles in orthogonal direction to its propa-
gation path.

A normal contact with the source will impart the vertically downwards com-
pressional wave propagation, therefore a multi-medium arrangement is considered.
This utilises the wave properties which changes its angle via refraction phenomena
when entering a new medium/material, and is governed by Snells’ Law:

sin hi
sin hr

¼ Vi

Vr
ð7Þ

where the subscripts i and r represent the incidence and refracted components
respectively, at the angle h with speed V.
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The longitudinal critically refracted (LCR) wave simply means that the incident
angles are controlled to ensure that only the LCR waves are dominant along the
path of measurement, as shown in Fig. 2. Poly-methyl-methacrylate (PMMA)
wedges are introduced in the path of the wave to produce the dominant LCR wave
at the near surface region, typically in the vicinity of 1–2 mm beneath the surface,
for a standard 5 MHz probe.

The total time taken for the wave to leave the transmitter probe through the
PMMA wedge, into the specimen, travelling along to the receiver wedge and back
into the receiver probe can be measured directly from the probes. The delays
introduced by the wave travelling through the wedges is then subtracted to deter-
mine the net travel time within the specimen and is defined as the TOF, whereby the
velocity terms can be evaluated based on the fixed probe distances from each other
(x). For various stressed conditions, the TOF can be evaluated and the acoustoe-
lastic constant (K) can be determined from the slope of the linearized curve. This
constant will be independent of the section shapes and sizes and depends on the
material groups such as steel, aluminium, polymers etc. The material and resulting
ultrasonic parameters for PMMA and carbon steel specimen are presented in
Table 1, using Eqs. (2)–(6). The PMMA wedge is designed to be 28° form the
vertical axis to produce the LCR wave, and the resulting shear wave components
into steel will progress at 32°.

Shear Wave

Fig. 2 Ultrasonic measurement concept
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2 Experimental Setup

The laboratory setup is shown in Fig. 3, highlighting the test rig to induce com-
pression stresses on the specimen, the carbon steel test specimen, probes
(x = 50 mm), ultrasonic interface box and a laptop computer.

The 200 mm square hollow section specimen with a thickness of 10 mm is
selected for this test. Another section size of 150 mm � 6 mm and shapes such as
tubular (100 mm � 2 mm and 145 mm � 3 mm) are also used to verify the
independence of the sectional shapes and sizes in the acoustoelastic constant
evaluation. The loads are applied up to the limiting capacity of the sections, i.e. the
buckling or yield limits to ensure consistency and repeatability of the tests. The
resulting TOF captured by the in-place measurement system is shown in Fig. 4, and
similar plots are obtained for various stressed conditions on the specimen. By using
Eq. (1), the acoustoelastic constant can be determined for each stressed condition,
and the relationship with the stresses can be derived and are presented in Fig. 5 for
all the specimen shapes and sizes being considered. The time delay of approxi-
mately 8 ls was incorporated in the TOF evaluations, based on the travel time
inside the PMMA wedges at the transmitting and receiving sides of the specimen.

3 Results and Discussion

The finite element (FE) analyses was undertaken to verify and confirm the order of
magnitude of the acoustoelastic constant value obtained in the tests. The general
purpose nonlinear code ABAQUS [7] was used to model the specimen with S4R
shell elements, and the wave propagation within, as outlined in Fig. 6. The 10 mm
thick specimen is restrained at its bottom face, and the interactions between the
wedges and specimen is modelled by a surface contact. The compressive residual
stresses are applied using the initial conditions setting.

The 5 MHz transmitting probe is modelled by the force-time function in Eq. (7),
and the resulting perturbation is shown in Fig. 7 [8].

Table 1 Material constants Parameters Unit PMMA Carbon steel

Density kg/m3 1100 7950

Elastic modulus GPa 4 207

Poisson’s ratio – 0.4 0.3

Compression wave speed m/s 2792 5920

Shear wave speed m/s 1140 3165

LCR angle (hi) ° 28 –

Shear angle (hr) ° – 32
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Fig. 3 Laboratory setup
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Fig. 5 Acoustoelastic constant calibration curve

Fig. 6 FE model outline
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FðtÞ ¼ 1� cos
2pft
3

� �� �
� cos(2pftÞ ð8Þ

As the model is constructed with linear elastic materials, the simulations at higher
residual stresses of up to 1000 MPa is possible, hence allowing for the investigations
into variation of the constant at higher stresses, which is limited to section capacity
during the laboratory testing phase. The resulting response contour for the stress
propagation is shown in Fig. 8, and the propagation stages in Fig. 9a–c, clearly
highlighting the LCR wave and the shear wave components.

Detailed post-processing of the FE results also enables the visualisation of the
LCR and shear components individually in terms of the displacement of the
specimen particles, and are shown in Fig. 10, indicating the parallel particle motion
for the LCR component in (a) and the orthogonal particle motion for the shear wave
component in (b).

The resulting TOF can be directly extracted from the FE analysis, and presented
for the model, as shown in Fig. 11. The probe point for extracting this propagation
is set to be at the base of the receiver wedge, thus eliminating the need to subtract
the delays inside the PMMA medium.

The resulting wave speed difference for each stressed condition can then be
plotted, as shown in Fig. 12. Based on the FE modelling also, the LCR wave speed
was computed to be 5986 m/s (diff. = 1.1%), and the shear wave refraction angle

Fig. 8 Final stress wave propagation from FE analysis

Fig. 9 Wave propagation stages
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(hr) is computed to be 33.7° (diff. = 5%). The depth of penetration of the LCR wave
was measured to be approximately 2 mm, and is within the anticipated order of
magnitude (*2 times the wavelength).

Fig. 10 Individual wave components contour
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4 Conclusion

An ultrasonic based non-destructive method to measure the residual stresses of
in-service ageing offshore wells structures is being proposed to address the issue of
over-conservatisms in predicting the axial loads in conductor pipes. The aqueous
corrosion and internal cement shortfalls inside the oil well structural barriers present
a severe integrity issue, particularly if the life extension planning is being con-
sidered, i.e. to extend the operational life of the well beyond its calculated design
life. In order to effectively carry out the integrity assessments of the ageing well
conductors, the accurate and safe inspection of the residual axial load is essential to
avoid unnecessary and expensive repairs and premature rehabilitations.

The ultrasonic based LCR wave components are generated by carefully
designing the PMMA wedges. The LCR wave’s sub-surface penetration makes it
ideal to measure the axial residual load on the conductor by recording the wave
propagation, and extracting the TOF within the specimen length. The acoustoelastic
equation is used to evaluate the linear relationship between the stress and change of
speed, by monitoring its TOF over a fixed probe spacing. A laboratory setup of the
measurement is designed to carry out to experimentally determine the constant to
calibrate for the specific carbon steel specimen. Numerical modelling is also carried
out to investigate further this linear relationship at higher linear stresses, and the
results can be compared, as shown in Fig. 13. The difference of about 7.7% is
observed between the tests and numerical based evaluations for the acoustoelastic
constant, nevertheless the order of magnitude for carbon steel is within acceptable
range.
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The ultrasonic LCR based method to inspect and measure the residual stresses
on offshore structures has a great potential to be implemented in a safe and portable
manner in the critical aspects of the hydrocarbon industry. The ease of use of this
technique/application, along with the level of accuracy it carries, at the reasonable
cost of setup makes this technique very convenient and effective to be easily applied
on any in-service structural components without having to shut-down the operations
at great cost and resources.
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Influence of Tool Plunge Depth
on the Joint Strength and Hardness
of Friction Stir Welded AA6061
and Mild Steel

Wan Mohd Syafiq Wan Sulong, Mohd Afendi Rojan
and Mohd Noor Mazlee

Abstract The purpose of this paper is to investigate the impact of the tool plunge
depth on the mechanical properties of friction stir welding (FSW) of AA6061 and
mild steel. In FSW, welding is performed using a non-consumable rotating tool that
is allowed to plunge in between two plates in a butt joint and travel along the
abutting line. The tool plunge depth determines how deep the pin and shoulder of
the tool penetrates the surface of the plates. Tensile testing was performed to
determine the influence of plunge depth at different tool travel speeds on joint
failure strength. Also, the formation of defects and its relationship with plunge
depth were also investigated. Vickers microhardness testing was also done on weld
cross sections to study plunge depth’s effect on hardness.

Keywords Friction stir welding � Tool plunge depth � Micro hardness

1 Introduction

Friction stir welding (FSW) is a solid-state welding process that is mainly used in
joining materials with low melting temperature such as aluminum and copper alloys
[1]. Compared to other welding techniques commonly available, it consumes less
energy, no filler metals are used during welding and no hazardous conditions such
as dangerous fumes and extreme brightness emitted from the welding arc [2–4].
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The process was firstly introduced by The Welding Institute (TWI), United
Kingdom in 1991, with initial works mainly on joining aluminum alloy. Currently,
the friction stir welding process has now seen developments in joining different
types of materials such as copper, magnesium, steel and dissimilar alloys and
materials.

One such example of a FSW joint is the welding of dissimilar materials of
aluminum alloy and steel. Trying to create aluminum alloy and steel joints using
conventional or even advanced fusion welding techniques is a really difficult task.
The complicatedness arose from the tendency to form a brittle intermetallic com-
pound (IMC) layer at the interface [5]. These brittle layers severely deteriorate joint
strength as it acts as stress concentration points while also reduces the welded area
between the two interfaces. Since FSW is a solid-state process where the process
temperature does not reach the melting point, IMC layers grow at a lower rate
compared to other welding techniques that involve elevated process temperatures
which promotes its growth. It is desirable to investigate the welding parameters
while carrying out FSW and its effect on mechanical properties of the welded joint.
While a lot of studies have been done on parameters such as tool rotational speed
and travel speed, investigation on plunge depth has been lacking especially in
aluminium-steel FSW.

In this paper, FSW of dissimilar material between the aluminum alloy 6061 and
mild steel plates in butt joint configuration is studied. AA6061 is a precipitation
hardened Al–Mg-Si alloy with excellent weldability and corrosion resistance, while
mild steel is a commonly used material in various manufacturing industries due to
its cheap cost and strength. The relationship between tool plunge depth and
mechanical properties of the friction stir welded joint is discussed.

2 Experimental Setup

Friction stir welding was the chosen technique to fabricate the joint between the
aluminum alloy 6061 and S235JR mild steel plate of 5 mm thickness. The welding
was executed by a rotating tool made out of H13 tool steel (Fig. 1). The tool went

Pin

Shoulder

Fig. 1 Shoulder and pin of
the FSW tool
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through a heat treatment process to increase its hardness to 52 HRC. The shoulder
diameter of the tool was 20 mm, while the pin diameter was 5 mm. FSW was
performed on a conventional milling machine.

Welding parameters such as tool plunge depth, tool rotational speed, tool travel
speed and tool offset used to perform FSW throughout this study were tabulated in
Table 1. Tool plunge depth is defined as the depth of penetration by the tool
shoulder into the weld piece. For better visualization of the plunge depth parameter,
Fig. 3 demonstrates how it is defined. The plunge depth parameter was controlled
by the ascending of the milling machine table. Figure 2 shows the conventional

Table 1 Welding parameters and their respective values

Parameters Value

Plunge depth, pd (mm) 0.1, 0.5

Rotational speed, x (rpm) 1110

Travel speed, V (mm/min) 30, 40

Tool offset, TO (mm) 0.2

Fig. 2 Milling machine used for FSW
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milling machine used to perform the friction stir welding process. Table 2 illustrates
the specimen labels and the welding parameters used for each specimen.

Welded plates were machined into tensile testing specimens using a wire cut
electrical discharge machine (EDM). The tensile testing specimens were cut
according to the dimensions stated in the ASTM E8/E8 M-13a for sheet-type
standard specimen. Specimens were tested using a universal testing machine
(UTM) with crosshead speed of 1 mm/min. Side profiles of the tensile specimens
before and after tensile testing were taken via a digital microscope. Vickers
microhardness values were also measured at mid thickness of the joint across the
joint interface. The indenter, which was a square-based diamond pyramid was
applied at a load of 200 N for 15 s.

3 Results and Discussion

3.1 Effect of Tool Plunge Depth on Macrostructure
of FSW Joint

3.1.1 Bondline Formation

Figure 4 shows the cross section of the FSW joints, namely S11, S12, S21 and S22.
It can be seen that for samples welded with tool plunge depth of 0.5 mm

Fig. 3 Definition of tool plunge depth

Table 2 Samples and parameters list

Sample Rotational speed (rpm) Travel speed (mm/min) Plunge depth (mm)

S11 1110 40 0.5

S12 0.1

S21 30 0.5

S22 0.1
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(S11 and S21), there were excessive interaction between the weldpiece’s top sur-
face and tool shoulder. This can be seen by the deformed steel at the interface close
to the top surface, where the mild steel was seen to deform towards the aluminum
matrix. This was caused by the downward pressure exerted by the tool shoulder
surface onto the weldpiece.

For samples welded with tool plunge depth of 0.1 mm (S12 and S22), no such
deformation was seen on the cross section at the steel interface close to the top
surface. The interface was seen as a straight line as opposed to the interface seen in
S11 and S12 where the bond line got slightly distorted as it approached the
top. Therefore, in terms of macrostructure of the welded joint, from cross sectional
diagram it can be said that increasing the tool plunge depth parameter deforms the
joint interface close to the tool shoulder due to the increase of tool shoulder/
workpiece interaction.

Fig. 4 Cross section of the welded joints
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3.1.2 Tunnel Defect Formation

Figure 5 shows the absence and presence of tunnel defects in S11, S12, S21 and
S22 respectively. In this study, all welded specimens except S11 exhibited tunnel
defects with varying sizes and positions. The tunnels present in the welded joints
are highlighted with a red circle for better visualization. Tunnel defect formed in
sample S12 was the smallest out of all the tunnel defects seen. Sample 22 also was
affected by tunnel defect, which was the largest out of the samples. The tunnel
defect was seen close to the interface, and shaped such that it was elongated in the
thickness direction. On the other hand, sample S21 contained two small tunnel
defects separated in the direction perpendicular to the thickness.

For samples welded with tool plunge depth of 0.1 mm (S12, S22), tunnels were
formed approximately at mid thickness, close to the faying surface of the joint. This
can be attributed to lower downwards pressure by the tool shoulder which affected
material flow [6]. During consolidation, plasticized material was pushed down by
the tool shoulder to fill in the void left by the advancing tool pin. Less plunge depth
meant less pressure to push the material, thus increasing the likelihood of any
tunnel defects to form. Compare this to the tunnel defect formed for the joint
welded with a tool plunge depth of 0.5 mm (S21). Notice that the tunnel defect was
smaller in size, and was formed further down, away from the tool shoulder. This
can be attributed to the improved downwards pressure thus enhanced ability to push
plasticized materials into voids. The result is also in agreement with Zhang’s model
for tunnel defect formation, where an increase in applied pressure, rotational speed
and shoulder diameter improves material consolidation to eliminate voids [7]. As
sample S11 and S21 demonstrated, it is possible to reduce and even eliminate the
tunnel defect formation by increasing the tool plunge depth. Hence, increasing the

Fig. 5 Absence and presence of tunnel defects in welded joints
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tool plunge depth improved downwards pressure onto plasticized material, conse-
quently reducing the tunnel defect formation in FSW joints.

Figure 6 shows the side profile view of tensile specimens following tensile
testing. It can be seen that the tunnel defect in S12 and S21 were not big enough to
influence the failure location. The failure location in these samples took place at the
joint interface, away from the tunnel defects. A similar phenomenon was seen by a
previous researcher where failure did not happen at tunnel position, but instead
occurring at the interface [8]. However, the failure in sample S22 was seen to
happen at the tunnel defect position. The tunnel’s big size and elongated shape
affected its tensile strength thus made it the weakest point in the welded joint. For
this reason, tensile failure occurred at the tunnel defect site.

Fig. 6 Side profile view of welded joints after tensile testing
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3.2 Effect of Tool Plunge Depth on Tensile Strength of FSW
Joint

Figure 7 shows the ultimate tensile strength of samples recorded during tensile
testing. The samples are categorized according to tool plunge depth of 0.1 and
0.5 mm. Sample S11 is labelled in bold because it was the only sample that did not
show evidence of tunnel defects. The strongest sample was S12, followed by S22,
S11 and S21.

From the results, it can be seen that increasing the tool plunge depth and
reducing travel speed had negative effects on the joint strength. This may be caused
by the higher contribution towards heat generation by these two parameters, which
in turn promoted more growth of brittle IMC layers that compromised the joint
strength. The heat input equation proposed by Frigaard to describe the generated
heat, Q during the friction stir welding process is as follows [9]:

Q ¼ 4
3
p2lPxR3

s ð1Þ

where l is the friction coefficient between the tool and workpiece surface, P is the
axial load, x is the tool rotational speed and Rs is the radius of the tool shoulder. To
investigate the influence of the tool travel speed, the heat input per unit length of the
weld or Q/v can be evaluated where v is th etool travel speed. Consequently, Eq. (1)
can be described as follows:

Q
v
¼ 4

3
p2lP

x
v
R3
s ð2Þ

The axial force was not measured directly in this study, however it was con-
trolled by the tool plunge depth parameter given that increasing plunge depth causes
an increase in axial load as shown from a previous study [10].

Fig. 7 Ultimate tensile
strength of tensile specimens
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It is shown from Eq. (2) that reducing the tool travel speed and increasing the
tool plunge depth produces more heat generation in FSW, which promoted brittle
IMC layer growth at the interface.

Figure 5 shows that sample S11 was the only sample without tunnel defect due
to the extra downwards pressure by the 0.5 mm plunge depth. However, based on
UTS results this joint was weaker than the joints produced using 0.1 mm plunge
depth. Since S11 experienced more heat input, a thicker IMC layers can grow thus
deteriorating the joint strength [11].

Samples welded with tool plunge 0.1 mm (S12, S22) had better joint strengths
even though tunnel defects were present. The tunnel defect in S22 was formed such
that it was elongated in the thickness direction, which reduced the effective bond
area of the joint at the interface. Tunnel defect seen in S12 was smaller than the one
seen in S22. As can be seen in Fig. 6, S12’s tunnel did not influence failure as it
happened away from it, whereas failure of S22 took place at tunnel defect. It is seen
that the tunnel defect size in S12 was small enough such that it did not serve as the
weakest point for the sample during tensile testing. Therefore from the tensile
testing results, it can be said that for FSW of aluminum alloy and mild steel,
increasing the tool plunge depth may get rid of tunnel defects, but the resulting
increase in heat generation worsens the joint strength due to IMC layer formation.
Thus, there exists a give and take situation caused by the tool plunge depth
parameter.

3.3 Effect of Tool Plunge Depth on Hardness of FSW Joint

The hardness profiles of sample S11 and S12 are demonstrated in Fig. 8 to show the
influence of the tool plunge depth on hardness profiles of FSW joints. As can be
seen in the figure, no considerable difference was seen between the two hardness
profiles. Similar patterns and values were observed in the two profiles, with both
S11 and S12 recording maximum HV at the interface due to work hardening of
mild steel by the tool shoulder [12].

Fig. 8 Hardness profile
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Slight spreading of HV was seen in the nugget zone due to scattering of steel
particles into the aluminum matrix and dispersion of intermetallics in the nugget
zone. The minimum HV for both profiles were seen at the heat affected zone
(HAZ). This can be attributed to the dissolution and coarsening of hardening second
phase particles in 6xxx aluminum alloys, as well as larger grain size typically seen
in HAZ of FSW of 6xxx aluminum alloys [13, 14].

4 Conclusion

In this paper, the effect of tool plunge depth on the joint strength and hardness of
dissimilar FSW joint of AA6061 and mild steel was investigated. From the results,
the following conclusions were made:

1. Increasing the plunge depth increases the shoulder/workpiece interaction as can
be seen by the deformation of the steel at the top surface. This in turn increases
the axial force exerted by the shoulder downwards unto the workpiece,
increasing heat generation thus promoting IMC layer growth.

2. A low plunge depth means less axial force to push the material into voids thus
creating tunnel defect. Increasing the pd increases the force to push the material
thus solving this problem.

3. From tensile testing, increasing plunge depth and reducing travel speed have a
deteriorating effect on the joint strength. The strongest joint was created at low
plunge depth and high travel speed.

4. In terms of hardness, not much difference can be seen caused by the variation of
tool plunge depth. Both recorded hardness profiles demonstrated similar patterns
and minima/maxima values.

5. A high plunge depth eliminates the tunnel defect problem but produces more
frictional heat due to increased shoulder/workpiece interaction, whereas a low
plunge depth reduces heat generation but causes tunnel defects to form.
Therefore, it can be seen that in FSW of aluminum alloy to steel, the plunge
depth is an important parameter.
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Analysis of Production Layout Model
to Improve Production Efficiency

Ahmad Razlee AB Kadir, Baizura Zubir, C. A. Mohd Norzaimi,
M. Sabri, M. Zaki, W. Faradiana and Noor Helinahani

Abstract In order to sustain the manufacturing industry under the current global
situation of fierce competition, a company needs to reduce or eliminate the idle and
or down time of operation in addition to improvement of the current production
efficiency and working method. In this case study, the main problem and challenge
of oil and gas companies is due to non-optimal operations with inefficiency in the
distribution of the work loading. The whole production layout suffers due to the
absence of established standard time for activities carried out by workers, unbal-
anced load carried, non-value added (NVA) activities involved and inefficient
methods. The primary goal of this present paper is to focus on the improvement of
the production efficiency of current a “Front of Line” production layout by iden-
tifying and minimizing unnecessary activities at the bottleneck and to rearrange the
allocation of man power in the production line to increment the line balancing. This
study is conducted through the Time Study Technique to obtain an estimate for the
time allowed for a qualified and well-trained worker in a normal situation to
complete a specific task. Result shows that through improving the working method
and by rearranging the allocation of manpower, it is possible to well balancing the
process flow as well as ensuring economic benefits.
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Keywords Production efficiency � Bottleneck � Process flow � Time study
technique

1 Introduction

In modern manufacturing systems, layout design is the main goal that will maxi-
mize the productivity of manufacturing processes. This depends on several factors
such as the type of product made, the quality of raw material, the technique of
manufacturing process and the arrangement of workstation that contributes to the
production line. The challenge in determining the best solution arrangement of the
workstation is one of the elements that will make a significant change on
the manufacturing system performance. The production layout, also knows as
facility layout, includes the planning location, process flow, floor layout and
material handling systems. The objective of each manufacturing industry is to
ensure a smooth and efficient production process from the first stage of the material
until the end of the process based on the production layout design that will reduce
the waste activities in the production line and to improve the overall effectiveness in
the production.

2 Literature

In manufacturing industry, there are two main problems that need to be considering
for the production layout [1]. The first one is the quantitative approach aiming at
minimizing the total material handling cost between workstation based on a dis-
tance function. Secondly is the approach aiming at minimizing the waste activities
or non-value added activities in the production line. Material handling and process
flow have a close relationship in the production line [2, 3]. Worker and material
have to travel along a distance from the first stage of raw material until the final
stage of the finish product in the manufacturing process. A material handling
system with low level of automated handling will effect the production efficiency
regarding to manual handling among of workers incapable to be controlled com-
pared to automated handling such as conveyors, automated guided vehicles, pallet
and others.

This project focuses on the production layout which is the same as the current
layout of the cell because of the space available, the machines, the equipment and
the process flow, which is suitable for this type of layout. Generally, in production
layout the machines and equipment are arranged in a single line, which depends on
the sequence of process activity required for the product in the manufacturing
system. The material in the production layout typically flows from one workstation
directly to the next workstation. The product in the production layout usually occurs
in high-volume of production and low variety of product. It means that a
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manufacturing industry that has a production layout only focusing on minimum
variety of products but high volume of production depends on the high demand
from the user. Refurbishment services for a liquefied petroleum gas (LPG) cylinder
company has been selected to perform the verification and validation of the pro-
duction layout performance in terms of improved production efficiency. This
company provides refurbishment services for liquefied petroleum gas
(LPG) cylinder in accordance to the specification and requirement of the customer.
Continuously monitoring and improvement of the quality system was applied in the
working culture of the organization.

3 Experimental Setup

a. Experiment Preparation.

The methodology was divided into two phases. Phase one includes the research
as a literature review about previous studies mentioned in the literature. The
judgment condition has been done to analyze the current layout practice at case
studies by the applied time study technique to analysis the production output and
study the effectiveness of current layout practice. Then the current layout will be
modeled for future analysis. Phase 2 is based on the output to design many possible
models of production layout as the research main target by applied ALDEP. Once
again, the time study technique will be applied again to analyze the effectiveness of
the proposed layout with line balancing before running the simulation. Then the
simulation will be conducted for each production layout model, and the result will
be recorded and analyzed. The verification and validation of the proposed pro-
duction layout will be done in this phase after completing the simulation as shown
in Fig. 1.

b. Experiment Commencement

3.1 Production Layout and Judgement Condition

The production layout was focused on the primary goal which is improvement of
the production efficiency in terms of increased production output, elimination of
any waste that was added in the production flow that could cause the bottleneck
problem. Hence, the identification on the actual layout practice was done for about
one and half month at the production plant. Figure 2 demonstrates the summary of
the layout problem in FOL.

The critical workflow in phase 1 is the comparison of the actual production
output by recording and analyzing of collected data from the previous workflow.
Mathematical calculations of the time study in the manufacturing facilities design
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were done. Before understanding the important use of time study, our research must
understand what the term of time standard means [4]. A time standard is defined as
“the time required to produce a product at a workstation with the following three
conditions: a qualified, well-trained operator; working at a normal pace; and doing a
specific task.” Table 1 clearly explains the meaning of these three conditions in the
time standard that was applied in this methodology.

Fig. 1 The methodology flowchart

Fig. 2 a Summarize on layout problem. b Time study
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3.1.1 Technique of Time Study

This section will present an overview on the time study techniques that were
applied in this research activity. Firstly, the further study was done by setting the
time standard or by applying any of these techniques. Time study (setting the time
standard) covers a wide variety of situations. At one time, a job must be designed,
workstation and machine, and a time standard set before the plant is built [5, 6]. In
this situation, a predetermined time standards system (PTTS), method time mea-
surement (MTM), or standard data would be the technique used to set the time
standard. For example, once the worker or machine has been operating, the stop-
watch technique was used to record the time taken of the worker to complete one
cycle of operating procedure.

Table 1 Time standard condition

Condition of
time
standard

Definition Example

A qualified,
well-trained
operator

Experience when usually what
makes a qualified, well-trained, and
time on the job was the best
indication of experience. The time
needed to become qualified varies
with the job and teh person

In STIC production flow, the less of
manual equipment required long
learning period. The mistake mode
by new time study personnel is time
studying someone due to different
qualified, well-trained operators in
handling their job

Normal pace The pace at which a trained operator,
under normal conditions, performs a
task with a normal level of effort.
A normal level of effort is one in
which the operator can maintain a
comfortable pace; not too fast and
not too slow. There was only one
time standard can be used for each
job, even through individual
differences in operators cause
different results

In STIC production flow, the process
involved in the degassing station;
1. Put five gas tester to LPG in 1.25 s
2. Collect 2 LPG in 3.47 s.
3. Movement 2 LPG in 1.73 s
In this situation, normal time was
done by senior operator, the normal
time will cause different results when
new operator done same with no
experience, it will take time to
trained new operator to comfortable
that task

Specific task Detailed description of what must be
accomplished. The description of the
task must include:
1. The prescribed work method.
2. The material specification.
3. The tools and equipment being

used.
4. The position of incoming and

outgoing material.
5. Additional requirements such as

safety, quality, housekeeping, and
maintenance tasks

In STIC production flow, the
prescribed work from starting FOL
to ship the conveyer station was
limited of the tool and equipment
due to worker need to move from
one station to next station by walking
with carried 2 LPG by manually and
the distance between unloading
station to next station was so far. In
this case, the additional requirement
such as applied of 5 s housekeeping
after done process in each station
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Numerous techniques were used due to the fact that some jobs occurred once or
twice a week, whereas others were repeated thousands of times per days, some jobs
were very fast, whereas others took hours [7, 8]. A stopwatch time study is the
method that most manufacturing employees think of when talking about time
standard. The stopwatch technique was introduced around 1880 for studying work
[9]. Due to this long history, this technique was part in this research activity to
collect the cycle time each worker requires to complete the assigned task in the
workstation. The data was recorded by using the stopwatch for 5 times of trial from
each process in the workstation. The average of the cycle time was used for the next
calculation by adding some mathematical formula.

3.1.2 Time Study Procedure

Step 1: Select the job to study.

In STIC production layout, the job to study refers to the all job that needs to be
completed in the FOL production layout. The jobs that need to be studied are
degassing, decanting, devalving, shot blasting, QC inspection, hydrostatic, stamp-
ing, and welding. The job of unloading LPG and shipment to the conveyer is
considered as an offline station.

Step 2: Collect information about the job.

The information regarding the job selection at first step are the working hour per
day, working shift, working procedure of each job, cycle time of each procedure,
number of operators, daily output target. All this information will relate to each
other and will be used for the mathematical calculation in the next step of the time
study.

• Working hour = 8 h per day (45 min break)
• Working hour available = 7.25 h per shift
• Working shift = 2 shifts per day
• Available operators = 11 person for 8 workstations
• Working procedure and cycle time
• Daily production target = 1000 units

Step 3: Divide the job into elements.

An element in this step refers to the process or movement of LPG, which is divided
into different jobs at different workstations from the collection of information
in step 2.

Step 4: Do the actual time study.

This step refers to the essence of the stopwatch time study. The cycle time as shown
in Table 2 was record 5 times of the trial for every element stated in step 3 for every
standard operating procedure done by the worker in every station. For all the cycle
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times recorded in Table 2, their average of the cycle time was calculated and to the
average cycle time a fatigue allowance was added to make the time following the
standard practice. All calculations in this step were done by using the following
formulae:

Average Cycle Time per process ¼ Sumof Time
Number of Trial

ð1Þ

Average Cycle Time per station ¼ Sumof Average Cycle Time per process ð2Þ

Cycle Time ¼ Average Cycle Time per Process
Number of Process

� Fatigue Allowance ð1:1Þ ð3Þ

The average cycle time of each station was used for the next mathematical
calculation in next step of the time study.

Step 5: Selection of workstation to extend the time study

From the data collection of the cycle time in the FOL production layout, there were
only 6 workstations selected of a daily production of FOL. The summarize data for
the extended time study is shown in Table 2.

Step 6: Analyze Data

The data was analyzed to obtain the time necessary for carrying out the job per-
formance at a defined level of performance in terms of production output and
number of workers. In this step of calculation, the longest cycle time was selected
for further calculation based on the following formulae:

Unit per hourðUPHÞ ¼ 3600
Cycle Time

ð4Þ

DailyOutput ¼ Working hour per day� UPHBottleneck ð5Þ

Takt Time ¼ Working hour per day� 3600
Daily Target

� �
ð6Þ

Table 2 The cycle time at
workstation

Workstation Cycle time (s) Worker (person)

Degassing 7.42 1

Devalving 23.09 2

Shot blasting 58.63 2

QC inspection 72.3 3

Hydrostatic 69.69 1

Stamping 18.86 2

Total 249.99 11
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Daily Capacity ¼ ðUPHBottleneck �Working hour per dayÞ
�Machine StandardOperatingð0:85Þ ð7Þ

Number of Operator :
3600�WorkingHour per day

Total Time

� �
�manpower

¼ daily target ð8Þ

The time study method was used to obtain the time necessary for carrying out the
job at different levels of performance to improve the production output and to
identify the first objective by applying a time study. The further method will need to
complete the time study approach in this research. All the results of time study
analysis will be further discussed in the result and discussion section.

3.2 Automated Layout Design Planning (ALDEP)

ALDEP is used as a tool to estimate the space area utilization of the current layout
practice. The comparison between the current space utilization and the ALDEP
analysis will be compared by using the following basic steps of the ALDEP analysis:

Step 1: Construct a table of the workstation and the number of unit areas according
to the current area of FOL production layout.

Step 2: Construct the activity relationship chart by following the weighted value
for the relationship activity by referring to ALDEP. If it has an “A”
relationship, a value of 64 is added to the rating of the layout. An “E”
relationship adds 16, “I” adds 4, and an “O” relationship adds 1 to the
rating of the layout. A “U” relationship has no effect on the rating of the
layout.

Step 3: Randomly select the first adjacent workstation to enter in the layout as
shown in Table 3.

Step 4: Placement of layout by using ALDEP sweep width pattern.
Step 5: Draw the final layout using a block diagram.

Table 3 Workstation area
layout

Activity Area (ft2) Number of unit area

Degassing 840 3

Decanting 416 2

Devalving 728 3

Shot blasting 759 3

QC inspection 437 2

Hydrostatic 675 3

Stamping 325 1

Welding 450 1
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4 Data Collection and Analysis

The production line was operating in 2 shifts per working day to achieve customer
satisfactory based on 1000 units per day. The data collection in this research was
done during 6 months. Figure 3 shows the graph of the production efficiency for
6 months of units production of customer demands, company target and actual
output. Production efficiency was calculated based on the company target and the
actual output. The production efficiency needs to increase by 13.57% to achieve the
company target. From the data collection, the current productivity is 900 units per
day only. Therefore, the customer demand was not fulfilled by the company. To
achieve the productivity needed, the line balancing should be balanced for the entire
workstation and the suitability of working method and distribution of work loading
are the main issues to be solved.

4.1 Time Study

To assess the improvement in the production rate, the take time of the production
line was determined by dividing the total available time with the customer demand.
The total available time for the production is obtained by the fixed loss from the
total working time per day. The fixed loss consists of meal break, allowed down-
time, briefing time and cleaning time. Necessary information for calculating the takt
time is given in Table 3.

From the data collection, the graph in Fig. 4 presents the line balancing graph to
visualize the cycle time of the current practice production line. Since that, the takt
time is 52.2 s (shown by the break line in Fig. 4), whereas the maximum cycle time
in current practice is 72.3 s, which is longest than the takt time. Therefore, the
bottleneck workstation can be easily identified as the station having the maximum
cycle time, i.e. the 4th workstation. The units per hour of the bottleneck workstation
are 50 units per hour and this will result the daily capacity is 725 units per day.

Fig. 3 Production efficiency of current practice
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Nevertheless, the actual daily capacity of the current practice is 614 units. This
shows that the capacity of the current practice not equal to the capacity at bottleneck
workstation. Therefore, it instigates that the line balancing of the current practice is
unbalanced in terms of distribution of the workload and cycle time of man power.
The current line balancing is just 36.81% from the worldwide target of 85%.

4.2 Automated Layout Design Program (ALDEP)

This section is representing the analysis of the existing FOL production layout to
estimate the space area utilization of each workstation. According to [4], this was
evaluated by the adjacency score such as, totaling the numerical values assigned for
adjacent department closeness rating. There are four steps to developing a new
layout using ALDEP.

The first step is to construct a table of the workstation and the number of unit
area according to the current area of FOL production layout. The number of unit
area refers to the number of unit to fill up the actual area. In this case, the total area
of FOL production layout is 12,500 ft2. Therefore, researchers decided to estimate 1
unit area equals to 250 ft2. To find the number of unit area for each workstation,
divided the actual area workstation with unit area. Table 3 refers to the actual area
of workstation and the number of unit area of the FOL production layout.

Secondly, the activity relationship chart was constructed to identify the rela-
tionship score between each workstation. The activity relationship chart in given in
Fig. 5. The weighted values for relationship activity using ALDEP rate the layout
by assigning values to the relationship among adjacent workstations. If a work-
station is adjacent to a workstation which has an “A” relationship, a value of 64 is
added to the rating of the layout. An “E” relationship adds 16, “I” adds 4, and an

Fig. 4 The line balancing graph of current practice
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“O” relationship adds 1 to the rating of the layout. A “U” relationship has no effect
on the rating of the layout.

ALDEP requires the specification of the sweep width and the specified level of
importance. For the interaction to be described, the sweep width will be assigned a
value 2, and the minimum acceptable level of importance will be input as an “E”
relationship. As third step, assume that ALDEP randomly selected workstation 3 to
be the first workstation to enter the layout for alternative 1 and workstation 5 for
alternative 2. The relationship chart is scanned to determine if a workstation has
either an “A” or “E” relationship with the first workstation selected. The second
workstation has an “E” relationship with the first workstation and is selected to be
the second workstation to enter the layout. The unselected workstation has an “A”
and “E” relationship with next workstation. Therefore, this workstation will enter
the layout next.

After all input data has been completed, the final layout will be constructed by
using the ALDEP placement procedure. For this case, the placement routine within
ALDEP begins by placing the first workstation in the upper left corner of the layout
and extends it downwards. The width of the downward extension of the workstation
entering the layout is input by the user and is called the sweep width. The work-
station is placed in the layout using the sweep width pattern.

Given that the overall layout is to be 2 units wide and 20 units in length, the
placement of workstation 3 in the layout is shown in Fig. 6. Each digit in the layout
represents 250 ft2. To placement the unit number of area by using the input data in
Table 4 and the follow adjacent workstation as given in Tables 6 and 7.

After all the input data was analyzed using ALDEP, the actual space requirement
for each layout has been identified. The result of the space requirement is shown in
Table 5. The total area for the FOL production layout is equal to 4500 ft2, about
130 ft2 less than current practice area of 4630 ft2. The different space requirement

Fig. 5 Activity relationship chart
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between the current practice and ALDEP is shows in Table 5. Therefore, the new
layout design should be designed based on the space requirement by ALDEP to get
more space utilization and to avoid waste in terms of more space utilization and
travel time of the workers between each workstation in the FOL production layout.

1 DEGASSING

2 DECANTING

3 DEVALVING

4 SHOT BLASTING

5 QC INSPECTION

6 HYDROSTATIC

7 STAMPING

8 WELDING

Fig. 6 a Final layout for first alternative, that start sweep pattern with workstation 3. b Final
layout for second alternative, that start sweep pattern with workstation 3
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Table 4 ALDEP specifications

Activity Area (ft2)

Current layout ALDEP

Degassing 840 750

Decanting 416 500

Devalving 728 750

Shot blasting 759 750

QC inspection 437 500

Hydrostatic 675 750

Stamping 325 250

Welding 450 250

Table 5 The difference space requirement between current processes ALDEP

No. shift Total working time Fixed loss Available working time Daily required

2 16 h 1.5 h 14.5 h 1000 units

Table 6 Adjacent workstation
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4.3 Proposal of Improvement

4.3.1 First Proposal

The first proposal is focused to reduce the time at the bottleneck workstation, which
is the QC inspection workstation. In this case, the worker does not need to repeat
the movement of LPG to the buffers. At the same time, the number of workers will
reduce from three to two workers. Table 6 shows the proposed cycle time for the
FOL production layout with the rearranged allocation of manpower 6, 7 and 8 at the
4th station.

By combined the weighing process and chipping process, the bottleneck time
was reduced about 7.1% from 72.3 to 67.2 s. Therefore, the new output for this
proposed layout will also increase due to the shortest time in the bottleneck
workstation.

4.3.2 Second Proposal

The second proposal is a continuous improvement of proposal one by eliminating
another waste at workstation 1 and workstation 2. The elimination of waste between
both workstations is called as buffer. This buffer was caused by the waiting time of
the LPG arrival at the next workstation. Table 7 shows the proposed cycle time of
the FOL production layout with the proposed suggested manpower allocation on
worker 1, 2 and 3.

Table 7 Proposed cycle time for second proposal
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By elimination of waste at workstation 1 and workstation 2, the total cycle time
was reduced by about 3.2%, i.e. from 159.68 to 146.28 s. Nevertheless, in this
proposal, the QC inspection workstation still defined the bottleneck. Therefore, the
new output for this proposed layout will also increase due to the shorter time in the
total cycle time of all workstations.

The new standardized method of checking the series number process at the
bottleneck workstation reduced the cycle time by 24.52 s from 72.3 s. The total
cycle time will be shorter compared to proposal 1 and proposal 2. Therefore, the
new production output will increase more than the current practice and other
proposals.

4.3.3 Third Proposal

In the third proposal, a new standardized orientation method of checking the series
number process at the bottleneck workstation has been proposed. At the same time,
the chipping process also analyzes the predetermined motion time system by
applying the MOST technique to estimate the standard time for the chipping pro-
cess due the longest time during the current practice. Table 8 shows the proposed
cycle time for the FOL production layout with new predetermined standard time for
worker 7 and 8 at the 4th station.

Table 8 Proposed cycle time for third proposal
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5 Conclusion

In this case study, the main problem and challenge of an oil and gas company was
related to non-optimal operations with an inefficient distribution of the work. The
whole production layout suffers due to the absence of an established standard time
for activities carried out by workers, unbalanced load carried, the non-value added
(NVA) activities involved and the inefficient methods. The primary goal of this
research was focused on the improvement of the production efficiency of the current
“Front of Line” production layout by identifying and minimizing unnecessary
activities at the bottleneck and rearrange the allocation of manpower in the pro-
duction line to increment the line balancing. It is evident that to sustain in this
competitive industrial environment, a company needs to reduce or eliminate idle
and or down time, improving the working method, standardize the time as well as
enhance the overall capacity planning.
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Effect of Vibration on Occupant Driving
Performances: Measurement by Simulated
Driving

Mohd Amzar Azizan

Abstract Although the performance of the vehicle driver has been well investi-
gated in many types of environments, however, drowsy driving caused by vibration
has received far less attention. Our experimental procedures comprised of two
10 min simulated driving sessions in no-vibration condition and with-vibration
condition. In with-vibration condition, volunteers were exposed to a Gaussian
random vibration, with 1–15 Hz frequency bandwidth at 0.2 m s−2 r.m.s. for
30 min. A deviation of the in lane position and vehicle speed were recorded and
analysed. Volunteers have also rated their subjective drowsiness by giving scores
using the Karolinska Sleepiness Scale (KSS) in 5 min intervals. Strong evidence of
driving impairment following 30 min exposure to vibration was found significant
for all volunteers (p < 0.01).

Keywords Simulated driving � Vibration � Driving performance

1 Introduction

Drowsy driving is a significant cause of accidents on motorways or major
roadways. Drowsy driving has been reported to account for approximately 20% of
accidents worldwide [1]. In Australia, there were 251 fatalities (16.6% of total road
deaths) caused explicitly by sleep-related accidents in 1998 alone [2]. In addition to
that, a new EU regulation about sleepiness in driving with a focus on sleep apnoea
patients has been issued. Drivers or driving license applicants with moderate and
severe obstructive sleep apnoea shall be referred for further medical advice before a
driving license is granted or renewed [3]. This suggests that the effect of drowsy/
sleepy driving is comparable to drunk driving. Although some research has
demonstrated there is a possible link between short-term exposure to vibration and
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reduction of wakefulness level [4, 5], however drowsiness caused by vibration is
not well investigated and characterized in the available literature. Hence, automo-
tive industry standards to limit vibration-induced drowsiness do not yet exist.

It is well established that drowsiness caused by alcohol influence, monotonous
driving and night driving have considerable influences on the driver alertness and
performance, therefore, can compromise the transportation safety [6–9]. However,
the formulation of drowsiness caused by exposure to vibration is not well defined.

The relationship between vibration amplitude and vibration frequency of the
vehicle occupant and drowsiness has been assumed without sufficient research. This
is because drowsiness is a multifactorial phenomenon, and there is little quantitative
data available. Vibration has been found to correlate with a range of physiological
reactions of the human body such as lower back pain and heart rate variability
[10, 11]. Vibration may also affect muscle and neurological functions, by acting as
a stressor [12, 13].

In the automotive industry, the vehicle seat structure is exposed to vibrations
from various sources such as vehicle powertrain and road surface. Fundamental
vibration modes (resonant frequency and correspondence mode shapes) of the
automotive body which can transmit vibrations to the seat structure occur at a
frequency below 60 Hz [14]. However, the fundamental resonance of the human
body occurs at a frequency below 15 Hz [15]. It is well known that transmitted
vibration to the seated human body has a significant influence on human perception
and ride comfort [15–17]. The ISO 2631-1 (1997) [18] international standard for
evaluation of human exposure to whole-body vibration has been used successfully
for several years. Although this international standard (ISO 2631-1) has been
developed for the assessment of human body discomfort that is called the
“Equivalent Comfort Contour,” however, there is no “Equivalent Drowsiness
Contour” available.

Hence, there is considerable scope for defining the exact effects of the vehicle
and particularly the seat vibration on the driver drowsiness levels. Drowsiness or
sleepiness is an intermediate state between being awake and asleep [19]. Various
studies have suggested that drowsy driving affects the ability to drive safely [20].
According to several prior investigations on drowsiness and vehicle control, there is
a close relationship between drowsiness and lane position variability. The lane
position variability is calculated as a standard deviation of the average lateral
position. The lane position variability also corresponds to the amount of weaving in
the car and the increment of lane variability may ultimately result in the lane
crossing into the road shoulder and adjacent traffic lane. Therefore, the primary
dependent variables for this investigation were the volunteers’ lane position vari-
ability measured from the simulated driving vehicle and the speed variability (s-
tandard deviation of average vehicle speed).

Although many studies have attempted to demonstrate the links between driving
performance and drowsiness, drowsiness caused by vehicle vibration has not been
experimentally assessed by simulated driving. Therefore, it was also important to
investigate the feasibility and utility of simulated driving in the detection of
drowsiness caused by vibration. Hence, it was the primary aim of this study to
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investigate the effects of vibration on human drowsiness level using both objective
(Simulated Driving Test) and subjective (Karolinska Sleepiness Scale) measure-
ment methods.

2 Methodology

2.1 Volunteer Recruitment

Twenty young male (n = 20) participated in this investigation with a mean age of
23.0 ± 1.3. They were randomly selected from university students. They had no
history of low back pain (LBP) and normal or corrected-to-normal vision. They were
168.2 ± 4.0 cm in height and weighed 64.2 ± 12.2 kg. The average BMI of par-
ticipants was 22.6 ± 2.54 kg/m2. All volunteers were screened using the Pittsburgh
SleepQuality Index (PSQI) tomeasure the sleep quality [21]. Volunteers who showed
poor sleep quality index (PSQI > 5) were excluded from the investigation.

2.2 Ethical Consideration

Before the investigation, volunteers were provided with verbal and written expla-
nations of the purpose and contents of the experiment. They were also informed that
they have the right to refuse participation in the experiment, and the results of the
experiment would remain confidential. Following this, the informed written consent
form was obtained from all the volunteers after the procedure of the experiment was
explained, and the laboratory facilities were introduced to them. The experimental
protocol was reviewed and approved by the Human Research Ethics Committee.

2.3 Experiment Setup

The experimental setup for the drowsiness assessment is illustrated in Fig. 1. The
seat used for the experiments is a mid-sized sedan car seat with adjustable headrest.
The seat was mounted on a cast aluminum Table (2 m � 1.2 m � 1.2 m), and the
table was mounted on four air mountings (regulated to 20 psi). The seat’s incli-
nation angle was set at 15° to the vertical direction. The excitation input force for
the table was provided by a servo-controlled hydraulic actuator (5 kN) that was
placed vertically at the corner of the table. The off-centre excitation provided
multi-axial input power in different orientations. It also generated typical vibrations
that are usually generated on the vehicle seat mountings. The vibration table below
the seat was designed to be dynamically rigid in frequencies below 100 Hz. This is
to ensure that there is no interaction with the vehicle seat structural dynamics. Prior
to drowsiness measurement, measurement of total transmitted vibration to each
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volunteer has been done in accordance with ISO 2631-1 (1997). The measurement
was carried out to adjust the required hydraulic input force for every volunteer to
become 0.2 m s−2 r.m.s.

Two tri-axial accelerometer pads (SVANTEK SV-38 V model) were used to
measure the transmitted vibration to the human volunteer body at the seat cushion
and the seatback [22]. The SV 106 Human Vibration Exposure (HVE) meter
(analyser), which was connected to the accelerometer pads, was used to obtain the
total frequency weighted transmitted vibration to the seated human body. The HVE
analyser used the weighting factors (Wk, Wd, Wc) and multiplication factors to
calculate the total frequency-weighted transmitted vibration to the seated human
body. The weighting curves (Wk, Wd, Wc) were taken from ISO 2631-1 (1997)
[18]. The frequency weighting curves define the values by which the vibration
magnitude at each specific frequency is to be multiplied in order to weight the
measured vibration in accordance with the human body [15]. The multiplication
factors were used to weight the effects of seatback and seat pan vibrations on the
ride comfort assessment [15, 18, 22].

2.4 Objective Measures

Volunteers were tested on the York driving simulator software (York Computer
Technologies, Kingston, Ontario, Canada) as shown in Fig. 1. The simulator has

Fig. 1 Configuration of the used driving simulator: An actual vehicle’s seat was mounted on a
vibration table. A hydraulic actuator located at the corner of the table will provide multi-axial input
to the volunteer. A simulator also consists of a personal computer, a 40-inch monitor and
peripheral steering wheel, accelerator, and brake accessories
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been determined to be an ecologically valid research tool to measure psychomotor
performance related to driving [23, 24]. The simulator assembly consists of a
personal computer, a 40-inch monitor and peripheral steering wheel, accelerator and
brake accessories. A customized driving scenario was developed in which volun-
teers were presented with a forward view from the driver’s seat. The driving
simulation showed a cross-country highway, with two lanes in each direction.

The two main instructions for volunteers were:

1. Maintain a steady position within the left traffic lane during the entire test.
2. Maintain a constant speed (usually 100 km/h).

Outcome variables measured by the simulator included the deviation from the
center of lane position (SDLP) and deviation from the posted speed limit. The
variation in these two outcome measures shows how well the volunteers were able
to conduct the test according to this instruction.

2.5 Subjective Measures

Subjective drowsiness level was assessed using the Karolinska Sleepiness Scale
(KSS). At every 5-min interval during the simulated driving task, volunteers were
prompted by the word “KSS” by the investigator to provide a subjective rating
score according to scales visible at all times next to the monitor screen: The use of
the scale had been practiced beforehand, and consisted of the following scores:
1 = extremely alert, 2 = very alert, 3 = alert, 4 = rather alert, 5 = neither alert or
sleepy, 6 = some sign of sleepiness, 7 = sleepy, but no effort to stay awake,
8 = sleepy, some effort to stay awake, 9 = very sleepy, great effort to stay awake
[25] were tested.

2.6 Experimental Procedures

Prior to the experiment, all volunteers were screened using the Epworth Sleepiness
Scale (ESS) to detect any abnormalities in sleep. Score > 10 will indicate excessive
daytime sleepiness and were excluded from the experiment. Volunteers performed
two separate test conditions [baseline (no-vibration) and with-vibration] in the
controlled human vibration laboratory in a randomized cross-over design, one week
apart. To minimize the learning effect, volunteers underwent a 10-min practice
session before baseline and with-vibration conditions to familiarize themselves with
the simulator interface. All volunteers were assessed at approximately the same
time of day.

During with-vibration condition, volunteers were asked to drive for 10 min with
no vibration followed by 30 min sitting with exposure to vibration. Volunteers were
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exposed to a Gaussian random vibration, with 1–15 Hz frequency bandwidth. The
total transmitted acceleration to the human body was kept constant at 0.2 m s−2 r.m.
s. Volunteers rated their subjective sleepiness scale using KSS before vibration
exposure, every 5 min of vibration and after vibration exposure [26]. The rating
was initiated by the test leader saying “KSS.” Immediately after the 30 min sitting,
volunteers were required to drive for another 10 min. Similar procedures and sitting
arrangement as in with-vibration condition with the only difference being no
vibration exposure were applied for 30 min sitting. The total duration of each
condition (no-vibration and with-vibration) was 50 min.

3 Results

3.1 Objective measurement

A total of 20 volunteers completed the investigation. No volunteers reported sim-
ulator sickness. There was no significant difference in alertness level measured by
the Epworth Sleepiness Scale (ESS) between baseline (no-vibration) and
with-vibration condition. Driving performance indexes and subjective sleepiness
scale (KSS) in no-vibration and with-vibration condition are presented here. The
following two driving performance indexes were assessed and included in the
analyses: (1) standard deviation of lane position or lane variability (SDLP),
(2) speed deviation from the posted speed limit. The following observations were
made in conjunction with this analysis.

Results of the standard deviation of lane position (SDLP) are presented in
Table 1. The repeated-measures procedures revealed a significant difference
between group variations. As compared with the baseline condition (no-vibration)
driving performance index between before exposure and after exposure to vibration
showed that 30 min exposure to vibration had significant influences on the vol-
unteer lane keeping performance. We found that following a 30 min exposure to
vibration, the deviation from a lateral position or lane variability was significantly
increased by 2.6 cm (p < 0.01). This indicates poor lane control by all twenty
volunteers.

Table 1 Results for lane
position variability and speed
deviation

Baseline With-vibration

Driving index Before After Before After

SDLP (cm) 23.5 22.8 23.6 26.2

Speed deviation (kph) 4.68 5.58 5.30 6.28

A significant increase in lane position variability (SDLP)
(p < 0.01) was observed in vibration condition. No significant
changes (p > 0.05) in speed deviation were observed in both
conditions (baseline and with vibration) following 30 min
exposure to vibration and sitting
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The analysis of lane position variability showed difficulties in maintaining the
vehicle in the middle of the left-hand lane when alertness was lowest after exposure
to vibration. A better lane control was observed in the baseline condition
(no-vibration) where the lane position variability was reduced by 0.7 cm. It indi-
cates a little improvement of driving performance after 30 min sitting. A significant
increase in standard deviation demonstrates the inability of the volunteers to
maintain a steady position caused by drowsiness-inducing vibration.

The secondary outcome index measured in this study was the speed deviation.
The speed deviation is calculated as the mean sum of the differences of the speed of
the vehicle from the posted speed limit. Table 1 shows the average speed deviation
measured for all volunteers in no-vibration and with-vibration condition. Although
there was a slight increase of speed deviation following the exposure to 30 min
vibration (6.28 ± 1.37 kph) and 30 min sitting (5.58 ± 0.85 kph), however, speed
deviation failed to exhibit any statistically significant variation within and between
groups (p > 0.05). The speed deviation did not show significant diurnal variation as
compared to lane variability. As expected, the speed deviation was a considerably
less sensitive outcome index that can reflex the low level of alertness caused by
vibration.

3.2 Subjective measurement

Results of the subjective sleepiness (KSS) for all volunteers in both conditions
(no-vibration and with-vibration) were recorded against time and are shown in
Table 2. As illustrated here, the initial KSS values did not differ between both

Table 2 Results for subjective sleepiness scale: The table shows an average score of subjective
sleepiness scale (KSS) for twenty volunteers for seven interval session in no-vibration compared to
with-vibration condition

(KSS) No-vibration (mean ± SE) With-vibration (mean ± SE) P-value

Baseline 2.16 ± 0.19 2.11 ± 0.13 P > 0.05

After 5 min. 3.94 ± 0.25 4.37 ± 0.31 P < 0.01

After 10 min. 4.53 ± 0.31 5.37 ± 0.30 P < 0.01

After 15 min. 4.84 ± 0.32 6.11 ± 0.32 P < 0.01

After 20 min. 5.00 ± 0.29 6.79 ± 0.37 P < 0.01

After 25 min. 5.10 ± 0.33 7.05 ± 0.43 P < 0.01

After 30 min. 5.16 ± 0.29 7.26 ± 0.41 P < 0.01

Before the experiment, no significant changes were observed for both conditions (p > 0.05).
However, the subjective sleepiness scale for all volunteers shows a significant increase following
exposure to vibration (p < 0.01). This indicates a reduction in alertness level due to vibration
exposure. Although, there is an increase of subjective score in no-vibration condition, however, the
30-min sitting is insufficient to induce drowsiness

Effect of Vibration on Occupant Driving … 407



conditions (p > 0.05). Significant increases in KSS score between before vibration
exposure and every subsequent 5 min of exposure to vibration were detected using
repeated measures-ANOVA test (p < 0.01) for all twenty volunteers. As can be
seen in Table 2, there is a clear decline in alertness level indicated by a progressive
increase in subjective sleepiness score throughout the course of exposure to
vibration. Before the experiment, the average KSS score was 2.11 ± 0.13 in
with-vibration condition and 2.16 ± 0.19 in no-vibration condition. After 5 min of
vibration exposure, KSS scores increased to 4.37 ± 0.31. Drowsiness was pro-
nounced following 15 min exposure to vibration with KSS values of 6.11 ± 0.32
whereas KSS values of 4.84 ± 0.32 were observed in no-vibration condition. After
30 min, KSS score was significantly higher for all conditions and increased more
significantly with exposure to vibration than without vibration (p < 0.01). To
investigate the statistical significance, two-way repeated measures-ANOVA was
carried out. It was found out that intra-individual and inter-individual differences in
all twenty volunteers were highly significant (p < 0.001).

4 Discussion

Driver drowsiness has been one of the primary causes of road accidents [27].
However, drowsiness that is caused by vehicle vibration is not well understood or
investigated. This study examined the relationship between human drowsiness
levels and exposure to whole body vibration as can be experienced during driving.
We demonstrated that the increase of human drowsiness level, measured by sim-
ulated driving software and Karolinska Sleepiness Scale (KSS) significantly cor-
related with exposure to vibration. These data support the hypothesis that exposure
to vibration (random vibration with 1–15 Hz frequency band) even for as little as
30 min causes drowsiness and adversely affects the psychomotor performance as
measured by lane keeping performance, found in all twenty volunteers.

SDLP is related to the amount of drowsiness in the driver. SDLP greater as the
driver becomes drowsier. As drowsiness increases, situational awareness decreases
and the driver’s ability to predict an upcoming event is lowered. This leads to
over-compensation by the driver and the wheel tends to be moved frequently. The
continuous variations of the standard deviation of lane position (SDLP) show that
the low level of alertness when volunteers were exposed to vibration and this causes
difficulties in maintaining the vehicle in the middle of the left-hand lane. It has also
been reported that SDLP is the most common and persistent finding in sleep
deprivation and drowsiness [28–30]. Another important finding to emerge from this
study is that the speed deviation failed to exhibit any statistically significant vari-
ation between no-vibration condition and with-vibration condition. This finding is
consistent with the literature that longitudinal measures, such as speed deviation,
are not found capable of detecting drowsiness [31]. As expected, results from the
subjective measurement (KSS) also show a significant declination of the alertness
level for all the volunteers following a 30 min exposure to vibration. The increase
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in subjective sleepiness scores provides important corroborating evidence that
exposure to 30 min of vibration level can steadily reduce human alertness levels
that are linked to drowsiness [32].

Various methods have been proposed in the past to assess human drowsiness and
performance, such as measuring brainwave activity using electroencephalography
(EEG) [19, 33–35]. The EEG method has the ability to measure changes in the
brainwave power spectrum. However, the implementation of EEG in the real
environment is still challenging. Brainwave activity signals measured by the
electrode on the human scalp can be easily distorted by movement artefacts such as
muscle activity and eye movements [36]. Placement of EEG electrodes may be
uncomfortable and, therefore, impractical [10, 19, 37]. An experimental design has
been developed to replicate the actual driving condition. Therefore, the vibration
perceived by volunteers in this study is similar to the actual vibration felt in a
typical vehicle. An actual vehicle seat was selected to ensure good vibration
transmissibility to the human body. In many studies, the relationship between
vibration and drowsiness has been assumed without supporting research [38]. This
study demonstrates a link between exposure to vibration and drowsiness, at least
under these experimental conditions.

5 Conclusion

The novel contribution of this study is the characterization of the role of vibration.
Our findings have identified vibration as an important source of driver drowsiness.
Furthermore, our data clearly demonstrate that exposure to vibration has consid-
erable influence on subjective sleepiness levels, and more importantly, human
psychomotor and lapse of attention. Exposure to vibration significantly impacts the
lane keeping performance of the driver (SDLP). The findings show a low excitation
vibration at 0.2 m s−2 r.m.s. increased SDLP by 11%. This line of research can then
assist in the development of practical and relevant guidelines for limitation of
vibration exposure in the automotive industry, in an effort to reduce the burden of
disease of road accidents. This will also complement the existing ISO 2631-1
(effects of vibration on comfort) to extend these guidelines in assessment and
establishment of thresholds and safe limits for drowsiness-inducing vibration.
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Simulation Studies of a New
Magnetorheological Brake with Difference
Gap Size Using Combination of Shear
and Squeeze Mode

Lailatul Hamidah Hamdan, Saiful Amri Mazlan, Fitrian Imaduddin,
Shamsul Sarip and Ashadi Yusop

Abstract Magnetorheological (MR) brake contains magnetized particles, which
are strong, fast and reversible transform in their rheological properties when applied
the magnetic field. There are a few types of modes that have been working on in the
fluid such as the shear mode, flow mode, squeeze mode and recently a new mode
called the magnetic gradient pinch mode. Commonly, shear modes have been
widely investigated and used in MR brakes. Nevertheless, limited focus has been
given to the combination of shear and squeeze mode due to the design consideration
in MR brake. This paper focuses on the design of MR brake with a difference of
fluid gap rather than a single gap in one device by using both modes. In this work, a
few design criteria are considered to select the basic automotive MR brake con-
figuration such as material selection, MR fluid selection, working surface area,
applied current density, and wire size. Then, a Finite Element Method in 2D
simulation is performed to analyse the resulting magnetic circuit within the MR
brake configuration. Moreover, the simulated results of the magnetic flux density in
the MR fluid are used to predict the torque produced by the combination of shear

L. H. Hamdan (&) � A. Yusop
Politeknik Ungku Omar, Jalan Raja Musa Mahadi, 31400 Ipoh,
Perak, Malaysia
e-mail: Lhhh0110@yahoo.com

A. Yusop
e-mail: ashadi1979@gmail.com

S. A. Mazlan
Malaysia-Japan Institute of Technology, Universiti Teknologi Malaysia,
54100 Jalan Semarak, Kuala Lumpur, Malaysia
e-mail: amri.kl@utm.my

S. Sarip
Universiti Teknologi Malaysia, 54100 Jalan Semarak, Kuala Lumpur, Malaysia
e-mail: shamsul.kl@utm.my

F. Imaduddin
Multimedia University, Jalan Ayer Keroh Lama, 75450 Bukit Beruang,
Melaka, Malaysia
e-mail: fitrian.imaduddin@mmu.edu.my

© Springer International Publishing AG 2018
A. Öchsner (ed.), Engineering Applications for New Materials and Technologies,
Advanced Structured Materials 85, https://doi.org/10.1007/978-3-319-72697-7_33

413



and squeeze modes. It can be concluded that, the finite element simulation pre-
dictions show a good correlation between effect of the current and fluid gap.

Keywords Magnetorheological brake � Automotive � Finite element method
2D simulation

1 Introduction

Magnetorheological (MR) fluid is a smart material which continuously and rever-
sibly from fluid to semi solid within several milliseconds when a magnetic field is
applied. There are many studies which have proven that a MR fluid holds great
potential in electromechanical interfaces; and one of them are brakes. A brake
system is a system, that uses friction to convert kinetic energy into heat by the
connection of two surfaces. Effort was made to utilizing the MR fluid in the
function of brakes. The fluid transforms the large number of particle to strong
parallel chains (fibrils) that consists of thick clusters to build a semi solid fluid when
the current is applied to the braking system. Carbon iron particles can easily be
peeled by shocks or frictions to thicken irreversibly and thus decrease its perfor-
mance [1]. The frictions between the particles in the fluid and the rotating rotor,
generates the braking torque to stop the rotating wheel from moving vehicles. MR
brake with various objective have been investigated in many devices such as in
automotive industry [2–4] and in medical application [5–7].

Recently there are four basic operational modes which are the shear mode, flow
mode, squeeze mode and the latest is called the magnetic gradient pinch mode
which has been proposed by Goncalves and Carlson [8]. Wide ranges of researcher
have come out with the MR brake using shear mode as a medium to transform the
torque value. Nguyen and Choi [9] designed multiple types of MR brake including
the disc-type, drum-type, inverted-type, single disc type, multiple disc type, the
hybrid-type, as well as the combination of types such as the T-type. The results
have demonstrated that a good correlation between experimental results and Finite
Element Analysis (FEA) based optimal results. Although significant improvement
has been achieved, there is no usage of bobbin that could cover the wire coil which
the MR fluid could run through it and interrupt the current flow. Meanwhile, Song
et al. [10] demonstrated a new configuration of MR brake using MRF132DG with
coil directly wound to the magnetic bobbin. From the results shown that; by
optimized design, even with less turns, the performance of the proposed MR brake
could be improve than those from the conventional MR brake. Authors however
claimed that; by using the magnetic bobbin configuration, the manufacturing
accuracy of the MR brake can be better and the manufacturing cost can be reduced.
However, the design showed a small difference of power consumption and it gives a
good correlation between them.

All of the researches that were mentioned before are mostly using the shear
mode as their main working mode without considering of the combination of modes
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although they have similarities in using FEA software as a medium to define the
magnetic density. The critical disadvantages of the shear mode are connected to the
fabrication and assembly under more difficult conditions [11]. In addition, Carlson
and Jolly [12] suggested to consider a combination of two or three type of mode to
overcome the limitation of each mode and to get the maximum input such as the
combination of shear and flow modes or shear and squeeze modes.

In this paper, the design of the MR brake uses a combination of shear and squeeze
modes. The basic idea of this combination modes is referring to the findings by Tang
et al. [13] and Tao [14] who mentioned that the achieved structure-enhanced static
yield stress is up to 800 kPa under magnetic field influence measured after com-
pression. Despite from that, with the same fluid, the yield stress value without com-
pression only can reach until 80 kPa. The intention is the formation of thicker and thus
tougher columns of particles that are able to sustain the load. Based on this finding,
Kulkarni et al. [15] has defined a possible mixed configuration in the same effective
area and named it as the shear-squeeze mode. In this design, the shearing was done by
rotating the lower plate (torsional shear) while simultaneously compressing the plate
to the other plate. Meanwhile, Zhang et al. [16] designed a device to estimate the
effect in linear shearmode of themechanical compression onMR fluids. However, the
apparatus was quite complex and bulky. Their findings revealed that a high com-
pression could enhance sy bymore than 20 times for a givenmagnetic field, whichwas
called as the squeeze strengthening effect.

Nevertheless, Sarkar and Hirani [4, 17] have broken the tradition and looked at
the interesting modes view in designing MR brakes. The new exposure has been
gained in designing the MR brake which included the tensile and compression zone
of MR fluid, namely the mode called as compression plus the shear mode. The
available torque expressions are assuming the Bingham and Herskel-Bulkley fluid
model. Although there has been a large number of studies on the design and
application of MR brake using shear mode and rarely research in combination of
modes configurations in MR brake have been developed, none have combined
shear and squeeze by isolating their effective area. This research proposed a new
design of MR brake prototype suitable for medium and small size cars with a
combination of the shear and squeeze mode. The proposed MR brake has been
modelled and simulated using an equivalent electric circuit to model the magnetic
flux which is uniformly distributed over a cross-section of the components in the
Finite Element Magnetic Method (FEMM) software package. The design, however,
is to achieve the maximum magnitude of the magnetic flux density and to inves-
tigate the effect of the input current, adjustable gap size and inner compress disc
position on the produced torque. By identify the magnetic flux density and carrier
fluid velocity profile, the value of the dynamic shear stress is obtained and at once
the torque value is performed.
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2 Two-Dimensional Simulation

In this section, the proposed design of the MR brake has been sketched in FEMM in
order to predict the amount of torque produced in the shear-squeeze mode. The first
consideration in designing the MR brake is to derive the mathematical relation
between the braking torque, the parameters of the structure and the magnetic field
strength in the effective area [18]. Figure 1a shows a graph of the yield stress versus
magnetic field strength and Fig. 1b shows typical magnetic properties from the
LORD Corporation technical data sheet for MRF132DG. The magnetic circuit of
the designed MR brake is important to confirm the flux flow along the circuit and it
can also be used for an initial prediction by the electromagnet that generates the
magnetic field density [5]. Therefore, the value of the magnetic field density then
can be used to determine the value of the field-induced yield stress using the
polynomial approximation for Lord MRF132DG as shown in Eq. (1) [5, 19, 20].

sy Bð Þ ¼ 52:962B4� 176:51B3þ 158:79B2þ 13:708Bþ 0:1442; ð1Þ

where B is the magnetic flux density in Tesla which is determined by coil turns and
dimensions, current input, and total reluctance of the medium. The coil is made
from 250 turns of 22 Standard Wire Gauge (SWG) copper wire with 0.711 mm
diameter. Given that the current input was limited to 1 A, where the maximum
current power transmission is 1.05 A. The mesh size is a parameter, which has been
chosen on the basic convergence of the simulation results to achieve a reasonable
accuracy [21]. When a current is applied to the coil, a magnetic circuit is generated
and the magnetic flux goes across both the annular duct and the radial ducts.

2.1 Modelling of MR Brake

The modelling of the MR brake is required for the theoretical validation of the
torque performance during the experiment. The accumulated torque is expected to
be a mixture of the torque produced from both areas of the operational shear and
squeeze modes. On the other hand, the shear friction that sandwiched between the
rotor and the solidified MR fluid delivers the resultant torque. The performance of
the disc type MR brake can be upgraded by looking to the effective area of the shear
mode located around the end face gap in the axial direction [22]. The configuration
of the prototype MR brake is shown in Fig. 2. The design consists of wire coil
which are wound at the end of the flange of the MR brake, rotor, outer housing,
inner squeeze plate, body squeeze plate, bobbin, and MR fluid that is filling the gap
between the rotor and adjustable inner squeeze plate which can be clearly seen in
the cross sectional conceptual design of the MR brake in Fig. 3. The power to be
supplied to the coil is district so that the strength of current of the coils can be
controlled by adjusting the power supply. Figure 4 shows the 2D model of the MR
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brake sketched in the FEMM software. The current setting in this simulation has
been identified to five different values which are applied to the coil for instance 0.2,
0.4, 0.6, 0.8 and 1.0 A. Wire coils are wound at the end of the flange of the MR
brake, which is close with the bobbin to make sure that the fluid will not leak and

Fig. 1 LORD Corporation technical data for MRF132DG a Yield stress versus Magnetic field
strength. b B-H curve
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flow to the coil. The material of each element that included the magnetic and
nonmagnetic material (bobbin and rotor) has been defined by looking at the
properties of the material which specifically is focusing on the conductivity and
permeability in the electromagnetic analysis. The permeability is proportional to the
strength of the magnetic field, which can achieved from the B-H curve from the
Lord Corporation. The magnetic material is selected with the purpose of directing
the flux through the axial gap.

2.2 Magnetostatic Analysis

A simulation based on the FEA is commonly used because of the finding is nearly
similar with experimental research especially in the case of FEMM software. Other
than that reason, the software can be accessed freely from the internet and also
would minimize the calculation error of the proposed design [23]. The analytical
braking torque was calculated for each adjustable gap by using the magnetization
curve of the MRF132DG in the analyses. The MR fluid is sandwiched between the
inside squeeze plate and rotor-disks with an overlapping width of 3 mm from the

Fig. 2 Conceptual design of MR brake
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outer edge of the rotor disks. The inside squeeze plate can be adjusted to the
minimum of 0.5 mm width with help from the blocking plate that slides in between
the outer squeeze plate and the housing of the MR brake.

Fig. 3 Cross sectional of conceptual MR brake design

Fig. 4 2D model that sketched in FEMM
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Bear in mind, that the designer can evaluate the magnetic field distribution
within the MR brake by looking at the pattern of the magnetic flux density and field
intensity. However there is a limitation of the exact value of both requirements
based on the design. The value of the flux density obtained from the simulation is to
predict the theoretical number of the braking torque. First of all, the design needs to
define the brake geometry and the considered material properties, which are based
on an axisymmetric problem. The Maxwell’s equations have been clearly explained
by Mughni et al. [21] until the form of the equations for usage in the magnetic
vector potential approach to solve the magnetostatic problems with a non-linear
B-H curve. After the geometry is triangulated, the finite element mesh is loaded as
shown in Fig. 5, which was created with 14,903 nodes. The “big magnifying glass”
icon in the FEMM program had been pressed to run the postprocessor to generate
the flux line. To produce a magnetic flux density graph, the red line drawn in
between the MR fluid is as in the box shown in Fig. 6.

3 Results and Discussion

The relationship between the magnetic density and the length of the effective area
under different fluid gaps and different applied currents is depicted in Fig. 7a–e.
The magnetic density increases with increasing the length of the effective area. The
usage of magnetic and nonmagnetic material has a significant effect on the flux flow
and increases the value of the magnetic density if the selected geometry is focusing
into the effective area. The found results are proven by the Kirchhroff’s law as
below:

Fig. 5 The finite element mesh
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NI ¼
I

H dI ð2Þ

Equation (2) describes the relation for magnetic circuits, the number of turns N
and the applied current I which determines the magnitude of the magnetic field
strength H [24]. The length I refers to the length of the effective area of the
magnetic circuit that passes through the flux lines in the MR fluid. I is larger if the
gap size is large. It is shown in Fig. 7a–e that at 0.2 A the magnetic density
achieves more than 0.15 T at the smaller fluid gap which is 0.5 mm. A huge dif-
ference of the magnetic density value can be seen in 0.5 mm fluid gap and the rest
of 1.0, 1.5, 2.0, 2.5 and 3 mm fluid gaps. Due to this, the effect of a minimum gap
size is to reduce the magnetic resistance and at the same time reducing the power
consumption [25]. Other than that, a minimum gap size is suggested and has been
proven as ideal gap to produce a higher torque [17, 26].

In other observations, the trend of every current applied is slightly the same for
each fluid gap. When the maximum current is applied (1.0 A) to the proposed MR
brake, it gives the highest value of the magnetic density especially at the 0.5 mm
fluid gap. Mazlan et al. [24] have mentioned that with the same amount of wire coil
turns, a higher electrical current or a small gap size will give a greater magnetic
field strength. For the result, the magnetic flux density B values were obtained by
simulating the MR brake. Therefore, the values of the magnetic density can be
acquired using the proposed design for the shear-squeeze modes.

Fig. 6 The flux density flow with colored values
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Fig. 7 a Magnetic flux density versus length with difference fluid gap at current 0.2 A.
b Magnetic flux density versus length with difference fluid gap at current 0.4 A.
c Magnetic flux density versus length with difference fluid gap at current 0.6 A.
d Magnetic flux density versus length with difference fluid gap at current 0.8 A.
e Magnetic flux density versus length with difference fluid gap at current 1.0 A
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4 Conclusion

This paper aimed at evaluating the performance improvement of MR brakes using
simulation outcomes. The results are presented starting with different gap size and
with different electric currents to generate the magnetic field. The finite element
simulation was performed using FEMM which has been used to study the influence
of the electric current on the magnetic flux. In this work, the simulation results of
the magnetic density measured by fluid gap have been compared with different
electric currents. The magnetic density gives a good correlation to the length of the
effective area due to the increment of Tesla as it is near to the location of wire coil.
This work estimates the shear squeeze effect to the MR fluid compared to previous
findings only based on the shear mode performance. Generally, it can be concluded
that on increasing current applied to the MR brake will generate a high braking
torque at minimum gap. Meanwhile the adjustable fluid gap that produces the
magnetic field strength of the MR fluid, gives benefits to the researcher to increase
or decrease the braking torque for multipurpose used neither medium nor small
vehicle application.
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Optimization of Air-Fuel Ratio
and Compression Ratio to Increase
the Performance of Hydrogen Port Fuel
Injection Engines

Mohd Fazri Shaari, Shahril Nizam Mohamed,
Surenthar Magalinggam, Muhammad Najib Abdul Hamid,
Mohd Nurhidayat Zahelem, Zahelem
and Mohd Farid Muhammad Said

Abstract Climate changes and increased demands for energy, tends researchers in
searching for environmental friendly resources of energy that can be used in internal
combustion engines (ICEs). Hydrogen fuel is one of alternative fuels that produces
zero emission. It has been extensively studied by various researchers in internal
combustion engines. However, optimum performance could not be achieved due to
some limitations on the configurations of air fuel ratio (AFR) and compression
ratio. In this study, hydrogen fuelled engine performance and the effect of different
air fuel ratios and compression ratios were analyzed. The engine performance
characteristics are investigated based on the brake torque, brake power, brake mean
effective pressure (BMEP), and peak pressure. Modenas Kriss 110 cc petrol engine
was selected for experimentation and engine modelling. A three-dimensional
engine model was created using CATIA V5R21 and the engine performance
simulation was performed using GT-Suite v7.4.3. The optimum configuration was
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obtained using a design of experiments (DOE) software. From the analysis, it was
found that the performance of the hydrogen fueled engine was improved by
changing to a leaner AFR and higher compression ratio. The improvement was
found around 7.6, 9.3, 8.0, 25.9, 30.6% for brake torque, brake power, BMEP, peak
pressure and brake specific fuel consumption, respectively.

Keywords Hydrogen � Engine performance � GT-suite

1 Introduction

The unstable market price for crude oil and electricity are pushing the government
and non-government bodies to find an alternative or renewable green energies to
fulfill the users need. Although there are many options of renewable and alternative
energies, it is not much help in preserving the quality of environment and some of
them contribute to higher pollutions. Many studies have been conducted by
researchers on various types of alternative fuel to power an engine and it turned up
that hydrogen is one of the non-carbonaceous fuels that exists on earth [1]. It can be
used as a fuel source for powering an engine. There were many experimental
studies conducted using hydrogen as a fuel in an engine [2–4]. Results show that
there are some limitations in configuring the air-fuel ratio, injection timing and also
the compression ratio that can affect the engine performances [4, 6]. The air-fuel
ratio has a significant effect on the performance of hydrogen fueled engines, where
the brake mean effective pressure (BMEP) and brake thermal efficiency was found
decreasing with the increment of the air fuel ratio while the brake specific fuel
consumption (BSFC) increased with increases of the air-fuel ratio [4].

Studies on hydrogen addition in internal combustion engines also had found that
hydrogen fueled engines suffer from power output degradation due to its low
heating value (volume basis) which results in lean mixture operation [5]. In a
natural-gas direct injection spark ignition engine, the compression ratio has a sig-
nificant influence on the combustion duration at lean combustion. The exhaust
hydrocarbon (HC) and carbon monoxide emissions decreased with an increase in
the compression ratio, while the exhaust nitrogen oxide emission increased with an
increase in the compression ratio [6]. Hydrogen compressed natural gas engines, on
the other hand, show that the performance and emissions characteristics can be
improved respectively with a hydrogen content of 30% by volume. At higher
compression ratio, the specified torque value could be achieved with spark timing
retard; an excess air ratio of 1.8 was found to be preferable, and the nitrogen oxide
emissions are also satisfying the standard of Euro VI [7]. In the performance of
hydrogen fueled engines, it was found that the peak power output was reduced up to
20% [8].

The air fuel ratio and compression ratio play a significant role on the perfor-
mance of hydrogen fueled engines. This research will analyze these effects and
optimize the air-fuel ratio and compression ratio in a simulated hydrogen port fuel
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injection engine. The air to fuel ratios are studied from rich to lean mixture, as well
as increasing the compression ratios from low to high. The optimum configurations
achieved from the analysis is studied and the reasons behind will be explained in
detail for future improvements.

2 Methodology

The initial preparation taken to achieve the objectives of this study is by collecting
the overall engine performance results from the experimental setup. The engine
performance testing was conducted using a dynamometer along with a gas analyzer
coupled to the Modenas Kriss 110 cc engine, in the Engine Performance Lab
located at UniKL MSI. The Wide Open Throttle (WOT) method was used during
the petrol fueled engine performance test. Furthermore, different engine speeds
were tested from 2000 to 8000 rpm and the results obtained from it were used for
the purpose of validation and comparisons of the graphically developed engine
model.

2.1 Experimental Setup

Figure 1 shows the experimental engine setup. The apparatus involved during the
experimentation are the engine dynamometer (Focus Applied-Model G7.5LC),
dynamometer controller, controller software, gas analyzer (SPTC 085241), PCB
Piezotronics Pressure Transducer (Model 112A05) and Dewetron Data Acquisition
(DAQ) (Model DEWE-30-8). The Modenas Kriss 110 cc engine is fitted alongside
with the engine dynamometer to obtain engine performance results. Wide Open
Throttle (WOT) mode [8] was performed to gather the overall engine performances.
The pre-process of engine parameters set via dynamometer controller which con-
trols the dynamometer and the post-process are shown in the controller software.

A gas analyzer has been used to measure the value of various air fuel ratios
during the performance test. Besides that, the peak pressure in the cylinder is
measured by the pressure transducer fitted on the cylinder head. The output signal
from the sensor transferred to the Dewetron Data Acquisition and the values of
in-cylinder pressure were acquired through it. Performance parameters involved in
this study are the brake torque, brake power, brake mean effective pressure (Bmep)
and peak pressure. Equation (1) shows the formula to calculate the engine torque:

T ¼ F � R ð1Þ

where T is the torque in (N m), F is the load applied in Newton (N) and R is the
distance of load cell from dynamometer in meter (m).
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Brake torque =
WOT Torque ðNm)

Engine Ratio
ð2Þ

The brake torque can be calculated using Eq. (2). Where the WOT Torque in
(N m) achieved from the computer software and the engine ratio is set to be 3.31.

b:p ¼ 2pNT
60

ð3Þ

where, b.p is the brake power in (kW), N is the engine speed in (rpm) and T is the
torque in (N m). Finally, the brake mean effective pressure (Bmep) can be calcu-
lated using Eq. (4):

Bmep ¼ 2 b : p
ALNn

ð4Þ

where A is the area of bore in square meter (m2), L is the stroke in meter (m) and n
is the number of cylinders.

2.2 Experimental Procedure

The experiments were carried out at engine speeds of 2000–8000 rpm in increment
of 1000 rpm. The engine started while the dynamometer was set to speed control
mode. Then, the gear shifted to top gear and the throttle was slowly opened until it

Fig. 1 Experimental apparatus involved
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reached the maximum position. The engine and dynamometer were allowed to
stabilize for a few seconds before collecting data and move on to the next engine
speed. For every run the air-fuel ratio was collected from the exhaust gas analyzer.
Other data such as torque, brake power and fuel consumption also was collected
from the engine dynamometer setup.

2.3 Engine Modelling and Simulation

The engine modelling construction starts with creating a three-dimensional model
of the engine parts by referring to the actual geometry of Modenas Kriss 110 cc
engine. The CATIA V5R21 CAD software was used to model the air box, intake
runner 1 and 2, intake port, exhaust port and exhaust runner. Precision of parts
dimensions in terms of its volume, diameters of runner’s throat, radius of bending
on intake and exhaust port and also the length of parts were taken into consideration
during modeling. Every part was created separately in order to be exported in
GEM-3D which is a module in GT-Suite v7.4.3 software. Once the parts were
successfully modelled in 3D version, they were imported in GEM-3D to be dis-
cretized which transforms every part into a 1D diagram. During the discretization
process in GEM-3D, the diameter of every pipe section and the wall temperature
were set accordingly.

Once the discretization process was completed, every part was exported to the
GT-Power module in GT-Suite v7.4.3 software. In this module, the 1D converted
parts were arranged accordingly, starting from the air box until the tail pipe. Every
part was connected using a string called junction as shown in Fig. 2. The
arrangements of the engine are different according to the engine specification and
can be found in various previous works [4, 9]. Then, using the engine technical
specifications as shown in Table 1 and temperature for engine parts in GT-Suite
v7.4.3 software as shown in Table 2, detailed configurations were set for every
parameter and engine components are involved. Valves diameters, wall tempera-
tures, flow arrays, valves opening and closing durations were taken into serious
consideration. The next thing was setting different air fuel ratios for different engine
speeds and the separation to several cases. The simulation runs according to the
cases set so that, the output performance can be compared to the actual experi-
mental results which runs with different configurations of air fuel ratios for each and
every different engine speed. The output from the successfully performed simula-
tion were shown in GT-Post. The results were collected and tabulated to be used for
the validation [10], comparison and optimization process.
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3 Results and Discussion

To analyze the effect of different air-fuel ratios and compression ratios on the
performance of the hydrogen port fuel injection engine, three different studies have
been used.

Phase 1: Comparison and validation of gasoline simulation engine model with real
gasoline engine based on the percentage difference in engine performance results.

Fig. 2 1D engine model arrangements

Table 1 Engine technical
specifications

Engine parameter Value

Bore � Stroke 53 mm � 50.6 mm

Total displacement 111 mL

Maximum torque 9.3 N m @ 4000 rpm

Maximum horsepower 6.6 kW @ 8500 rpm

Compression ratio 9:3:1

Intake Valve Open (IVO) 20° BTDC

Intake Valve Close (IVC) 60° ABDC

Exhaust Valve Open (EVO) 55° BBDC

Exhaust Valve Close (EVC) 25° ATDC

Total duration intake/exhaust 260°

Table 2 Engine parts
temperature in GT-suite
software

Engine parts Temperature (K)

Cylinder head 550

Piston 590

Cylinder block wall 450
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Phase 2: Conversion of gasoline fuel to hydrogen in the engine model and com-
parison between results with gasoline and hydrogen.
Phase 3: Optimization of the hydrogen fueled model with different altered
parameters obtained from the Design of Experiments module and rerun the simu-
lation with those parameters. Confirmation test performed to validate those results.

3.1 Model Validation

Validation is the process of confirming the results accuracy of the developed model
with the results from experiments. Both engine performance results were compared
to ensure that the differences are in the range of 5%. At the initial stage, the results
from the model shows a quite significant amount of differences compared to the
experimental results. The final outcome from the engine performance results
comparison between experiment and model are shown in Fig. 3.

During the model development process, the initial parameter sets of the simu-
lation model are rechecked and some minor alterations are performed. There are
some increments shown from the alteration of cam timing angle, angle multiplier,
lift multiplier and flow array. The cam timing angle for the intake valve is set to
231° and for the exhaust to 123.9°. The angle multiplier is 0.83 and the lift array is
0.5 for both intake and exhaust valves. The flow array is configured using an excel

Fig. 3 a Max. brake torque. b Max. brake power. c Max. Bmep. d Max. peak pressure
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self-calculating file in GT-Suite. The forward coefficient is adjusted to 0.95 to
obtain the flow array values.

With the ten cycle runs of simulation, the engine performance results were
plotted in GT-Post. Differentiations between average value of experiment and
model are in the range of 0.6–3% for brake torque, brake power, BMEP and peak
pressure for all number of engine speed. The accuracy and precision of the
developed model is validated with the output results achieved and no more than 5%
difference was obtained compared to the experimental engine values for all brake
torque, brake power, Bmep and peak pressure.

3.2 Hydrogen Fueled Model

Before the gasoline fueled model is converted into a hydrogen fuel injected engine,
the equivalence ratio for gasoline is calculated to suit with the hydrogen model. The
stoichiometric air-fuel ratio for hydrogen is 34.3:1 while for gasoline is 14.7:1. To
provide a fair comparison, the same equivalence ratios are used for both of the
engine systems. The equivalence ratio from gasoline fuel is obtained by dividing
the stoichiometric air-fuel ratio of gasoline with air-fuel ratio measured during the
experiment [11]. Then, the stoichiometric air-fuel ratio of hydrogen is divided with
the same equivalence ratio to obtain the value of air-fuel ratios needed for the
hydrogen model as shown in Table 3.

An increase in the equivalent ratio of hydrogen fuel leads to a lower value of
air-fuel ratio; this means that the engine operates at richer condition. From Fig. 4, it
was found that the engine performance degrades at about 29% for the brake torque,
brake power and also BMEP for hydrogen fueled engine. This can be considered as
power loss. The loss in brake torque and brake power is mostly due to the low
volumetric efficiency and backfiring. Buildup of a small amount of hydrogen in
intake manifold when the injection duration is longer than the intake valve opening
duration creates backfire by ignites the hydrogen leftover in it with hot exhaust
gases released at exhaust stroke [8, 12]. Meanwhile, drops in Bmep are due to

Table 3 AFR configurations of gasoline and hydrogen using same equivalence ratio

Engine speed (rpm) AFR (Gasoline) Equivalence ratio AFR (Hydrogen)

2000 13.41 1.09 31.46

3000 13.05 1.12 30.62

4000 11.16 1.32 25.9

5000 10.66 1.38 24.8

6000 10.54 1.39 24.6

7000 11.34 1.29 26.5

8000 10.68 1.37 25.0
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improper combustion. This is due to increasing of the hydrogen fraction in the
overall fuel intake which reduces the air intake [6].

For the peak pressure, an average value of 16% difference is achieved from the
comparisons. A lower peak pressure is produced due to improper combustion
mostly due to lower amount of oxygen induced during the intake process. However,
the Bsfc for hydrogen is better than the gasoline. The fuel consumptions of
hydrogen fueled model are better at an average value of 61% compared to the
gasoline fueled engine. Although the overall engine performance of hydrogen is
low compared to gasoline, the Bsfc for hydrogen fueled is better, probably due to
the lower mass flow rate of hydrogen compared to gasoline. Therefore, optimization
of air-fuel ratio and compression ratio could lead to an improvement in engine
performances.

Fig. 4 a Max. brake torque. b Max. brake power. c Max. Bmep. d Max. peak pressure. e Max.
BSFC
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3.3 Hydrogen Model Optimizations

Table 4 shows the design configurations for optimization from the Design of
Experiments (DoE) module. The DoE module has been used to obtain various setup
values for the air-fuel ratio and compression ratio to study their effects on the
performance of the engine. Thirty set of tests were performed using different
configurations for hydrogen engine with the engine speed of 3000, 4000, 5000 and
6000 rpm. The inlet valve open timing also was advanced to 40 degree and retarded
to 0° before TDC (standard timing is 40° BTDC). While for exhaust valve open
timing, it was advanced to 75° and retarded to 35° before BDC. Outputs from the
model (brake torque, brake power, Bmep, peak pressure and BSFC) are used as the
respond in the software, for optimization process. Table 5 shows the selected
optimum configurations which resulted from the Design Expert software.

Figure 5 shows the analysis of engine performance based on the suggested
configuration by the Design Expert software. It was found that all of the engine
performances had improved due to the optimization of the air-fuel ratio, intake/
exhaust valve opening timing and compression ratio. The brake torque increased by
an average value of 7.6% compared to before optimization. For the brake power, it
had achieved 9.3% improvement with the optimized configuration. The Bmep also
had achieved some improvement although still lower compared to gasoline. The
peak pressure had achieved the major improvement for the hydrogen fueled engine,
and even exceeded the gasoline engine. The improvement on the overall engine
performance is due to the increased compression ratio. When the compression ratio
is increased, it increases the in-cylinder pressure and temperature, thus increases the
in-cylinder pressure during the compression stroke [13]. The higher temperature
during the compression stroke resulted in a better fuel conversion efficiency. The
air-fuel ratio also plays a significant factor as the combustion is suggested to occur
at slightly rich condition. Moreover intake valve open timings are suggested to be
advanced to provide longer duration for air and fuel mixing process. Advancing the
IVO will ensure a better preparation of fuel and air mixture thus produces a
complete and fast combustion process [14].

The brake specific fuel consumption also had shown improvements with higher
compression ratios. The reason behind this is the enhancement of fuel conversion
efficiency at high engine pressure and temperature. Moreover, the increasing of
Bsfc is due to the improvement of power output compared to low amount (mass) of
fuel used for combustion process.
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Table 4 Optimization values from design expert and respond

No Air-fuel ratio Compression ratio IVO (BTDC) EVO (BBDC) Respond

1 29.5 15 20 55 1. Brake torque
2. Brake power
3. BMEP
4. Peak pressure
5. BSFC

2 29.5 11 0 55

3 24 7 40 35

4 35 11 20 55

5 24 11 20 55

6 29.5 11 20 55

7 29.5 11 40 55

8 29.5 11 20 55

9 24 7 0 35

10 29.5 11 20 55

11 29.5 11 20 35

12 35 7 40 35

13 29.5 11 20 75

14 29.5 11 20 55

15 35 15 40 75

16 35 7 0 35

17 24 15 0 75

18 35 7 40 75

19 35 15 0 35

20 24 15 0 35

21 29.5 7 20 55

22 24 15 40 75

23 35 15 40 35

24 29.5 11 20 55

25 35 7 0 75

26 35 15 0 75

27 24 7 40 75

28 24 15 40 35

29 29.5 11 20 55

30 24 7 0 75

Table 5 Hydrogen engine performance at optimum configurations

Engine speed (rpm) Air-fuel ratio Compression ratio IVO EVO

3000 35.00 14.95 39.14 49.95

4000 34.99 12.12 30.74 35.00

5000 35.00 12.07 17.43 35.71

6000 34.61 11.74 25.52 35.98
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4 Conclusion

Based on the simulation study the findings can be summarized as follows;

(a) The analysis with different air-fuel ratios and compression ratios gives signif-
icant improvements in the overall engine performance of the hydrogen fueled
engine at average values of 7–30%, respectively.

(b) With higher compression ratio; brake torque, brake mean effective pressure and
brake power increases throughout every engine speed been tested. Higher
compression ratios also produced high peak pressure and thus improved the
brake specific fuel consumption.

(c) From the optimization, the total average value for valve opening duration
shows that advance the IVO and retard the EVO would improve the overall
engine performance.

Fig. 5 a Max. brake torque. b Max. brake power. c Max. Bmep. d Max. peak pressure. e Max.
BSFC

436 M. F. Shaari et al.



As the overall conclusion, higher compression ratio and advance IVO would
improve the performance of the engine. Balanced configuration in between air to
fuel ratio and compression ratio should be handled with the actual hydrogen engine
and simulated model in the future.
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Evaluation of the Hardness Distribution
and Fracture Location in Friction Stir
Welded AA6063 Pipe Butt Joints

Azman Ismail, Mokhtar Awang, Fauziah Ab Rahman,
Bakhtiar Ariff Baharudin, Puteri Zarina Megat Khalid
and Darulihsan Abdul Hamid

Abstract Frictional heat generated during the friction stir welding (FSW) process
will somehow affect the mechanical properties of friction stir welded joints. In this
present study, the FSW of aluminium alloy (AA) 6063 pipe butt joints with 5 mm
wall thickness has been performed, and the evaluation of fracture and hardness
distribution across the weld cross section is primarily discussed. Several selected
rotational and travel speeds are used for specimen preparation. It was found that the
fracture location closely matched with the lowest hardness region either on the
advancing or retreating side of the welded joints.

Keywords Friction stir welding � Fracture � Hardness � Aluminium
Pipe
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1 Introduction

Friction stir welding (FSW) is the best option available in order to perform well on
difficult-to-weld materials such as aluminium. This happens without distortion and
is free from defects. Besides butt joints, several other joint configurations can be
made such as tee joints and lap joints for a wide range of material thickness which
is up to 100 inches. This green technology of joining process has become the
choice of many industries nowadays in aerospace, shipbuilding and automotive
fields [1]. The FSW technology can be used to join similar and dissimilar metal
alloys with the utilization of frictional heat which softens and allows the pin tool to
stir/join along the weld line to form a soundly joint. FSW could eliminate various
weld defects that are associated with fusion arc welding.

Most studies are done on microstructure changes, temperature profiles, tensile
properties and hardness distribution of the friction stir welded (FSWed) joint, while
a few are focused on the fracture behavior [2–4]. The origin of the tensile fracture is
due to the entrapment of an oxide layer in the weld zone and is only dependent on
the microhardness distributions across the FSWed joint [1, 5]. The best combination
of welding parameters can be applied in order to improve the properties of these
joints. The present work focuses on the evaluation of fracture and hardness dis-
tribution in friction stir welded aluminium alloy (AA) 6063 pipe butt joints. The
experimental results will be discussed accordingly.

2 Experimental Setup

The FSW of aluminium alloy (AA) 6063 of 89 mm outside diameter pipe butt joint
with 5 mm wall thickness was performed. The length of each specimen was set to
100 mm each. Then, each two sections were joined together by the FSW process.
A special jigs was utilized to perform this joining process on the Bridgeport 2216
CNC milling machine. Figure 1 shows the FSW experimental setup on the
Bridgeport 2216 CNC milling machine. The tool was made available by dimen-
sioning and the setting from [6] with 2° tilt and 6 mm offset forward the centerline.

The welding parameters were set into two categories, with the increment of
rotational speed at constant travel speed and with the increment of travel speed at
constant rotational speed. The selected welding parameters were based on previous
studies done by other researchers [7, 8]. Tables 1 and 2 show the welding
parameters for this experiment setting which were able to produce quality joints.

The hardness for each specimen was measured by the hardness tester model
AFFRI 206 RTD with a maximum load of 100 kg based on the ASTM E18
requirement [9]. The Rockwell B scale (HRB) was used for this hardness mea-
surement unit. Several locations were identified as point of measurement covering
the stirred zone (SZ), thermo-mechanically affected zone (TMAZ), heat affected
zone (HAZ) and base metal (BM) as shown in Fig. 2. The visual inspection
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was based on the ISO 25239 standard acceptance level [10]. Three tensile speci-
mens were prepared for each parameter setting. These tensile tests were performed
using a servo controlled universal testing machine based on the ASTM E8 M-04
standard [11].

Fig. 1 The FSW jig setup on
Bridgeport 2216 CNC milling
machine

Table 1 FSW parameters
with increment of rotational
speed and constant travel
speed

FSW samples Welding parameters

Rotation speed (rpm) Travel speed
(mm/min)

FSW#1 900 72

FSW#2 1200 72

FSW#3 1500 72

Table 2 FSW parameters
with increment of travel speed
and constant rotational speed

FSW samples Welding parameters

Rotation speed (rpm) Travel speed
(mm/min)

FSW#3 1500 72

FSW#4 1500 108

FSW#5 1500 144

Fig. 2 Hardness
measurement area
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3 Results and Discussion

The hardness measurement is shown in Figs. 3 and 4. Figure 3 shows the hardness
measurement for the increment of rotation speed at constant travel speed meanwhile
Fig. 4 shows the hardness measurement for the increment of travel speed at con-
stant rotational speed.

Based on these figures, the hardness dropped to the lowest at 33.8 HRB with the
increment of rotational speed. Meanwhile, the hardness stayed at a high value of
40.6 HRB with the increment of the travel speed. The frictional heat generated with
the increment of rotational and travel speed was responsible for the drop in hard-
ness. The stirred zone (SZ) gave the lowest range of hardness due to the mechanical
stirring process heavily occurred in this zone which caused the occurrence of the
high dislocation density. The base metal (BM) shows a high hardness value in this
zone. The less heat affected zone will produce higher reading of hardness value
except for the less rotational speeds parameter setting. The variation in hardness
presence was due to variation of welding parameters.

The fracture location for each friction stir welded specimen is shown in Table 3
below. The friction between the tool shoulder and pipe surface generated heat. This
heat generated mainly depended on the tool rotation and travel speed set for this
experiment. Either compatibility or incompatibility of these welding parameters
(rotational and travel speeds) will determine the result of these joining quality.

Fig. 3 Hardness value along
the cross section for
increment of rotational speed
at constant travel speed

Fig. 4 Hardness value along
the cross section for
increment of travel speed at
constant rotational speed
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In this present study, the lowest hardness value caused the fracture to occur at the
center line especially in the stirred zone (SZ) for FSW#1 and FSW#5. The com-
patibility of welding parameters used gave a better mixture of materials thus
causing the fracture to occur either on the advancing or retreating side of the
specimens as shown in FSW#2, FSW#3 and FSW#4.

4 Conclusion

In this study, the hardness distributions and fracture locations across the friction stir
welded joints were evaluated experimentally. The compatibility of welding
parameters can be determined from the relation between the characteristic of these
hardness distribution and fracture location. The fracture locations of the joints are
mainly dependent on the weld defects (if any) and hardness distributions of the
joints, which are usually related to the welding parameters.
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Study on Gas Emission of Saline Water
from a Hydrogen System

Zakiman Zali, Norsheila Buyamin, Nazihah Mohd Noor,
Rawaida Muhammad, Normah Ishak and Rohimi Yusof

Abstract The crisis of global pollution is increasing dramatically. Thus, energy
generating processes through the use of natural resources such as water, sunlight,
air or minerals from the earth with low gas emission are becoming more and more
important. The objective of this study is to produce hydrogen through electrolysis
of saline water on a vehicle capable of delivering positive impact on emission
reductions. The hydrogen produced would support the petrol system used in
combustion engines. The prototype model of the hydrogen engine is fabricated to
become a hydrogen generation system, which is reliable in meeting the basic needs
of the internal continuously burning combustion engine. This process occurs con-
tinuously to help the petrol engine system and to reduce the emissions. Then, by
using the prototype, the exhaust gas from the combustion engine is analysed to
evaluate the engine performance and also to diagnose the gas emission. Four dif-
ferent combination modes of hydrogen and petrol have been tested in order to get
the best combination that may lead to lowest fuel consumption and low level of
pollution. Based on the analysis done, a combination of 75% petrol and 25%
hydrogen gas shows a low level of harmful gases pollution and this combination of
75% is good to minimize the effect on the ozone layer. Thus, it can be concluded
that by using this hydrogen system, the level of pollution can be decreased.
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1 Introduction

In recent years, concerns about exhaust emission from vehicles are drastically
increasing. Apart from that, the issue of improving the emission performance of
internal combustion (IC) is very important in the era of globalization and many
researchers are studying to find clean alternative fuels for IC. Vehicles are greatly
contribution to gas emissions in the socio-economic development with high envi-
ronmental impact [1]. Normally, IC engines are using petrol fuel and are emitting
gasses to the environment such as carbon dioxide (CO2), nitrogen oxides (NOx),
sulfur dioxide (SO2) and carbon monoxide (CO2).

In fact, potential alternative fuels have been proposed such as methanol, bio-
diesel, ethanol, hydrogen, boron, natural gas, liquefied petroleum gas (LPG),
Fischer-Tropsch fuel, p-series, electricity and solar fuels [2]. One of these alter-
native fuels, i.e., hydrogen, has unique properties as a fuel use in IC engines where
it gives the potential of near zero emissions of all emission gases. Moreover,
hydrogen has special properties such as colourless, odourless, tasteless and
non-toxic. Hydrogen can be produced from natural gas, oil, coal and from elec-
trolysis sources. As shown in Table 1 [2], approximately 48% of the hydrogen was
produced from natural gas while 4% of the hydrogen was produced from elec-
trolysis source.

This study is focused on an electrolysis source where hydrogen will be produced
from saline water by using a variety of energy sources such as wind, solar,
geothermal or nuclear energy. Since saline water is similar to sea water in terms of
composition, hydrogen can be produced from this aqueous solution. In the elec-
trolysis of sea water as a hydrogen producer, two options exist for the performance of

Table 1 Annual global
hydrogen production share by
source

Source Bcma/y Share

Natural gas 240 48

Oil 150 30

Coal 90 18

Electrolysis 20 4

Total 500 100
aBcm: Billion cubic meters
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the electrolysis process. The first option is to remove all dissolved salts and to
produce essentially distilled water while the second option is to design an electrolyze
system capable of utilizing sea water for direct electrolysis [3]. The main advantage
of using sea water is the natural elimination of the waste brine which is only slightly
enriched with salts. Furthermore, saline water is a more economical capital cost and
environmental friendly where this production is directly produced for marine
application. Apart from that, the gas emission from gasoline engines should be
determined to show the positive impact emission reduction from hydrogen ignition.
In comparison with a burning petrol fuel, the NOx emission is far less for hydrogen
fuel [2]. While previous studies have shown that using hydrogen has decreased the
CO and HC gas emission, the NOx gas emission was slightly increased [4–6].

Nowadays, the crisis of global pollution is increasing dramatically and this gives
an effect to the ecosystem of the earth. Apart from that, energy will be produced
through the use of natural resources such as water, sunlight, air or minerals from the
earth with low gas emission. Therefore, the objective of this study is to produce
hydrogen gas (H2) by an electrolysis system using saline water as a supporter of the
fuel that is capable of delivering a positive impact emission reduction.

2 Experimental Setup and Procedure

2.1 Experimental Setup

The experiment was carried out in a gasoline engine with the following specifi-
cations: 169 cc, air-cooled, 4-cycle single head cylinder, and manufactured by
SUBARU Fuji Heavy Industries, Japan. However, this engine was modified to enter
hydrogen gas and to mix it together with petrol fuel into the combustion chamber.

Apart from that, the hydrogen system was built up to produce hydrogen gas as
shown in Fig. 1. This study used saline water and stainless steel as a solution and an
electrode in the electrolysis process. The chemical formulation for the reduction at
the cathode reads:

2H2O aqð Þþ 2e� ! H2 gð Þþ 2OH�

In salt water at the negatively charged cathode, a reduction reaction takes place,
with electrons (e−) from the cathode being given to the hydrogen cations to form
hydrogen gas. The oxidation at the anode is:

2Cl� lð Þ ! Cl2 gð Þþ 2e�
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At the positively charged anode, an oxidation reaction occurs, generating
chlorine gas and giving electrons to the anode to complete the circuit. The overall
reaction is:

2Cl� lð Þþ 2H2O aqð Þ ! Cl2 gð ÞþH2 gð Þþ 2OH�

Fig. 1 Design of hydrogen system for experimental setup

The number of hydrogen molecules produced is twice the number of chlorine
molecules. Assuming equal temperature and pressure for both gases, the produced
hydrogen gas has twice the volume of the produced chlorine gas. The number of
electrons pushed through the saline water which is twice number of generated
hydrogen molecules with four times the number of generated chlorine molecules.

Thus, this has been suggested as a way of shifting the society towards using
hydrogen as an energy carrier for powering electric motors and internal combustion
engines. Electrolysis of an aqueous solution of table salt (NaCl or sodium chloride)
produces aqueous sodium hydroxide and chlorine, although usually only in minute
amounts. NaCl (aq) can be reliably electrolysed to produce hydrogen. All the
hydrogen produced will be stored into a generator tank before entering to the
gasoline engine. The exhaust emission of CO, NOx, SO2 and H2S are measured by
the OPTIMA 7 emission monitoring system analyser.
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2.2 Experimental Procedure

In this study, four experimental configurations have been tested with different
combinations of hydrogen and petrol in order to get the best result in regards to
lower fuel consumption and low level of pollution to the environment. The
experiment started when the engine was fully warmed with the idle engine speed
and fully petrol. The control valve of hydrogen was closed to ensure the hydrogen
gas cannot flow to the engine. During the experiment, the amount of hydrogen gas
in the total intake was uniformly increased due to the combination mixture between
hydrogen and petrol. For a specified hydrogen quantity, the amount of petrol fuel
was reduced and controlled by the control valve. Hydrogen and petrol were injected
into each intake port and mixed together into the IC with air. The data of gas
emission has been taken when the engine speed was increased at the specified
value.

3 Results and Discussions

Figure 2 illustrates the effect of hydrogen on the carbon monoxide emission
between idle speed and 3500 rpm engine speed for the gasoline engine. This
experiment was performed for four combinations ratios which are 100% petrol,
75% petrol with 25% hydrogen, 50% petrol with 50% hydrogen and 25% petrol
with 75% hydrogen. The figure shows that the emission gas from 100% of petrol
was increased drastically followed by the combination of 50% hydrogen and 25%
hydrogen. On the other hand, a combination of 75% hydrogen was declined dra-
matically at an engine speed of 2000 rpm and continuously decreased slightly from
4393 to 4153 ppm. Currently, Malaysia is the second largest per capita greenhouse
gas (GHG) emitter among the ASEAN countries [1]. Therefore, a combination of
75% hydrogen is good for the environment to minimize the effect on the ozone
layer and also to control the global warming potential (GWP).

Figure 3 depicts the hydrogen effect on the amount of NOx emission due to
additional engine speed. For lower engine speeds, the data on gas contamination
NOx for 100% petrol is lower than for others combination tests. Normally, the NOx

emission is generally increased in the engine start processes [6]. However, the
emission of NOx for 100% petrol was increased drastically after engine speed is
2000 rpm and the others combination were decreased slightly at the specified
engine speed. As is shown in Fig. 3, NOx was increased after hydrogen addition
from 25 to 50% because the fast burning velocity and high flame temperature of
hydrogen. The addition of 25% hydrogen is a good formation supporter for the fuel
to reduce the level of pollution and harmful gas emission.
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Figures 4 and 5 show the effect on other gas emission by SO2 according to the
addition of engine speed at different combination ratios of hydrogen. As shown in
Fig. 4, the 75% petrol mixed with 25% hydrogen emits the lowest SO2 at any
engine speeds (1600–3500 rpm). Figure 5 shows a decreasing trend of H2S emis-
sion for the red-line with increasing of engine speed even though at 1600 rpm it is
marginally higher compared to 100% petrol.
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For both figures, by using only petrol generated higher SO2 and H2S at higher
engine speeds. While mixtures of 50% petrol and hydrogen and also 25% petrol and
75% hydrogen showed almost identical results of SO2 and H2S emission. In gen-
eral, mixed 75% petrol with 25% hydrogen shows the lowest results of SO2 and
H2S emission. The burn duration for hydrogen gas and petrol were found to be
increasing respectively which infers that hydrogen has a very short combustion
duration rather than petrol fuel [7]. So, harmful gasses emissions like SO2 and H2S
were reduced for that hydrogen gas rather than for petrol.
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4 Conclusions

This study introduced an experiment aiming at investigating the effect of engine
speed on emission gases at different combinations of hydrogen. The test was carried
out on a modified single head cylinder gasoline engine with a hydrogen system. The
main conclusions are listed below:

• By accomplishing this design, at lower engine speed with lower petrol use, gas
the contamination from this modified gasoline engine is higher than for full
petrol but these emission gases become lower than for full petrol when the
engine speed is increased.

• The level of pollution for a combination of 75% petrol and 25% hydrogen gas is
lower than using full petrol, even at the same engine speed.

• But, a combination of 25% petrol and 75% hydrogen is good to minimize the
effect of the ozone layer and GWP.

• Hydrogen that is produced by electrolysis of saline water is unlimited, thus the
energy that is produced by a combination of both hydrogen gas and petrol can
be considered as renewable energy. Hopefully, by implement this kind of sys-
tem into modern gasoline engines, the rate of gas pollution would be lower and
possibly can replace the fossil fuel in the future.

Acknowledgements The authors would like to acknowledge Ministry of Education Malaysia and
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Analysis of Human Behavior During
Braking for Autonomous Electric Vehicles

Khairul Ikram, Wan Khairunizam, A. B. Shahriman, D. Hazry,
Zuradzman M. Razlan, Hasri Haris, Hafiz Halin and Chin S. Zhe

Abstract Nowadays, the development of modern technologies in the transporta-
tion area has increased rapidly. The latest technology is focused on autonomous
vehicles. The most important aspect in autonomous vehicle control systems is
safety, smooth operation and comfort. It can be provided by the natural element
which is from human behavior as a reference to the autonomous control system.
This paper is briefly describing the human behavior during braking for autonomous
electric vehicle (AEV) control system development. To obtain the human behaviour
during accelerating and braking, two units of angle sensors were installed to the
accelerator and brake pedal of an electric car to measure the angle of both pedals.
Real-time speed is recorded by using a GPS unit. The experiment is focused on
braking characteristic of the electric vehicle. It was carried out based on four
different distances with fixed initial speed before braking action was recorded.
A software interface was designed to display and control real-time speed and pedal
angle value during operation.

Keywords Autonomous electric vehicle � Transportation � Autonomous control
system � Human behaviour
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1 Introduction

In the recent time, the technology in transportation has become more advanced day
by day [1]. It has transformed from old internal combustion engines to hybrid
systems before the autonomous electric vehicle (AEV) was invented. Longitudinal
control becomes the fundamental component in AEV technologies to keep the
vehicle moving at the desired speed by controlling throttle and brake precisely. This
is to ensure that the driver is safe and comfortable during accelerating and braking.
In acceleration control, Bjomberg [2] has proposed an autonomous intelligent cruise
control technique to aid the driver to keep the desired speed on the highway.

For braking control, many new research and inventions were developed day by
day. In 2003, Emami [3] was proposing an antilock braking system (ABS) using a
discrete-time adaptive fuzzy sliding mode controller. The non-linear function of the
plant was controlled using two fuzzy approximations. The aim of the project was to
reduce the dependence on mathematical models, just assuming on certain upper and
lower bound of uncertainties. The development of autonomous control continued
using the robotic driver by Nicholas [4] in 2008. PID controllers were used to
control both steering and pedal actuator. Input is from a combination between a
6-axis inertial measurement unit and GPS. In 2011, Chang [5] developed an
electronic braking system (EBS) to increase the braking performance in standard
cars. This system focused on passenger comfort. The main point was to obtain the
maximum deceleration based on different road condition.

In 2012, Jonas [6] has introduced a system to avoid collision by automatic
control on brake and steering during emergency events. Closed-form expressions
were derived based on longitudinal prediction and measurement errors. For
autonomous braking, Kopert [7] highlighted the autonomous emergency braking
system in 2013 for high safety standard in commercial cars. In 2014, Sachin [8]
highlighted the automatic car braking system using a combination between fuzzy
logic and PID controller. Responses on both controllers were compared to achieve
the best result. By latest, Frederik [9] has introduced driver intention recognition to
automatically give warning and braking in emergency situation on safe behavior
planning on 2015. The automatic system could be cancelled in case of existing
braking intention by the driver.

This paper is organized as follows. Section 1 describes the literature review in
development of brake and acceleration control during recent time. The following
section introduces hardware configurations, design of experiment and all the
methods used to extract data in this paper. Section 3 shows the test result of the
experiment and the conclusion.
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2 Methodology

2.1 Flow Chart

The overall process to obtain braking characteristic of human behavior is shown in
Fig. 1. The speed control configuration of the electric cars (golf buggy car) is
determined before deciding the methods for measuring human characteristic
behavior on pedal control. Based on the speed change characteristic, it is propor-
tional to the movement of the accelerator pedal, so we decided to use the pedal
angle as the primary measure for the position of the pedal.

As to measure the pedal angle, a pair of the potentiometers (see Fig. 2) was
installed into the car for both brake and accelerator pedals. Global Positioning
System (GPS) was used to indicate the real time speed (see Fig. 3).

Fig. 1 Flowchart of the buggy car speed control

Fig. 2 Potentiometer installation on brake and accelerator pedal
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During the experiment, all input data will be displayed on a computer by using a
pre-designed user interface based on the LabVIEW software as shown in Fig. 4.
The real-time data will be recorded before analyzed after the experiment.

Fig. 3 The GPS unit for speed measurement

Fig. 4 User interface by using LabVIEW software
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2.2 Design of Experiment

The experiment is carried out at the Institut Kemahiran MARA Perlis (IKM). Based
on the design of experiment (DOE) as shown in Fig. 5, to obtain appropriate data
for braking characteristic, the test is performed in terms of braking distance. Four
different distances were chosen which is 5, 8, 10 and 17 m by considering the speed
of the car before stopping action. The hallway has 50 m in distance to maintain the
car speed at 15 km/h before entering the braking zone. There were five selected
subjects as the respondents in this trial of braking [4]. The respondents are males
and ages between 19 and 26 years old with driving experience.

2.3 Experimental Result

In this section we present the experimental result based the DOE in Fig. 5. An
analysis of the experimental graph in Fig. 6 shows the relationship between the
accelerator and brake pedal angle with the speed change, especially the effect of
braking action in terms of speed drop. The first and second graph from the top,
shows the acceleration and braking characteristic based on pedal angle (degree).
Maximum pedal angle for accelerator and brake pedal are respectively 40° and 22°.
The bottom graph indicates the corresponding speed (km/h). All the graph’s x-axis
represents the time in second (s). Four different color’s lines in the graph indicate
the four different distances that were tested.

Refer to Fig. 6, the initial condition is maintaining speed at 17 km/h for all
distances. When entering the braking zone, volunteers must stop the car before the
stop line (based on the given braking range) which is 5, 8, 10 and 15 m. Volunteers
were advised to operate the pedals naturally as they drive a normal car. We can
observe two main aspects from the graph which is the time taken to brake from
zero-degree angle to fully pressed and the time taken for the vehicle start to
decelerate until it fully stops. The different distance ranges have different results.
During 5 m operation, braking action started on 20th second and the pedal was
fully pressed on 22th second. So it takes 2 s to fully press the pedal. The 8 and
10 m braking graph is equally consuming 3 s to before the brake pedal is fully

Fig. 5 Design of experiment
(DOE)
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pressed. The 15 m braking graph is taking brake action from 23rd second to 20th
second, which is used the 5 s to perform the braking.

On the speed changes, for 5 m stop range, the speed starts to decrease on 22th
second and the vehicle fully stops at 25th second. So its only take 3 s to reduce the
speed from 17 to 0 km/h. On 8 and 10 m distance, the speed starts dropping equally
at 19th second, but both are fully stopped at one second time interval, which is 23rd
second and 24th second. So it takes 4 s in 8 m, and 5 s in 10 m to stop the vehicle.
For 15 m, it is required 6 s to fully stop which is the speed start to drop at 22th
second before fully stop at the 28th second. The graph pattern is similar generally,
the only difference is the time taken for braking. So, the 15 m graph has a bigger
curve than the 5 m graph.

As the conclusion, the closer the distance for braking, the shorter the time
required to press the brake pedal from zero-degree angle until maximum degree.
Moreover, its also means that the vehicle speed is falling faster from 17 to 0 km/h
when compared to a longer braking distance. The shorter braking distance shows
that in the emergency situation, human is in panic and will press the braking more
harshly than usual. A longer braking distance gives more space to slowly perform
the braking. This is normal to the human behavior, as we are not a computer
programmed machine.

Fig. 6 Experimental results for 5, 8, 10 and 15 m braking range
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The Mapping of Full Weld Cycle Heat
Profile for Friction Stir Welding Pipe Butt
Joints

Azman Ismail, Mokhtar Awang, Fauziah Ab Rahman,
Bakhtiar Ariff Baharudin, Puteri Zarina Megat Khalid,
Darulihsan Abdul Hamid and Kamal Ahmad

Abstract Aluminium alloy 6063 pipe sections were friction stir welded to produce
a sound joining. In this present study, the full weld cycle of heat input will be
gathered for rotational speed ranging between 1000 and 1600 rpm and travel speed
between 3 and 5 mm/s. There will be 5 specimens to be friction stir welded. It was
found that, the heat input will be increased with the increment of rotational speed up
to 396 °C and decreased with the increment of travel speed with a minimum of
221 °C. These conditions were recorded by utilizing K-type thermocouples and the
Signal Express software with a National Instrument model cDAQ-9171 data logger.

Keywords Friction stir welding � Pipe section � Heat input � Full weld cycle
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1 Introduction

The friction stir welding (FSW) was developed in 1991 at TWI, United Kingdom
[1]. This process was initially developed to cater for soft materials such as alu-
minium and then expanding its application to a wide variety of hard materials such
as copper, steel, stainless steel, titanium and iconel [2, 3]. However, most of the
research was done on aluminium especially on plates instead of pipe sections. The
heat supplied for FSW process was generated by friction between the pipe
surface-shoulder and plastic deformation during stirring process of a high rotation
tool. Figure 1 shows the basic concept of friction stir welding on how the heat is
supplied and the joint occurs.

Previous studies showed that the heat input could cause a detrimental effect on the
mechanical properties especially on hardness and tensile strength of aluminium
specimens [3–5]. This heat input could cause annealing and reduction in hardness and
strength of the specimen. The control of heat input imposed towards these materials
could prevent the reduction on mechanical properties in the weld joint region.
A suitable combination of rotational and travel speed will produce sound friction stir
weld and incompatibility of these welding parameters could cause weld defects due to
insufficient heat input for appropriate material flow in the friction stir welded zone.
Besides that, a tubular shape in pipe joining posed a unique challenge. In order to
complete a full weld cycle in friction stir welding of pipe joining, the rotating tool will
start and stop at the same point thus will also introduce secondary heating [6, 7].

In this present study, a butted section joining of AA6063 pipe was performed and
the temperatures were gathered for a full complete weld cycle in order to determine
suitable heat input generated based on selected rotational speeds (i.e. 1000, 1300 and
1600 rpm) and travel speeds (i.e. 3, 4 and 5 mm/s). This joining necessitates the use of
special holding equipment which is known as the orbital clamping unit as shown in
Fig. 2.

Fig. 1 Basic concept of
friction stir welding process
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2 Experimental Setup

A set of two AA6063 pipe sections were joined together by the FSW process. The
89 mm outside diameter of the pipe with 5 mm wall thickness was utilized as weld
specimen. These 2 pieces of 100 mm length of pipe were joined together to produce
full penetration friction stir welds. The FSW tools used for this experiment setting
was made from surface-hardened H13 high carbon steel with a 20 mm diameter
shoulder and 5 mm diameter of pin. The length of the pin was set for 3.8 mm.
The FSW tool was offset at 6 mm from the centerline in order to supply sufficient
plowing effect for a sound weld joint.

Eight units of k-type thermocouples were attached onto the pipe circumferen-
tially on the advancing side based on previous research findings [8, 9]. The first 4
units were put at a distance of 20 mm between each other and the last 4 units were
put at a distance of 44 mm each, 15 mm gap towards advancing side, represented
by A0, B, C, D, E, F, G, H, and A1 where is A0 and A1 were the same thermo-
couples at the same start and stop position. This is shown in Fig. 3. Figures 4 and 5
show the setting of thermocouples onto pipe sections and tool positioning respec-
tively. The welding parameters of these experiments are shown in Table 1. The
plunge depth and dwell time were set to 4 mm and 25 s, respectively. The tem-
perature was measured by K-type thermocouples and recorded using a National
Instrument (NI) Signal Express application on a laptop. A NI CompactRIO, model
NI cDAQ-9171 was used as data logger.

Fig. 2 Orbital clamping unit on FSW machine
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3 Results and Discussion

The temperature profiles measured at various welding parameters are shown in
Figs. 6 and 7, respectively. Figure 6 shows the temperature profile at constant travel
speed with the increment of rotational speed. Meanwhile Fig. 7 shows the same
data at constant rotational speed with the increment of travel speed. Heat generation
in FSW is vital. Sufficient heat will produce a sound friction stir welded joint. In
this case, the welding parameters such as rotational and travel speed will affect the
generation of heat in FSW.

Based on Fig. 6, the heat input increased with the increment of rotational speed at
constant travel speed. Meanwhile, the heat input decreased with the increment of
travel speed at constant rotational speed as shown in Fig. 7. The highest heatmeasured

Fig. 3 Thermocouples positioning based on pipe circumferences

Fig. 4 Pipe settings on FSW machine
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at both conditions are 396 °C. The combination of these parameters play a major role
as the heat is generated solely caused by friction. Some condition gave fluctuate
reading due to vibration and pipe eccentricity but still within acceptable range.

Fig. 5 Tool positioning (side
view)

Table 1 Friction stir welding
parameters

FSW Specimen Welding parameters

Rotational
speed
(rpm)

Travel
speed
(mm/s)

FSW-1 1000 3

FSW-2 1300 3

FSW-3 1600 3

FSW-4 1600 4

FSW-5 1600 5
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4 Conclusion

Based on the results of the present study, these conclusions could be made as
follows;

a. The heat increased with the increment of rotational speed but vice versa with the
increment of travel speed.

b. The maximum heat generated for both conditions is 396 °C.
c. The combination of these parameters such as rotational and travel speed are

important in order to control the heat generated towards the weld region in FSW
process.

Fig. 6 Heat input with increment of rotational speed

Fig. 7 Heat input with increment of travel speed
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Assessment of Thermal Comfort in a Car
Cabin Under Sun Radiation Exposure

Mohamad Asyraf Othoman, Mohd Sahril Mohd Fouzi
and Adzuieen Nordin

Abstract The number of vehicles in Malaysia increases rapidly and these cars are
usually parked at open or un-shaded parking areas due to limited roof parking
facilities. Most of the car users need a few minutes to cool down the car cabin
temperature because of the sun radiation exposure. The increase of car cabin
temperature results in a degradation of the material and the interior quality of the car
cabin and is also connected to the danger of heat strokes of passengers. Therefore,
the objective of this study is to identify the temperature and relative humidity of the
car cabin when it was exposed to hot and sunny days for the case of tropical
climate. The data was collected in five different modes. It was observed for three
days in order to reduce uncertainty. The results show that the car cabin temperature
could be exceed to 60% from the ambient temperature when it was exposed to the
sun within two hours and the relative humidity decreased from 25 to 54%.

Keywords Thermal � Car cabin � Sun radiation � Vehicle

1 Introduction

Due to the economic stability and income growth among Malaysians, majority of
Malaysians afford to purchase their own vehicle. Hence, the numbers of vehicles
rapidly increased. Regarding this situation, Malaysian drivers tend to park their
vehicles at uncover or un-shaded parking areas due to the lack of roof parking
accommodation. As people have to park their cars at uncovered areas for several
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minutes even hours under hot weather to go for shopping or working purposes, the
sun radiation will heat up the temperature in the vehicle’s cabin. Affected to this
condition, the car owner is forced to wait for a certain times to cool down the
temperature in the vehicle’s cabin by either lowering the window or switch on the
air-conditioner system at full level which leads to high fuel consumption and
interior component degradation due to rapid cooling.

Many researchers have done research on indoor air quality in buildings [1].
Guidelines for indoor air quality for office buildings have been implemented from
[2, 3]. References [4, 5] have discussed a fundamental study on the ventilation rates
and volatile organic compounds concentration in the car compartment and particles,
ultra-fine particles and ozone in the car compartment, respectively.

According to Al-Kayiem et al. [6], solar irradiation increases with time to
maximum values between 12.00 and 14.00 h. The mean value of 500 ± 50 Wm−2

was dependent on the cloud conditions. They have also done experimental and
numerical analyses on the effect of a 20 mm window gap and sunshade on thermal
accumulation inside a parked car cabin. The use of the sunshade and lowering
windows on both sides reduced the heat accumulation due to fresh air exchange
with the exterior environment.

The temperature level in the car interior can be more than 20 °C and above the
ambient temperature when a car is parked and exposed to the sun radiation as noted
by Dadour et al. [7]. They built a simple ‘greenhouse’ model for predicting the daily
interior vehicle temperatures of black and white vehicles. They also demonstrated
that the car interior temperature can be reduced typically 3 °C by lowering the
driver’s window by 25 mm.

Kaynakli et al. [8] measured the temperature and humidity at various points
inside a sedan car during heating period. The results showed that the heat losses
were very high at the beginning of heating period. Mezrhab et al. [9], demonstrated
a numerical model to study the performance of thermal comfort inside the car
interior according to climatic conditions and materials that compile the vehicle.
According to the American Heritage Science Dictionary [10], relative humidity is
the ratio of the actual amount of water vapour present in a volume of air at a given
temperature to the maximum amount that the air could hold at that temperature,
expressed as a percentage. Warm air can hold more water vapour than cool air, so a
particular amount of water vapour will yield a lower relative humidity in warm air
than it does in cool air.
The relative humidity influenced the comfort that occupants feel in a certain space.
The ASHRAE [11] advises a relative humidity range of 30–60% in occupied
spaces. The occupied spaces refer to office or educational buildings, entertainment
venues and medical facilities. Some medical facilities have different relative
humidity requirements, which are based on the condition and purpose.

Low relative humidity can have negative effects on human wellbeing and health.
Arundel et al. [12] stated that the low relative humidity caused an eye irritation and
increased the occurrence of infective aerosols produced by coughing or exhaling.
People who stay indoors for a long time period during winter were easy to get
respiratory infection by weakening the defences provided by the mucous
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membranes. They also state that a relative humidity between 40 and 70% can
minimize the infectivity of bacterial and viral organisms.

High relative humidity is considered when it is above 60%. Too high percentage
of humidity can cause occupant discomfort, building and paper-based materials
damage, mold and fungi growth, the existence of dust mites, and develop infectivity
of bacteria and viruses. When humidity is increased, the human body has more
complexity in cooling itself through perspiration. If the perspiration cannot disap-
pear from the skin due to the increased relative humidity, then the people will
become uncomfortable. Asthma can be triggered by allergens produced by dust
mites.

High relative humidity can contribute to problems in building materials.
Moisture formed from air absorbed by acoustical ceiling tiles can cause sagging.
Wallboard can absorb enough moisture in a high humidity space to the extent that it
supports mold or fungi will growth, which itself can damage the wallboard. High
relative humidity also can contribute to the degradation of books and other
paper-based materials as they become an attractive place for mold and for house
dust mites. House dust mites can increase in space where the relative humidity
exceeds 50% and fine organic particles are readily available. These dust mites can
be found in all types of indoor environments besides residential properties. Arundel
et al.’s [12] has summarized the effect of relative humidity on chemical and bio-
logical factors.

Thermal comfort is a term that generally is regarded as a desirable or positive
state of a person. The feeling of comfort is a result of mixture sensations that varies
depending on the person, lifestyle, and habits. For example, during winter, when
you are from the outside region and coming in (from temperature of −5 °C to
temperature 20 °C), warm sensation will be experienced and the same goes to cool
sensation, from hot to cold area. Thermal comfort mainly concerns the interior
temperature of rooms, maintaining and distributing it evenly and the quality of air.

There are many levels of discussion regarding the meaning and nature of thermal
comfort and there was much activity and debate in the 1960s and 1970s on this
topic. Much has been achieved since 1970 in understanding the conditions that
create thermal comfort. However, because of the need to take the understanding to a
higher level in order to meet increased and new requirements, these discussions are
again coming to the fore. Based on ASHRAE standard 55, a good thermal comfort
is achieved where eighty percent or more people in a room feel comfortable. A less
neutral and more positive concept related to thermal comfort is thermal pleasure.
Thermal pleasure is found in cool temperatures compensated for by the neat of the
sun. Such conditions are usually beyond thermal comfort.

The rapid rise of car the interior temperature inside static vehicles without
natural or auxiliary ventilation in direct sun radiation exposure will damage prop-
erty and harm human or pets left inside. Excessive heat inside fully closed cabin
temperature will increase the level of air borne and chemical substances in car
interiors. Exposure to these substances will increase the potential to get allergy and
asthma symptoms and cause eye, nose and throat irritation [13]. Temperature and

Assessment of Thermal Comfort in a Car Cabin Under Sun … 471



relative humidity is a part of indoor air quality components that is used to determine
how our air is in acceptance level due confined space.

The climate in Malaysia is hot and humid. The data obtained by the Malaysian
Meteorological Department [14] for a ten-year period records relatively uniform
outdoor temperatures with an average of between 23.7 and 31.3 °C throughout a
day with the highest maximum recorded temperature as 36.9 °C with an average
relative humidity of between 67 and 95%. Therefore, the objective of this study is
to assess the car cabin thermal comfort level in direct sun radiation during a hot and
sunny day in tropical country weather.

2 Methodology

Meteorological data was used for this research. Meteorological data from a fixed air
quality monitoring station nearby to the study area was provided by the Malaysian
Meteorological Department. The data consist of temperature and relative humidity.
The data was used to compare with the actual ambient data taken in the testing area.
On the average, Malaysia receives about 6 h of sunshine per day due the cloud
cover cuts off a substantial amount of solar radiation. This study was conducted in a
selected parking area (latitude 4.57, longitude 101.1) and altitude: 53 m above
mean sea level in Ipoh, the capital city of Perak state. The testing area was sur-
rounded by residential flats, terrace houses, schools, and government buildings. The
area also was secluded by limestone hills; i.e. to the northeast, east and southeast of
the testing area.

In order to collect data for this study, a white Proton Persona (Model 2011) and
car sunshade are used in the experiments. The overall dimensions of the car are
4477 mm in length, 1725 mm in width and 1438 mm in height. All side windows
are made of white transparent glass. The front and rear windscreen are also made of
white glass. The car sunshade is shown in Fig. 1 has a silver foil front and back.
The car was parked and exposed to direct sun at free air in the period of time at
Ipoh. The test area was the car park of the learning institution at Ipoh, Perak,
Malaysia which is a typical bitumen surfaced open car park. Vacant spaces were left
between and either side of the test vehicles to ensure full sun exposure. The test
vehicles oriented South-East to ensure full sun exposure for the whole period of the
test. The selected location ensured that there was no shading of the vehicles during
the period of the test. A TPI 597C1 digital hygrometer, also shown on Fig. 1, was
used to monitor the indoor dry bulb temperature and relative humidity. The
instrument was mounted on the middle of the rear seat about 30 cm from the floor.
The instrument was not directly exposed to sun radiation, therefore, only the air
temperature was measured.

Temperature and relative humidity were measured from 12.00 to 14.00 h for the
duration of three days for each mode. Each measurement was at constant atmo-
spheric temperatures between March and May. All experiments were made almost
at the same conditions (car direction and daily hours). The starting temperature of
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the vehicles was normalized by parking in an under-roof car park for several hours’
priors to each data measurement sequence. Air conditioning was off and set at low
fan speed, immediately prior to parking the car in its test and commencing the test,
in order to replicate typical driving condition.

Five different parking conditions were investigated consisting of all side glass
windows openings, front shield shading and normal parking condition. The modes
are described in Table 1. For all modes except mode 1, the car was tested at an open
space (un-shaded) parking area in an under-roof parking area and all windows were
totally closed. Mode 2 is measured while the car was parked at an open space
(un-shaded) parking area and windows were totally closed. Mode 3 when the car
windows were totally closed with applied car sunshade in front and rear wind-
screen. Mode 4 when the car is lowering the four windows by 20 mm and mode 5
when the car is lowering the four windows by 20 mm with applied car sunshade at

Fig. 1 Position of car sunshade and digital hygrometer inside the car interior

Table 1 Experiment modes description

Mode Setup

Roof parking
area

Open parking
area

All windows
closed

Sunshade Windows gab
20 mm

1 √ √

2 √ √

3 √ √ √

4 √ √

5 √ √ √
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front and rear windscreen. Indoor air quality parameter data for control (fully
shaded) condition for each mode were measured to make a comparison study.

3 Results and Discussion

The results are divided into two sections, which look into the dry bulb air tem-
perature and relative humidity.

3.1 Temperatures Variation Assessment

The temperature variations of the car cabin in different modes are plotted in Fig. 2.
The data was recorded at fifteen minutes intervals at all modes. Deviation tem-
perature for ambient and mode 1 is small compared to others modes when the car
was fully exposed to sun radiation.

Table 2 summarizes the maximum, minimum and average car interior temper-
ature values in all modes. The minimum ambient temperature recorded was 33.7 °C

Fig. 2 Temperature of car cabin in different modes

Table 2 Maximum, minimum and average interior temperature values in deferent modes

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Ambient

Maximum (°C) 35.9 62.4 60.7 61.3 59.2 38.0

Minimum (°C) 34.1 47.9 46.9 47.1 46.0 33.7

Average (°C) 35.2 57.1 55.1 55.2 53.5 35.8

% Reduction 38.4 0.0 3.5 3.3 63 37.3
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at the beginning of the test and maximum was 38 °C at 14.00 h. The average data
recorded for ambient temperature is 35.8 °C. The interior temperature difference for
mode 1 is slightly the same as the ambient temperature but has a difference 2.1 °C
below the ambient peak temperature.

In mode 2 as a closed interior recorded the highest reading among the five
modes. The minimum mode 2 interior temperature recorded was 47.9 °C at the
beginning of the test and increased to the peak temperature 62.4 °C. This was
reached within 120 min testing period. The average data recorded for mode 2
temperature is 57.1 °C.

For mode 3, the recorded interior temperature was reduced 3.5% by reducing the
solar projection area with an installed aluminium foil sunshade underneath of the
front and rear windscreen. The minimum mode 3 interior temperature recorded was
46.9 °C at the beginning of the test and the peak temperature was 60.7 °C. The
average data recorded for mode 3 temperature is 55.1 °C.

When the car window is lowered by 20 mm in mode 4 the interior temperature
reduction is 3.3%. This small amount reduction values is caused by small the gap
window to let sufficient fresh air flows from outside and circulates inside the car.
The minimum mode 4 interior temperature recorded was 47.1 °C at the beginning
of the test and the peak temperature was 61.3 °C. By averaging the data recorded an
average mode 4 car interior temperature of 55.2 °C was calculated. A combination
of sunshade and lowering windows in mode 5 gave a better amount of heat
reduction. Almost 6.3% of the car interior temperature was reduced.

The minimum mode 5 interior temperature recorded was 46.0 °C at the begin-
ning of the test and the peak temperature was 59.2 °C. The average data recorded
for mode 4 temperature is 53.5 °C.

3.2 Relative Humidity Levels Measurement

As show in Fig. 3, results of relative humidity (RH) of air in the car interior with
time in fifteen minutes interval throughout the test under various modes.

Table 3 summarizes the value of maximum, minimum and average interior
relative humidity as well as the percent of reduction in various modes.

Mode 1 interior recorded high an average relative humidity (57.7%) compared to
others modes. The maximum mode 1 interior relative humidity recorded was 59.7%
at the beginning and slightly decreased to a minimum value of 56.4% after 120 min
of the test. In ambient mode the humidity average value is 50.2%, lower than mode
1 but still in the comfort range recommended by DOSH [2]. The humidity in
ambient mode begins with 54.8% and gradually decreases to 47.3%. Mode 2 as
closed car and exposed to sun radiation recorded the worst humidity reduction from
others modes. Almost 61% reduction compared to mode 1 when the car parked
under roof parking area.

The average humidity value in mode 2 is 22%. It begun with 29% and con-
tinuously decreases to the lowest humidity value of 18.6% after 120 min. When the
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car was equipped with the sunshade in mode 3, the humidity value started with
41.6% and decreased to 26.5% at the end of the test. The average humidity value in
mode 3 was 31.8%.

Humidity reduction in mode 3 is 45% compared to mode 1. When the car is just
lowering all windows under sun radiation in mode 4, the average humidity value
was 24.2% and the humidity reduction was about 58%.

At start the humidity interior value in mode 4 was 31.2% and constantly
decreased to 19.5%. When sun exposed car applied a sunshade and lowering all
window in mode 5, the interior humidity started at 36.3% and decreased to 30.1%
and the average humidity value was 32.5%. The humidity reduction in mode 5 was
44% compared to mode 1.

Figure 4 shows the relationship between the temperature and relative humidity
in the car cabin interior. Increasing the temperature inside the car interior will
decrease the relative humidity value. The humidity level achieved the comfort range
(40–70%) when the temperature in the car interior was below 40 °C.

Without applied sunshade underneath the front and rear windscreen in mode 2
and mode 4, the relative humidity depletion was very high. With applied sunshade
in mode 3 and mode 5, the solar projection area were reflected, hence it resulted in
positive improvement of maintaining relative humidity in the car interior with 44–
45% humidity reduction compared to mode 1.

Fig. 3 Relative humidity of car interior in different modes

Table 3 Maximum, minimum and average interior relative humidity in various modes

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Ambient

Maximum 59.7 29 41.6 31.2 36.3 54.8

Minimum 56.4 18.6 26.5 19.5 30.1 47.3

Average 57.7 22.6 31.8 24.2 32.5 50.2

% Reduction 0 61 45 58 44 13
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While comparing with mode 2, the improvement is about 41–44%. Lowering the
windows by 20 mm in mode 4 and 5 gave 7.1% improvement when compared with
mode 2 although caused by the circulation between the warm air inside the cabin
and the ambient air hence retain relative humidity from rapidly decreasing.

Table 4 shows the percentage of result difference of IAQ compared to the rec-
ommendation limit set by the Department of Occupational Safety and Health
(DOSH), Malaysia and Institute of Environmental Epidemiology (IAE), Singapore.
The yellow highlight colour indicates results that exceed from the recommended
limit and the blue highlight colour indicates results below from the recommended
limit.

The temperature result for all modes include ambient exceed the comfort limit
(23–26 °C) by DOSH and (22.5–25.5 °C) by IAE with assumed 26 °C as comfort
temperature. Mode 2 recorded the highest value, 140% exceeding from the limit.
When the car is exposed to sun radiation, the relative humidity of the car interior
recorded exceeds the limit especially for the enclosed car where the recorded
maximum exceeded the limit by 54%.

By lowering all windows 20 mm in mode 4, the recorded data showed 51% of
relative humidity which is slightly improved but still exceeded the limit value.

Fig. 4 Effect of temperature on relative humidity in car cabin

Table 4 Comparison between result obtained and recommendation limit by DOSH, Malaysia and
IAE, Singapore

Parameter Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Ambient DOSH IAE

Temperature
(°C)

35.9 62.4 60.7 61.3 59.2 38.0 23–26 22.5–
25.538% 140% 133% 136% 128% 46%

Relative
humidity (%)

56.4 18.6 26.5 19.5 30.1 47.3 40–70 70

41% 54% 34% 51% 25% 18%
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Sunshade installation underneath front and rear wind screen at mode 3 recorded
34% exceeding the limit. A combination of gap of window and sunshade instal-
lation recorded 25% exceeding the limit. Therefore roof parking or shaded area will
maintain the relative humidity 41% below the minimum recommended limit.

4 Conclusion

Study on the five modes indoor air quality of car interior had been carried out
experimentally. The measurements were carried out during a sunny day at 12.00–
14.00 h under un-shaded parking and roof parking environment. Temperature level
in car interior can be more 20 °C and 60% above the ambient temperature and
exceed comfort range (23–26 °C) [15]. Although sunshade installation underneath
the front and rear windscreen and lowered all windows by 20 mm, the interior
temperature reduction is in between 3 and 7%.

The relative humidity decreased when the car interior temperature increased. For
the case when the car parked at the under roof parking area, the relative humidity of
the car interior was in the range of 40–70%. When the car is parked at the
un-shaded parking area, the relative humidity was in the range of 18–40%. The use
of sunshades at the front and rear windscreens resulted in an increase of 40%
relative humidity of the car interior. By lowering all windows by 20 mm, it will
increase 8% of interior relative humidity.
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Defects of Post Weld Heat Treatment
on A36 Carbon Steel Welded by Shielded
Metal Arc Welding

Norfadhlina Khalid, Zaherrudin Yusof and
M. A. Mun’aim Mohd Idrus

Abstract This study is conducted to assess the influence of post weld heat treat-
ment on weld defects. The purpose of this study is to identify and determine the
defect type before and after post weld heat treatment (PWHT) with three different
soaking temperatures and three ASTM A36 carbon steel specimens. The specimen
is welded by using the shielded metal arc welding (SMAW) process and an AWS
E6013 electrode is used with welding current range from 90 to 100 A. All the
specimens are inspected using ultrasonic testing (UT) before and after the PWHT
process. The specimens in the PWHT process are subjected to different soaking
temperatures which are 490, 540 and 610 °C. The result is observed from abnor-
mality criteria to the obtained defects and it can be concluded that by increasing the
soaking temperature values from the PWHT, certain types of current defects will be
elongated.

Keywords Post weld heat treatment � Ultrasonic testing � Carbon steel shielded
metal arc welding

1 Introduction

Post weld heat treatment (PWHT) is a method for reducing and redistributing the
residual stresses in the material that have been introduced by welding. The extent of
relaxation of the residual stresses depends on the material type and composition, the
temperature of PWHT and the soaking time at a certain temperature [1].
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The welding process generally involves melting and subsequent cooling and the
result of this thermal cycle is distortion if the welded item is free to move or cause
residual stresses if the item is securely held [2]. Ultrasonic testing has frequently
been used to assess the reliability of structural components which have been applied
to the inspection of welding. This study covers the ultrasonic testing of welds to
determine any defects. An ultrasonic technique uses the property of imperfections,
then reflects and diffracts a wave in order to locate and size the defects. So far with
ultrasonic techniques, defects in a weld can be localized but it is very difficult to
determine its orientation and exact size. In this study, there are three specimens of
carbon steel (ASTM A36) which are joined by butt joint which uses the shielded
metal arc welding process (SMAW) and each of the specimen is marked as
Specimen 1, Specimen 2 and Specimen 3, respectively [3]. The purpose of the
PWHT is to find some abnormality criteria to the defects that were found before, so
that it can be a point form that needs to be elaborated. PWHT process can also be a
role as a study perimeter with different soaking temperatures to each of the three
specimens which are high, medium and low temperature.

2 Experimental Methodology

2.1 Tested Material

ASTM A36 plate is a carbon steel that exhibits good strength coupled with
formability [3]. It is easy to machine and fabricate and is weldable. The steel can be
galvanized to provide increased corrosion resistance (ASTM A36) [3]. A36 plate
can be used for a wide range of applications, depending on the thickness and
corrosion resistance of the alloy. The carbon content in the carbon steel is 0.25–
0.3%. The material used in this study is carbon steel by using code ASTM A36 flat
bars and the size adheres to the American Welding Institute code, AWS D1.1 with
composition as given in Table 1 and the rectangular bars size of 180 mm � 75
mm � 10 mm thickness are sectioned from the bars [4].

Table 1 Carbon steel
chemical composition

Element Content (%)

Carbon, C 0.25–0.30

Copper, Cu 0.20

Iron, Fe 98.0

Manganese, Mn 1.03

Phosphorus, P 0.040

Silicon, Si 0.280

Sulfur, S 0.050
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2.2 SMAW Welding Process

The specimens were welded together using the shielded metal-arc welding
(SMAW) process. AWS E6013 electrodes were used with direct current arc
welding process using a 2.4-mm welding rod diameter [5]. Table 2 shows the
specification of welding through SMAW.

2.3 Ultrasonic Testing (UT)

Ultrasonic testing (UT) is a non-destructive inspection method that uses high fre-
quency sound waves that are above the range of human hearing, to detect the
presence of internal cracks, inclusions, segregations, porosity, lack of fusion, and
similar discontinuities in all types of metals [6]. In ultrasonic testing, very high
frequency sound waves are transmitted through the part to be tested. The sound
waves then return to the sender and are displayed as a graph on a monitoring screen
for interpretation [7]. When there is a discontinuity such as a crack in the wave path,
part of the energy will be reflected back from the flawed surface.

The reflected wave signal is transformed into an electrical signal by the trans-
ducer and is displayed on a screen [8]. In general, ultrasonic testing is based on the
capture and quantification of either the reflected waves or the transmitted waves [6].
Each of the two types is used in certain applications, but generally, pulse echo
systems are more useful since they require one-sided access to the object being
inspected. Figure 1 shows the basic diagram of ultrasonic testing.

2.4 Post Weld Heat Treatment (PWHT)

The machined samples were subjected to stress relieving heat treatment. Three
different soaking temperatures were used. The process of the heat treatment started
from the heating with 222 °C/25 mm/h, followed by soaking or holding
temperature/25 mm thickness/h as shown in Table 3 and then cooling with
280 °C/h/25 mm thickness and lastly cooling by air. The heat-treatment procedure
adopted was a soaking temperature range of 490, 540, and 610 °C [9]. The weld

Table 2 Welding
specification in SMAW
process

Welding method Shielded metal arc welding (SMAW)

Welding type Butt joint

Rod/filler E6013 (∅2.4 mm)

Current range 90–100A

Standard code AWS A5.1
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samples were soaked for 20 min in accordance with the ASTM soaking time
requirement of 3–4 min/mm thickness at each annealing temperature [3]. Three
samples were cooled by using air.

3 Experimental Results

3.1 Data and Result

Figure 2 shows the temperature versus time graph. It shows the time taken for every
specimen to complete the post weld heat treatment (PWHT) process. For Specimen
1 (black line), it takes 4 h and 53 min to complete the PWHT process. This was
followed by the second specimen (red line), it takes 4 h and 22 min to complete the
PWHT process. Last, the third specimen (green line), it takes 3 h and 57 min [see
Fig. 2b] to complete the PWHT process. Post weld heat treatment was accom-
plished by heating a metal below the critical temperature and then cooling uni-
formly [1].

Figure 3 shows the scan plan gained from the ultrasonic testing for the Specimen
1 before post weld heat treatment which was exposed to the highest soaking
temperature. The other specimen, i.e. 2 and 3, are not included because there was no

Fig. 1 Ultrasonic testing basic diagram

Table 3 PWHT soaking
temperature

Specimen Soaking temperature (°C)

SPC-01 490

SPC-02 540

SPC-03 610
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reaction to the current defects after PWHT process within the medium and low
temperature.

The crack defect shows some growth for its structure or size after being soaked
by the highest temperature of PWHT with the depth changes from 12 to 13 mm and

Fig. 2 a The temperature versus time for 1st and 2nd specimens in PWHT process. b The
temperature versus time for 3rd specimen in PWHT process
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the length elongated from 20 to 22 mm. Other defects from Specimen 1 which are
slag inclusion and lack of fusion still maintained their size by not having any
changes due to their length or depth. Figure 4 shows the scan plan gained from the
ultrasonic testing for the Specimen 1 after post weld heat treatment process which
was exposed to the highest soaking temperature.

3.2 Results and Discussion

All type of defects remained the same without any additional defect although after
doing PWHT with the highest soaking temperature (610 °C) of PWHT was applied
to Specimen 1 followed by medium temperature (540 °C) that was applied to
Specimen 2 and then the lowest soaking temperature (490 °C) was applied to
Specimen 3. Table 3 shows that there are only three types of defects which were
obtained before and after the PWHT process from this study which are crack, lack
of fusion and slag inclusion but a little bit of changes in the length and depth of
specimens (Table 4).

In Specimen 3, there are two types of defects detected from the ultrasonic testing
which are crack and slag inclusion. These two defects do not change their size after

Fig. 3 The scan plan for Specimen 1 before PWHT process [13]
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Fig. 4 The scan plan for Specimen 1 after PWHT process. Source Ultrasonic Examination Report
by Kejuruteraan Escon Sdn. Bhd

Table 4 Types of defects detected before and after PWHT process. Source Ultrasonic
Examination Report by Kejuruteraan Escon Sdn. Bhd

Specimen Defect before PWHT Defect forming after PWHT

Type Length
(mm)

Depth
(mm)

Type Length
(mm)

Depth
(mm)

SPC-1 Crack 20 12 Crack 22 13

Slag
isolation

33 11 Slag
isolation

33 11

Lack of
fusion

37 12 Lack of
fusion

37 12

SPC-2 Crack 22 9 Crack 22 9

Slag
isolation

25 9 Slag
isolation

25 9

SPC-3 Crack 25 8 Crack 25 8

Slag
isolation

25 11 Slag
isolation

25 11
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being heated with low temperature of PWHT with crack defect still remaining at
25 mm in length and 8 mm in depth.

The slag inclusion defects are also similar i.e. 25 mm in length and 11 mm in
depth. There are also no changes for Specimen 2 after being burned by medium
temperature of PWHT with only two defects obtained from the ultrasonic testing.
These defects occurred during the welding process, not due to the PWHT process.
The crack and slag inclusion defect from Specimen 2 still remain their size in length
and depth by 22 mm � 9 mm (crack) and 25 mm � 9 mm (slag inclusion).

Figure 5 shows three types of defects detected from the welding process before
and after doing PWHT which are crack, lack of fusion and slag inclusion. It is also
shown that lack of fusion is the longest defect obtained in this study followed by
slag inclusion and crack as the smallest defect.

After doing some investigation, these three defects were identified to have come
from poor welding technique. Welding technique has an important role to play in
preventing defects. Probably the defects like lack of fusion and slag inclusion do not
affect the physique because their defective conditions are not related to any melting
microstructure deformation although heated by high temperature [10]. Therefore,
the elongated crack defect in Specimen 1 might be caused by high temperature from
heat treatment that makes an internal weld structure problem such as structural
stress. It is well known that crack is a life defect and it will always increase if
exposed to any stress. This is the reasons why there is not any tolerance or
acceptance level for this type of major defect [6].

Another probable factor that causes crack elongation is the extremely too high
heating temperature that can create hot tears [11]. Hot tears disturb the surface or
near surface cracks in the material due to sudden different heating rates [12]. This is
evidenced when another crack defect in Specimen 2 and 3 do not show any changes
because they were soaked or heated with lower temperature rates.

Fig. 5 The defects detected from welding process before and after PWHT process
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4 Conclusion

In this study, the defects of post weld heat treatment on carbon steel welded joints
by shielded metal arc welding are explained in order to identify and determine the
defect type occurring through ultrasonic testing before and after PWHT process.
The findings defined only three types of defects found in all specimens such as
crack, slag inclusion and lack of fusion. The findings also identified that these three
defects came from poor welding technique. For example, an existing crack will
grow in size if exposed to any stress. Re-melting weld microstructure of the base
metal from high temperature of heat treatment will also create a crack if it is located
in the base metal before spreading [11]. However, some defects do not cause
alterations to the structures after doing PWHT process when it is not related to
microstructure deformation.
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Automatic Tug Assistance

Yasseen Adnan Ahmed

Abstract Usually in the harbour area, a big ship with single rudder-single propeller
often requires a set of adequate thrust device or tug assistance which exactly takes
into account the surge, sway and yaw rate to execute such crabbing motion. The
number of tugs involved in each operation depends on the size of the ship as well as
existing wind disturbances. The effect of wind varies with its relative direction and
the speed of the ship. Therefore, the tug operators must be aware of the disturbances
effect and adjust the tow or pulling forces by seeing the response of the ship. The
same task, i.e. the adjustment the thrust values, could be done in an automated way
which will eliminate the possibilities of human errors and thus ensure proper safety
in tug operation. This paper discusses about a controller that can calculate the
required tug forces by observing the ship response and then adjust the forces to
finally align the ship with the pier with a minimum sway velocity under reasonable
wind disturbances.

Keywords Tug assistance � Harbour area � Single rudder-single propeller

1 Introduction

Ship berthing requires precise and gentle control. Everyday ship operators
demonstrate such control in ports all over the world. Depending on the experience
of the operators, most of the time ships dock safety but the outcome of such
sophisticated manoeuvring is not always successful especially in the presence of
environmental disturbances. Therefore, bringing automation in the ship berthing
sector would be a great relief in terms of safety assessment. Ship berthing is a
combination of systematic work done to achieve a 100% successful result. For an
example, the operator must slow down the ship speed, the approach must be
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controllable, he must plan the total process well before and of course proper team
work. By doing so, when the ship enters into a narrower zone close to the pier by
reducing its speed, then the tugs are requested to assist the ship to navigate further
and finally align it with the pier. Therefore, this paper will focus on the last stage of
the whole berthing process, i.e. the tug assistance.

It is clear that a berthing phenomenon must incorporate a reduced ship speed, i.e.
reduced propeller and rudder inflow velocity. This will drastically reduce the ship
manoeuvrability and increases the effect of environmental disturbances. In con-
trolling aspect, if a ship motion is considered as a signal and disturbances as noises,
then in low speed running the signal-noise ratio becomes low enough for any
controller to separate the noises from the actual ship motion. Thus, selection of the
proper controller for such system is very important to ensure its effectiveness.
Initially, to develop a controller for side thrusts/tugs assistance, ANN has been
investigated as explained by Tran and Im [1] under no wind condition. However,
considering the wind that is mostly unpredictable, there is no other easy way to
maintain consistency in teaching data that is very important to ensure the effective
ANN controller. As a result, the ANN controller trained with inconsistent teaching
data may provide good results in few limited cases but in most of the cases, it will
fail due to the high noises in low speed running.

In this paper as a feedback controller, a PD controller is given preference over
other intelligent controllers, like ANN. It is assumed that two tugs/thrusters will be
used to control the sway velocity of a tanker ESSO OSAKA, 3-m model ship and to
control the forward motion, longitudinal thrust is also involved. Instead of uniform
wind disturbances, gust wind is considered to generate the realistic disturbing
environment in the simulation. Real time simulation is carried out to find the actual
ship response while operating with the proposed controllers.

2 Wind and Its Effect

It is very important to consider the significance of wind while handling any high
sided ships such as car carriers, container ships, bulk and tankers in ballast.
Although the wind force and direction can be predicted from information obtained
from a variety of sources, such as weather forecasts or the ship’s own wind
instrumentation, local conditions may change rapidly with little warning. Therefore,
the control of a ship can be easily lost during the passage of a high gust wind. There
is an obvious need to understand how wind will affect your ship, and how this effect
can be difficult to predict. For better understand, let us consider a stopped ship. To
understand the behaviour of a stopped ship under wind disturbances, it is necessary
to have an idea about the centre of lateral resistance and the point of influence of
wind. A brief description of these can be found in master’s guide to berthing [2] and
also given as follows:

The centre of lateral resistance: The point of influence of underwater forces
acting on hull to resist the wind-induced motion is known as the centre of lateral
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resistance (CLR). Therefore, CLR is the point on the underwater hull at which the
total hydrodynamic force can be considered to act. In case of ship with motion, it is
usual to consider the pivot point (P) rather than CLR when discussing the effects of
wind. On the other hand, a stopped ship does not have a pivot point. Therefore, in
such cases CLR should always be used.

The point of influence of wind: This is the point (W) on the above-water
structure of the hip upon which the total wind force can be considered to act. This
point is not fixed like ship’s centre of gravity (CG). Moreover, the point of influ-
ence of wind moves depending on the profile of the ship exposed to the wind. Thus,
W will be close to the mid-length when a ship’s beam is facing to the wind. On the
other hand, it may move slightly forward or backward depending on the super-
structure position of the ship.

In order to consider the effect of wind while executing the crabbing motion, W
must be viewed in relation to CLR. A ship under wind disturbances, always wants
to settle into an equilibrium position where the pivot point and the point of influ-
ence of wind are in alignment. If a stopped ship faces the wind on its beam, as
defined in Fig. 1, W will be close to the mid-length of the ship. Similarly, the CLR
will also be at its mid-length. The difference between the two points produces a
small moment, and the ship will turn towards the wind with its head facing to it. As
the ship continues to turn, W also starts to move until it is close to the CLR.
Therefore, the couple reduces gradually to zero and the ship settles on its heading.
Figure 2 illustrates such phenomenon.

In this paper, while starting the crabbing motion with automatic tug assistance,
the ship might have some forward speed. Therefore, the ship Esso Osaka with its
pivot (P) forward of the midship will experience a large lever with the point W at
midship. The resultant force will cause the ship’s head to turn to the wind as shown
in Fig. 3. Therefore, allocation of side thrusts under gust wind disturbances is very
difficult. Bui et al. [3] solved such thrust allocation problem by using the redis-
tributed pseudo inverse approach to determine the thrust and direction of each
individual tugboat. The main goal of that approach was to minimise the power
supplied to the tugboat. However, this paper deals with the side thrusts that act
perpendicular to the ship hull and for simplicity the pulsating nature of thrust output
is ignored.

Fig. 1 Definition of different wind direction
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3 Subject Ship and Mathematical Model

3.1 Subject Ship

First implementation of a newly proposed controller often involves risks. Therefore,
in this research the Esso Osaka’ 3-m tanker model is chosen as subject ship. The
model is scaled as 1:108.33. Its details are given in Table 1.

3.2 Mathematical Model—Manoeuvring

To use a precise and accurate mathematical model is very important in this research.
Based on the model’s predictability, the controller is tuned for the desired action.
Therefore, any inappropriate prediction will directly hamper the effectiveness of the
proposed controller. In this work, a modified version of the mathematical model
based on MMG is used for describing the ship hydrodynamics in three degrees of
freedoms. In the MMG model, not only hull, propeller and rudder forces are

Fig. 2 Wind effect on a
stopping ship

Fig. 3 Wind effect with
forward motion

Table 1 Principal particulars
and parameters of model ship

Hull Propeller Rudder

L (m) 3 Dp (m) 0.084 b (m) 0.083

B (m) 0.48 P (m) 0.06 h (m) 0.1279

D (m) 0.2 Pitch ratio 0.7151 AR (m2) 0.0106

Cb 0.831 Z 5 K 1.539
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considered separately, but their interactions are also taken into account. This MMG
model can predict both the forward and astern motion of the ship for any particular
rudder angle and propeller revolution. Details of such mathematical model can be
found in the 23rd ITTC meeting report [4] and Ueda and Ueno’s [5] paper on Esso
Osaka. The corresponding equations of motions at CG (centre of gravity) of the
ship are expressed in Eq. (1).

ðmþmxÞ _u� ðmþmyÞvr ¼ XH þXP þXR þXW þXtug

ðmþmyÞ _vþðmþmxÞur ¼ YH þ YP þ YR þ YW þ Ytug
ðIZZ þ JZZÞ_r ¼ NH þNP þNR þNW þNtug

ð1Þ

where, m is the mass of ship, mx and my are the added mass in x and y direction, Izz
is the moment of inertia, Jzz is the polar moment of inertia, u is the surge velocity, v
is the sway velocity, r is the yaw rate and the right-hand side includes the hydro-
dynamic forces and moment term due to hull, propeller, rudder, wind disturbances
and tug assistance, respectively. Figure 4 shows the coordinate system considered
in the formation of equations of motions.

3.3 Mathematical Model—Wind

To consider the influence of wind disturbances during ship manoeuvring, the
famous Fujiwara wind model [6] is used for calculating the wind forces and
moment. Equation (2) is used for such calculation.

300

ψ

Pier

Assumed
stopping
zone To 
start tug 

assistance
(0,0) distance

Fig. 4 Coordinate system
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XW ¼ 1
2
CXqV

2
RAT

YW ¼CYqV
2
RAL

NW ¼ 1
2
CNqV

2
RALLOA

ð2Þ

where, LOA is the length overall of the ship, AT is the transverse projected area of the
ship, AL is the lateral projected area of the ship, VR is the relative wind speed, XW is
the fore-aft component of wind force, YW is the lateral component of wind force, NW

is the yawing moment and CX, CY, CN are the coefficients calculated using
Fujiwara’s model. To create a realistic environment in simulation, fluctuating wind
pattern, i.e. gust wind is considered using the Davenport [7] power spectrum.

4 Controller and Controlling Scheme

It is usual that a ship gradually reduces its speed and stops before starting its
approach to berth with tug assistance. The final step into align it with the actual pier.
Usually, a big ship with single rudder single propeller often needs tug assistance for
executing such crabbing motion. The number of tugs involves in such operation
depends on the size of the ship as well as existing environmental disturbances. The
plant to be controller here is similar to the ship motion control and given in Fig. 5.

At first, to develop a controller for side thrusts, ANN has been tried in a similar
way as explained by Tran and Im [1] under no wind condition. However, con-
sidering wind that is mostly unpredictable, there is no other easy way to maintain

SHIP

Environmental disturbances
(Only wind is considered)

Wind force
(Fujiwara wind 
model is used)

Runge-kutta Gill solver 

Motion equation
(Predicted by 
MMG model)

Actuators

Forces due to 
control action

Thrust values
(Decided by controller)

Plant in 
simulation

State variables 
and rudder info.

Plant input Plant outputController

Fig. 5 Plant for tug assistance
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consistency in teaching data that is very important to ensure the effectiveness of the
trained ANN controller. As a result, a simple but effective PD controller has been
chosen over ANN in such cases under wind disturbances. Moreover, to control the
forward motion, especially in wind, longitudinal trust is also involved. The
methodologies considered while designing the PD controllers are heading angle
correction in terms of minimising the difference between the X-coordinate value of
fore and aft peak of ship, surge and sway velocity control, ship position control and
reverse thrust when almost reaching the destination i.e. making the sway velocity
minimum as possible. The following expressions describe the PD controllers used
for automatic thrust generation in lateral and longitudinal direction.

if W < 270° and dis_fore > dis_rev

Tfore ¼ C1 � ðXfore � 1:5� XforeÞþC2 � sway
Taft ¼ C1 � ðXfore � 1:5� XforeÞþC2 � swayþC3 � diff

ð3:1Þ

if W > 270° and dis_aft > dis_rev

Tfore ¼ C1 � ðXaft � 1:5� XaftÞþC2 � swayþC3 � diff
Taft ¼ C1 � ðXaft � 1:5� xaftÞþC2 � sway

ð3:2Þ

if W < 270° and dis_fore < dis_rev

Tfore ¼ C1 � ð�1:5� XforeÞþC2 � sway
Taft ¼ C1 � ð�1:5� XforeÞþC2 � swayþC3 � diff

ð3:3Þ

if W > 270° and dis_aft < dis_rev

Tfore ¼ C1 � ð�1:5� XaftÞþC2 � swayþC3 � diff
Taft ¼ C1 � ð�1:5� XaftÞþC2 � sway

ð3:4Þ

Longitudinal thrust

Tlong ¼ C4 � surgeþC5 � YposþC6 � distance ð3:5Þ

where, W is the ship heading, Xfore and Xaft are the x-coordinate of ship’s fore and
aft peak respectively, diff is abs(Xfore−Xaft), distance is the perpendicular distance of
ship’s CG from the actual pier, dis_fore and dis_aft are the perpendicular distance
of ship’s fore and aft peak respectively from the actual pier, dis_rev is the per-
pendicular distance from the actual pier to start reverse thrust, Ypos is the
y-coordinate of the ship’s CG in the earth fixed coordinate, C1 * C6 are the
coefficients.

Considering Eqs. (3.1) and (3.2) for providing side thrusts, the first part belongs
to a constant value irrespective of the ship position to withstand the wind force up
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to 1.5 m/s (15 m/s for a full scale ship). The second part is for controlling the sway
velocity and the third part activates if a correction for ship heading is needed. On
the other hand, if the ship reaches the zone to provide reverse side thrusts as given
by Eqs. (3.3) and (3.4), the first part is no longer constant and rather increases the
thrust value gradually with the decrement of the distance value to minimise the
sway velocity upon reaching the pier. Other parts remain the same. Here, the value
of dis_rev depends on the steady sway velocity while approaching to the pier using
side thrusters in presence of wind disturbances form different direction. Considering
the longitudinal thrust given in Eq. (3.5), the first part is for controlling the forward
velocity. The second part is for controlling the ship position in longitudinal
direction and the third part is for controlling the thrust value with respect to the
ship’s distance from the actual pier.

5 Simulation Results

In this research, simulations are carried out on real time basis to know the actual
response of the model ship. Before starting the simulation for automatic tug
assistance, several inputs to the system must be considered. These are: ship’s initial
position, heading, surge velocity, sway velocity, yaw rate and wind information.
Therefore, there are hundreds of possible sets of initial conditions from which the
simulation can be done. This paper analysis the results based on the following three
conditions.

5.1 Starting from One Point but Different Heading

These simulations are done for stationary ship, i.e. ship’s surge, sway velocities and
yaw rate are considered as zero. With that assumption, the ship starts from a given
point under wind disturbances with different initial headings. The wind disturbances
considered here is 1.5 m/s average gust which is 15 m/s for a full scale ship from
45°. Three different initial headings are considered as 270°, 240° and 300°. The
results are illustrated in the following Figs. 6, 7 and 8. In these figures, the left-hand
side shows the resulting trajectory due to the controlling action and the right-hand
side shows the controlling action itself, i.e. force acting on fore, aft and longitudinal
direction. The last row of the right-hand side also shows the gust wind distribution
throughout the operation.

Considering Fig. 6, the ship was initially set parallel to the pier. However, when
starting the crabbing motion, the ship tends to generate a yaw rate and takes the
stable position so that W and CLR coincide to each other (discussed in Sect. 2).
With that stable heading it executes the rest of crabbing motion. Later on, when the
ship approaches close to the pier, the controller finally corrects its heading and
provides the reverse thrusts to minimise the sway value as much as possible.
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Figure 7 demonstrates the result for ship’s initial heading of 240°. In such cases,
the controller first corrects the heading so as to make it parallel to the pier. Then, it
starts the crabbing motion. The rest is the same as described for Fig. 6. For Fig. 8,
the ship starts with heading 300° i.e. the bow is already towards the direction of
wind. Therefore, the heading is just adjusted for the stable value while executing the
crabbing motion. Here, it is noted that the action of the controller highly depends on
the direction on wind.
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18  

-1 -0.5 0 0.5 1

-1.5

-1

-0.5

0

Y/L position [-]

X
/L

 p
os

iti
on

 [-
]

0 50 100 150
-0.1

0
0.1

Tu
g fo

re
[N

]

0 50 100 150
-0.1

0
0.1

Tu
g af

t
[N

]

0 50 100 150
-0.2

0
0.2

Tf
x

[N
]

0 50 100 150
0

1

2

Time [s]

W
in

d
ve

l [
m

/s
]

Fig. 7 Ship heading 240°, wind 1.5 m/s from 45°
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5.2 Starting from Different Points But Same Heading

These simulations are also done for stationary ship. Two different positions are
selected to simulate the scenario considering the ship is parallel to the pier under
wind disturbances. The wind disturbances considered here is the same as before, i.e.
average gust of 1.5 m/s from 45°. The following Figs. 9 and 10 illustrate the results.

Considering Fig. 9, the longitudinal thrust actives from the beginning with rela-
tively big value to push the stationary ship forward and at the same time adjusts its
value as it appears closer to the pier. The fore and aft thrusts do similar types of action
as compared with Fig. 6. Finally the ship appears to the pier with almost parallel to it
and minimum sway velocity. Figure 10 shows, negative longitudinal thrust at the
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beginning to push the ship backward and at the same time adjusts its value as the ship
appears closer to the pier. Together with it, the crabbingmotion is executed by the two
thrusters at fore and aft to finally make the ship align with the pier.

5.3 Ship with Initial Surge, Sway and Yaw Rate

These simulations are done with the ship in motion, i.e. it may have relatively small
surge, sway velocity and yaw rate at the beginning of tug assistance. The following
Figs. 11 and 12 illustrate the results for ship with surge velocity 0.2 m/s, sway
velocity −0.1 m/s and yaw rate 0.2 deg/s. Considering Fig. 11, the ship starts from
(0, 0) point under average gust of 1.5 from 315°. In is noted that the controller
immediately activates the negative longitudinal thrust as the ship starts to pass the
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pier. Later on it adjusts the value to make sure the final approach remains within the
given pier. The side thrusters also adjust the ship heading first and then push the
ship towards the pier for crabbing motion. In Fig. 12, the ship starts from (3, 0)
under wind of 1.5 m/s from 0°.

Here, the longitudinal thrust starts with a negative value to reduce the initial ship
speed. However, the values gradually modify as the ship tends to pass the projected
area of the pier. It also remains zero for some time when the ship’s CG perfectly
align with the (0, 0) point. Together with it, the two thrusters adjust the ship heading
and finally accomplish a successful berthing (Fig. 13).
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6 Conclusions

The proposed controller works effectively under the wind disturbances and also
with the ship in motion with reduced velocity. The simulations are verified for
different initial conditions. Here the simulations are carried out on real time basis.
Therefore, the time interval to get the controller’s feedback can be tuned to match
with actual ship scenario. However, the PD controlled thrusters mentioned in this
paper are tested in simulations only. Using air fans attached on board, experiments
for the developed PD controller would be possible in the future to validate its
application in real ship cases.
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Excitation Force Between Two Ship
Models in Waves

Faizul Amri Adnan

Abstract In the presence of incident waves and their interaction between two
ships, the waves may scatter and excite the adjacent moving ship. On the
assumption of a slender ship and linearized boundary condition, the velocity
potentials are expanded by taking into consideration the radiation and diffraction
potential due to the motions and scattering waves of the adjacent ship, respectively.
By combining this technique with the strip method all the motion equations are
derived except for surge. The excitation forces are numerically calculated and
evaluated with results from the present experiment of two ships in waves. In this
research, the interaction effects of two ships have been found significant in views of
heave and sway force. The change of the incident wave angle also affects the
increases/decreases of force/moment acting on the hull form of the ship.

Keywords Strip method � Hydrodynamic interaction � Wave forces
Diffraction potential

1 Introduction

The study of seakeeping performance for two bodies of ships usually is related with
hydrodynamic interaction effects. In theory, a freely floating body may generate
waves and may induce motions to another body. The interaction forces between two
shipswhere one of the ships is fixed freely floating and the other ship is passing nearby
has been explored by Islam [1] where the additional forces created by the scattered
wave from a moving ship will excite the nearby moored ship. As elaborated by Skejic
et al. [2] these interaction effects exist due to the sudden and strong unpredictable
motion which is resulting on the ship to attract or repulse with each other.
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The interaction effect between two ships may vary dependent on the involved
interaction loads. As elaborated by Skejic et al. [2] the maneuvering of ships is
affected by the hydrodynamic interaction loads between the ships. The interaction
loads are creating unpredictable forces and moments depending on the ships
hullform, size, their lateral and longitudinal separation distance, speeds, wetted hull
shapes, water depth, and transverse distance from a channel bank. In addition,
Wang [3] mentioned that both ships will experience a sequence of repulsion,
attraction and repulsion through meeting/passing period where the peak attraction
force on each body increases relatively faster with their size, proximity and the
period of time as well. Based on the study conducted, he concluded that the
increasing of speed, size and proximity distance contributes to the bigger forces and
moment acting on the ship bodies.

The two ships motion response studied which considered the interaction problem
is paid particularly on the distance between two ships. The distance separation is
considered as the most interconnecting variable being discussed by previous
researchers. Such cases were studied by Wang [3] who focused on the interaction
between two slender bodies at angle of yaw translating in parallel path in very close
proximity. He conclude that the forces and moments on both bodies increase with
their sizes and proximity distance where the peak attraction force on each body
increases relatively faster with their size, proximity and the period of time as well.
A similar case was analyzed by Skejic and Faltinsen [4] when two ships advancing
in abeam, indicated that each ship experienced a peak of attraction force and
attracted transversely to each other as the yaw moment tend to swing the bow of
both ships from each other.

However, when environmental factors were included, the interaction load may
be induced by the strong lateral force of wind and waves. Chen and Fang [5]
mentioned that when two ships are advancing in waves, the interaction load is
strongly depending on the position of the ships, the wave frequency and wave
headings. The interaction problem is analyzed by applying the strip theory devel-
oped by Fang and Kim [6] and the three-dimensional approach proposed by Fang
and Chen [7]. Chen and Fang [5] performed the combination of the numerical
solution based on the three-dimensional potential flow theory and compared the
results with the experimental data and 2D strip theory. For zero speed effect, they
had summarized that the interaction effect takes place in sway force at the heading
wave and the sway amplitude is higher at the oblique wave. However, the effect of
clearance distance between the ships is not studied in their research and the forward
speed effect results are not validated with experiment data.

In addition, Fang and Chen [7] also proposed for the interaction of ships in
waves where the clearances of gap and speed should be accounted with the wave
heading consideration. They concluded that in the effect for relative motions of
ships with gap distance may vary depending to the speed and ship position toward
the waves. The use of potential theory is widely being explored for predicting the
seakeeping performance. Faizul [8] developed a new version of strip method
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(NSM) in predicting the ship motion in waves with small lateral drift. The 3D
hydrodynamic coefficients were derived by integration of two-dimensional NSM
along the longitudinal section.

In the present research, the hydrodynamic interaction effect between two ships in
waves was developed based on the new strip method platform. By combining the
method used by Fang and Chen [7] and the strip method technique [8], the 3D
hydrodynamic coefficients for the two ships were derived. The objective of this
research was to identify the pattern of force and moment acting on the ship model
due to the interaction effect between two ship models in waves. All the computed
forces and moments were validated with the experiment result from the present
model testing on two ship models in waves conducted at the NAHRIM facility
located at Seri Kembangan Selangor.

2 Mathematical Formulation

2.1 Coordinate System

Consider ship A and B advance in wave at close proximity side by side to each
other. Both ships are assumed advancing in waves with constant forward speed Ua

and Ub, where the average ship advancing direction is taken in xa-axis for ship A
and xb-axis for ship B. Initially both ships are assumed to be experiencing the same
drift effect with the same forward speed. The hull size and dimension for both ships
is considered in similar geometric properties where the ship container type SR108
was used in this research. The coordinate systems for ship A and B are defined in oa
xa ya za and ob xb yb zb. While the O-X-Y-Z coordinate system is the fixed coordinate
in space. Based on Fig. 1, it is defined that v is the angle of incident wave,

Fig. 1 Coordinate system for
ship A and ship B
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For ship A,

Xa ¼ xa cos vþ ya sin v

Ya ¼ �xa sin vþ ya cos v

Za ¼ za

ð1Þ

For ship B,

Xb ¼ xb cos v� yb sin v

Yb ¼ �xb sin vþ yb cos v

Zb ¼ zb

ð2Þ

It is assumed that both ships A and B are at the same speed and induced by the
same incident wave. Hence the velocity potential of the incident wave is for both
ships the same as follows:

/I ¼ < gA
ix

exp �vz� iv x cos vþ y sin vf gþ ix t½ �
� �

ð3Þ

As mentioned above, the variables A and v denote the wave amplitude and the
wave number of the incident waves. The circular frequency of the wave, x for both
ships A and B are as shown below:

xa ¼ xb ¼ x ð4Þ

The wave frequency x of the incident wave for both ships A and B is derived
from differentiating the /I in oaxayazaza and obxbybzb with respect to time.

@

@t
¼ ixþ ivðU0 cos vþU0 sin vÞ ð5Þ

Hence, the encounter frequency of the incident wave can be written as:

xe ¼ xþ vðU0 cos vþU0 sin vÞ ð6Þ

The flow of fluid around the ships is to be assumed inviscid, irrotational and
incompressible so that the potential theory can be applied. Neglecting all steady
disturbance terms, the perturbation potential U(x, y, z, t) which is applicable for
both ships is defined in the ships coordinate system as:

/ðx; y; z; tÞ ¼ �U0xþ< uwðx; y; zÞeix t
� �þ< uðx; y; zÞeix t

� � ð7Þ

Where Uaox and Ubox are the ambient uniform current potential defined in x and
y directions as stated in both ships coordinate system. While uw(x, y, z) is referred
to as the time independent incident wave velocity potential on ship A and B which
is defined as:
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/w ¼ < gA
ix

exp �vz� iv x cos vþ y sin vf g½ �
� �

ð8Þ

In Eq. (9), u is the velocity potential in complex form, which is composed of the
scattering and radiation on ship A and ship B. This complex potential for both ships
must satisfy the Laplace equation and the boundary conditions with respect to the
free surface and the ship hull.

2.2 Boundary Condition

In Eq. (12), n = (n1, n2, n3) denotes the outward normal unit vector on the hull
surface. Variable a is the vector of motion displacement amplitude at the hull
surface and given by:

@2u
@x2

þ @2u
@y2

þ @2u
@z2

¼ 0 ð9Þ

ixe � Uo
@

@x
� Vo

@

@y

� �2

u� g
@u
@z

¼ 0 On z ¼ 0 ð10Þ

@u
@n

¼ ixea� Uo
@a
@x

� Vo
@a
@y

� �
� n� @uw

@n
On SH ð11Þ

aa ¼
n1a þ z� zGð Þn5a � yn6a
n2a � z� zGð Þn4a þ xn6a
n3a þ yn4a � xn5a

8<
:

9=
; ð12Þ

ab ¼
n1b þ z� zGð Þn5b � yn6b
n2b � z� zGð Þn4b þ xn6b
n3b þ yn4b � xn5b

8<
:

9=
; ð13Þ

Where ni ¼ i ¼ 1; 2; . . . 6ð Þ describe the ship oscillation for surge, sway, heave,
roll, pitch and yaw, respectively and are expressed as complex numbers. Using the
slender ship assumption, gives the simplification to the relation of the ship’s hull
normal vector.

n1 � n2 , n3 ð14Þ

Hence it implies that the change in flow in x-direction of the ship hull is
moderate than those in y-and z-direction. Thus,

@

@x
� @

@y
;
@

@z
ð15Þ
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The derivatives with respect to the x-direction become smaller than the change of
flow in y- and z-direction which is implied in the Laplace equation stated in Eq. (9).

@2u
@y2

þ @2u
@z2

¼ 0 ð16Þ

The simplification to he slender theory also applicable for the boundary con-
dition stated in Eqs. (10) and (11), where the term ∂/∂x has been neglected.

Free surface condition,

ixe � Vo
@

@y

� �2

u� g
@u
@z

¼ 0 on z ¼ 0 ð17Þ

Hull surface condition,

@u
@N

¼ ixen3 � ixexn5 þUon5ð Þn3
þ ixen2 þ ixexn6 � Uon6 þ ixezGn4ð Þn2
þ ixaen4a yn3 � zn2ð Þ � @uw

@N

ð18Þ

where,

@

@N
¼ n2

@

@y
þ n3

@

@z
ð19Þ

At this stage, it is convenient to change the notation for the outward normal unit
vector from 3D into 2D as follows:

N2 ¼ n3; N1 ¼ n2; N3 ¼ yn3 � zn2 ð20Þ

Hence the hull surface condition for 2D for ship A and B is

@ua

@N
¼ ixea n3a � xn5að ÞþUa0n3a½ �N2

þ ixea n2a þ xn6a þ zGn4að Þ � Ua0n6½ �N1

þ ixean4aN3 � @uw

@N

ð21Þ

@ub

@N
¼ ixeb n3b � xn5bð ÞþUa0n3b½ �N2

þ ixeb n2b þ xn6b þ zGn4bð Þ � Ub0n6½ �N1 þ ixebn4bN3 � @uw

@N

ð22Þ
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Referring to the resultant velocity potential applied by Fang (2000) for Ship A
and B when advancing in waves, the velocity potential for N.S.M can be derived by
expanding the Eqs. (21) and (22).

Velocity potential for ship A and B,

ua ¼
X3
j¼1

bjaaujaa þ bjbaujba þu4aa þu4ba ð23Þ

ub ¼
X3
j¼1

bjbbujbb þ bjabujab þu4bb þu4ab ð24Þ

ujaa, ujba, ( j = 1, 2, 3) represent the radiation potential with respect to sway, heave
and roll motions for 2D ship section on ship A due to ship A or ship B respectively.
While ujbb, ujab, represent the radiation potential with respect to sway, heave and
roll motions for 2D ship section on ship B due to ship B or ship A respectively.
u4aa, u4ab represent the scattering potential in 2D resulting from disturbance of the
incident wave by the hull on ship A due ship A or ship B, respectively. While u4bb,
u4ba is defined as the scattering potential in 2D resulting from disturbance of the
incident wave by the hull on ship B due ship B or ship A, respectively. Hence, the
hull surface condition for ujaa, ujbb can be written as:

@ujaa

@N
¼ Nj on SH ð j ¼ 1; 2; 3Þ;

@u4aa

@N
¼ � @uw

@N
¼ �v iN1 sin vð Þ � N2½ �uw on SH

ð25Þ

The free surface conditions can be written as:

x2
ea

g
ujaa þ

@ujaa

@z
¼ 0 on z ¼ 0with ð j ¼ 1; 2; 3; 4Þ ð26Þ

2.3 Special Treatment for the Diffraction Problem

The incident wave potential can be expressed as:

uw ¼ gA
ix

uI expðilxÞ ð27Þ
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where

uI ¼ exp �v z� iy sin vf g½ � ð28Þ

where l ¼ v cos v.
Since the flow is periodic in the x-direction, scattering potential u4aa;u4bb can be

written as follows:

u4 ¼
gA
ix

us expðilxÞ ð29Þ

The boundary condition for us, which here is the solution, rather than u4, can be
rewritten as:

@us

@N
¼ �v iN1 sin vð Þ � N2½ �uI SH ð30Þ

x2
e

g
uð1Þ
s þ @us

@z
¼ 0 on z ¼ 0 ð31Þ

In summary, uj ( j = 1, 2, 3, S) for a given ship cross section, are unknown
variables, and can be obtained by solving the 2D boundary value problems shown
in this section under the proper radiation condition. Using uj, the pressure acting on
the ship’s hull can be calculated.

2.4 Pressure and Forces

By using the linearized Bernoulli equation, the pressure action on both ship’s hull is
expressed as:

PH ¼ qgz� q
@

@x
� Uo

@

@x
� Vo

@

@y

� �
U ð32Þ

Time independent motion displacement for ship A and B is expressed in term Ni

(i = 1, 2, 3), Ф1, h1, w1 as shown below:

Nia ¼ < niaeixat½ � Nib ¼ < nibeixbt½ �
/1a ¼ < n4aeixat½ � /1b ¼ < n4beixbt½ �
h1a ¼ < n5aeixat½ � h1b ¼ < n5beixbt½ �
w1a ¼ < n6aeixat½ � w1b ¼ < n6beixbt½ �

ð33Þ

The static pressure is defined from the first term in the linearized Bernoulli
equation. Static pressure change due to the ship motion Ps and can be expressed as:
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Ps ¼ qg N3 þ y/1 � xh1ð Þ ð34Þ

From Eq. (7) the radiation potential is expressed as:

Urj ¼ uðx; y; zÞeixt ð35Þ

X3
j¼1

Urj ¼ Ur1 þUr2 þUr3 ð36Þ

Where Фrj ( j = 1, 2, 3) is expressed as the summation of radiation potential for
lateral, vertical and rotational motion. Hence the summation for pressure due
radiation component can be written as:

Prj ¼ Pr1 þPr2 þPr3 ð37Þ

where,

Prj

q
¼ � @

@t
� Uo

@

@x

� �
Urj ð38Þ

By using the velocity potential in the complex form uj ¼ ujc þ iujs, the radiation
potential components for ship A and B can be written as:

Ur1a ¼ u1Caað Þ _N2a � u1Saaxeað ÞN2a þ x u1Caað Þ � Ua0

xea
u1Saað Þ

� 	
_w1a

� Ua0 u1Caa


 �þ x u1Saaxeað Þ� �
w1a þ zG _u1a u1Caað Þ � zG/1a u1Saaxeað Þ

þ _N2b u1Cbað Þ � N2b u1Sbaxebð Þþ x u1Cbað Þ � Ub0

xeb
u1Sbað Þ

� 	
_w1b

� Ub0 u1Cbað Þþ x u1Sbaxebð Þ½ �w1b þ zG _/1b u1Cbað Þ � zG/1b u1Sbaxeb

 �

ð39Þ

Ur2a ¼ u2Caað Þ _N3a � u2Saaxeað ÞN3a þ x u2Caað Þ � Ua0

xea
u2Saað Þ

� 	
_h1a

� x u2Saaxeað ÞþUa0 u2Caað Þ½ �h1a þ u2Cbað Þ _N3b � u2Sbaxebð ÞN3b

þ x u2Cbað Þ � Ub0

xeb
u2Sbað Þ

� 	
_h1b � x u2Sbaxebð ÞþUb0 u2Cbað Þ½ �h1b ð40Þ

Ur3a ¼ u3Caa


 �
_/1a � u3Saaxea


 �
/1a þ u3Cba


 �
_/1b � u3Sbaxeb


 �
/1b ð41Þ
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Ur1b ¼ _N2b u1Cbb


 �� N2b u1Sbbxea

 �þ x u1Cbb


 �� Ub0

xeb
u1Sbb


 �� 	
_w1b

� Ub0 u1Cbb


 �þ x u1Sbbxea

 �� �

w1b þ zG _/ð1Þ
1b u1Cbb


 �� zG/1b u1Sbbxea

 �

þ u1Cab


 �
_N2a � u1Sabxea


 �
Nð1Þ
2a þ x u1Cab


 �� Ua0

xae
u1Sab


 �� 	
_w1a

� Ua0 u1Cab


 �þ x u1Sabxea

 �� �

w1a þ zG _/1a u1Cab


 �� zG/1a u1Sabxea

 �

ð42Þ

Ur2b ¼ u2Cbb


 �
_N3b � u2Sbbxeb


 �
N3b þ x u2Cbb


 �� Ub0

xeb
u2Sbb


 �� 	
_h1b

� x u2Sbbxeb

 �þUb0 u2Cbb


 �� �
h1b þ u2Cab


 �
_N3a � u2Sabxea


 �
N3a

þ x u2Cab


 �� Ua0

xea
u2Sab


 �� 	
_h1a � x u2Sabxea


 �þUa0 u2Cab


 �� �
h1a

ð43Þ

Ur3b ¼ u3Cbb


 �
_/1b � u3Sbbxeb


 �
u1b þ u3Cab


 �
_/1a � u3Sabxea


 �
u1a ð44Þ

The diffraction potential is composed by the incident wave and scattering wave
due to the disturbance of incident waves as they strike the ship hull. Since the
incident wave velocity potential is present in complex velocity. Hence, the pressure
due to incident wave PI can be expressed as:

uI exp ilxð Þ ¼ uIc þ iuIs ð45Þ

�PI

q
¼ gA uIc cosxet � uIs sinxetð Þ ð46Þ

From the above section, we adopted a similar treatment so that the pressure due
to scattering potential can be expressed as:

uS exp ilxð Þ ¼ uSc þ iuSs ð47Þ

�PSa

q
¼ gA

xa

xae uScaa cosxeat � uSsaa sinxeat

 �

�Uao
@uScaa

@x
sinxeatþ @uSsaa

@x
cosxeat

� �
2
64

3
75

þ gA
xb

xae uScba cosxebt � uSsba sinxebt

 �

�Uao
@uScba

@x
sinxebtþ @uSsba

@x
cosxebt

� �
2
64

3
75

ð48Þ
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�PSb

q
¼ þ gA

xb

xeb uScbb cosxebt � uSsbb sinxebt

 �

�Ubo
@uScbb

@x
sinxebtþ @uSsbb

@x
cosxebt

� �
2
64

3
75

þ gA
xa

xeb uScab cosxeat � uSsab sinxeat

 �

�Ubo
@uScab

@x
sinxeatþ @uSsab

@x
cosxeat

� �
2
64

3
75 ð49Þ

By integrating the wave pressure along the ship’s cross section, the hydrody-
namic forces acting on the section are obtained. From the hydrodynamic coefficient
in two-dimensional derived, the added mass and damping are denoted as Mlj and
Nlj. While the exciting forces in 2D are denoted as ECj and ESj.

M‘j � i
N‘j

xe
¼ �q

Z
SH

ujN‘ds ð50Þ

Ecj þ iEsj ¼ qg
xea

xa

Z
SH

uSe
ilxNjds ð51Þ

In this section, the equation of motion will be presented in two set of equations
for ship A and Ship B. Based on the equation derived, variable m denotes the mass
of the ship, Aij and Bij is defined as added mass and damping with respect to the i-th
as mode induced and j-th as motion. Where the suffixes i, j = 2, 3, 4, 5, 6 represent
as sway, heave, pitch, yaw, and roll modes. While Cij denotes the hydrostatic
restoring force and Fjc and Fjs are denotes to the exciting forces component for j-th
motion.

Heaving Motion

ma; b þA33aa; bb

� 
€N3a; b þB33aa; bb

_N3a; b þC33aa; bbN3a; b þA35aa; bb
€h1a; b

þB35aa; bb
_h1a; b þC35aa; bbh1a; b þA33ba; ab

€N3b; a þB33ba; ab
_N3b; a

þC33ba; abN3b; a þA35ba; ab
€h1b; a þB35ba; ab

_h1b; a þC35ba; abh1b; a

¼ A
F3Caa; ab cosxeat � F3Saa; ab sinxeat

þF3Cba; bb cosxebt � F3Sbb; ba sinxebt

 !
ð52Þ
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Pitching Motion

Iya; b þA55aa; bb

� 
€h1a; b þB55aa; bb

_h1a; b þC55aa; bbh1a; b þA53aa; bb
€N3a; b

þB53aa; bb
_N3a; b þC53aa; bbN3a; b þA53ba; ab

€N3b; a þB53ba; ab
_N3b; a

þC53ba; abN3b; a þA55ba; ab
€h1b; a þB55ba; ab

_h1b; a þC55ba; abh1b; a ¼

A
F5Caa; ab cosxeat � F5Saa; ab sinxeat

þF5Cba; bb cosxebt � F5Sba; bb sinxebt

 !
ð53Þ

Swaying Motion

ma; b þA22aa; bb

� 
€N2a; b þB22aa; bb

_N2a; b þC22aa; bbN2a; b

þA24aa; bb
€/1a; b þB24aa; bb

_/1a; b þC24aa; bb/1a; b

þA26aa; bb
€w1a; b þB26aa; bb

_w1a; b þC26aa; bbw1a; b

þA22ba; ab
€N2b; a þB22ba; ab

_N2b; a þC22ba; abN2b; a

þA24ba; ab
€/1b; a þB24ba; ab

_/1b; a þC24ba; ab/1b; a

þA26ba; ab
€w1b; a þB26ba; ab

_w1b; a þC26ba; abw1b; a

¼ A
F2Caa; ab cosxeat � F2Saa; ab sinxeat

þF2Cba; bb cosxebt � F2Sba; bb sinxebt

 !
ð54Þ

Yawing Motion

Izza; b þA66aa; bb

� 
€w1a; b þB66aa; bb

_w1a; b þC66aa; bbw1a; b

þA64aa; bb
€/1a; b þB64aa; bb

_/1a; b þC64aa; bb/1a; b þA62aa; bb
€N2a; b

þB62aa; bb
_N2a; b þC62aa; bbN2a; b þA66ba; ab

€w1b; a þB66ba; ab
_w1b; a

þC66ba; abw1b; a þA64ba; ab
€/1b; a þB64ba; ab

_/1b; a þC64ba; ab/1b; a

þA62ba; ab
€N2b; a þB62ba; ab

_N2b; a þC62ba; abN2b; a

¼ A F6Caa; ab cosxeat � F6Saa; ab sinxeat
� 

þA F6Cba; bb cosxebt � F6Sba; bb sinxebt
� 

ð55Þ
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Rolling Motion

Ixxa; b þA44aa; bb

� 
€/1a; b þB44aa; bb

_/1a; b þC44aa; bb/1a; b

þA42aa; bb
€N2a; b þB42aa; bb

_N2a; b þC42aa; bbN2a; b þA46aa; bb
€w1a; b

þB46aa; bb
_w1a; b þC46aa; bbw1a; b þA44ba; ab

€/1b; a þB44ba; ab
_/1b; a

þC44ba; ab/1b; a þA42ba; ab
€N2b; a þB42ba; ab

_N2b; a þC42ba; abN2b; a

þA46ba; ab
€w1b; a þB46ba; ab

_w1b; a þC46ba; abw1b; a

¼ A F4Caa; ab cosxeat � F4Saa; ab sinxeat
� 

þA F4Cba; bb cosxebt � F4Sba; bb sinxebt
� 

ð56Þ

3 Model Experiment

In this experiment, the models used are the same as used in the Fortran simulation
where SR108 container type-MTL032 as ship A and Tenaga oil LNG—MTL 057
represent as Ship B. Detail dimensions of ships’ model are shown in Table 1. The
measurement of forces will take place at ship A (container type) by installing two
transducers at 20 cm of aft from the mid ship and 20 cm of fwd from the
midship. The experiment is designed under diffraction conditions where both
models are fixed or not freely floating in waves. Due to the diffraction effect, the
measured force can be obtained in pure sway and heave without any radiation force.
For this experiment both ships are positioned side by side with separation distance
as shown in Fig. 2. The separation distance between the two models is 35 cm (25 m
full scale) from side to side of each other [4]. The wave properties are set up from
0.6, 0.8, 0.9 and 1.0 s wave period with a wave height 5 cm. During all times of the
experiment, both models are fixed and not allowed to move in heave, sway and
surge. Therefore, the support structure is designed to hold both models in position
without forward speed.

Table 1 Dimension of ships’ model

Model ship A Ship (cont.) Model ship B Ship (LNG)

Ship length Lpp (m) 2.50 175.00 2.375 268.41

Breadth, B (m) 0.3629 25.40 0.371 41.6

Draft, d (m) 0.1215 9.50 0.0994 11.13

Displacement\nabla (t) 0.0618 24742 0.0663 94280

Excitation Force Between Two … 517



4 Discussion

Based on the mathematical formulation derived, all the excitation forces were
calculated in 6 DOF except for surge by assuming both ships are slender. However,
for validation purpose the results were only presented and discussed on sway and
heave forces as well as yaw and pitch moments. Roll motion was not included as
the results require further treatment due to the nonlinearity effects. Besides that, the
measurement and calculation of the exciting force were performed only for ship A
which considers the interaction effect. The related result had been non-dimensional
in terms of the following variable EF (excitation force), G (gravity), D (displace-
ment), and k/Lpp (wavelength).

In the heading wave, the sway forces experienced by ship model A are shown in
Fig. 3 where the force amplitudes calculated are consistent at 0.14 at high and low
frequency. However, the experiment result shows a different pattern graph and
slightly change at every wavelength when compared to the computed result. For the
two body case, the amplitude sway force from computed result manages to capture
the pattern of the graph projected from the experiment result. Besides that, the sway
force from computation and experiment results shows an average difference in
amplitude of 41 and 12.8% at heading and oblique wave. The experment result for
the sway forces were not zero as expected similar with the computed result. Usually
for a single body case, the sway force acting on ship A is supposed to be zero
however the result for two bodies is not because of the effect of interaction between
the two ships. Both of sway graphs as shown in Fig. 4, illustrate that the amplitude
of force are significantly increased at the change of wave angle toward the ships
from zero angle. Therefore, it shows that the sway force is significant at oblique
wave and even higher in the two-body case.

Even though the experiment and computational result in Fig. 4 are not giving the
same graph characteristic however the result from both methods does show that
heave forces experienced by the ship model are not effected by the increasing wave

Fig. 2 Schematic diagram of ship model for side by side experiment
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Fig. 3 Sway (EF2/GD) and
heave force (EF3/GD) at
heading wave

Fig. 4 Sway (EF2/GD) and
heave force (EF3/GD) at
oblique wave
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angle. Besides that, the heave force does slightly decrease at the oblique wave
which has proven that for the two-body case, the interaction effect is not signifi-
cantly influenced by the change of wave angles. The differences in amplitude
between both methods are big and may result from the effect of distance separation
as the experiment defined the distance in 25 m (full scale) while the numerical
method di not specifically include the separation distance in the mathematical
formulation. However, the interaction effect was considered and numerically solved
by taking into account both the highest amplitude as the highest amplitude occurs at
a distance of closest separation between the ships.

From pitch moment results presented in Fig. 5, the graph from computed result
managed to capture the same characteristic as shown by the graph from the
experimental result. The pitch moments computed for two ships are generally
agreeable with the experiment result where the average amplitude for both methods
are small with 20.8% for heading wave and 11.9% at oblique wave. Based on the
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Fig. 5 Pitch moment (EF5/
GD) and yaw moment (EF5/
GD) at heading wave
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graphs pattern, the amplitudes of pitch increase with the increasing of wavelength
where it illustrated that at short wave the amplitude is lower compared at long
waves. However, the amplitude of the pitch moment for both cases was too small
where the highest amplitude is below than 0.1. Furthermore, the pitch amplitude
shows the same graph characteristic as the heave force where the amplitude slightly
decreases with the increasing of wave angle.

The amplitude of yaw force from experiment and computed methods are small
for both conditions in heading and oblique wave. Based on the graph plotted in
Fig. 6, the yaw moment is almost zero for both wave angles. The yaw moments
acting for both methods measured are below from 0.07 where the average differ-
ences in amplitude between the computation and experimental result are two times
higher at the heading wave and even highest at oblique wave. However, at oblique
wave, the yaw moment does show a small increase of amplitude which illustrates
that yaw moment is significantly affected by the change of wave angle.
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Fig. 6 Pitch moment (EF5/GD) and yaw moment (EF5/GD) at oblique wave
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5 Conclusion

All the hydrodynamic coefficients have been derived by using the new strip method
for the case when two ships operate in waves with considered hydrodynamic
interaction between the ships. Besides that, an experiment was conducted and able
to meet the requirement for interaction effect due to diffraction potential. Based on
the results obtained, it can be concluded that:

1. When two ships operate in side-by-side position, the interaction effects are
highly significant in sway and heave force.

2. The interaction effects are also significant in pitch and yaw moments. However,
the amplitudes are too small compared with the other forces.

3. For case study of two ships in waves, the positions of ships toward wave
direction are an important interaction variable, which needs to be considered. As
the amplitudes of force/moment especially sway and yaw are significantly
affected by the change of the wave angle.

4. The danger zone has been predicted as for the heave force are higher at short
wave (high wave frequency) and sway force are higher at oblique wave.
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A Simplified Computational Fluid
Dynamics Approach for a Self-propelled
Ship Using the Actuator Disc Theory

Iwan Mustaffa Kamal, Muhamad Sufri Shamsuddin
and Jonathan Binns

Abstract This paper describes a simplified approach in modelling the propeller in
a CFD computation. Instead of using the full geometry to represent the propeller,
the propeller was represented with a simple disc applying a theory called the
actuator disc theory developed by Rankine (Trans. RINA 6, 1865) and Froude
(Trans. RINA 30, 1889). The computation using this simplified approach would
reduce the computation time required if it is compared to a finite volume approach.
This paper investigates the ability of the commercial PF solver, FS-Flow®, to
predict the interaction between the hull and the propeller through a case study using
a training vessel, i.e. the TV Bluefin. To validate the computed results, the results
were compared with the results from a full scale speed trial of the TV Bluefin at sea
and results from a towing tank experiment using the TV Bluefin’s ship model. The
computed results show a good agreement with the full scale sea trial results,
whereas when compared to the towing tank results, the CFD computation seems to
over predict the delivered power. In conclusion, the CFD computation using the
actuator disc theory was able to provide a reasonable prediction of the full scale
delivered power required by the ship.
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Nomenclature

a Inflow factor at the actuator disc
b Inflow factor after the actuator disc
CT Thrust coefficient
CTS Ship’s total resistance coefficient
dAO Annular elements of the propeller disc area
dT Developed thrust at any element at the blade
dQ Absorbed torque at any element at the blade
D Diameter of the propeller
DHUB Diameter of the propeller hub
DS Ship’s propeller diameter
FM Towing force for the model
FR Froude number
g Gravitational acceleration
J Advance coefficient of propeller
JO Advance coefficient corresponding to KTO at the thrust ‘identity’
JP Advance coefficient at the model self-propulsion point
JS Advance coefficient of ship propeller
JTS Operating value of the advance coefficient of the ship propeller
KFD Towing force coefficient
KQO Open water propeller torque coefficient
KQS Full-scale propeller torque coefficient
KQOS Full-scale open water propeller torque coefficient
KQP Propeller torque coefficient in the behind condition
KTO Open water propeller thrust coefficient
KTOS Full-scale open water propeller thrust coefficient
KTP Propeller thrust coefficient in the behind condition
KTS Operating value of the thrust coefficient of the ship propeller
nM Model propeller shaft speed in rev/sec
nS Ship propeller shaft speed in rev/sec
PD Delivered power
PDS Delivered power for the ship
QM Model propeller torque
r Radius of an annular element in a propeller blade
SS Wetted surface area for ship’s hull
t Thrust deduction fraction
T Thrust of the propeller
TM Model propeller thrust
V Ship speed
VA Advance speed
wTS Wake fraction of the ship
p Pi
q Water density
x2 The rotational velocity behind the propeller disc
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1 Introduction

In recent years there has been steady progress in the use of computational fluid
dynamics (CFD) to simulate the self-propulsion test with the influence of pro-
pellers. Accurate prediction of a self-propelled ship is still a challenging task for
CFD computations. Much of the research nowadays in the CFD computations of a
self-propelled ship simulates the real geometry of the propeller operating behind the
hull. Such computations are complicated and require a huge amount of computation
time [3]. By modelling a disk of a finite thickness replacing the real geometry
propeller as shown in Figs. 1 and 2, the computations are simplified and therefore
offer significant savings in computational time and resources [4]. This actuator disk
theory was developed by Rankine [1] and Froude [2]. The detail explanation of the
actuator disc theory can be found in Manen and Oossanen [5] and Carlton [6].
Basically this simple theory of propeller action was based on the axial motion of the
water passing through the propeller disc.

With this simplification, the theory did not consider the geometry of the pro-
peller which was producing the thrust. This propeller disc, which was located at the
propeller plane, is considered to absorb all of the power of the engine and dissipate
this power by causing a pressure jump, therefore increasing the total head of the
fluid, across the two faces of the disc. It is assumed in the theory developed by
Rankine that:

1. The propeller works in an ideal fluid in other word the flow is frictionless.
2. The propeller can be replaced by an actuator disc with an infinite number of

blades.
3. The propeller disc imparts a uniform acceleration to all the fluid passing through

the disc, therefore the thrust generated is uniformly distributed over the disc.
4. The propeller disc can produce thrust without causing rotation in the slipstream.

Fig. 1 The propeller
modelled in real geometry

A Simplified Computational Fluid Dynamics Approach … 525



Further development by Froude in his subsequent work [2] removed the fourth
assumption and allowed the propeller to impart a rotational velocity to the slip-
stream which is a more realistic action of a propeller. To summarise, the developed
thrust dT by any element in the propeller disc can be written as:

dT ¼ qdAOV
2
A 1þ að Þb ð1Þ

The torque dQ absorbed by the element is written as:

dQ ¼ qdAOVA 1þ að Þr2x2 ð2Þ

where q is the water density, dAO is the annular elements of the propeller disc area,
VA is the axial velocity just forward of the propeller disc, a is the inflow factor at the
disc, b is the inflow factor after the disc, r is the radius of annular element and x2 is
the rotational velocity behind the propeller disc. Previous investigations using the
actuator disc theory can be found in Villa et al. [3] and Krasilnikov [7]. But most of
the approach mentioned in Villa et al. [3] and Krasilnikov [7] were computed using
the RANSE solver. In this paper, a different approach was tested using a potential
flow (PF) solver or also known as the panel method. The work presented in this
paper is then primarily focused to address the accuracy of the PF solver coupled
with the actuator disk placed at the propeller plane to predict the interaction
between the hull and the propeller through a case study. In this case study the
training vessel TV Bluefin was used as there are numerous available data of the
vessel from powering trials at sea and experiments conducted in a towing tank.

A comparison was made with the CFD simulated results against results from
sea-trials and experiments. The values compared in this case study are the thrust
deduction fraction and the delivered power to the propeller. A mesh independence
study was made as to find the best resolution of the mesh panel prior to compu-
tation. All details on how the panel mesh was created in FS-Flow® are explained in
this paper. A brief explanation was also made in this paper on how the delivered
power was measured during sea-trials and towing tank experiments.

2 Ship and Propeller Particulars

A 1:20 scaled ship model of the Australian Maritime College’s (AMC) 35 m
training vessel TV Bluefin was used in this study as shown in Fig. 3. The main
particulars of the training vessel are shown in Table 1. The particulars of the ship
are shown in full scale and model scale. The actual geometry of the propeller was
laser scanned from full scale during the ship docking period, in order to develop and
fabricate the physical model propeller. This is necessary as to replicate the real
propeller of the TV Bluefin, as the original drawing of the propeller was not
available.
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3 Computational Works

A numerical analysis using the commercial CFD software FS-Flow® was carried
out to determine the full-scale and model scale self-propelled powering perfor-
mances. This CFD code is a Rankine-Source panel code with the capability to solve
the boundary value problem using the potential theory including nonlinear
free-surface [8]. The potential flow approach assumes that the fluid is inviscid and
the flow is irrotational around the body of the hull. The numerical analysis using
this code consisted of a model replicating the experimental work done in the
AMC’s towing tank and the vessel at full scale. The hull in Fig. 4 represents a full
scale model of the TV Bluefin, where the three-dimensional hull geometry was
developed using the Bentley Maxsurf® and Rhinoceros 3D® V5.0 modelling

Fig. 2 The propeller being
replaced with a propeller disc

Table 1 Main particulars of TV Bluefin in full scale and model scale

Parameter Full scale Model scale

Length overall (m) 34.50 1.725

Waterline length (m) 31.38 1.569

Beam (m) 10.0 0.5

Draught (m) 3.91 0.196

Wetted surface area (m2) 373.52 0.934

Longitudinal centre of gravity from transom (m) 16.08 0.804

Vertical centre of gravity above baseline (m) 5.1 0.255

Displacement (m3) 529.3 0.065

Displacement 540.5 t 65.9 kg

No. of propeller 1 1

No. of propeller blades 4 4

Propeller diameter (m) 2.2 0.11
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software. The model itself was divided into 3 sections (nose, bow and stern region)
allowing the hull to be fair for a smooth transition, see Fig. 4. This allows for group
meshing and meshing size control once it is exported to FS-Flow®.

3.1 Mesh Independence Study

As the hull panel distribution is important for the computation of the wave resis-
tance to be accurate enough, the panel size selected must be small enough to resolve
all essential aspects of both the hull geometry and the flow field. Local refinement
of the panel was needed in the bow region of the Bluefin hull to resolve the strong
complex curvature and the expectations that a large pressure gradient will occur in
this region, see Fig. 4 for the local refinement region and the half of the hull wetted
surface meshes. Basically a too coarse hull panelling will primarily affect the
accuracy of the wave resistance by pressure integration over the hull, while the
wave pattern is somewhat less sensitive. According to Larsson et al. [9], a few
thousand of panels for each symmetric half of the hull is considered to be
acceptable in terms or results accuracy but this is not the case for the FS-Flow®

code. Therefore, a few computational mesh settings were chosen in order to find the
best resolution for the panel mesh number.

There were four sets of mesh settings chosen for this study, from a coarse mesh
setting as in Case 1 with 27 hull panels and 110 free surface panels to a fine
mesh setting as in Case 4 with 729 hull panels and 1110 free surface panels. In this
mesh settings study, it was found that the results were consistent when the hull
panels are more than 100 and the free surface were more than 1000 panels.
However, the simulation encountered errors, if the mesh panels sizing were more

Fig. 3 Sections of TV Bluefin
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than the number of panels as in Case 4, where it was found that the simulated wave
height was unrealistic. Figure 5 shows that the Case 2 and Case 3 results con-
verged, where the delivered power was consistent with each other. It was clearly
shown from the plots that the delivered power for Case 1 and Case 4 decreases as
the ship speed increases and not converging to a common result. Therefore, for the
CFD simulation, it was decided to use Case 3 with 369 hull panels and 1110 free
surface panels for further simulation work (Fig. 6).

Fig. 4 The 3 sections of TV Bluefin in full scale modelled in Bentley Maxsurf®

Fig. 5 Delivered power, PD

with respect to ship speed VS
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3.2 Domain and Meshes in FS-Flow®

In FS-Flow® the mesh generation was done by using the most practical way which
is using the panel generation tool, which is based on the imported surface from the
CAD software as described earlier. In order to make geometric entities available to
the meshing algorithms, a geometry manager which is readily available in
FS-Flow® was used to import and link geometric entities like surfaces, curves and
lines from another CAD program through IGES files. Once the geometries were
imported, the meshes were generated using built-in mesh generators such as BODY
mesh, HULL mesh, FREE mesh, TRANSOM mesh and PROP mesh which are
featured in the FS-Flow® code. The body fitted surface meshes on the hull were
created using the BODY mesh module which generates a patch with Rankine
source panels on the hull geometry. The meshes were mapped onto the geometric
surface which were linked and stored in the computer input file. The BODY mesh
module also allows for updates of elevated intersection with the free surface which
were generated using the FREE mesh module, and this intersection were updated
during the iteration.

The free surface of the water surrounding the Bluefin hull was created using the
FREE mesh module, where it automatically generates a patch with Rankine source
panels to represent the free surface of the water. The free surfaces that were created
in this computation started in front of the hull, and extended behind the hull at about
the half length of the vessel. The free surface panels generated must be small
enough to be able to accurately model the wave elevation and to resolve the
principal waves. In this case, 1110 panels half the water surface were used. Figure 7
illustrates the final free surface panelling which was used for the simulation, 1110
panels per symmetric half, in this case.

The flow off a transom stern has some particular properties that requires a
separate treatment in the simulation. A TRANSOM mesh was used to generate a
free surface mesh behind the transom of the hull. Therefore, this mesh was attached

Fig. 6 The half wetted surface meshes with local mesh refinement region at the bow area
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to the aft edge at the stern of the model. For a dry transom, the Kutta [10] condition
requires that the speed in front of the first panel or mesh corresponds according to
Bernoulli law to the height of the transom edge. It is important to note that only a
flow regime in which the free surface detaches smoothly from the transom edge
(dry-transom flow) can be adequately modelled in this method which was repre-
sented in the simulation setup as a transom factor. In this case, a factor of 1 was
used which assumed such a dry transom condition. The actual geometry of the
Bluefin propeller is represented with the use of actuator disks in FS-Flow® based on
the actuator disk theory. The PROP mesh module generates a circular mesh to
represent the effect of a propeller under defined loading conditions. This repre-
sentation is illustrated in Figs. 8 and 9. During the computation the source strength
on the propeller was computed according to an ideal fluid condition. To simulate
the self-propulsion test, the “free thrust” function was applied into the computations
allowing the program to modify the thrust in order to achieve a balance between
drag and thrust, which is called the self-propulsion point.

3.3 FS-Flow® Numerical Simulations

The computation was conducted using Bluefin hull form in model scale as well in
full scale. In the initial first iteration computation of the source strength on the
propeller, it was based on an initial ideal thrust, which will be valid without the hull
interaction. During the iterations the FS-Flow® program modified the thrust so as

Fig. 7 The free surface mesh and transom mesh panels
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the delivered thrust including the interaction with the hull equals the resistance. The
initial thrust coefficient CT is in a non-dimensional form of thrust and is defined by
the following Eq. (3):

CT ¼ 8T
qV2ðD2 � D2

HUBÞp
ð3Þ

where T is the thrust of the propeller in N, q is the water density in kg/m3, V is the
ship speed in m/s, D is the diameter of the propeller in meter and DHUB is the
diameter of the propeller hub in meter. The ‘Free Thrust’ function was allowed in
order for the propeller thrust to adjust freely as to equalize the resistance force.
Therefore, by doing this in full scale, the delivered power, PD, can be obtained.
Thus the delivered power, PD obtained by the CFD simulation then can be com-
pared to the sea trial results.

4 Validations with Experimental Test
and Sea Trials Results

In order to evaluate the accuracy of the results of the CFD simulation done in full
scale and model scale, the simulation results for these two different scales were
compared with towing tank experiment results and data from sea-trial result
available from the work of DePaoli [11].

Fig. 8 Actuator disk
representation in the FS-Flow
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4.1 Towing Tank Experiments

The self-propulsion test experiments were conducted at the Australian Maritime
College’s towing tank. The towing tank principal dimensions are 100 m in length,
3.55 m wide and 1.5 m deep. The self-propulsion test was conducted using the TV
Bluefin’s model and propeller at a scale of 1:20 as shown in Figs. 10 and 11. Apart
from the self-propulsion test, an open water test is also necessary in order to obtain
the open water characteristics of the Bluefin propeller that were being tested. The
open water tests were also conducted in the AMC’s towing tank using a typical
open water test set-up. Due to the limitation in the length of the AMC’s towing
tank, the self-propulsion test was conducted as load-varying tests or sometimes
referred as the “British” method. In this method, the propeller revolution speed nM
was varied at a number of propeller revolution speeds and the towing tank carriage
speed VM was kept constant. The steady-state values of the model towing force FM,
propeller thrust TM and propeller torque QM at each setting of the propeller revo-
lution speed nM was then recorded.

4.2 Extrapolations to Full Scale

The towing tank test results were extrapolated using ITTC 1978 procedure to obtain
the full-scale results. This step was necessary as the model results cannot be directly
scaled to full-scale using the scale ratio. In the extrapolation procedure, all the data
from the three physical model tests, namely, the self-propulsion test, the open water
test, and the calm water bare hull resistance test were combined. The outline of the
ITTC1978 ‘Powering performance predictions for single screw ship’ method is
described in detail by Bose [12], where once the advance coefficient, JP, at the
model self-propulsion point is obtained using the curve of the non-dimensional
form of towing force KFD, and KFD/JP

2, the values of the propeller coefficients, in
the behind condition, KTP and KQP, can be found from the results of the
self-propulsion test. Using the “thrust identity” method, the value of propeller thrust
in the behind condition KTP is used to find the value of the advance coefficient, JO
in the results from the open water test of the propeller. Some corrections have to be
made to the model open water thrust and torque coefficients, KTO and KQO, to
obtain the full-scale open water propeller thrust and torque coefficients, KTOS and
KQOS and the requirement for thrust are given in the form of KT/J

2 = SS�CTS/
2DS

2(1 − t)(1 − wTS)
2[12]. This intersection leads to the operating values of KTS,

KQS and JTS of the ship propeller. Then it is possible to calculate the delivered
power, PDS.
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4.3 Sea-Trial Results

The sea-trial results were obtained from the work of DePaoli [11], where he con-
ducted measurements on-board the TV Bluefin measuring the torque on the pro-
peller shaft with the use of strain gauges linked to a data acquisition system
(DAQ) using a wireless telemetry system. Apart from the torque, the shaft speed
was measured using a proximity sensor with a photo-reflective strip placed on the
propeller shaft. These arrangements are shown in Figs. 12 and 13. Once the torque
and the shaft speed were known, the shaft power was then calculated. All the
sea-trial results were corrected to the relative wind velocity and wind direction.

5 Comparison of the Results

From the plot of towing force FM with respect to the propeller thrust TM using the
values measured in the self-propulsion test conducted in the towing tank as shown
in Fig. 11, the thrust deduction fraction t, can be obtained from the linear regression
equation. These lines of towing force with respect to the thrust are normally linear
as commented by Bose [12], where this is normally true for most normal ship forms
and are positive values of the towing force. A linear regression line fitted through
the points at each Froude number yields a straight line with a slope of t − 1, where
t is the thrust deduction fraction and the y-axis intersection represents the resistance
of the model in the self-propulsion condition. For example the regression line of
y = 0.8789x + 2.9647, has a slope of t − 1 which is equal to −0.8789. Therefore,
the value of t can be calculated using the equation, t − 1 = −0.8789, giving the
value of t equal to 0.121.

The values of t are plotted with respect to the Froude number as shown in
Fig. 14, where the thrust deduction fraction of model scale and full scale obtained
from CFD simulation were compared against the thrust deduction fraction, t ob-
tained using the slope equation of the curve of towing force versus thrust from the
towing tank experiments results. There are some variations observed in the thrust
deduction fraction, t, between CFD in full scale, CFD in model scale and experi-
ments. It was found that the thrust deduction fraction in the CFD model scale has a

Fig. 9 Perspective view of the hull (from starboard side) and the prop mesh
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small difference to the experiment results compared to the CFD in full scale. The
discrepancies of the CFD model scale to the experiment tend to be large at low
Froude number and the difference kept decreasing as the Froude number increases,
where at the corresponding speed of 11 knots which is equivalent to Froude number
0.33, the difference is only at 1.8%. The reason of the difference between the CFD
simulation with the experimental results are due to the differences of the slope
gradient of the linear plotted towing force versus propeller thrust. This may due to
the non-correctness of the CFD simulation in capturing the reality of the transom
flow, where the dry transom was applied throughout the whole range of speed.

In order to compute the delivered power, PD, the CFD simulation has been
carried out only in full scale at the ship self-propulsion point for ship speed of 6, 8,
9, 10 and 11 knots. To achieve the ship self-propulsion point, the ‘Free Thrust’

Fig. 10 The Bluefin ship
model in a self-propulsion test
in the towing tank

Load Cell
Dynamometer

Fig. 11 The set-up of the
self-propulsion test showing
the load cell
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function was activated allowing the thrust to adjust itself freely as to equalise with
the resistance force. No CFD simulation was done in model scale as one needs to
extrapolate it to full scale for this comparison purpose. The extrapolation was
impossible as the values of torque QM, and the shaft speed, nM in the model scale
were unknown. The comparison between the CFD simulation, towing tank
experiment and the sea-trial results were plotted as shown in Figs. 15 and 16.

It was found that the differences are large at the lower speed, i.e. 6–9 knots, and
the differences decreased as the ship speed increases. The difference at 11 knots is
only at 5.6%, whereas at low speed of 6 knots the difference is at 64.7%. Then, if
we compare the delivered power obtained from the CFD simulation in full scale
with the sea-trial results [11, 13], it was observed that the CFD simulation is in

Fig. 12 The strain gauge
arrangement on the TV Bluefin
output shaft

Fig. 13 The set-up of the
telemetry system on the
output shaft
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agreement with the sea-trial results at ship speed 5.9, 7.9 and 11.1 knots. The results
for 9.7 and 10.4 knots were slightly varied at 17.9 and 23.6 percent respectively.
Therefore, it can be concluded that the CFD simulation correlates better with the
full-scale results than the towing tank experiments results (Figs. 15 and 16).

Fig. 14 The plot of towing
force FM with respect to the
propeller thrust TM

Fig. 15 The thrust deduction
fraction with respect to the
Froude number
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6 Conclusions

The self-propulsion test of a training vessel has been simulated using the potential
flow theory with a combination of actuator disk theory to represent the action of a
propeller at the stern of the vessel. The FS-Flow® code was used for the simulation.
A mesh setting analysis reveals that the optimum mesh panels number of the hull
body is from 129 to 369 numbers of panels, while for the free surface the optimum
number of panels is from 960 to 1110 numbers of panels. The towing force versus
the propeller thrusts simulated in CFD full scale has a larger difference to the
experiment results compared to the CFD in model scale. However, the delivered
power in CFD full scale simulation shows good agreement with the sea-trial results
even though the results varied at 17.9 and 23.6% for a ship speed of 9.7 and 10.4
knots, respectively. This initial work has demonstrated that this CFD method is a
promising method in evaluating the self-propulsion characteristics of ships pro-
viding important information to the powering design process although there are
some issues of inaccuracy in the method.
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Fig. 16 The comparison in
terms of delivered power
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Study of MSI300 Propeller Characteristics
Using Computational Fluid Dynamics
Analysis

Mohamad Sabri Mohamad Sidik, Ruziah Bolhassan,
Mohd Nurhidayat Zahelem and Muhamad-Husaini Abu-Bakar

Abstract Autonomous Underwater Vehicles (AUVs) are becoming increasingly
popular for ocean exploration, industrial and military application. In particular,
AUVs are becoming the attractive option for underwater search and survey oper-
ation as they are inexpensive compared to manned vehicles. Most of an AUV power
is utilized by its propulsion system. Since the AUV power only depends on the
onboard battery, the power consumption becomes a crucial issue in optimizing the
AUV performance. In this study, the MSI300 propeller was analyzed in regards to
its performance by using computational fluid dynamics (CFD). At first, a 3D
scanner was used to capture the surface of the propeller and the geometry was
converted into a nonuniform rational B-Spline Curve (NURBS) model. Then, CFD
simulation was performed to analyze the propeller in the turbulent and Bollard pull
condition. It was found that the thrust and torque coefficients are descending with
the increasing value of advance ratio. The propeller efficiency is at 61.05%, which
occurred at a 0.8 advance ratio. It shows that the CFD simulation has successfully
represented the characteristics of the propeller.
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1 Introduction

Deep-sea exploration was considered as relatively new to the recent human activity
compared to other areas of geophysical research at the depths of the sea. The ocean
depths are still under-explorated areas of the planet and still an entirely undis-
covered domain due to the limited abilities of the human being. According to Alam
et al. [1], AUVs are robotic mobile instruments which carry self-contained
propulsion systems, sensors, and embedded with an artificial intelligent in decision
making process. AUV also can take sampling and survey tasks with little or no
human intervention. Military uses AUVs for search and rescue missions where high
speed, high mobility, and acoustic stealth performance is required. However, the
AUV technology still has not achieved its maturity despite the fact that there was a
lot of improvement in performance, energy savings, navigation control, and com-
munication [2].

A group of researcher from the UniKL MSI has designed and developed an
AUV for sea bed mapping and underwater sampling. This newly develop AUV was
named as the MSI300 in regards to UniKL MSI and designed to operate at 300 m
depth or at pressure of 3 MPa. The AUV system performance in terms of power
consumption depends on the thruster design because the thruster system drains out
most of the AUV power. Most thrusters that are available in the market do not fit
with the MSI300 in terms of size, holder, power requirement, efficiency and costs.
Thus, a study must be conducted to design a thruster specifically for the MSI300.
However, it is difficult to analyse the thruster analytically due the hydro dynamical
force, which hits the blade surface. The propulsion system is crucial in underwater
operations to ensure the manoeuvrability. For example, the AUV should have a
strong manoeuvrability in the vertical plane, to escape from colliding with sea-
mounts quickly by moving upward. Therefore, many sectors demanding high
driving capability and extensive manoeuvring range are required.

CFD analysis was run to study the characteristic of the thruster in the water with
turbulent condition on the thruster and propeller CAD model. Barros et al. [3]
claimed that propeller ducts can help the AUV to accelerate from zero to cruising
speed. However, the propeller duct drag may effect to the propeller performance. In
addition, the propeller duct may contribute to increase the damping effect during
operation. According to Rauber et al. [4], it is essential to understand the physical
phenomena and concern for the dynamics of the vehicle. Thus, study of the thruster
behaviour in common work condition needs to be conducted. The time response
and some stress or motor’s saturation must be predicted, and analysed based on the
physics equations. Yi et al. [5] claimed that the manoeuvrability of an AUV can be
increased by designing as a fish-like underwater vehicle. The simulation must be
done to verify the hydrodynamic performance of the AUV manoeuvrability. The lift
force and pitching moment will become bigger when the velocity is increased. The
hull line must be optimized to minimize the lift force and pitching moment.
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2 Methodology

The purpose of the CFD simulation was to analyze the propeller in the turbulent
condition. By using CFD, the thrust and torque of the propeller will be measured.
CFD was used to overcome the difficulty in testing the propeller under axial water
condition in order to get the performance of the propeller. However, to confirm the
CFD simulation, a Bollard pull test was run to validate the numerical tests.
The efficiency of the propeller varies at different advanced ratios. Even though the
performance of the propeller was calculated using the vortex lattice method, the
value was purely theoretical and predicted that the efficiency of the propeller at 98%
of the actuator disc efficiency. This assumption was untrue in the real situation,
where the fluid flow does not necessarily move straight and hits the propeller blade.
Therefore, CFD analysis was required to resolve this problem. In this study, the
speed of the propeller ranges from 500 to 1500 rpm. 1500 rpm was set to be the
maximum speed in order to match the propeller vortex lattice (PVL) of propeller
speed design. The advance ratio ranged from 0.1 to 1.2. The advance ratio JS can be
calculated using Eq. (1):

JS ¼ VS

nD
ð1Þ

VS, represents the velocity in meter per second, n is the revolution per second
and D is the propeller’s diameter. Therefore, in the commercial software ANSYS
Fluent, the value of the inlet velocity must be based on the motor velocity ðVSÞ
where calculated by using Eq. (1). The speed of the propeller rotation was set to
500–2000 rpm. For the simulation process, the STEP file of the thruster was
imported into the ANSYS. Figure 1 shows the CAD drawing of the thruster which
was saved as a STEP file.

Fig. 1 CAD drawing of
thruster and propeller
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2.1 Numerical Method

CFD has been successfully applied in many areas of fluid mechanics, including
aerodynamics of cars and aircraft; hydrodynamics of ships; pumps and turbines;
combustion and heat transfer; chemical engineering. Applications in civil engi-
neering include wind loading and dynamic response of structures; wind, wave and
tidal energy; ventilation; fire and explosion hazards; dispersion of pollutants and
effluent; wave loading on coastal and oil and gas industry. The mass and
momentum conservation were written in the governing equations:

@q
@t

þr � q~V
� � ¼ 0 ð2Þ

q
@~V
@t

þ q ~V � r� �
~V ¼ �rpþr � s

� � ð3Þ

where ~v is the velocity vector in the Cartesian coordinate system, p is the static
pressure and s is the stress tensor given by;

s � l r~V þr~VT � 2
3
r � ~V

� �
ð4Þ

where l are the molecular viscosity, and the second term, on the ride-hand side, is
the effect of volume dilation. Once the Reynolds averaging approach for turbulence
modeling is applied, the Navier–Stokes equations can be written in Cartesian tensor
form as follows;
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where dij is the Kronecker delta, and �qu0iu
0
j are the Reynolds stresses. The

Reynolds stress term is related to the mean velocity gradients, i.e., turbulence
closure, by the Boussinesq hypothesis as;
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The k–omega model is one of the most widely used turbulence models for
external aerodynamics and hydrodynamics and has shown a better potential to
predict the key features of vertical separated flows than other models. In this study,
the CFD code employs a cell-centered finite-volume method, which allows the use
of computational elements with arbitrary triangulation shapes.

2.2 CFD Control Data Setup

Due to the fact that the thruster consumes a lot of energies, the relationship of speed
versus propeller thrust must be determined. For this reasons, the CFD simulation
was required to get the efficiency of AUV by getting the speed and thrust
relationship. In this research, the propeller speed was varied from 200 to
1200 RPM, but the axial flow magnitude was constant at 2 m/s. This experiment is
also known as the Bollard pull test where the water was at static while the propeller
was moving. To validate the CFD simulation, it was crucial to study the relationship
of thrust and speed of the thruster.

2.3 Simulation Procedure

There were several constraints to consider when completing this simulation. The 3D
scan of the propeller was made to get the CAD drawing. There was a problem with
the surface of the propeller due to some damages; the Geomagic software was used.
The Geomagic software helps to repair the holes, bad scratches, pitch and the point
cloud. The model was saved to NURBS condition and saved as a STEP file. The
propeller CAD then was imported into the SolidWorks. The thruster body was
drawn by using real size and the CAD was saved into a STEP file. The CAD
modeling was ready for simulation stage. An accurate setup for boundary condi-
tions was critical in CFD simulation solutions.

2.4 Geometry Setup

Because the simulation was run using a multiple reference frame method, two
computational domains were required to represent a full fluid and propeller.
A cylinder with dimension 1500 mm in length and 500 mm in diameter was set as a
fluid domain. A smaller cylinder with dimension 40 mm in length and 50 mm in
diameter was set as the propeller domain. The smaller domain was rotated regarding
to the propeller speed value and full fluid domain velocity inlet was set to 2 m/s.
The geometry then was meshed and the simulation was run in the ANSYS software.
The mesh area at the rotate part must be smaller compared to the domain mesh.
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It was a crucial step in order to reduce discretization faults, due to the propeller’s
complex geometry.

2.5 Boundary Conditions

During the validation process, the velocity inlet was set to zero. Bollard pulls
condition occurs, where the water was static, and the MSI300 AUV’s propeller was
without movement. After the validation process, the variation speed of
MSI300 AUV was set at the velocity inlet to investigate the thruster’s performance.
Figure 2 shows the boundary condition of the MSI300 AUV simulation. Pressure
outlet was set to zero. Backflow direction specification method was set to normal to
the boundary. The water pill box must be set as an interface in order to ensure that
the water in the pill box and the main domain interacts. The blade surface was set as
a non-slip wall. The surface must be set symmetrically in order the domain was
divided into 3 sections. This set up can be utilized to avoid redundant calculations
in other identical parts.

2.6 Grid Dependency Setup

In the CFD simulation, the accuracy of the analysis will impact the grid
setup. There are three types of simulation error that were recognized, namely; round
off, iterative convergence and discretization errors. Husaini et al. [6] explained that

Fig. 2 Boundary condition
of propeller CFD simulation
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discretization errors can be minimized by a reduction of the timing step and mesh
size. This will cause the computing time and the amount of memory required to
increase. Grid of sensitivity takes place in order to get the optimum setup for
memory and computational time beside the accuracy of the result. For the grid
sensitivity study, the same domain geometry was kept with three different types of
mesh. The meshed grids were named as; coarse mesh, the medium mesh and fine
mesh.

3 Results and Discussion

3.1 Thrust Coefficient

Figure 3 shows the relationship of thrust coefficient versus advance ratio. From the
graph, the value of KT decreased when the advance ratio increased. Since the
relation between propeller speed and advance ratio is inversely correlate, the thrust
value is decrease when the advance ratio increase when the axial speed was con-
stant. This phenomenon shows a good agreement with momentum theory where the
thrust proportionally increase with the speed of propeller.

3.2 Torque Coefficient

Figure 4 shows the torque coefficient against the advance ratio. The pattern of this
graph is similar to Fig. 3. The graph shows the propeller torque will decrease when
the advance ratio is increased. This occurs because the drag force on the surface of
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the propeller blade. The water at is static or at no velocity therefore, the blade needs
more torque to accelerate the water.

3.3 Efficiency

Figure 5 shows the relationship of propeller efficiency versus advance ratio. From
the graph below, the peak clearly occurs at an efficiency of 61.5% with 0.87
advance ratio. At this stage, the propeller efficiency was predicted to occur at an
advance ratio of 0.8.
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4 Conclusion

The result of CFD shows that the thruster can produce the required power during
operation. A 3D scanner can develop the real model of the propeller and increases
the accuracy of simulation. The CFD simulation successfully derived the charac-
teristics of the MSI300 propeller in Bollard pull condition. From the CFD simu-
lation, the behavior of the propeller during the operation has been found. The
pressure of water hits the surface of the blade where it proves the hydrodynamic
acting concept. This numerical study will give advanced understanding of the
dynamic behavior and helps to identify the true interference of the AUV and the
water in every condition. With these alternative studies, the AUV operation in the
water will be more reliable.
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Mathematical Model of the Manoeuvring
Motion of a Ship

Yassen Adnan Ahmed

Abstract There are many kinds of mathematical models that have been proposed
to simulate the ship manoeuvring characteristics. The total force model or the
simple rudder to yaw response model are useful to do real-time simulation and
control. However, each of these models has some limitations. The total force model
combined the hull, propeller and rudder forces together. Therefore, if the propeller
or rudder is changed in the model, the whole force model needs to be modified.
Moreover, the hydrodynamic derivatives for the force terms have less physical
meaning to compare. On the other hand, using the rudder to yaw response model,
the change in ship velocity or speed drop during manoeuvring cannot be predicted.
Considering these facts, this paper describes a widely used mathematical model
known as the manoeuvring mathematical group (MMG) or modular model. This
model considers not only the hull, rudder and propeller forces separately but also
the interactions among them. Each term used in this model has a physical meaning
and is constructed as simple as possible. The given model is also verified by the
turning tests and speed tests results.

Keywords Mathematical models � Ship manoeuvring � Manoeuvring mathemat-
ical group

1 Introduction

Recent developments in hydrodynamic research of ship manoeuvrability have
greatly been done by the experimental means on captive models. However, the
method of these tests and the expression of the results of analyses are so wide in
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variety that there are almost no unity to compare, except for the comparison made
in the form of integral expressions for the predicted motions. If we use different
polynomial expressions for fitting the hydrodynamic forces and moments obtained
from captive model tests, the common derivatives will carry different meaning in
accordance with the difference in the selected slope of the representative terms of
the forces and moments, together with the differences in experimental condition.
Moreover, the derivative terms may not have a definite physical meaning and the
comparison with the theoretical values is difficult. This tendency, as a matter of fact
causes problems among the captive model test and a major task is to select better
models and derivatives for a better prediction of ship manoeuvring motions.

Incidentally, we are now familiar with another type of mathematical model,
known as the ‘rudder to yaw response model’ which describes macroscopically the
ship’s rate-of-turn response to the rudder actions by way of manoeuvring indices
such as the ones defined by Nomoto. Such a model is good for treating weak
motion with negligible variation in the advance speed; however for hard turning
with speed loss, stopping or reversing, the model will be significantly diminished.
Therefore, it is important to think about possible rationalizations of the mathe-
matical model to use in a wider range with physical meaning in each term. In
consideration of the above mentioned objective, a work group named MMG was
specially organised in the Manoeuvrability Subcommittee of JTTC (Japan Towing
Tank Conference). This paper will explain the model proposed as MMG in view of
the betterment of the said frustrating situations as a result of discussions of the
MMG group together with brief comments on the theoretical and experimental
backgrounds [1]. More details of it can be found in [2–4].

2 Fundamental Requirement for the Mathematical Model

The concept is described by Fig. 1. This paper describes the model for a single
screw ship and in deep water condition. However, the model for twin screw and
shallow water can be developed with some modifications. The mathematical model
needs to fulfil the following fundamental requirements:

1. The mathematical model should be based on the individual open water char-
acteristics of the hull, the propeller, and the rudder.

2. A simplified expressions of the interactions among the hull, the propeller, and
the rudder should be needed.

3. The representation of the hydrodynamic force acting on the hull should be as
reasonable as possible.
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3 Construction of Mathematical Model

The main objective to construct this model is to make it handy for practical usage.
The coordinate system used to construct this model is given in Fig. 2.

3.1 Subject Ship

In order to construct the MMG model, ‘Esso Osaka’ 3-m tanker model is chosen as
the subject ship. The model is scaled as 1:108.33. Its details are given in Table 1.

Fig. 1 Schematic diagram
for MMG model

Fig. 2 Coordinate system

Mathematical Model of the Manoeuvring … 553



3.2 Equations of Model

The equations of motion are described on the hull fixed coordinate system.
Considering the origin at the centre of gravity of the ship as shown in Fig. 1, the
equations of motion for surge sway and yaw are given as following:

ðmþmxÞ _u� ðmþmyÞvr ¼ X

ðmþmyÞ _vþðmþmxÞur ¼ Y

ðIZZ þ JZZÞ_r ¼ N

ð1Þ

where, m is the mass of the ship, mx and my are the added mass in x and y direction,
Izz is the moment of inertia, Jzz is the polar moment of inertia, u is the surge
velocity, v is the sway velocity, r is the yaw rate and the right-hand side includes the
total hydrodynamic forces and moment term due to hull, propeller, rudder. The
force terms in Eq. (1) are expressed as follows:

X ¼ XH þXP þXR þXdis

Y ¼ YH þ YP þ YR þ Ydis
N ¼ NH þNP þNR þNdis

ð2Þ

where, XH, YH, NH are the hydrodynamic forces and moments acting on a hull, XR,
YR, NR are the hydrodynamic forces and moments due to rudder, XP, YP, NP are the
hydrodynamic forces and moments due to propeller and Xdis, Ydis, Ndis are the
disturbing forces and moments due to environmental disturbances like wind or
current.

The hydrodynamic forces and moments acting on the hull during manoeuvring
are usually expressed as a combination of linear and non-linear terms. The
hydrodynamic forces and moments, considering advance motion can be described
by the following equations.

Table 1 Principal particulars
and parameters of model ship

Hull Propeller Rudder

L (m) 3 Dp (m) 0.084 b (m) 0.083

B (m) 0.48 P (m) 0.06 h (m) 0.1279

D (m) 0.2 Pitch ratio 0.7151 AR (m2) 0.0106

Cb 0.831 Z 5 K 1.539
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XH ¼ 1
2
qLdU2ðX 0

uuð0ÞþX 0
bbb

02 þX 0
brb

0r0 þX 0
rrr

02 þX 0
bbbbb

04Þ

YH ¼ 1
2
qLdU2fY 0

bb
0 þ Y 0

rr
0 þ Y 0

bbb
0 b0j j þ Y 0

rrr
0 r0j j þ ðY 0

bbrb
0 þ Y 0

brrr
0Þb0r0g

NH ¼ 1
2
qLdU2fN 0

bb
0 þN 0

rr
0 þN 0

bbb
0 b0j j þN 0

rrr
0 r0j j þ ðN 0

bbrb
0 þN 0

brrr
0Þb0r0g

ð3Þ

where, the prime in each term denotes non-dimensional values, Xuu(0) is the hull
resistance in straight motion, Yb * Yr, and Nb * Nr are the linear hydrodynamic
derivatives, Xbb * Xbbbb, Ybb * Ybrr and Nbb * Nbrr are the non-linear hydro-
dynamic derivate terms. Here, ‘b’ denotes the drift angle and is considered instead
of sway velocity ‘v’ term.

The hydrodynamic coefficients used in the expressions for the calculations of
forces and moment acting on the hull during manoeuvring are determined by curve
fitting through the experiment values for forces and moment for different drift angle
and yaw rate which are collected from Hirano’s [5] paper. Surge force: The curve
fitted for non-dimensional values is available in the case of the surge force, for
2.5 m model ship. So, the data are modified for a 3 m model by considering the
relevant skin friction. The resulting representation after correction is given in Fig. 3.
The derivatives for the surge force are calculated for these curve fitted experimental
data. Sway force: Experimental data are collected for the sway force as well but for
4 m model ship. The hydrodynamic coefficients regarding the sway force and yaw
moment are considered with no scale effect because the author believes that using
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experiment data for a 4 m model ship is still accurate enough to predict the
hydrodynamic behaviour of 3 m. Figure 4 shows the data points from experiments
together with curves fitted though such points that are used to get the derivatives for
the sway force. Yaw moment: Same as for the sway force, experimental data for the
yaw moment are available for the 4 m model ship. But due to the same reason as
explained in the case of the sway force, the author uses these data for curve fitting
and to predict the hydrodynamic behaviour of 3 m model ship. Figure 5 shows the
data points from experiments together with curves fitted though such points.

The propeller thrust can be described by the longitudinal force of a propeller.
The following expression is used to calculate the propeller thrust.

XP ¼ qD4
pn

2ð1� tÞKT

YP ¼ 0

NP ¼ 0

ð4Þ

Fig. 4 Curve fitted data for
non-dimensional sway force

Fig. 5 Curve fitted data for non-dimensional yaw moment
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where, KT is the thrust coefficient and calculated as follows:

KT ¼ C1 þC2JþC3J
2

J ¼ up
�
nDp

up ¼ uð1� wpÞ
ð1� wpÞ ¼ ð1� wp0Þþ s v0 þ x0pr

0
���

���þC0
pðv0 þ x0pr

0Þ2
ð5Þ

Considering the above equations, J is the advance coefficient, C1 * C3 are the
constant values from the KT-J relationship, Dp is the propeller diameter, n is the
speed of propeller revolution, up is the effective relative inflow velocity in axial
direction to propeller, (1 − wp0) represents the effect of wake at straight ahead
motion, X 0

p denotes the x-coordinate of the propeller position, s and Cp are deter-
mined experimentally, t is the thrust deduction factor (approximated by the value
for straight ahead motion). Experimental data are available for (1 − wp0) versus
advance speed, Js. A polynomial curve is fitted by the author for the experimental
values and the corresponding value for (1 − wp0) is calculated for respective Js.
Figure 6 shows the experimental data with curve fitting.

XR, YR, NR are expressed as the following formulas taking into account the
interactions between the hull and rudder as shown in Fig. 7.

XR ¼ �ð1� tRÞFN sin d

YR ¼ �ð1þ aHÞFN cos d

NR ¼ �ðxR þ aHxHÞFN cos d

ð6Þ

where, d is the rudder angle, xR represents the location of the rudder (=−L/2), and
tR, aH and xH are the interactive force coefficients between the hull and rudder. FN is
the rudder normal force and can be described as follows:

Fig. 6 Curve fitting for
experiment data to calculate
wp0
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FN ¼ q
2
ARfaU

2
R sin aR ð7Þ

where, AR is the rudder area, fa is the gradient of the lift coefficient of rudder, and
can be approximated as the function of rudder aspect ratio K. The following is the
well known Fujii’s prediction formula (Fig. 8).

fa ¼ 6:13K=ð2:25þKÞ ð8Þ

As the rudder normal force is highly affected by the propeller stream especially
when the rudder is located just behind the propeller. An example of measured
rudder normal force for three different propellers thrust is shown in Fig. 9, where it
can be seen that the stronger propeller thrust makes the larger rudder normal force.
In the MMG model, the effect of propeller stream is included by the longitudinal
inflow velocity of the rudder uR. It can be described as follows.

Fig. 7 Schematic diagram of
rudder force and hull-rudder
interaction

Fig. 8 Gradient of the lift
coefficient of rudder, observed
and estimated [6]
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u2R ¼ ð1� wRÞ2f1þCgðsÞg

gðsÞ ¼ gKð2� ð2� KÞsÞs
ð1� sÞ2

g ¼ DP=hR
K ¼ 0:6ð1� wpÞ

�ð1� wRÞ
S ¼ 1:0� ð1� wRÞU cos b=nP

wR ¼ wR0wp
�
wp0

aR ¼ d� cb0R
b0R ¼ b� 2x0Rr

0

ð9Þ

where, c represents the flow straightening factor of the ship hull. Since the lateral
inflow angle is reduced by the ship motion v and r, the rudder normal force also
depends on v and r. This effect is known as the course-stabilising factor of the
rudder. The definition of c is illustrated in Fig. 10. Figure 11 shows the schematic
diagram of the longitudinal inflow velocity of the rudder, which also defines several
parameters used in Eq. (9). The hydrodynamic derivatives and coefficients
regarding hull, propeller and rudder are given in Table 2.

Fig. 9 Rudder normal force for various propeller thrust [7]
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Fig. 10 Definition of flow straightening factor

Fig. 11 Schematic diagram
of longitudinal inflow velocity
of rudder [6]
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4 Simulation Results and Comparison
with that of Experiments

Using the above mentioned MMG model and the hydrodynamic derivatives men-
tioned in Table 2, simulations are done to predict the ship manoeuvring charac-
teristics. Then the characteristics are validated using the free running experiment
data. The details of the experiment model used is mentioned in Table 1.

4.1 Steady Surge Velocity During Turning

The steady surge velocity during turning is non-dimensionalised with respect to the
ship’s initial velocity to compare with the non-dimensional experiment value. Such
comparison is carried out for different rudder angle turnings for both port and
starboard. Figure 12 illustrates such a comparison.

4.2 Speed Test

The speed test is carried out using the mentioned MMG for different propeller
revolutions and compared with the experimental values, which are collected from
Ueda and Ueno’s [7] paper. Figure 13 shows such a comparison for the ‘Esso
Osaka’ 3-m tanker.

Table 2 Hydrodynamic derivatives and coefficients

m0 0.2709 m0
x 0.02 m0

y 0.2224 I0zz 0.0172

J0zz 0.00821 X0
uu −0.02639 X0

br 0.191559 X0
bbbb 0.2751225

X0
rr 0.012856 X0

bb 0.022823 �Yb 0.3039 �Yr 0.0908104

Y 0
bb 0.5454883 Y 0

bbr 0.214706 Y 0
rr −0.000143 Y 0

brr 0.332125

�Nb 0.112252 �Nr −0.063663 N0
bb 0.051978 N0

bbr −0.27805

N0
rr 0.0027571 N0

brr −0.02597 t 0.2 wP0 0.4710

x0P −0.5 C1 0.32 C2 −0.2466 C3 −0.2668

s 1.45 C0
P −0.359 tR 0.2173 aH 0.398

Ar=Ld 1/59.1 k 1.599 xR −0.82 xH −0.442

hR 0.1278 wR0 0.1792 cport 0.19 cstbd 0.23
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4.3 Turning Test

Figures 14, 15, 16 and 17 show the turning test results as compared with the
simulation one. These tests are carried out for half-ahead speed. Here, each com-
parison contains not only the turning trajectory, but also the non-dimensional surge
velocity and yaw rate for comparing the initial transition to a steady state value.
Considering Figs. 14 and 15, each of the turning circles show a quite promising
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result as compared with experimental one. However, due to the existence of wind
during the experiments shown in Figs. 16 and 17, the ship started to drift and the
resulting circular trajectories shifted towards the direct of wind. In such cases,
comparison of the tactical diameters proves the predictability of manoeuvring
motion while using the mentioned MMG model. Although slight discrepancies
exist, they are well within the acceptable limit.

5 MMG Including Disturbance Model

The above mentioned MMG is simulated for calm and deep water conditions.
However, by considering the terms Xdis, Ydis and Ndis i.e. forces and moment due to
any environmental disturbances like wind or current, the model can be used to
predict the realistic ship trajectories. Different types of disturbance models are
available, like the Fujiwara wind model [9]. Gust wind can also be taken into
account using the Davenport spectrum [10]. Both uniform and non-uniform cur-
rents can be considered to simulate the ship manoeuvring characteristics.

6 Conclusions

The largest inconvenience in the field of manoeuvring research is the lack of a
standard mathematical model. Hydrodynamic data are available from captive tests
at various testing facilities and most of these have a lack of reasonable physical
meaning. Therefore, comparison of the experimental results with corresponding
theoretical calculations is difficult. This paper explains a well-developed concept
proposed by the MMG group to develop a mathematical model, which not only
takes hull, propeller and rudder effect separately but also their interactions. Most of
the terms used in the model have a physical meaning, therefore for any design
modification, one can clearly explain which coefficient needs to be modified instead
of doing captive tests right from the beginning. Currently, the MMG model is
already developed for twin screw MPVs, special types of ships like fishing trawlers
etc. The model is also available considering shallow water effect and low speed
manoeuvre.
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A Trim Tank Control System
for an Autonomous Underwater Vehicle
(AUV)

Md Salim Kamil, Noorazlina Mohamid Salih, Atzroulnizam Abu,
Muhammad Muzhafar Abdullah, Norshakila Abd Rasid
and Mohd Shahrizan Mohd Said

Abstract The current technological developments allow autonomous underwater
vehicles (AUV) to operate in deeper water with multiple functions including
activities related to marine sciences, scientific researches, naval strategic intelligent
and information gathering, oil and gas exploration, offshore platform underwater
maintenance and surveillance, sea bed topological surveys and mappings and
etcetera. Their capabilities to operate autonomously require a high-tech built-in
computerized control system. One of the many important aspects in AUV is the
necessity to have a trim tank control system to assist the AUV to be able to dive and
surface or manoeuvre during the assigned operations. In this research the AUV is
installed with two trim tanks located suitably aft and forward of the hull to provide
the maximum trimming moment effects. The tanks are connected by piping to each
other and fitted with control valves, a water transfer pump and an accelerometer
sensor. Arduino Mega Board (AMB) open technology was used for the circuitries
and the source codes design of the trim tank control system. Functional tests on the
control system were carried out and it is proven that the main objectives of the study
were achieved.
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1 Introduction

The aim of this paper is to put forward and share the idea to design a trim tank
control system for a modular autonomous underwater vehicle (AUV). The AUV is
designed to operate in a water of maximum depth of 2 m. The basic design prin-
ciples of the trim tanks for the AUV are based on similar trim tanks used in a
submarine. The sketches and drawings for the trim tank system were done using the
SolidWorks software.

Riedel et al. [1], proposed a design and development of a low cost variable
buoyancy system for the soft grounding of autonomous underwater vehicles. They
discovered the effects of the centre of gravity and calculation for the centre of
gravity in a low cost variable buoyancy system.

Gerl [2] with his research project on the development of an autonomous under-
water vehicle in an interdisciplinary context found that most commercial AUV using
trimming system by changing the overall density of the AUV. He also learned that
the AUV pitched downwards by the rudders and its propeller and submerging can
also be forced by sets of the propeller. In 2009 Tang et al. [3] researched on
modelling for athwartships trim of ship balance and actuator by transferring liquid
between tanks. A ship dynamics model for athwartships trim was built based on the
ship static knowledge. Alam [4] optimizing design using computer aided.

In 2011, Ji-Qing and Lei [5] studied the heel and trim adjustment of a manned
underwater vehicle based on the variable universe Fuzzy S surface control. They
noticed that manned underwater vehicles need to have a good manoeuvrability
especially the manoeuvrability in trim and heel. Moreover, a ballast water system is
a simple and effective way for the adjustment of trim and heel. Listak [6] describing
buoyancy control for AUV.

With reference to Fig. 1, the weight of the water in the forward trim tank is
p with the longitudinal distance x1 from the amidships or the centre of moment. The
longitudinal distance of the aft trim tank is x2 aft of the amidships. The difference in
distance is x2 − x1. The centre of gravity moves from point G to point G1, likewise
the centre of buoyancy moves from B to B1. Initially the AUV floats at waterline

Fig. 1 Control of trim
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WL and as the water is transferred from the forward to aft trim tanks, the AUV
trims by the stern and floats in the new horizontal waterplane W1L1. Wang [7]
considered the important of AUV application.

Based on the principle of the equilibrium of moments as expressed in Eq. (1),
the angle of trim h in relation to the displacement D and the longitudinal meta-
centric height GML of the AUV and the trimming moment due to the transfer of the
water between the trim tanks could be determined using Eq. (2).

DGMLtan h ¼ pðx2� x1Þ ð1Þ

h ¼ tan�1 p x2 � x1ð Þ
DGML

ð2Þ

2 Objectives

The objectives of the research are to design, test and validate the functionality of the
trim tank system of an AUV. The design software or source codes were written in
the Arduino Mega Board (AMB) and the open technology of the AMB will be
verified for its versatility and adaptability.

3 Activities Flow Chart

A design of the trim tank system for the modular AUV is referred to the steps
following a manual as shown in Fig. 2. The container is printed by using a 3D
printer (plastic filament) to produce the working prototype of the trim tank. The size
and dimension is calculated to complete the design. Li et al. [8] presented numerical
studies in AUV system.

Fig. 2 AUV design process
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4 Principal Dimension of the AUV, Control Surfaces
and Trim Tanks

Length overall 236.24 cm

Length of cylindrical hull 201.00 cm

Length of aft cone 20.00 cm

Length of bow cap 12.25 cm

Hull diameter 30.48 cm

Rudder area (one rudder) 24.26 cm2

Hydroplane area (one hydroplane) 22.40 cm2

Hull volume 159,000 cm3

The trim tank size 350 mm � 98 mm � 195 mm

Trim tank volume 0.524 m3

5 Trim Tank Design Consideration

Various aspects had been taken into consideration when designing the trim tanks
and the control system for the AUV. This is very important in the sense that the
AUV is to be able to operate within the desired trim conditions while performing
the duties. The effectiveness of the trim tanks depends very much on the size of the
tanks and the right positioning, at which designers must take full advantage from
aspects. The trim tank design adopts the basic principle of having two trim tanks,
one located at extreme aft and the other tank is located at extreme forward as much
as possible. Lillemoen [9] considered software to design the tank.

For the purpose of longitudinal balance of trim, the tanks operation is managed
with both are partially filled and emptied, maintaining a constant weight with
changing trimming moments. One or both tanks would be partially filled or emptied
to allow trim correction to be made and keeping the trim moment constant. In the
case of trim correction which affects weight and trimming moment, this could be
achieved by filling and emptying the trim tanks simultaneously as appropriate.

Filling up the trim tanks could be done by taking in sea water and venting.
However, a special facility is required to discharge out or to get rid of the water in the
trim tanks. The AUV is subjected to hydrostatic pressure while underwater which
depends on the depth of submergence. The hydrostatic pressure increases with
increasing depth. Therefore, the usual way to discharge out the water in the trim tanks
is to use high pressure compressed air available in the AUV or to have a pumping
system for both tanks that fulfils the full operational scenarios of the AUV.

The design of the trim tanks also considers the variation of the operational
loading conditions of the AUV. This would include at fully loaded condition at the
lowest possible of the water density and in the lightest condition at the highest water
density. The trim tanks total volume could be estimated based on the formulation
given in Eq. (3) dependable on the AUV hull volume, range of water densities in
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percentage plus the specific volume of the variable weights and multiplied by a
coefficient called a utility factor. This utility factor is to give due consideration of
the internal tank structures and water left out that could not be totally discharged out
of the AUV.

VT ¼ HV� qRð Þþ VW=qWð Þ½ � � Uf ð3Þ

where VT is the volume of the trim tank, HV is the hull volume, VW is the variable
weight, qR is the density of variable weights, and Uf is the utility factor.

The trim tanks are integrals of the overall tanks system in the AUV which takes
into account of compensating tankages. The overall analysis of the design of the
trim tanks will eventually give results of the weights in, weights out, buoyancy
changes, trimming moments and trim polygon. The trim polygon defines the region
or boundary of the trimming moments that covers the full operation of the trim
tanks while the AUV is underwater. A typical trim polygon of an under water
vehicle is shown in Fig. 3. Figure 4 shows the general longitudinal plan view of the
AUV and the positions of the trim tanks at the aft and forward sections are shown in
Fig. 5.

Aft

Weight

Aft Trim Tank In

Aft Trim Tank Out
Forward Trim Tank 

In Forward

Forward Trim Tank Out

Compensating
Tank Out

Compensating
Tank In

Fig. 3 Trim polygon

Fig. 4 AUV plan view
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Figure 6 shows the exploded views of the aft and forward trim tanks, in which
the amount of volume of water transferred was between 10 ml until 50 ml at a
specific angle of trim. The trim tank system contributes to the balancing control of
the AUV by adjusting the pitch without changing the weight or buoyancy balance.

Table 1 shows the data recorded from the experiment conducted for variation in
times taken which were in the range from 10 s until 40 s. The volume of water
transferred was measured from 10 ml until 40 ml. It also shows the change of
angles of trim of the AUV in degrees ranging from 5° to 20°.

Figure 7 shows the prototype model of the trim tanks installed with a digital
display to show the amount of water transferred between the trim tanks during the
conduct of the functional tests. The AMB is embedded to the prototype AUV which

Fig. 5 Position of the trim
tanks

Fig. 6 Exploded view of the trim tanks

Table 1 Table of test results

Time taken to transfer water (s) Volume of water transferred (ml) Trim angle (°)

10 10 5

20 20 10

30 30 15

40 40 20
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can control the adjustment of balancing of the AUV and pitch angle for buoyancy
balance. Figure 8 shows the plots of the volume of water being transferred and the
trim angle versus the times taken. As the time increases the volume of water
transferred from between the trim tanks and the trim angle increases. Specifically at
40 s, the trim angle reaches 20° with 40 ml of water being transferred.

Fig. 7 Prototype design of trim tank control system and the functional test

Volume of Water
Transferred (ml) and Trim Angle (Deg) 

Versus Time (s)

0
5

10
15
20
25
30
35
40
45

0 10 20 30 40 50
Time (s)

Volume (ml) Trim Angle (deg)

Vo
lu

m
e 

of
 W

at
er

Tr
an

sf
er

re
d 

(m
l) 

an
d 

Tr
im

A
ng

le
 (d

eg
)

Fig. 8 Graphs of volume of water transferred and trim angle versus time

A Trim Tank Control System for an Autonomous … 573



Initial coding was written in the AMB to set the trim angle and time taken
needed to provide monitoring on the total volume of water transferred. Figure 9
shows the initial coding list for the servo motor to monitor the movement of the
AUV. Figures 10, 11 and 12 are the coding for Servo Motor Part 1, Part 2 and Part
3 respectively for the control of the balancing of the AUV system.

Fig. 9 Initial coding
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6 Discussion and Conclusion

The trim tanks sizing were performed quite rapidly utilizing the given formulation
in Eq. (3) taking into consideration of the hull volume HV, variable weight VW,
density of variable weights qR and the utility factor Uf. The effects on the changes
of trim angles due to water transfers between the trim tanks of the AUV were
studied and analysed based on the expression given in Eq. (2). The trim polygon
covering the operational profiles of the AUV could be generated by analysing the
weight changes of the filling and discharging the water to and from the trim tanks
and evaluating the resulting trimming moments.

Fig. 10 Coding servo motor part 1
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The overall circuitries for the trim tank control system were designed and printed
on the circuit board on the Arduino Mega Board (AMB) and the source codes for
the control of the servo motors that operate the water transfer pump were developed
and easily written or burnt into the AMB. The design of the circuitries, the source
codes and the performance of the trim tanks control system were verified in the
functional tests conducted which allow for corrections, fine tuning and
improvements.

Fig. 11 Coding servo motor part 2
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Finally, it can be concluded that the main objectives to design the trim tank
control system for the AUV were successfully accomplished. The functionality of
the trim tanks had been tested and worked well. It has been proven that Arduino
Mega Board open technology is very versatile and can be easily adaptable to
various applications.
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The Use of Backscatter Classification
and Bathymetry Derivatives
from Multibeam Data for Seabed
Sediment Characterization

Razak Zakariya, Mohd Azhafiz Abdullah, Rozaimi Che Hasan
and Idham Khalil

Abstract The multibeam data provides backscatter and bathymetry accurate
measurement of water depth information this valuable is related to the topography
and composition of the seafloor. From multibeam dataset, the backscatter infor-
mation and comprising bathymetry derivatives were interpreted using the ArcGIS
software. The sediment samples from ground survey were collected using Ponar
Grab and classified the size of sediment using Particle Size Analysis (PSA). The
sieving method was also applied for coarse sediment samples. Ground survey data
were used on verification and determination of sediment map accuracy produced by
GIS analysis. In this study, maps of backscatter, bathymetry, slope and rugosity
were developed and applied for developing seabed characterization classes. The
result shows the seabed sediment from the study area was successfully developed
with overall accuracy of 88.2% and kappa coefficient of 0.82. The study provided
the opportunity on increasing the accuracy on determining the seabed sediment
characteristic within the multibeam coverage area.

Keywords Multibeam echo sounder � Bathymetry � Backscatter
Sediment
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1 Introduction

A multibeam echo sounder system (MBES) is a system that sends out a broad swath
of sound pulse, bouncing over a wide area of seafloor beneath the survey. By
calculating the two-way travel time of the sound pulses, the system determines the
depth of the water beneath the vessel. Two types of data collected from the
multibeam echo sounder system are backscatter data and bathymetry data.
Backscatter data allows the user to determine the type of seafloor by analyzing the
strength of the returned sound pulse [7]. Hard sediment such as boulder or gravel
will sent strong return signals to the system while mud and sand will send weak
return [3, 8]. Bathymetry data is returned by calculating the two way travel times,
which display the depths of a wide area beneath the survey vessel [13]. Both data
can be derived simultaneously in on single transect. The main purpose of the study
is to utilize the output of multibeam data on developing seabed sediment charac-
teristic with better accuracy.

2 Study Area

The study area covers part of West of the Pulau Bidong. The coverage for this
survey area is approximately 406,183 m2. The area is selected as the study area due
to the availability of bathymetry data and backscatter data to classify the seafloor
terrain characteristics. The height range of this area is 5 m up to 33 m. Figure 1
shows the location of the study area.

3 Methodology

The methodology of this study is organized into three main stages (i) data acqui-
sition, (ii) data processing and (iii) data analysis. Figure 2 shows the flowchart of
the methodology adopted for this study.

For this study, Multibeam Model R2 sonic 2020 system was used for data
acquisition to provide bathymetry data and backscatter data. Table 1 shows the list
of the survey equipment used.

Backscatter and bathymetry was processed using the FMGeocoder Toolbox
(FMGT) [6] and Qimera software. The backscatter processing using FMGT as part
of this research intended to improve the quality of the backscatter mosaic for sedi-
ment classification using supervised classification in ArcGIS 10.1 using sediment
sample data [2, 9]. Figure 3 shows the backscatter mosaic map of the Pulau Bidong.

The Qimera software is a processing tool to produce a bathymetry grid. First the
processing tide, sound velocity profile (SVP) and patch test (roll, pitch and heading)
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is done first. Removal of spikes or noise and other issues related to relatively poor
data quality in survey area is required. The bathymetry grid data is exported to
.geotiff format so further processing is done in ArcGIS 10.1 using the Benthic

Fig. 1 Location of the study area
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Fig. 2 Flowchart of the research methodology
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Terrain Modeler (BTM) [15]. Figure 4 shows the bathymetry map of the Pulau
Bidong.

The sample sediment was collected after the multibeam survey. Total sample
was collect 9 stations using a ponar grab. The physical sample processing using a
sieve was conducted on all samples. The sample that has been processed can
determine the type of the sediment [1, 10].

Further processing involved the bathymetry derivatives [3] and backscatter
classification with sediment information (sample survey). Backscatter classification
and bathymetry derivatives can be done with the Arcgis 10.3 software using the
image classification toolbox [11]. Maximum likelihood classification was used by
the supervised classification with the sample sediment to classify all the study area.
This method was chosen to classify the pixels. Data from Particle Size Analysis as a
guideline to classify certain pixels to identify the distribution of the sediment based
on pixels characteristics where it is correlated with different type of sediment. Data
variable between backscatter, bathymetry derivatives (slope, rugosity) and ground
truth data to know how reliable based on the error matrix. Kappa coefficient will
determine the accuracy assessment to evaluate the reliability of the data.

The bathymetry derivatives were generated using Benthic Terrain Modeler
(BTM) [15] in the ArcGIS 10.3 software to generate the slope and rugosity [5, 14].
Slope is an identifier of the gradient or rate of maximum change in z-value from
each cell of a raster surface. The slope calculation must be correct by casting a z
factor when the unit z is applied to units different from the ground x, y.

The rugosity measures the terrain ruggedness as the variation in
three-dimensional orientation of grid cells within a neighborhood. Vector analysis
is used to calculate the dispersion of the vectors normal (orthogonal) to grid cells
within the specified neighborhood. This method effectively captures the variability
in slope and aspect into a single measure. Ruggedness values in the output raster
can range from 0 (no terrain variation) to 1 (complete terrain variation). Typical
values for natural terrains range between 0 and about 0.4.

Table 1 List of the survey
equipment used

Equipment Model

Multibeam echo sounder R2 Sonic 2020

Motion sensor (MRU/IMU) TSS DMS 10

Sound velocity profiler CastAwayCTD

Sound velocity sensor Veleport Mini SVS

Positioning Trimble 461

Heading antennas Trimble 461

Software Qinsy
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Fig. 3 Backscatter mosaic map of the study area
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Fig. 4 Bathymetry map of the study area

The Use of Backscatter Classification and Bathymetry … 585



Fig. 5 a Bathymetry derivatives— slope, b Bathymetry derivatives—rugosity

586 R. Zakariya et al.



Fig. 5 (continued)
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4 Results and Discussion

The sediment information from the sample sediment shown in Table 2. The result
was obtained from sediment processing using the sieve method. The results for
stations 1–4 show very coarse sediment type sand while the stations 5, 6 and 9
reveal very fine gravel. Station 6 and 8 belong to coarse sand.

Referring to Fig. 5a that the highest slope from the bathymetry derivatives is
more than 84° and the lowest slope is below 0°. Most of the areas in the study area
have a slope ranging from 0° to 20°. Table 3 shows the class by slope map.

From Fig. 5b, the highest rugosity obtained from the bathymetry derivatives is
more than 0.77 and the lowest rugosity is below 0. Most of the area in the study
area has a slope ranging from 0 to 0.2. Table 4 shows the class by rugosity map.

The classification of the backscatter data and bathymetry derivatives (slope and
rugosity) was done by using a sediment sample with ArcGIS 10.3 software. The
backscatter classification results were classified into very coarse sand, very fine
gravel and coarse sand. Figure 6 shows the corresponding sediment map.

Table 2 Sediment
information from sediment
sample

Station Mean Type of sediment

1 −0.563 Very coarse sand

2 −0.830 Very coarse sand

3 −0.311 Very coarse sand

4 −0.956 Very coarse sand

5 −1.882 Very fine gravel

6 0.182 Coarse sand

7 −1.76 Very fine gravel

8 0.153 Coarse sand

9 −1.847 Very fine gravel

Table 3 Class by slope map Class Total area (m2)

0–20 401,397.5

21–40 4004

41–60 513.5

61–80 256.75

80> 11.25

Table 4 Class by rugosity
map

Class Total area (m2)

0–0.2 403,279.5

0.21–0.4 104.75

0.41–0.6 37.5

0.6–0.8 2.25
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Tables 5 and 6 shows the accuracy assessment for the sediment classification.
The error matrix was used for the classification because the possible error occurred
when classifying the map based on the selected pixels which did not match with the
ground truth data. Accuracy assessment is 88.2% and Kappa coefficient is 0.82.

Fig. 6 Seabed sediment map of the study area produced from backscatter and bathymetry
derivatives of multibeam echo sounder

The Use of Backscatter Classification and Bathymetry … 589



A kappa value of 1 implies complete agreement, while a value less than 0 implies
more disagreement than a random assignment of classes to one of the maps [12].

5 Conclusion

Multibeam surveys collected bathymetric data and backscatter data at a very high
resolution. Using this type of dataset, large areas can be examined at various scales
to get a regional overview of the seafloor characteristic, as well as detailed studies
of particular features. The availability within this study of both multibeam bathy-
metry and ground true sample sediment provides an interesting opportunity to
investigate the relationship between seafloor morphology and geology structures.

The results of this study, i.e. backscatter classification and bathymetry deriva-
tives from multibeam sonar can be used to study another application in the guiding
the location and extent of infrastructure developments. For fisheries management, a
combination of the bathymetry and rugosity layers can provide a surrogate for reef
localities and therefore potential reef fish distribution.
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A Review of Piezoelectric Design in MEMS
Scanner

Nur Azirah Abdul Rahim, Ishak Abdul Azid and Loke Kean Koay

Abstract The main objective of this paper is to present a review of the piezo-
electric design in MEMS scanner that has been proposed by various researchers.
A piezoelectric actuator is a device used for actuating small displacements within
the range of 10 pm (1 pm = 10−12 m) to 100 µm. Piezoelectric actuators are widely
used in scanning technology due to their high precision, especially in micro/nano
technology. There are many limitations such as vibration, creep, and hysteresis that
can reduce the accuracy and stability of a piezoelectric actuator. Many efforts have
been made to overcome the limitations in terms of mathematical modelling and
control approaches. This review includes the piezoelectric actuator design for
optical scanners and the development of miniaturize scanners. The types of piezo
actuators in scanning technology are categorized by the different configurations
such as stack actuator, thin film and tube actuator. Besides, the advantages, limi-
tations and the applications of piezo actuator are included. This paper explains the
existing piezo actuator design constraints and applications.

Keywords Actuator � Piezoelectric � MEMS � Scanner

1 Introduction

Figure 1 shows the overview of the paper. This paper reviews the configurations of
piezoelectric actuators and the working principles for each type of piezoelectric
actuator. The generic form of a piezo actuator is the piezo plate. The actuator
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displacement is improved when the piezo plates are stacked together in an array [7].
There is another design, the so-called tube actuator, which is applied to small
positioning applications. The explanations of the different types of configurations
will be revealed in later sections.

Furthermore, the parameters, advantages, limitations and applications are also
stated. Besides, the design and control algorithm of the piezoelectric actuator in
micro electro-mechanical (MEMS) applications are revealed. Lastly, the drawback
of the actuators such as creep, hysteresis and vibration also being discussed.

Piezo actuators can be equipped with amplifiers to measure the displacement and
are then suitable for repeatable positioning [1]. Piezoelectric actuators are usually
employed in high precision displacement control or high generative force devices
[1]. Recent research made by Matsushita and Kanno, 2011, revealed that MEMS
piezoelectric thin films provide fast actuation of 23.7 kHz at small drive voltages of
10 Vpp (peak to peak), meanwhile they also provides accurate displacements
control [2].

Generally, piezoelectric actuators utilize the reverse effect of piezoelectric
materials to generate displacement and mechanical force [1]. The piezoelectric
material will be mechanically strained by placing it into the electric field or by
applying voltages [3].

According to Troiler and Muralt, ceramic piezoelectric is applied in MEMS
technology due to its high resonant frequency structures while maintaining good

Fig. 1 Overview of piezoelectric actuator configuration
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temperature stability [4]. Furthermore, piezoelectric has the ability to perform large
amplitude actuation with lower drive voltages and low hysteresis [5].

However, according to Abdalla [6], the limitation of piezoelectric actuators is
affected by the mechanical impedances of the piezoelectric stack and load, driven
by high force or low displacement characteristics of the piezoelectric. Mechanical
impedance is the extent of a structure to resist motion when subjected to harmonic
forces. This may affect the stability of the actuator and reduce the accuracy of the
system [6].

2 Configuration of Piezoelectric

2.1 Stack Actuator/Transducer

A piezoelectric stack actuator is built using multiple piezoelectric discs wired in
parallel and stack mechanically in series as shown in Fig. 2 [7]. In a piezoelectric,
100 multilayers of piezoelectric ceramic sheets are stacked together. The piezo-
electric produces a high generative force of 1000 N, fast response within 10 µs and
high stability with 100 V power consumption [1]. With those advantages, piezo-
electric stack actuators have been applied in the fields of micro/nano manipulation,
nanopositioning stage and micro vibrational control [1]. Figure 2 shows the sche-
matic diagram of a piezo stack actuator. A driving voltage is applied to a piezo-
electric stack, expansion or contraction along the axial direction (as shown in
Fig. 2) of the stack will be induced [8].

Fig. 2 Stack actuator construction
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Fu presented the experimental setup of displacement measurement without
external mechanical load as shown in Fig. 3. The experiment is used to identify the
voltage and displacement coefficient of the piezoelectric stack actuator [9]. The
signal generated by the function generator is amplified by the voltage amplifier to
activate the piezoelectric stack actuator as shown in Fig. 3. The actuator under the
activation voltage will generate oscillation, which is measured by the laser dis-
placement sensor as shown in Fig. 3. The output signals of the function generator
and laser sensor are collected by the data acquisition system. The data shows that
the displacement increases as the voltage increases [9].

A design by Wang and Yang [8] shows that a n-shaped piezoelectric stack
actuator can generate bending moments. The moments acts on the host structure
through the pedestal working as the mechanical lever which can exert a strong
actuating power of piezoelectric stack as shown in Fig. 4. The actuator can help the
piezoelectric stack and host structure for vibration control applications.

The driving voltage is applied to the piezoelectric stack, and expands along its
axial direction [8]. The two ends of the stack are hold by the n-shaped pedestal with
a screw as shown in Fig. 4. If the base of the pedestal is bonded to the host
structure, actuating moments will be exerted on the structure, thus the pedestal will
produce a controlled vibration [8].

However, there are also limitations that affect the system of piezoelectric stack
actuators. Since piezoelectric is a dielectric, a PZT stack actuator can exhibit
capacitive behavior. Hysteresis is one example of the disadvantages in piezoelectric
actuators. This is due to nonlinear movement of the actuator that will affect the
accuracy of motion [10]. A research by Yi and Veillette [7] presented the feedback
controller to reduce the hysteresis effect on the actuator. The implementation uses
an inverting op-amp configuration instead of the non-inverting configuration.

Fig. 3 Schematic configuration of experimental setup for the dynamic characteristics measure-
ment of the actuator without mechanical load
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2.2 Thin Film Piezoelectric

Piezoelectric thin films actuators are widely used in MEMS development.
Piezoelectric thin films provide large linear forces with fast actuation of 3 kHz at
small drive voltages of 5 V. Piezoelectric thin films will provide accurate dis-
placements of 1.2 µm [5]. Thin films of non-ferroelectric aluminium nitride
(AlN) and ferroelectric PZT based materials are widely studied for fabrication of
piezoelectric actuators and sensors [12]. In the fabrication, a thin film actuator
composes of double-layer PZT films, each of the layers have polarities, so when
voltage is applied, the actuation of thin film will be displaced transversely [11].

The conventional piezoelectric micro-cantilever was integrated with a piezo-
electric film layer sandwiched between two metal electrodes as a sensor or as an
actuator. Figure 5a shows a bimorph cantilever that consists of two active layers,
while Fig. 5b shows a unimorph cantilever that consists of one active layer and one
inactive layer. A researched by Wei and Hong proved that bimorph PZT
micro-cantilevers have the force sensitivity (high reaction force) higher than the
force of the unimorph PZT micro-cantilevers [12]. This is due to the fact that the
two active layers in a bimorph actuator have more energy efficiency compared to
unimorph actuators [12] (Fig. 6).

Energy harvesting is a process where electrical energy is derived from external
forces where the energy is collected and stored for devices [13]. In a research of
piezoelectric energy harvesting (EH) power for MEMS, waste mechanical energy is
recycled into electric energy by piezoelectric cantilevers [14]. The EH power

Fig. 4 Detailed design of
piezoelectric stack actuator

Inactive 

(a) (b)

Fig. 5 The sensing performance measurement of the biomorph piezoelectric microcantilevers
[12]
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MEMS consists of a mechanical vibration and the piezoelectric power generating
device. Thin-film piezoelectric unimorph cantilevers are used for the fabrication of
compact EH power MEMS. Figure 5 shows that the cantilevers compose a narrow
substrate beam, piezoelectric thin films deposited on the cantilever substrate beam
with top and base electrodes, and proof mass. The mechanical energy is converted
into electrical energy by the transverse piezoelectric properties [14].

There are many applications for thin films piezoelectric actuators. They are used
for gyrosensors and ink jet printer heads because of their piezoelectric properties,
such as fast actuation and positioning accuracy [14]. Optical MEMS also applied
the thin film piezoelectric concept to expand the research on optical networks such
as tunable lasers, optical switches, and variable optical attenuators [15].

2.3 Piezoelectric Tube Actuator

Piezoelectric tubes are the most widely used positioning actuators in micro and
nano scale positioning applications [16]. The accurate displacement control is the
main reason that piezoelectric tube actuators are chosen for various applications
[17]. The displacement control has the advantages of high resolution, fast response
and high output force [18]. They also offer sub-nanometer resolution in all
3-translational degrees of freedom (DOF) together with a compact design which is
compatible in various applications [19].

A piezoelectric tube actuator works whenever a differential voltage is applied to
the external electrodes, it bends to the corresponding directions [18]. The typical
setup of a piezoelectric tube actuator is shown in Fig. 7, the lower end of the tube is

Fig. 6 Typical construction of piezoelectric thin-film energy harvesting MEMS [14]
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clamped, while the upper one, denoted as tip, are allowed to move in all three
directions. The outer surface of the tube is separated into quartered electrodes. Both
electrodes of a pair are driven with equal but opposite voltages [20].

The limitation of a piezoelectric tube actuator that reduces the positioning per-
formance is the vibration that occurs on the devices structure [20]. Another limi-
tation is the dynamics-coupling that causes errors [21], nonlinear hysteresis effects
in relatively long-range scans and drift caused by creep effects in slow operation
modes [22]. The design considerations are the deflection sensitivity and maximum
deflection; both of these characteristics are optimized by a large ratio of length to
diameter. An effect of designing tubes with large length/diameter ratios is the low
mechanical resonance frequency [20]. There are many approaches by researchers to
overcome these issues which includes calibration of the scanner, post imaging
software image correction, and real-time correction via feedback control [22].

A typical application of this technology is the micro displacement of samples in
the X and Y directions with a scanner in an atomic force microscope (AFM) as
shown in Fig. 8. This application has contributed to the development of nan-
otechnology such as imaging atoms [23]. For instance, scanning tunneling micro-
scopes (STMs) and atomic force microscopes (AFMs) are used extensively in
diverse areas of science such as crystallography and cell biology [24].

Fig. 7 A piezoelectric tube
scanner developing a lateral
tip displacement ‘d’ as a
response to an anti-symmetric
driving voltage, V [19]
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3 Limitations of Piezoelectric Actuator

Piezo actuators are typically operated in the linear range to avoid positioning errors
caused by nonlinear hysteresis effects [25]. Another cause of loss in precision is due
to the creep effects, which become more significant when positioning is required
over extended periods of time. For instance, during the slow operation of an AFM.
Loss of precision also occurs due to vibrations when the positioning bandwidth is
increased relative to the first resonant frequency of the piezo actuator. This
vibration-caused loss in positioning precision is typically less at low operating
speeds [25].

3.1 Hysteresis

The disadvantage of a piezoelectric actuator is the hysteresis effect. It is a phe-
nomenon that is nonlinear, which makes it difficult to control the displacement
precisely [26]. Hysteresis effect is the displacement differences at the same voltage
when the voltage is applied in ascending or descending manner [29]. Figure 9
shows the maximum displacement difference in hysteresis [27]. The higher the
nonlinear hysteresis contributes to more complication in the control of piezoelectric
actuators for high-precision applications. The maximum hysteretic error is typically
about 15% in static positioning applications [28].

In piezoelectric actuators, hysteresis exists in both the electric field (voltage)-
polarization relationship and the electric field (voltage)-strain relationship [29].
Furthermore, hysteresis in piezoelectric actuators occurs in both slow operating

Fig. 8 Schematic of an
atomic force microscope with
a piezoelectric tube scanner
for the sample positioning
[47]

600 N. A. Abdul Rahim et al.



conditions [29]. According to Adriaens, the relationship is linear among the actu-
ating force and the resulting displacement of the piezoelectric actuator [3].

However, there are many researches to overcome hysteresis and improve the
positioning accuracy. For instance, many researchers applied a mathematical model
which describes the piezoelectric hysteresis and error compensation [30].
According to Clayton and Tien, the amount of hysteresis error tends to decrease
with operating range. Therefore, a typical hysteresis reduction strategy is to operate
the piezo positioner at a small displacement (e.g., nanometers as opposed to
microns) [31].

Fleming and Moheimani suggested two techniques to overcome and reduce
hysteresis. The first method is to impose a direct current (dc) charge amplifier, thus
hysteresis is reduced by avoiding characteristic drift voltage. The second method is
to introduce piezoelectric shunt damping [20]. Within the first technique as shown
in Fig. 10, the voltage amplifier is replaced by a charge amplifier to reduce the
hysteresis effect. Meanwhile, for the second technique, the connection of an elec-
trical impedance to the terminals of one electrode is employed. Generally the
piezoelectric shunt damping results in a damped electrical resonance, which is
capable of significantly reducing the magnitude of hysteresis [20].

Fig. 9 Hysteresis of
piezoelectric materials

Fig. 10 Charge driven tube scanner. a Open-loop with signal pre compensation. b Closed-loop
with displacement feedback [20]
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3.2 Creep

Creep in a piezoelectric system can result in precision loss, especially when
operating for a long period at an offset position. Creeping caused the decrease in the
amplitude for piezoelectric actuator although the input voltage is maintained. Creep
is the expression of the slow realignment of the crystal domains in a constant input
voltage over time [30]. Creep causes instability to the system because of the
inconsistence actuation [32]. To isolate and model the effects of creep, the posi-
tioning range is kept small to minimize hysteresis effects. Similarly, the outputs
were measured over extended periods of time (in the five minutes interval) so that
the effect of induced vibrations can be neglected [25].

In order to improve the actuation accuracy, the creep effects should be com-
pensated. Similar to hysteresis, creep is related to the effect of the applied voltage
on the polarization of the piezoelectric ceramics [30].

In order to remove the effects of the creep and to increase the accuracy of piezo
actuators, closed-loop techniques (feedback) have been used. A research by R.
Micky presents the block diagram of the creep model from Eq. (1) and its com-
pensator for one degree of freedom piezo actuators. Figure 11 shows that the
transfer function of the compensator is inverse multiplicative [33].

y sð Þ ¼ K � D sð Þ � U sð ÞþC sð Þ � U sð Þ ð1Þ

3.3 Vibrations

Vibrations in piezoelectric actuators are related to mechanical properties of the
actuator such as mass, stiffness and damping [27]. At relatively low scan rates, the
vibrational effects are negligible and the main cause of image distortions are dully
from creep and hysteresis effects [25]. When the scan rate is increased to 30 Hz,
ripples appeared in the images obtained without inverse compensation. Vibrations

Fig. 11 Mono variable creep modeling and compensation [33]
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lead to severe distortions, the distortions or ripples caused by vibrations correspond
to the first mode natural frequency of the scanner [25].

According to a research conducted by Kodejška, Václavík, the elasticity of an
element can be tuned when the transmission of vibrations are reduced through a soft
element. The same result can be obtained by connecting a negative capacitor to the
piezoelectric actuator [36]. So, by merging these two facts, a new vibration control
system is developed. Figure 12 shows the vibration isolation system where the
frequency of the incident vibrations coincides with the capacitance matching fre-
quency. The system is able to achieve the suppression of vibration with several
harmonic components or with a white noise signal [34].

A research made by Tani and Qiu showed that a combination of active control
and disturbance cancellation methods is used in the vibration control of a piezo-
electric cylindrical shell. The hybrid control method was employed to control the
forced vibration. The obtained results were compared with those merely the active
control or the disturbance cancellation methods. The simulation and experiment
results show that the hybrid control method is more effective than each individual
control method which are active control or disturbance cancellation [35].

4 Control of Piezoelectric Actuator

In order to increase the precision of the piezoelectric actuators, control strategies
and models have been studied mainly to characterize the hysteresis nonlinearities
[36]. The current main control schemes can be divided into feedforward control,
feedback control, and compound control [37]. This subtopic will discuss in detail
about these types of controllers. For instance, fuzzy control, and sliding mode based
robust control has been used to deal with hysteresis in piezo-actuators [37].

Fig. 12 Vibration isolation
system, where the
piezoelectric actuator is
connected to the negative
capacitor [34]
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4.1 Open Loop Control

Figure 13 shows a typical open-loop control scheme for piezoelectric actuators,
where the effect of hysteresis, creep and vibration are compensated by the inverse
transfer function model of piezo to achieve better tracking accuracy [29]. In no load
condition the open-loop control schemes have been shown to be highly effective in
their applicable frequency ranges [25].

Ru andWang suggested to use a least-mean-square (LMS) algorithm to identify the
main hysteresis loop [38]. However, one major disadvantage of the open-loop control
schemes is that their positioning performances are highly sensitive to model errors,
external loads, and changes in the dynamics of the piezoelectric actuator [41].

In a research made by Zareinejad and Mohammad Razi [39] the inverse hys-
teresis model is updated adaptively to account for the effects. However, the influ-
ence of the effects on the piezoelectric actuator output, though largely suppressed,
can still be clearly observed in the experimental results. Thereby, there are a lot of
researches carried out to improve the method in future design.

4.2 Feedback Method

Feedback control is a typical type of closed-loop control as shown in Fig. 14. The
hysteresis and creep nonlinearities of piezo actuator are open-loop characteristics,
so their influences can be effectively reduced using the closed-loop method [40].
Feedback control schemes as shown in Fig. 14 lead to several of the effects,
including model errors, external loads, and changes in the dynamics of the piezo
actuator on the position control performances, hence they are widely used in
actuators [41].

Fig. 13 Open-loop control
scheme for a piezoelectric
actuator (PEA) [29]

Fig. 14 A feedback control
scheme for piezoelectric
actuator [41]
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Ge presented a proportional integral derivative (PID) feedback controller to
control the nonlinearity of piezoelectric actuators [42]. The feedback controller
consisted of a gain tuning neural work and a variable gain PID controller; the neural
network is to trace the optimal gains of the PID controller. Besides, mentioned
controller with nonlinear vector regression in feed-forward loop and hybrid con-
troller are carried out. The related experimental results indicated that the proposed
controller is effective in precision control method [43].

4.3 Adaptive Control and Intelligent Control

One of the effective ways to solve the inaccuracy issue due to hysteresis is to use
model reference adaptive control [44]. An adaptive displacement tracking control
using only displacement feedback is proposed for a piezo-positioning mechanism.
In order to develop a robust model to represent the overall system dynamics of the
controlled piezo-positioning mechanism, a specific function is proposed by Shieh
and Lin [45]. Figure 15 shows a block diagram of the piezo positioning mechanism.
Typically, the main type of intelligent control that have been widely used are fuzzy
logic controller and neutral network controller [40]. These two controllers have a
great potential in the identification and control of nonlinear especially in active
vibration control. This is due to, the characteristics of fuzzy control proves that it
can use subjective experience and intuition [46]. Furthermore, this controller has
learning and adaptive abilities which are able to conduct a large number of oper-
ations in a short period [46].

Fig. 15 Block diagram of the proposed model of the piezo positioning mechanism [45]
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5 Conclusion

The paper provided a review of piezoelectric actuators. The main aim is to explain
the recent technologies of piezoelectric actuators, their limitations and the way to
overcome the instability such as hysteresis, vibration and creep. There are many
researches that studied the disadvantages of piezoelectric and the problem solving
methods. Furthermore, the application of piezoelectric differs for every design and
configuration of the actuator depending of its displacement range, direction and
size. This review also explained in detail the configuration types of piezo actuators.
Finally, the control methods have been reviewed.
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Abstract This paper presents a review of control system algorithms for unmanned
underwater remotely operated vehicles (ROV), focusing on the proportional integral
derivative (PID) controller and fuzzy logic lontroller (FLC). This review covered the
field area of the unmanned underwater remotely operated vehicles including the
remotely operated vehicles and autonomous underwater vehicles (AUV). The review
paper covers the recently published documents for a control system of an unmanned
underwater vehicle (UUV). It also describes the control system algorithm from dif-
ferent field areas which has inspired the authors to develop the same control algorithm
for the unmanned underwater vehicle area. A comparison of the control system
designs from the existing development of the ROVwas also included. There has been
a lot of developments of ROV which depend on their purposes or applications either
for the exploration, low-cost vehicle, shallow water or educational purposes. The
review of the control system for ROV will provide insights for the reader to design
new control systems for ROVs.
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1 Introduction

In the last decade, there has been an increased interested in researching and
developing technologies for underwater vehicles. In marine industry especially,
underwater vehicles are widely used for underwater research, oil and gas explo-
ration and construction. Basically, the underwater vehicle can be divided into two
types which are unmanned underwater vehicles (UUVs) and manned underwater
vehicles (MUVs). The different between them is that UUV will operate in water
without an occupant while the MUV must be operated under human occupant.
The UUV that can attract attention in the new era is called as remotely operated
vehicles (ROVs) [1]. Remotely operated underwater vehicles are driven by a remote
control using a tether cable. The cable is connected to the mother ship to perform
several functions by using the tools equipment on the ROV after the ROV reached
to underwater area [2]. Furthermore, the ROV is highly maneuverable, unoccupied
and is operated by a person at the surface area. So, this review focuses on the
control system of the ROV because of its high ability to maneuver the vehicle.

The ROV consists of the mechanical structure that contains thrusters, camera,
sensor and additional equipment such as manipulator arm, suction arm and elec-
tronic modules to control the ROV. In the ROV system the operator and the control
surface platform is connected by using an umbilical cable. The launch system, cable
dynamics and also the associated power supply is controlled by the system of the
ROV. The ROVs design can be in different size either from smallest vehicles to
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bigger vehicles. The ROV is equipped with a complex work system that includes
several dexterous manipulators, video cameras, TV’s, sensors and other equipment.
Thus, the objective of this paper to conduct some reviews to get an idea to design
and control the system of the ROV in order to provide effective control schemes. In
addition, to achieve the desired velocity and position of the vehicle, the required
relevant signal is needed to perform effective control schemes.

After investigations were carried out in the literature, reviews, and case studies,
the major problem considered is in the complex work system of the ROV which
contains several manipulators such as robotic and suction arms, TV’s, camera,
sensors and other equipment. Although a ROV is a powerful tool designed with
different purposes, it requires more than one control system to operate.

2 Control System Algorithm of Unmanned Underwater
Vehicle (UUV)

The control of an underwater vehicle is not easy and simple because there is the
highly nonlinear hydrodynamic effect resulting from the interaction with the
environment that cannot be quantified. The problem of the complex control system
is due to the lack of accurate models of the UUV hydrodynamics and uncertainty
parameters. In addition, the appearance of environmental disturbance such as wave,
current and wind also affects the problem in the control system. The most common
problem of ROV in the design of the control system is a multiple of nonlinear and
parameter uncertainties modelling [3].

According to the Rúa and Vásquez [4], the ROV is driven through a joystick that
sends the power commands to a main-board installed in the vehicle. After that, this
board will translate the command into input signals for each motor. Figure 1 shows
the current open-loop control system that was implemented in the ROV. In order to
tune the gains of the PID controller, the heuristic methods were used. The highest
proportional gains act rapidly to correct the changes in the references. Due to the
problem of the vehicle’s dynamic and the interaction with the fluid, a high
derivative action is used to present damping to the motion of the vehicle when it
reaches to the set point. The small integral action can correct the steady state error
of the system. In order to improve the PID control, the gravity compensation and
vehicle’s kinematics are used. Figure 2 shows the implemented closed loop control
system in the ROV to improve the PID control. In order to calculate the output, the
controller needs the error and position estimation.

According to the Akkizidis et al. [5], the GARBI underwater robot is used to
apply the Fuzzy-like PD controller. The controller is for course-keeping and
course-changing for the control performances of both depth and steering control.
The Fuzzy-like PD controller is an architecture for this controller design. The
structure is designed by combining a fuzzy logic controller and conventional PD
controller. Next, by optimising the SF, the Fuzzy-like PD dynamic properties will

Review of the Control System for an Unmanned Underwater … 611



be improved. According to the global effect on the dynamics closed loops system,
the gains of input and output of SF is defined. By using the regular method, a
Fuzzy-like PD controller has been performed satisfactory since both course-keeping
and course-changing performances in minimal error with the desired response.

According to the Henriksen et al. [6], human in the loop (HITL) control refers to
the situation where a human is present in the control loop and fulfils one or several
control functions. The control loop consists of a controller and a process at which
the controller receives the feedback from the process to control the actuator into the
desired set point. In the ROV, the human typically takes the place as a controller
and uses the video feedback to control the thrusters on the vehicle. For the tradi-
tional ROV control system, to appropriate the current position of the ROV, the
operator uses a video feedback. Figure 3 shows the human in the loop in traditional
ROV control. While, by using an automated control loop, the processing and
receiving of the sensor feedback is more faster and precise rather than for a human.
Next, due the external disturbance on the ROV, the continuous control actions are
needed to keep ROV at the desired position. The proposed position controller
enables the operator to change the position and orientation using a joystick.

Fig. 1 Open-loop control system in the ROV

Fig. 2 Closed-loop control system in the ROV
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The position controller applied a nonlinear PID-controller with a feed forward
reference. The filter output is a smooth position reference as well as a reference
velocity used as a feed-forward to the position controller.

According to Tehrani et al. [7], for the depth regulation of the ROV the authors
used two different control schemes and the performances between the two methods
were compared. The first method is a unit feedback control system that is developed
to keep the amplitude of the overshoot in the limited response. Figure 4 shows the
closed loop-feedback control system. Next, the second method of control scheme is
a PID controller that shows a more satisfactory performance which is able to reduce
the steady state error and the overshoot. In addition, this controller was able to give
a robust performance and simple structure in a wide range of operating conditions.
Figure 5 shows the PID control system.

According to the Le et al. [8], the hybrid control system is developed by
combining the PID and model-based control. The model-based control will provide
fast response with reference to signals. While, the PID control is robust with
uncertainties of the control and provides small disturbance. So, the combination
between these two control systems will provide a good control algorithm due the
small steady state error and fast response.

Fig. 3 Human in the loop in traditional ROV control

Fig. 4 Closed loop-feedback control system
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3 Control System Algorithm of Proportional
Integral Derivative (Pid) Controller and Fuzzy
Logic Controller (FLC)

A summary of key papers in control system algorithms focusing on PID and FLC is
listed in Table 1.

4 Comparison of Designs of Unmanned Underwater
Vehicles (UUV)

In the development of the ROVs, a lot of ROVs have been designed for monitoring,
observation, or working purpose either in small or big scale of the ROV. In this
review, ten designs have been selected as a comparison to the one designed here to
compare the components that need to be controlled by the controller. Every design
will provide different control systems depending on their purpose. For the obser-
vation purpose, basically the weight of the ROV must be not too heavy and provide
a simple work system. While, for the working class ROV, normally the weight is
heavy and has a complex work control system. Table 2 shows the comparison of
the designs of other existing ROVs.

Fig. 5 Control system of PID
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Table 1 Other relevant works field in control system algorithm using PID and FLC

Author (year) Title Important result/findings

Cervantes and
Castillo [9]

Type-2 fuzzy logic aggregation of
multiple fuzzy controllers for airplane
flight control

The author explained the method for
combining the multiple controls in
the individual controller to achieve
the complex plants of control. When
there has a complex problem, this
kind of method can be used to
achieve efficient and accurate total
control of the plant. In the control
plant, to increase noise in the process,
the joystick is included and
disturbance is introduced. In order to
develop the method, the 2-fuzzy
system is implemented and
simulation a result is done to shows
the desired method is useful for
complex problem. It was shown the
control error is reduced and improved
the overall behaviour of the plants

Shakya et al.
[10]

Design and simulation of PD, PID
and fuzzy logic controller for
industrial application

The authors study the performance
between PID controller and fuzzy
logic controller for flowing fluids.
The performance analysis has been
done by using the MATLAB and
Simulink. The results prove the fuzzy
logic controller has a fast response
and small overshoot compared to PID
controller. While, the PID controller
can attribute the robust performance
and simple functionality

Lee and Kim
[11]

Digital controller design to control
the direct current motor system

The authors designed a digital
proportional-integral-derivative
(PID) controller in a PLD’s device
environment to control the speed of
the DC motor system using feedback
technique. The uses of feedback in a
closed loop system will increase the
accuracy and reduced the effect of
external disturbance and variations.
In order to increase the system
performance, the sum of three term
actions is done which is increase gain
margin, stabilize unstable system and
rapid control response by
proportional control. While, minimize
steady state error and derivative
control is done by the integral control
in order to increase stability system,
reducing the overshoot and improve
the behaviour of control system
during transient

(continued)
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Table 1 (continued)

Author (year) Title Important result/findings

Yadav and
Patil [12]

Fuzzy PID controllers using
Matlab GUI based for real time DC
motor speed control

The authors designed the control
system of DC motor based on Fuzzy
logic controller. The parameter of
fuzzy controller is improved by using
MATLAB-GUI based on FLC and
IFLC algorithm. The MATLAB-GUI
will reduce the time tuning the
controller in other software with less
effort. There have three components
to the structure of FLC which are
fuzzifier that used to measure the
input or definition of fuzzy set. Next,
the rule base or fuzzy control will
provide the necessary decision
making logic in the system. Others,
the defuzzifier with combine the
actions need to be decided and
produced a single non-fuzzy output.
The uses of fuzzy logic controller are
to provide the solutions of ill defined
and too complex to model in the
control system. Compared with PID
controller the IFLC will improve the
performance of motor in term of
minimizing the overshoot and settling
time

Upalanchiwar
and Sakhare
[13]

Design and implementation of the
fuzzy PID controller using
MATLAB/SIMULINK model

The authors proposed the PID
controller with fuzzy technology to
control the DC motor. In order to
control the complex system and
unclear model system, the Fuzzy PID
controller is a better method to used
due the tuning parameter of
conventional PID controller is
difficult, poor robustness and difficult
to accomplish optimal state under
field condition. The advantages of
Fuzzy PID controller is can provide
simple and effective control system,
good dynamic response, play fuzzy
control robustness

Hanafi et al.
[14]

Simple GUI wireless controller of
Quadcopter

The authors designed the GUI by
using Visual Basic (VB) 2008
Express as a communication interface
between quadcopter system and
Proportional, Integral and Derivative
(PID) controller. In order to control
Quadcopter simulation model, the
fuzzy logic control is implemented

(continued)
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4.1 Design 1—Design and Development of a Remotely
Operated Underwater Vehicle (Mini ROV) [17]

The mini ROV is developed in small size to use for underwater applications. This
type of vehicle is equipped with powerful underwater probe sensors in order to
collect underwater data, a DC brushless motor for controlling the direction as well
as real time camera monitoring. The data of the ROV are sent via an underwater
cable to the computer base station on the coast. It is also equipped with a USB
camera and IMU-GY85. The camera is used to capture images and record video

Table 1 (continued)

Author (year) Title Important result/findings

and designed. The PID controller is
designed and then embedded in the
Arduino UNO in order to control
altitude motion of Quadcopter.
The PID control is used to sustain the
distance of Quadcopter altitude
motion based on input from
ultrasonic sensors

Srinivas [15] Comparative analysis of conventional
PID
Controller and fuzzy controller with
various defuzzification methods in a
three tank level control system

The authors make an analysis the
efficiency for a control system of
three tank level using a conventional
PID controller over fuzzy logic. The
methods was used is fuzzification &
defuzzification. The result shows the
FLC gives the best response in
centroid defuzzification method and
triangular membership function due
the PID controller cannot give
corrective action and only initiate the
control action after an error has
developed. The PID controller
produces a slow response with peak
overshoot for unit step input. So, the
FLC will use to remove the overshoot
and reduce the rise-time and settling
time

Immanuel
et al. [16]

Design and development of real time
MATLAB-GUI based fuzzy logic
controllers for DC motor speed
control system

The authors designed the
MATLAB-GUI program to act as an
interface tool between user and
computer and for DC motor speed
control. The GUI is for tuning of
controllers and effectively running the
control system. The MATLAB-GUI
makes the system user friendly to
study the performance of various real
time control systems with less effort
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streaming. While the IMU-GY85 is the combination of accelerometers, gyroscope
and compass in one module to control roll, pitch and yaw angle. Figure 6 shows the
control diagram for the ROV. It started from the joystick which will connect to
the computer using a processing program. After that, the processing program reads
the command from the joystick then sends it to the ROV via internet hub by IP
address. Next, the Arduino microcontroller will receive the data to control six
motors by following the command from the user. The data from the IMU sensor is
read for automatic closed loop drive. The graphical user interface (GUI) is designed
using the processing program. It is an open source program and can be freely
downloaded. The processing program reads the joystick and then sends the com-
mand from the user to the microcontroller. The microcontroller sends the sensor
data which is the rotation angle, speed, video and compass to the GUI to monitor
the behaviour of the robot.

Fig. 6 Control diagram for the mini ROV
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4.2 Design 2—Development and Control of a Low-Cost,
Three-Thruster, Remotely Operated Underwater Vehicle
(Low Cost ROV) [8]

The low cost ROV is designed which consists of three thrusters and an open source
hardware. The hardware parts of the ROV include the actuators, sensor and control
structure. The control structure of three-thrusters ROV contain of three main parts
which are the control station (on-board system), ROV controller (offshore system)
and joystick controller. Figure 7 shows the control structure of the three-thrusters
ROV. In the ROV controller, the microcontroller Arduino Mega 2560 is used to
connect with the peripheral sensors. All the information of the sensor data is sent to
the control station using serial communication RS-485 at the baud rate of 115,200
bps. The joystick controller generated the control signals in the station computer to
send it back to the microcontroller via transmission cable. The control signals are
received by the offshore microcontroller to execute them. The advantages of this
control structure is that it flexible because it is easier to upgrade and modify the
control algorithm in the station computer. Next, one can re-program the micro-
controller in the ROV.

4.3 Design 3—Design of an Open Source-Based Control
Platform for an Underwater Remotely Operated Vehicle
(Visor3 ROV) [18]

The Visor3 ROV is designed to acquire visual information for the maintenance of
ships hulls and also the underwater structure in oceanography for research tasks.
The new original hardware architecture of Visor3 is divided in two parts which is a
surface control station and the ROV vehicle. The surface control station is

Fig. 7 Control structure of three-thrusters ROV
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comprised of an industrial joystick as a command input and computer used as a
Human-Machine-Interface (HMI) while for ROV vehicles it comprises an IP
camera, an embedded processor, thrusters driver, DC power units, fiber optic
communications and sensors. Figure 8 shows the control system architecture of the
Visor3 ROV. For the development of the modular software framework, program-
ming languages such as C++, JavaScript and LabVIEW have proved to be adequate
tools for robotic devices. In addition, the software development is using Python, a
high level programming language that allows one to implement control algorithms
that require complicated matrix computations.

4.4 Design 4—Design of a New Low Cost ROV Vehicle
(BabyROV) [19]

The BabyROV is designed for a new low cost ROV. The ROV is controlled by a
joystick controller through a network cable and able to submerge up to 20 m into
the water to perform several tasks. The control system of the BabyROV is
depending on the communication between the underwater and land control circuits.
The communication between the underwater and land control used the UART
protocol. The land control circuits used SKPS and PS2 controller. Figure 9 shows
the flowcharts of control system for the BabyROV. For the software part, the
program is written for the ROV PIC microcontroller with the C language through
Microchip MPLAB IDE v8.10 software.

4.5 Design 5—Modelling, Design and Robust Control
of a Remotely Operated Underwater Vehicle (Kaxan
ROV) [20]

The Kaxan ROV was designed for shallow water areas. The main objective of this
Kaxan ROV is to develop a basic visual inspection of oil platforms and hydro-
electric dams. The electronic architecture of the ROV consists of two computers
which are at the surface and electronic container. The image taken by the under-
water camera or sensors can be monitored by the user using a surface PC.
A joystick is used by the user to control the ROV. The electronic architecture was
monitored and controlled by the GUI that was developed using LabVIEW from NI.
The GUI is able to display the values of the sensors, image of the camera, container
humidity level, system for voltage and current and power electronic temperature.
Figure 10 shows the electronic control system architecture for the Kaxan ROV.
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Fig. 8 Control system architecture of Visor3 ROV
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Fig. 9 Flowcharts of control system for baby ROV
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4.6 Design 6—Hybrid Robot Crawler/Flyer for Use
in Underwater Archaeology (RG-III) [21]

TheRG-III is designed to be hybrid vehicle to operate in depths downover 100 m. The
RG-III is a remotely operated crawler that allows direct contact with the seafloor and at
the same time it is able to “fly” when necessary. The control system of this hybrid
vehicle is split into two categories which are the analog and digital part. The digital
microcontroller is used as the primary control and the analog microcontroller is used
for testing and backup the control system. On the surface, all controller inputs are
gathered by a microcontroller via USB and then transmitted to a microcontroller on
board the crawler. This kind of method will arrange the communication between
surface controls and the RG-III which is handled between two microcontrollers. For
the surface controller, the Arduino Mega 256 is used while for the underwater con-
troller the Arduino UNO is used. The RS-485 protocol is used to communicate
between the twoArduinomicrocontrollers. For the software parts, it waswritten in the

Fig. 10 Electronic control system architecture for Kaxan ROV
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native Arduino integrated design environment (IDE) for both surface and ROV
controller. The signed byte 9600 Baud rate is transmitted to the ROV.

4.7 Design 7—LAUV: The Man—Portable Autonomous
Underwater Vehicle [22]

LAUV was designed to be a lightweight vehicle that can be easily operated,
launched and can recovered with minimal operation. This vehicle is developed to be
a cost effective vehicle for oceanographic, environmental and security surveys.
LAUV was controlled by the Control Command Unit (CCU) which was developed
by the Universidade of Porto. It will support networked operations of inter-operated
unmanned vehicles in a mixed initiative environment. A standard laptop or desktop
computer is used to develop the Graphical User Interface (GUI) and to be operating
system independently, as shown in Fig. 11. Next, it will provide the necessary
support for different stages of a mission life-cycle which is planning, simulation,
execution, data analysis and monitoring. The GUI console layout can be edited by
removing, adding or placing individual console widgets. In addition, by using the
mission review and analysis interface, all the collected data can be analysed once
the mission is executed. In addition, to avoid possible obstacles during launching
and recovery area, the operator may control the vehicle directly using a simple
joystick. It was also equipped with a digital camera and two high power LEDs. The
digital camera will provide the ability to acquire high quality images even in
scenarios with poor optical conditions. While, two high power LEDs are used to
improve the lighting condition of the digital video camera acquisition.

Fig. 11 GUI control command unit (CCU)
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4.8 Design 8—Design and Control of a Convertible ROV
(KCROV) [2]

The KCROV is designed for various purposes either to be used like the ROV or the
AUV. The open architecture is designed to be function like the ROV. The ROV has
a manipulator and is remotely operated by the power supply via a tether cable.
While to be operated like an AUV, it needs to remove the manipulator, tether cable
and ROV frames. In the control systems for the ROV and the AUV, the KCROV
has developed a different architecture but the systems still use the same processors.
Next, in both modes ROV and AUV the main microprocessor which is
TMS320c28335 is connected to the data processing ATxmega128A1. In addition,
the sensors are also connected to the microprocessor via a simple RS-435 com-
munication link. In both modes ROV and AUV, similar sensors are used such as
IMU, DVL, USBL and depth sensors. There are two different modes in the control
algorithm for the KCROV which are for the AUV vehicle navigation is controlled
by using an autonomous control algorithm and for the ROV vehicle motion is
controlled by the operator orders. The architecture of the ROV contains a control
system, power system and RS485 communication. The control system of the ROV
is to control the thrusters by using the signal transfer from the operator via an
optical fiber bus. While, to approximate the vehicle’s current position, the sensor
system which is USBL, IMU, DVL and depth sensors is installed. In the AUV
mode, when the AUV rises to the surface, the wireless communication system is
required for the surface communication. The navigation sensor data is transmitted
in communication parts into the control system of the ROV. For the RS485 com-
munication, the data is converted to the TTL level between the control board and
thrusters. Next, the sensor data is used to the autonomous navigation algorithm of
the AUV by using state estimation and sensor fusion filtering. Figure 12 shows the
overall control system for the KCROV.

4.9 Design 9—Design, Construction and Control
of a Remotely Operated Vehicle (Ariana-I ROV) [23]

The Ariana-I ROV is designed to be equipped with other tools such as mechanical
arms. The objective behind development of the Ariana-I is to study the underwater
navigation and advanced control for the Control Laboratory of Shiraz University.
The next objective is to construct a prototype of the ROV to be used for visual
inspection of submarine pipelines and oil platforms power cables. In the control
system of the ROV, the Ariana-I can operate autonomously using the onboard pilot.
The autopilot of the ROV is based on an Atmel AVR microcontroller interfacing
with the electronic module and sensors in the ROV. Figure 13 shows the autopilot
control system of the Ariana-I ROV. The interfacing to the sensors in the ROV is
using the microcontroller ADUC8041. The signal data is transfered via a RS232
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Fig. 12 Overall control system of KCROV

Fig. 13 Autopilot control system of Ariana-I ROV
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link to the autopilot main controller (AVR microcontroller). The AVR microcon-
troller sends the signal data from sensors to the Surface Control Console
(SCC) over the RS485 bus. The Graphical User Interface (GUI) is designed in the
Surface Control Console (SCC) to interact between operators with the ROV. For all
six degrees of freedom, the different control schemes are applied onboard or on the
Surface Control Console (SCC).

4.10 Design 10—Development, Depth Control and Stability
Analysis of an Underwater Remotely Operated Vehicle
(DENA ROV) [7]

The DENA ROV is developed for an upgradeable platform and low cost vehicle.
The development was focused on the design of a controller to reduce the overshoot
limitation in the system response. When the ROV operates in a dangerous envi-
ronment, the overshoot system response is important. So, the PID depth controller
is designed to overcome the problem. The control system of DENA ROV has five
electronic boards which are power, control, arm-sensor and two thrusters board.
Figure 14 shows the control system of the DENA ROV. In the control board, the
joystick is attached to the computer to be controlled by the pilot. The command is
received by the joystick to translate into specific code words by using a tether cable
RS232. The board consists of two AVR Atmega16 microcontrollers which are the
“Main Micro” and the “Equipment Micro”. The “Main Micro” is used for
the moving command of the ROV while the “Equipment Micro” is used to handle
the operations tools on the ROV. The advantages of using two microcontrollers are
easy to change the ROV program for different missions. Next, the program of
the ROV is written by using Visual Basic.NET for the main control program. Then,
the program is executed on the computer at the area of surface to receive the
instruction either from the keyboard or joystick. The instruction is send to the ROV
in proper code words based on a defined protocol between the surface unit and the
ROV. Besides that, to provide the real time information regarding the status of the
ROV, the programs consist of three layers which is a Graphical User Interface
(GUI) layer, software layer and the interface layer.
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5 Conclusion

This paper provides an explanation of the control system algorithm for Unmanned
Underwater Remotely Operated Vehicle (ROV) focusing on the use of the
Proportional Integral Derivative (PID) controller and the Fuzzy Logic Controller
(FLC) for the control system of the ROV. Based on the review, there are advantages
and disadvantages between these two controllers. For the FLC, it will provide fast
response and reduced small overshoot. Other than that, the tuning parameter of the
fuzzy controller is easy to implement. Otherwise, for the PID controller, it will
increase the accuracy and reduce the external disturbance. So, by combining these
two controllers which is Fuzzy PID, it will provide a simple and effective control
system, good dynamic response and fuzzy control robustness. Based on the journal
“Simple GUI wireless Controller of Quadcopter”, the fuzzy logic is implement to
the control model simulation while the PID controller is embedded and developed
in the Arduino UNO to control the altitude motion. So, the outcome from the

Fig. 14 Control system of the DENA ROV
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review paper is to implement the Fuzzy PID controller but applied in the under-
water vehicle area. The comparison of the control system design of the same
concepts of ROV is also discussed. The review provided the idea designing the
control system of the project in terms of tools, microcontroller, communication
system and sensors. So, for the project will take several design ideas from the
existing ROV but different tools will be used and additional tools will be added.
Lastly, the review provided valuable insights for the reader to design a new tech-
nique of control system and algorithm that is relevant in their field of research.
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Maneuvering and Submerged Control
System for a Modular Autonomous
Underwater Vehicle

Mohamid Salih Noorazlina, Md Salim Kamil,
Mohammad Amiruddin Hashim, Nordiana Jamil and Hanisah Johor

Abstract An autonomous underwater vehicle (AUV) is considered a vehicle that
can be submerged and autonomously operate underwater, fitted with various sys-
tems that include the electrical power supply system, propulsion system, tanks
system, maneuvering and submerged control system. All these systems are con-
trolled by an integrated built-in computer system. AUVs, as in the case of sub-
marines, need control surfaces and the associated control systems for maneuvering
while being underwater or on the surface. In the current study, rudder blades and
hydroplanes made from carbon fiber were designed and installed suitably at stern
and forward positions of the AUV. Arduino Mega board (AMB) module and its
open technology are used to design the main automation circuit and written source
codes for the maneuvering and submerged controlled system. The advantages of the
AMB are its flexibility for the simulation using fritzing to test the performance of
the system through computerisation of the control system and programmable to
meet specified requirements as well as easy in interfacing the software and the
hardware.
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1 Introduction

Malaysia is a maritime and islanded country, therefore the use of AUV is suitable
for underwater research activities and subsea cruise. Many enthusiastic roboticists
invent or build AUVs as a hobby. AUV is also popularly known as unmanned
underwater vehicle, programmable to specific functions, integrated with robotic
functions, able to hover skim on surface, move underwater without control by
human operators. Some AUVs communicate with operators periodically or con-
sistently through satellite signals or submerged acoustic reference points to allow
some level of control by the mother ships.

AUVs are used for underwater survey missions such as searching, detecting and
locating submerged wrecks, rocks, underwater topographical mapping and other
research activities. AUVs allow researchers to lead different analyses from a surface
ship while the vehicle is off collecting data or gathering information elsewhere on
the surface or in the deep ocean. Some AUVs can also make decisions on their own,
changing their mission profile based on environmental data they receive through
sensors while under way. All systems in AUVs use components, sensors and
devices that are embedded in the associated systems such as fitted cameras, lights,
sonar, etc.

A new design of maneuvering and submerged control system is developed for a
modular AUV and capable to operate within the range of 2 m of operational
submerged depth. Besides, it can be considered as a new design concept of modular
AUV utilizing the AMB technology. The research focuses on designing the
maneuvering and submerged control system for a cost effective modular AUV.
Drawings of the control surfaces i.e. the rudders and hydroplanes were developed
using SOLIDWORKS.

Nickell and Woolsey discovered in their study that if the AUV is slightly
buoyant it may be incapable of generating sufficient down-force to maintain depth
[1]. In 2001, Miyamoto et al. conducted a research project on a maneuvering
control system design of an AUV in which all movements in yaw and pitch due
rudders, thrusters and hydroplanes respectively were controlled by an integrated
microcontroller [2]. In 1994 and 2005 Fossen studied the control system and quoted
that it is responsible for providing the corrective signals to enable the AUV to
follow the desired paths [3, 4]. These were achieved based on the signals received
for the maneuvering or navigating the AUV. The operational pitch and yaw angles
were then calculated and the corresponding forces and moments were applied
through the use of the various actuating mechanisms fitted on the AUV. Nickell in
2005 also stated that the AUV dived by reversing the propeller and driving back-
wards to pull the AUV underwater [4]. The propeller direction of rotation was then
reversed to provide the forward thrust to drive the AUV. By adjusting the mass in a
rear position of a gravitational moment also helped the AUV to submerge. On the
other hand, Ming et al. used a double server, warm-cold backup scheme in the
control system design, and a fuzzy-PI motor control method was adopted in order to
make the AUV to adapt to the complex underwater environment which cannot be
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precisely modelled [5]. Besides that, Ismail et al. proposed a novel robust dynamic
region based control scheme, which was able not only to track a moving target as a
region but also to position itself inside the region [6]. In 1991, Blidberg et al. gave
explanation and some understanding about the AUV that is required for the eco-
nomic potential of the ocean and to increase research and development in the area
of underwater robots. Evans and Nahon in 2004, described a dynamics model of an
AUV. Huggins and Packwood, with project title The Optimum Dimensions for a
Long-Range, Autonomous, Deep-diving, Underwater Vehicle for Oceanographic
Research, concluded from their study that a vehicle of displaced volume 3.75–
4.4 m3, travelling at a constant velocity of 2.5 m/s, of a low-drag, laminar-flow
hull-design, with the layout suggested, may be capable of a transoceanic traverse
[7–9]. In 2009, Jun et al. [10] developed a small AUV named IsiMI, to work as a
test-bed AUV for the development and validation of various algorithms and
instruments required to enhance the AUV’s functions. Moreover, Stevenson et al.
[11] studied about combining practical and hydrodynamic considerations to build a
better AUV. Phillips et al. stated that steady state CFD has been used to success-
fully replicate the yawed towing tank and rotating arm experiments for a torpedo
style AUV to derive the steady state hydrodynamic derivatives. Abrebekooh and
Rad investigated the drag force and drag coefficient in a different flow direction for
different Reynolds numbers of a special underwater model [12, 13]. Meanwhile,
Kumar et al. [14] stated an approximate analytical solution to the optimal control
problem which was derived for a stable underwater vehicles, both for
two-dimensional and three-dimensional motions. In 2003, Fernandes et al. in their
project reviewed the application of AUVs to fisheries- and plankton-acoustics
research [15]. They conclude considering developments that may turn AUVs from
objects sometimes perceived as science fiction into instruments used routinely to
gather scientific facts.

2 Research Objectives

The objectives of the research are to design an integrated maneuvering and sub-
merged control system for a modular AUV using the Arduino Mega board tech-
nology and to test and analyse the performance of the integrated maneuvering and
submerged control system.

3 Methodology

Figure 1 shows the flow chart of the research activities and is self-explanatory.
The hardware and the software design of the control circuit is described herein. The
method involved the step by step processes from designing the hardware to the
coding of the microcontroller. This design made use of the SolidWorks 2016
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software to design and create the model into drawings and to get the overall views
of the configuration of the actual AUV. The activities included the gathering of data
and information, determining the dimensions of the rudder and hydroplanes,
development of the control system coding, conduct of tests and analysis of the test
results. The performance of the control surfaces can be validated by using different
types of models and it can be easily modified for any conditions of the AUV.

4 Principle Dimensions of the AUV

The principal dimensions can be stated as follows:

Length overall −236.24 cm

Length of cylindrical hull −201.00 cm

Length of aft cone −20.00 cm

Length of bow cap −12.25 cm

Hull diameter −30.48 cm

Rudder area (one rudder) −24.26 cm2

Hydroplane area (one hydroplane) −22.40 cm2

Hull volume −159,000 cm3

Fig. 1 Flow chart of
activities
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Figure 2 illustrates the test flow chart which interprets the angle of the hydro-
plane is either up or down conditions. Motors were used to move the fins in the
direction of up and down for the AUV. Figure 3 shows the side view of the AUV
which comprises of forward hydroplane that gives the movement of upward and
downward deflection. It also shows the rudder at port and starboard deflections. At
the aft hydroplane, it moves in the upward and downward directions. Figure 4
shows the plan view of the AUV for forward and aft hydroplane at starboard. At
port also located the forward and aft hydroplane. Figure 5 demonstrates the com-
ponents of the hydroplane and rudder that has been assembled completely. The
testing and data gathered were from results observation set in the coding of AMB.
Figure 6 shows the circuit developed to show the connections of motors and AMB
in the system. The project has been simulated to obtain the simulation movement of
the hydroplanes.

5 Arduino Mega Board Coding

The Arduino Mega board coding written for the maneuvering and submerged
control system are given in Appendix A.

6 Conduct of Tests and Results

Results were taken to observe the movement of the hydroplane and fin angle to
maneuver the AUV. At initial condition, the hydroplane was set at 900 as shown in
Fig. 7. Next, the hydroplane was deflected to an angle of 1200. At this condition,
the AUV was submerging. After 60 s, the hydroplane was then deflected to 600 and
in this condition the AUV was surfacing. In this condition, all angles were set at
900 before it was being tested. At 120 s set in the coding, the movement of
hydroplane continued running to perform deeper submerging at an angle of 1200
with a larger pitch angle and trim angle. As expected, the AUV was controlled by
adjusting the hydroplane at a particular angle of dive as stated in Table 1.

7 Conclusion

An AUV is useful for use in underwater exploration and research activities.
Maneuvering and submerged control system for a modular AUV is a vital system
for the operation of the AUV. In conclusion, this research was successful and the
objectives to design, test and analyze the performance of an integrated maneuvering
and submerged control system for a modular AUV were achieved. It is potentially
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viable to be further developed for other scientific applications and purposes in the
future. The research has successfully invented and has proven a typical functional
system embedded with advanced system coding based on the Arduino Mega board
(AMB) open technology capable of storing useful writeable codes for application in
mechatronics control systems. Its main advantage is obvious that the AMB is easily
programmable and adaptable to changing hardware for different applications.

Fig. 2 Tests flow chart
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Fig. 3 Side view of the AUV

Fig. 4 Plan view of the AUV

Fig. 5 Components of the hydroplane and rudder
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Appendix A

Arduino Mega Board Coding

//56266212266

#include <Servo.h>

#define maximumRange 4500

#define minimumRange 5

Servo myservo;

Servo myservo2;

Fig. 6 The schematic circuit

Fig. 7 Movement plane angle

Table 1 Data of fin at 120 s

Angle of hydroplane set (°) Timer set (s) Condition observation

60 120 Submerging

90 120 Initial (origin)

120 120 Surface
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Servo myservo3;

const int trigPin = 44;

const int echoPin = 46;

long duration, inches, cm;

unsigned long time;

unsigned int msecs, secs, mins;

int bal, flag, angle, obstacle, detect;

int motion [] = {90,180,90,0};

int motion_pointer = 0;

int a = 0;

int j = 0;

int OutOfRange = 0;

int Get_Sonar()

{

pinMode(trigPin, OUTPUT);

digitalWrite(trigPin, LOW);

delayMicroseconds(2);

digitalWrite(trigPin, HIGH);

delayMicroseconds(10);

digitalWrite(trigPin, LOW);

pinMode(echoPin, INPUT);

duration = pulseIn(echoPin, HIGH);

inches = microsecondsToInches(duration);

cm = microsecondsToCentimeters(duration);

Serial.print(“Range = ”);

Serial.print(cm);

myservo3.write(90);

myservo2.write(90);

}

void loop()

{

Serial.print(“cm”);

Serial.println();

if (cm < 100) {

obstacle = 1;

}

else {

obstacle = 0;

}

return obstacle;

}

long microsecondsToInches(long microseconds)

{

return microseconds / 74 / 2;

}
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long microsecondsToCentimeters(long microseconds)

{

return microseconds / 29 / 2;

}

void loop()

{

Serial.println(“—————————————————————————”);

detect = Get_Sonar();

if (detect == 1) {

myservo2.write(120);

//delay (1000);

}

else {

myservo2.write(90);

//delay (1000);

}

time = millis(); //prints time since program started

bal = time/1000;

delay(1000); // wait a second so as not to send massive amounts of data

Serial.print(“Seconds = ”);

Serial.println(bal);

flag = bal%20;

//Serial.print(“Flag = ”);

//Serial.println(flag);

if (flag == 0) {

angle = pointer_motion(a);

Serial.print(“Angle = ”);

Serial.println(angle);

myservo.write(angle);

myservo3.write(angle);

//delay(2000);

}

//Serial.print(“—————————————————————————”);

//Serial.print();

}

int pointer_motion(int x) {

int motion [] = {60,90,60,90};

//int j;

if (j < 3) { //depend on motion[] size-1

j = j + 1;

x = motion[j];

//j ++;

return x;

}

else {
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j = 0;

return motion[j];

}

}
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Development of an Electric Turbo
Generator for Automotive Application
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Abstract A turbo charger is a device driven by exhaust gas that increases the
engine power by pumping air into the combustion chambers. This project is to
develop the electric turbo generator by assembling the turbine from the turbo
charger with the alternator. This experiment is about to use the function of the turbo
charger to generate the current for further needs of the electricity generation in
automotive components. This project is focusing on the field of harvesting energy
which manipulates the waste from the exhaust gas to move the turbine to rotate. The
advantage of using the turbine is that the input of the turbine is only exhaust gas.
So, there is no any extra fuel or electric source needed to operate the turbine.
Besides, the waste gas from the engine is manipulating to be meaningful source to
generate current. The result from the electric turbo generator average can produce
only 9.3 V due to limited material and the consideration of the safety of the engine.
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1 Introduction

An automobile is a self-propelled vehicle, which contains the engine as power
generation, the transmission and clutch to connect and disconnect the power to the
drive line, and the drive line to drive the vehicle moving on the road of the surface.
The automotive generation became larger and trending with its own design, power,
performance, and material of the vehicle. Researchers study in various fields to
increase the performance of the engine by introducing turbo chargers. This precious
component is capable to boost the performance of the engine by forcing extra air
into a combustion chamber. Therefore, the efficiency of the engine increases rapidly
and the vehicle can move faster with responsive acceleration and the speed can be
achieved faster. Nowadays, the era of automotive is introducing intelligent com-
ponents such as detector sensors, auto-drive management units, balancing sensors
and the latest invention is the hybrid/electric vehicle technology. The aim of this
study is to develop a turbo generator to produce electricity by using the turbine of
the turbo charger. The turbine generator was developed by taking the turbine from
the turbo charger and assembling the turbine to the dynamometer by a custom
coupling system. Current voltage can be produced and used for the electrical
components in the vehicle.

1.1 Problem Statement

Renewable energies and energy efficiency have consistently been need for action
issues and they play an important role towards fulfilling climate targets and com-
mitments towards energy security and access to energy. The application of a turbine
generator is to generate current by using the part of the turbo charger. The purpose
strongly supports the idea to produce current without more load to the engine like
what alternators are doing now. Secondly, a higher current might be produced
because the speed of the turbine also able to rotate higher and faster than the engine
crank. The advantage of using the turbine is that the input of the turbine is the
exhaust gas. This means that there is no any extra fuel or electric source needed to
operate the turbine. Besides, the waste of engine is manipulated to be a meaningful
source to generate current.

1.2 Objective of the Study

The main objectives are to design the turbo generator for automotive application, to
fabricate and assemble the turbo generator and to measure the current voltage
produced by the generator.
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1.3 Overview of the Turbo Generator

In order to reach the main objective of this project, the best turbine should be
identified and considered. If the turbine is larger and beyond the pressure of the hot
gas of the car, it might tend to turbo lagging. Turbo lagging is the term of under
pressure to move the blade of the turbine. Thus, the turbine will fail to function.
Therefore, the type of car selected for this experiment also very importance. The
space under the bonnet and the maintenance should be seriously taken in order to
avoid the redo and excessive budget to use. This turbo generator performs slightly
the same as the turbo charger. The difference is only that there is no compressor to
force extra air to the combustion chamber. However, the compressor is replaced by
the alternator to produce electricity.

2 Turbo Generator Systems

2.1 Turbo Charger Concepts

A turbo charger is made up of two main sections: the turbine and the
compressor. The turbine consists of the turbine wheel and the turbine housing. It is
the job of the turbine housing to guide the exhaust gas into the turbine wheel. The
energy from the exhaust gas turns the turbine wheel, and the gas then exits the
turbine housing through an exhaust outlet area. The compressor also consists of two
parts: the compressor wheel and the compressor housing. The compressor’s mode
of action is opposite to that of the turbine. The compressor wheel is attached to the
turbine by a forged steel shaft, and as the turbine turns the compressor wheel, the
high-velocity spinning draws in air and compresses it. The compressor housing then
converts the high-velocity, low-pressure air stream into a high-pressure,
low-velocity air stream through a process called diffusion. The compressed air is
pushed into the engine, allowing the engine to burn more fuel to produce more
power [1]. The components of the turbo generator are shown in Fig. 1.

2.2 Turbo Charger Failure

Turbo charges deal with hot temperature from the exhaust gas and together produce
the high boost of pressure. The high temperature can drive the material of the turbo
to deform and then the high boost from the compressor is also able to fracture the
turbo by experiencing the over stressing through the component. Therefore, the
turbo must be equipped to the right engine according the level of horse power in
order that the turbo and engine operates efficiently without failure [2]. The example
of a turbo failure is shown in Figs. 2 and 3 [3].
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2.3 Alternator

An automotive charging system is made up of three major components: the battery,
the voltage regulator and an alternator. The alternator works with the battery to
generate power for the electrical components of a vehicle, like the interior and
exterior lights, and the instrument panel. An alternator gets its name from the term

Fig. 1 The components of turbo charger

Fig. 2 Propeller failure
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alternating current (AC). An alternator supplies the power to run the vehicle
electronics such a ignition, lights and to charge the battery. Without alternator, the
battery soon will have lost all its powers just after starting the vehicle since the
battery has to deal with a huge power drain when starting [4] (Fig. 4).

Fig. 3 Lubricity failure

Fig. 4 Typical automotive
alternator
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2.4 Alternator Voltage

Normally the alternator has to rotate about 1400–2000 rpm at shaft to achieve 50%
rated output. But some of the alternators are able to achieve its 100% output at
2500. The efficiency of the alternator is higher when more current voltage is pro-
duced with low rpm. The desire of alternator output in automotive application is
around (12 V, 40 amp) or the output must not be less than 12 V and
30 amp. Figure 5 presents the output of the alternator at three stages of rpm [5].

2.5 Type of Coupling

In order to transmit the torque between two shafts that either tend to lie in the same
line or slightly misaligned, a coupling is used. Based on the area of applications
there are various types of couplings available. These are generally categorized in
the following varieties [6].

1. Rigid Couplings
2. Flexible or Compensating Couplings
3. Gear couplings

Fig. 5 The graph of alternator output versus the speed of rpm
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2.6 Universal Joint

A joint or coupling that allows parts of a machine not in line with each other for
limited freedom of movement in any direction while transmitting rotary motion is
also called a universal coupling. This amazing joint allows the user to connect a
shaft even at an uneven surface. Then, the vibration cause of the not straight
connection can be avoided [7].

2.7 Car Selection

The car selection is a Perodua Myvi EZi 1.3. The decision to choose this car is
because the power from the engine is able to operate the type of turbo charger that
was already provided in this project and also the part availability.

2.8 Turbo Charger Selection

The turbo charger that used in this project is a Nissan Skyline Garret M24 AR42
with the working range from 250 to 360 HP, as shown in Fig. 5. The recommended
engine sizes for the turbocharger are 1800–3000 cc for twin turbo while the min-
imum is 1300 cc for the single turbo application [8] (Fig. 6).

Fig. 6 Garret m24 AR42
turbo charger
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3 Methodology

3.1 Overall Methodology

Figure 7 explains about the whole planning about the step and flow for the
development of the electric turbo generator. The initial stage of this project is idea
generation and brainstorming in regards the electric turbine generator, and then
project planning, identification of all the components needed for the development,
choosing the type of automotive engine to be used and representing the overall look
of the project in the Catia software as the presented model for the project that will
be fabricate in the next stage. The fabrication process is to build the electric turbine
generator by assembling the turbine to the alternator. After equipping the turbine

Fig. 7 Flowchart of the
overall project
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with the engine and running the project to measure the output which means how
much current and voltage it can produce.

3.2 Experiment Setup

Figure 8 shows the flow chart for the experimental setup. The flow chart shows the
important step by step of the process before obtaining a result. The experimental
setup consists of two stages of experiments. Firstly, ensuring all the components are

Fig. 8 Flow chart of
experiment process
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in good condition for performance very well. Secondly, assemble all the compo-
nents to become an electric turbo generator.

3.3 Experimental Setup for Component

Refer to the Fig. 9, which shows the correct flow how to assemble all the com-
ponents to develop the electric turbine generator and then run the experiment for
result measurement.

3.4 Turbine Preparation

The turbine is separated from the compressor and replaced by the alternator, as
shown in Fig. 10.

Fig. 9 Flow chart on setup
the component for experiment
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3.5 CATIA Design

Figure 11 presents the overall look of the electric turbine generator and the spec-
ification of the components.

3.6 CATIA Design for New Assembly

Figure 12 represents the new assembly of the electric turbo generator. When
comparing the old design of Fig. 11, it shows that the compressor remains fitted
while the alternator is connected to the turbine shaft by using the steering joint
replacing the coupling. The changing reason is the limited space at the engine area,
where it is impossible to fit the alternator at the compressor site. If the design would
follow the old design, then a lot modification would be needed such cutting,
welding and removing material of the engine.

Fig. 10 Turbine separation

Fig. 11 Assembly modeling
in Catia software
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3.7 Assembly Process

The turbo is mounted to the custom manifold which is a special design for the
Perodua Myvi’s engine as shown in Fig. 13.

3.8 Modification of Steering Joint

The process in modification and assembling of the steering joint is to merge with
both the shaft alternator and the turbine shaft including welding, grinding and
cutting processes, as shown in Fig. 14. Refer to Fig. 15, the complete electric turbo

Fig. 12 New assembly of
electric turbo generator

Fig. 13 Turbo and manifold assembly process
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generator consists of the compressor part. Even the assembly is more a hybrid
configuration which means the turbo can compress air and generate electricity, but
the aim of this study is to measure the current generated. Figures 16 and 17 show
that the turbo generator is well fitted to the engine and completes the assembly
process of the electric turbo generator.

3.9 Electric Turbine Generator Electric Circuit Diagram

From the diagram as shown in Fig. 18, the bulb initially is ON. When the engine is
started and revving, the hot gas from the exhaust starts forcing to the turbine

Fig. 14 Preparation of shaft coupling
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impeller thus, rotating the alternator shaft. The alternator starts to produces voltage
and recharges the battery. When this occurs, the bulb will be OFF to indicate the
charging process. If the light is still ON when the shaft is rotating, then it mean a
failure of the recharging process.

Fig. 15 Complete assembly of electric turbo generator

Fig. 16 Turbo is fitted to the engine
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4 Results and Discussion

4.1 Results

From the results the voltage produced by the alternator is 9.4 V for experiment 1,
9.3 V for experiment 2, and 9.2 V for experiment 3. The maximum output a normal
alternator can reach is 12 V. For this special brand, it can reach up to 14 V.

Fig. 17 Complete assembly process of the electric turbine generator

Fig. 18 Electric circuit diagram
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The result from the electric turbo generator average can produce only 9.3 V due to
the limited material and the consideration of the safety of the engine (Fig. 19).

4.2 Discussion

The assembly process of the project depends on the part availability and the budget
constraints. Therefore, the selection of the component is important to make sure that
the development of the electric turbo generator is successfully performed. The used
parts were chosen to develop the generator, but there are some risks to be con-
sidered about the ware and tare that can give effect, because the efficiency of the
part to function will a bit lower compared to a new part. The used steering joining is
also too heavy for the generator. As the load is increased the rotation also will slow
down. The experiments are also unable to push beyond the limit because there is no
cooling system applied to the turbine bearing. The high temperature from the
generator will damage the overall system and the engine’s life. The maximum
voltage output that the generator can produce is still questioned and a higher output
still can be reached with a cooling system and the right materials. From the overall
assembly design, there are several changes in the design as shown in Catia design 1
in Fig. 11 and Catia design 2 in Fig. 12. This is because of the limited space of the
engine area. Furthermore, if the assembly process follows exactly the design as first
plan, heavy modifications to the engine part like cutting, welding a new mounting
housing and a lot of cost will be needed to do so. Then, the new assembly design is
the best design to avoid all of those disadvantages.

5 Conclusions and Recommendation

From the results the overall conclusion shows the project has achieved the main
objective with the voltage produced by the electric turbo generator. The selection of
material is also very important to avoid any factor that can affect the final result.
The assembly work has been conduct properly according to the plans. Therefore,
the electric turbo generator still can be improved by fitting the right materials and a

Fig. 19 3 tests conducted
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cooling system. To explore more about the output of the electric turbo generator
and the intend to get a proper result at every stage of engine rpm there are some
recommendations from the experiments, which need to be considered for future
testing:

1. Selection of the turbine—The best is to consider a smaller turbine because it can
produce more pressure depending on the type of the engine used.

2. Type of coupling—Rigid coupling might reduce the load and vibration to the
connecting shaft and provide more speed to the shaft to rotate.

3. Cooling system—The most important matter to make sure that the overall
experiment is safer because of the extreme temperature.
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