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PREFACE 

K a r l  A.  G S C H N E I D N E R ,  Jr. ,  a n d  L e R o y  E Y R I N G  

These elements perplex us in our rearches [sic], baffle us in our speculations, and 
haunt  us in our very dreams. They stretch like an unknown sea before us - mocking, 
mystifying, and murmuring strange revelations and possibilities. 

Sir William Crookes (February 16, 1887) 

This volume is a departure from our goal to combine and integrate as far as practical 
the physics and chemistry of the rare earth elements, in that there is a strong emphasis 
on the physical aspects, especially of intermetallic compounds. Integration is still our 
overall goal, but there are times when a particular volume by itself will have a strong 
emphasis on one aspect of the rare earth field - which is the case here. 

Two of the chapters are concerned with relatively new experimental methods of 
studying rare earth metallic phases - high-energy neutron spectroscopy and light scat- 
tering. In these chapters (93 and 95, respectively) the authors explain the new kinds of 
information one obtains from these techniques and how this complements the knowl- 
edge previously gleaned from the more common measurements - such as NMR, heat 
capacities, magnetic susceptibility, transport and elastic properties. One of the re- 
maining three chapters deals with NMR studies of rare earth intermetallics (94) and 
the other two are concerned, not so much with a particular experimental technique, 
but with physical phenomena that occur in these compounds: the electron-phonon 
interaction (96) and heavy Fermion behavior (97).In the first chapter (93) of this vol- 
ume, Osborn, Lovesey, Taylor and Balcar describe a fairly new technique for probing 
the lanthanide 4f levels within metallic solids using high-energy neutrons from spal- 
lation sources to study transitions between different 2 s+ ILj multiplets. Intermultiplet 
spectroscopy is extremely useful in studying intermediate valence and heavy-fermion 
materials because it can be used to study the mixing of the two valence configurations 
in the former and to obtain information on the degree of hybridization of the 4f level 
in the latter. In studying mixed valent materials, the transition studied only involves 
the reorientation of the orbital and spin momenta of the 4f wave functions, rather 
than the removal of an electron from its shell as in optical studies, i.e., photoemis- 
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sion and X-ray absorption (see volume 11 of the HANDBOOK) and thus there are 
no problems of final state screening effects. 

In the second chapter (94) of the present volume, Dormann reviews the advances 
that have been made in NMR spectroscopy over the past 12 years, since Barnes' 
overview on NMR, EPR and M6ssbauer effect, in volume 2 of the HANDBOOK. 
Dormann's contribution is more specialized since it concentrates on NMR in inter- 
metallic, magnetically ordered compounds. As Dormann points out, considerable 
progress has been made in experimental techniques which enable experimentalists to 
study materials and perform measurements that could not have been done ten years 
ago, and this has led to a much better understanding and comprehension of these mag- 
netic lanthanide materials. These experimental advances allow the determination of 
the temperature dependence of spontaneous magnetization, direction of easy magne- 
tization, and the electronic structure of intermetallic compounds with non-magnetic 
components. 

Because metallic materials are opaque, the optical information obtainable is quite 
limited in comparison with what we know about transparent solids and liquids. There 
have been a number of recent developments in the past decade that has changed this 
situation. In chapter 95, Zirngiebl and Gfintherodt describe how Raman and Bril- 
louin light scattering has become a valuable complementary tool to neutron scatter- 
ing. The advantages of these methods are high resolution, strict symmetry selection 
rules, small sample sizes and independence of the rare earth isotope. These optical 
studies have given us detailed information about crystalline electric-field excitations, 
spin-orbit split J multiplet excitations, and phononic and electric properties of rare 
earth intermetallic compounds including Kondo and intermediate valence materials. 

In the last two reviews of this volume, a theorist (Thalmeier in chapter 96 and Grewe 
in chapter 97) and an experimentalist (Ltithi in chapter 96 and Steglich in chapter 97) 
combine their talents to present interesting and stimulating assessments of their areas 
of expertise - electron-phonon coupling and heavy Fermion phenomena, respectively. 

The electron-phonon coupling, which can lead to many interesting phenomena at 
low temperatures, has been examined in chapter 96 by Thalmeier and Ltithi in connec- 
tion with elastic or vibrational degrees of freedom (such as elastic constants, thermal 
expansion, and magnetostriction) in rare earth intermetallic compounds. The main 
emphasis in the Thalmeier-Ltithi compendium is on the interesting effects found in 
valence fluctuation, Kondo lattice, and heavy-electron materials. Although the nature 
of the electron-phonon interaction is not well understood in these types of materials, 
at least to the degree it is comprehended in rare earth materials with normal behav- 
iors, the authors have done an admirable job in summarizing the state of the art and 
pointing out the problems that need to be solved in the future to bring us to a fuller 
understanding of these materials. 

In the last review (chapter 97) of this volume, Grewe and Steglich present an over- 
view of one of the most exciting areas of physics during the past 15 years - heavy 
fermion behavior. These phenomena occur primarily at the beginning of the lan- 
thanide (and also actinide) series where the 4f electrons are strongly hybridized with 
the valence electrons, and many unusual effects are observed. One of the more in- 
teresting aspects, and probably the least understood, is the occurrence of supercon- 
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ductivity in materials which have extremely large effective electronic masses (~ 1000 
times larger than that in copper). These phenomena and other unusual but related 
behaviors of highly correlated electron systems have triggered much excitement in the 
scientific community, and in time, as we understand these systems, our knowledge of 
the electronic behavior of materials in general will be vastly improved, and its impact 
will be felt not only in physics, but also in chemistry and the biological sciences. 





DEDICATION 

The authors and editors dedicate this volume to Professor Friedrich Hund on the 
occasion of his 95th birthday, February 4, 1991. 

Professor Hund's insight concerning the electronic structure of atoms led to his 
famous rules regarding the lowest energy state of bound electrons. These rules have 
had a profound influence on the whole of science and are one of the basic tenets of 
chemistry and physics. Hund's rules probably have no greater impact in all of the 
periodic table than on the lanthanide elements, especially with regard to: (1)Aufoau 
principle of atomic structure, which accounts for the special stability of half-filled and 
completely filled shells, which are quite evident in the divalent states of europium and 
ytterbium metals, relative to the normal trivalent rare earth metals; (2) assignment 
of energy levels of the spectra of the lanthanide atoms and ions in a wide variety of 
condensed matter substances and gases; and (3) the calculation of magnetic moments 
due to the 4f electrons in lanthanide materials, which are in excellent accord with 
experiment. 

K.A. Gschneidner, Jr. 
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B. Ltithi 
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1. Introduction 

One of the most striking properties of lanthanide metals and compounds is the 
relative insensitivity of electrons in the unfilled 4f shell to the local environment, 
compared to non-f electron shells with similar atomic binding energies. Whereas 
the 5d and 6s electrons form itinerant electron bands in the metallic solids, the 4f 
electrons remain localised with negligible overlap with neighbouring ions. For the 
maximum in the 4f radial charge distribution lies within those of the closed 5s and 
5p shells, so the 4f shell is well shielded from external perturbations on the atomic 
potential, such as the crystal field. 

One consequence of this extreme localisation is that one-electron band theory 
cannot be used to describe the 4f-electron wavefunctions since the intra-atomic 
correlation energies are considerably larger than the band widths. For instance, 
photoemission and inverse photoemission data show clearly defined peaks repre- 
senting different ionisation states of the 4f shell (Lang et al. 1981, Baer and 
Schneider 1987). On the basis of these results, the cost in Coulomb energy of 
adding an extra 4f electron to the unfilled shell is estimated to be about 6 eV for 
most of the lanthanides, and nearly 12 eV for the half-filled shell of gadolinium 
(Herbst and Wilkins 1987). This is compared with band widths estimated to be of 
the order of only 0.5 eV (Freeman et al. 1987). This suggests that the 4f shell is in 
the extreme Mott insulating limit. 

It is well known that the atomic model, i.e., the approximation of the 4f states 
by atomic wavefunctions, has been extremely successful in describing the mag- 
netic properties of lanthanide metals and compounds. In particular, the magnetic 
ground states, and those at low energies, are derived from a manifold with total 
angular momentum J, determined by Hund's rules, as in the free ion and the ionic 
solids. The evidence for this is found throughout the literature on lanthanides, 
and come from both bulk thermodynamic data (specific heat, magnetisation, 
susceptibility etc; Rhyne 1972, McEwen 1978) and microscopic measurements 
(neutron scattering, NMR, EPR, M6ssbauer; Sinha 1978, Barnes 1979). Indeed, 
polarised neutron diffraction has provided direct measurements of 4f-electron 
magnetisation distributions in a wide range of lanthanide metallic systems and the 
results are in good agreement with relativistic Dirac-Fock calculations of atomic 
wavefunctions (Freeman and Desclaux 1972). The radial distribution of the 4f 
electrons are therefore accurately predicted within the atomic model. The only 
discrepancies are at small values of momentum transfer where there is evidence of 
a more diffuse contribution to the magnetisation density. This is assumed to arise 
from the polarisation of the band electrons through exchange interactions with the 
4f electrons, and explains minor anomalies in the ordered moments of some 
systems (Sinha 1978). 

It appears then from experimental data that not only do local atomic correla- 
tions persist in the metallic environment, but they dominate perturbations due to 
the crystalline lattice. Deviations from the atomic model are therefore going to be 
difficult to detect. Hund's rules are a consequence of the Coulomb and spin-orbit 
interactions within the 4f shell but, whilst their success confirms the importance of 
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these interactions, it gives no information on their strength, other than to show 
that the crystal field is a weak perturbation. In principle, the Coulomb and 
spin-orbit parameters can be obtained from atomic calculations but the evidence 
of optical spectroscopy, even on free ions, is that Dirac-Fock values, in particular 
of the Coulomb potential, are a substantial overestimate (Freeman and Watson 
1962, Carnall et al. 1989). This is now believed to be a consequence of performing 
the calculations within a single 4f n configuration, whereas interactions with other 
excited configurations gives rise to a significant screening effect (Rajnak and 
Wybourne 1963). In any case, atomic calculations are clearly unable to describe 
modifications to the potential due to the metallic environment. The only direct 
way of determing the intra-4f potential is to measure the high-energy excitation 
spectra not within the ground state J-multiplet, as in crystal-field studies, but 
between different multiplets. 

The value of performing intermultiplet spectroscopy has been demonstrated by 
optical results on ionic systems. Well defined atomic spectra from intra-4f 
transitions have been measured up to 6 eV in all the trivalent lanthanides (except, 
of course, promethium) [Dieke (1968), Morrison and Leavitt (1982); see fig. 1 
based on Carnall et al. (1989)]. Each level is characterised by the quantum 
numbers I L, S, J, r ) ,  where L and S are the combined orbital and spin angular 
momenta of the 4f electrons participating in the many-electron wavefunctions, 
and J is the vector sum of L and S. The quantum number F represents the other 
labels needed to specify the level fully. It is usually the label of an irreducible 
representation of the crystal field and we shall omit it. The Coulomb potential is 
responsible for  separating the 4f states into Russell-Saunders terms of specific L 
and S, while the spin-orbit interaction is diagonal in J and so splits these terms 
into either 2S + 1 or 2L + 1 levels with J = IL - SI to L + S. Provided the 
spin-orbit interaction is weaker than the Coulomb interaction, as is the case in 
the lanthanides, the resulting levels consist of relatively pure IL, S, J>, or in 
spectroscopic notation 2S+aLj, states. These 2J + 1 manifolds are then weakly 
split by departures from spherical symmetry in the potential, i.e., the crystal field. 
There are exceptions where L and S are no longer good quantum numbers. For 
instance, when levels with the same J but different L and S are relatively close in 
energy, they are strongly mixed by the spin-orbit coupling. The matrix elements 
of the intra-4f potential are mainly determined by four parameters; the Coulomb 

(2) (4) (6) potential requires the three Slater integrals, F , F and F and the spin-orbit 
potential requires just one, ~4f. In analyses of optical results, they are treated as 
phenomenological parameters to be fitted to the data. The Slater integrals 
determined in this way are found to increase across the lanthanide series, as 
expected from the contraction of the radial wavefunctions, but also to depend on 
the type of ligand (Newman 1977). Measurements of intermultiplet transitions are 
therefore a sensitive probe of modifications to the intra-atomic correlations in 
solids. 

It is, unfortunately, extremely difficult to obtain optical spectra on metals, 
although some Raman data is now available (Giintherodt et al. 1981, Zirngiebl et 
al. 1985) and, as the title of this chapter suggests, neutron inelastic scattering is 



4 R. OSBORN et al. 

beginning to play a role (Taylor et al. 1988, McEwen 1988, Osborn 1989). 
Spectroscopic data are, however, of great interest particularly in metallic systems 
where the 4f moment is inherently unstable. These include intermediate valence 
compounds involving cerium, samarium, europium, thulium or ytterbium, where 
two nearly degenerate electronic configurations are hybridised (Lawrence et al. 
1981), and heavy-fermion cerium compounds where the valence is nearly integral 
but strong band-4f hybridisation suppresses the 4f magnetism (Brandt and 
Moshchalkov 1984, Fulde et al. 1988). Similar phenomena are found in actinide 
compounds particularly involving uranium, neptunium and plutonium (Stewart 
1984, Cooper et al. 1985). All these systems are near the threshold where the 
localised atomic model begins to break down because of increasing hybridisation 
with the conduction band. 

Intermultiplet spectroscopy can throw light on two aspects of the problem. 
Firstly, in intermediate valence compounds, it is in principle possible to study the 
mixing of the two configurations. Neutrons have until recently only been able to 
measure the spin fluctuations of the ground state multiplet, which gives no 
information on its composition unless the absolute cross-section is determined 
very reliably. Intermultiplet transitions from different electronic configurations 
can be distinguished in neutron scattering by their energies and the dependence of 
the intensities on their wavevector transfers. This method of determining the 
ground state of fluctuating valence systems is not subject to the major corrections 
due to final-state effects or the surface sensitivity of the photoemission method 
(Campagna and Hillebrecht 1987) and X-ray absorption edge studies (R6hler 
1987). The transition only involves the reorientation of the orbital and spin 
angular momenta of the 4f-electron wavefunctions, rather than the removal of an 
electron from its shell, so problems of final-state screening do not arise. 

Secondly, intra-atomic spectra are sensitive to the degree of hybridisation of the 
4f shell. This is because of the renormalisation of the intermultiplet transitions, 
and in particular the reduction in the Slater integral parameters as the degree of 
hybridisation increases. When the 4f electrons hybridise, they partially occupy 
more delocalised states so that the Coulomb correlations with other f electrons 
are reduced. This represents one mechanism for screening the Coulomb potential 
by the band states that is not available in the free ion. Reductions in the Slater 
integrals have been seen in ionic systems, and they are correlated to the 
polarisibility of the neighbouring ligands (Newman 1977), i.e., the ability of the 
ligand electron wavefunctions to screen the intra-4f potential. Such reductions 
have now been seen in metallic systems using neutrons (Taylor et al. 1988, 
Osborn 1989), and this forms a major part of the work covered in this chapter. 

In spite of this established potential, neutron scattering has so far made only a 
limited contribution in the field of intermultiplet spectroscopy. This is for two 
reasons. Firstly, intermultiplet transitions have relatively low cross-sections. Only 
the J---~ J _+ 1 transitions (AL = AS = 0) are magnetic dipole allowed, i.e., their 
cross-sections are non-zero at zero momentum transfer •, and even these are an 
order of magnitude weaker than the scattering within the ground state multiplet 



INTERMULTIPLET TRANSITIONS 5 

(Balcar and Lovesey 1986). The remaining non-dipolar transitions can have 
cross-sections at non-zero K, but these are usually weaker still. Such measure- 
ments therefore require extremely low instrumental backgrounds, and preferably, 
low nuclear scattering cross-sections in the sample. However, undoubtedly the 
main inhibiting factor has been the energy scale involved. With the exception of 
the Eu 3+ and Sm z+ ions, all the intermultiplet transitions energies are greater 
than 100 meV and most exceed 200 meV (Martin et al. 1978). This energy range 
has not been generally accessible to neutron scattering until recently with the 
advent of high-intensity pulsed neutron sources. 

Broadly speaking, spectrometers on reactor sources can be used to observe 
inelastic events in which there is a transfer of neutron energy of up to 150- 
200meV. The performance of reactor-based spectrometers fades beyond this 
energy transfer, since the neutron flux has a Maxwellian energy distribution that 
decreases rapidly on the high-energy side of the maximum intensity. In contrast to 
this, the neutron spectrum from a pulsed spallation source is under-moderated 
and has a substantial epithermal component. The relatively high flux of energetic 
neutrons from a spallation source, taken together with the low backgrounds and 
intrinsically good resolution makes possible the measurement of excitations at 
energy transfers of greater than i eV with a sufficient signal-to-noise ratio. There 
are problems associated with the need to keep the momentum transfer reasonably 
low at the same time as increasing the energy transfer but they have not 
prevented the measurement of magnetic excitations at energies of up to 1.8 eV, 
much higher than had previously been thought possible [see, e.g., Loewenhaupt 
(1985a), for a discussion of the kinematic constraints of neutron inelastic scat- 
tering]. 

Since the science we describe has only been developing in the past few years, 
this chapter is not a review in the regular sense. However, the initial results are 
extremely promising and the theoretical apparatus for their analysis is well 
developed. It is now possible, therefore, to make an assessment of the potential 
contribution of neutron intermultiplet spectroscopy to the understanding of 
lanthanide (and actinide) metals. In the following section (2), we shall outline 
those aspects of the atomic model of lanthanide ions required in the interpretation 
of the results, and then introduce the theory of neutron scattering from atomic 
electrons (sect. 3). There then follow two sections (4 and 5) of experimental 
results, whose titles need some preliminary discussion. The first (4) is entitled 
Spin-orbit transitions. It covers measurements of the transitions in which the 
magnitudes of the orbital and spin angular momenta remain the same but their 
relative orientation changes; that is the total angular momentum, Y, is changed. 
The transition energies are therefore only sensitive to the spin-orbit interaction, 
at least to first order, hence the name. The second experimental section (5) is 
entitled Coulomb transitions and deals with the measurements of transitions in 
which the orbital and/or spin angular momenta change. Their energies provide a 
measure of the Coulomb potential between the 4f electrons, as well as the 
spin-orbit interaction, and, as the current review shows, are far more sensitive to 
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the metallic environment of the lanthanide ion. This nomenclature is therefore 
based on the different physics that may be derived from the two sets of transitions 
and provides a convenient structure for the present review a. 

The final section (6) develops the Racah algebra required in the calculation of 
the cross-sections in more detail. Explicit expressions are derived for both the 
orbital and spin matrix elements involved in the scattering of neutrons by 
non-relativistic atomic electrons. The non-relativistic formulation allows the 
decoupling of the angular components from the radial components in the 4f 
wavefunctions. The results are given in terms of the coefficients of radial integrals 
tabulated in other publications. An appendix gives the values of these coefficients 
for all the transitions likely to be measurable by neutron scattering along with an 
example of how to use them in evaluating cross-sections. 

2. Scientific background 

2.1. Atomic model of  lanthanide ions 

The analysis of the atomic spectra of lanthanide ions has reached a high level of 
sophistication with remarkably good agreement between experiment and calcula- 
tion. This is true for optical spectra on free ions and also ionic solids, where the 
same interactions apply but with the addition of the crystal-field potential. 
Detailed reviews of both theory and experiment may be found in Goldschmidt 
(1978), Morrison and Leavitt (1982) and Carnall et al. (1989). There is only space 
here to describe briefly those interactions to which the neutron spectra may be 
sensitive. 

The atomic model of lanthanide ions consists of assuming that the 4f n configura- 
tion is well separated in energy from other configurations so that the dominant 
interactions are within the 4f shell itself. The basis states for treating these 
interactions are Slater determinants made up of states of the form, 

illnlmtms(r) = 1 Rnl(r) Ylm,(O ' ~))Xms (1) r 
where n = 4 and l = 3 for the 4f shell, m~ and m s are the z-components of the 
orbital and spin angular momenta respectively. The wavefunction of each 4f 
electron is therefore the product of a radial function, Rnt(r), a spherical harmonic 
Y~m,(O, 4~), representing the orbital state, and a two-component spinor Xms repre- 

a The generic description of all these transitions, spin-orbit and Coulomb, as intermultiplet 
transitions is widely used by specialists in the field of neutron scattering but may cause confusion to 
optical spectroscopists. The latter would call spin-orbit transitions intramultiplet since they are 
between states within the multiplet of J-levels derived from the same Russell-Saunders term. 
However, it seems useful, in the present context, to distinguish between transitions within the ground 
state Hund's rule J-multiplet (e.g., crystal-field excitations) and those between different 2S+ILj 
multiplets, the former being intramultiplet and the latter intermultiplet. This emphasises the fact that 
the former measure the relatively weak interactions of the 4f electrons with the surrounding lattice 
whilst the latter probe the much stronger interactions within the 4f shell itself. 
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senting the spin state. In a spherically symmetric potential, all these states are 
degenerate.  Ha r t r ee -Fock  estimates of the radial wavefunctions are obtained in 
the central-field approximation, where the Coulomb interactions with the nucleus 
and other electrons are combined self-consistently into a spherically averaged 
potential. 

2.1 .1 .  The  C o u l o m b  in terac t ion  

The strongest perturbation splitting the degeneracy of the 4f n configuration 
arises from departures from this spherical averaging, principally due to the 
Coulomb repulsion between the 4f electrons (except, of course, in Ce 3-- where 
there is only one electron in the f shell). The Coulomb matrix elements are 
diagonal in L and S, which are respectively the combined orbital and spin angular 
momenta  of the f shell, and so split the 4f n configuration into (2S + 1)(2L + 1) 
degenerate Russell-Saunders t e r m s  2S+lL. The problem of finding the term 
energies of configurations of equivalent f electrons has been solved by Racah; 
extensive tabulations are given by Nielson and Koster (1963) and Condon and 
Odaba~i (1980). As a result of expanding the Coulomb interaction in Legendre 
polynomials, the term energies are given by linear combinations of Slater integrals 
F(~); for l = 3 there are four integrals, k = 0, 2, 4 and 6. Their  definition is 

f lo F(~) eZ r< = ~ T f  [R4f(r i )R4f(r])]  z dri  d r ] ,  (2) 
r> 

where r< and r> are, respectively, the lesser and greater of r i and r]. The Slater 
integrals are often expressed as (Condon and Obada~i 1980) 

F 2 = F ( 2 ) / 2 2 5 ,  

and 

F 4 = F (4 ) /108 9 ,  (3) 

F 6 = 25F(6)/184041, 

which simplifies the factors appearing in the matrix elements and gives a better  
idea of their relative contributions to the term energies. For  4f hydrogenic radial 
wavefunctions, F n / F  2 = 0.138 and F 6 / F  2 = 0.0151 (Judd 1963). It is interesting to 
note that Judd found similar ratios for 5f hydrogenic wavefunctions, 0.142 and 
0.0161 respectively, as this illustrates that the ratios of the Slater integrals are 
much less sensitive to changes in the charge distribution than are their absolute 
values. 

To provide a concrete example, the energies of the lowest three terms of the 4f 2 
configuration are given by, 

E(3H) _- F o -- 25F 2 - 5 1 F  4 - 13F6, 

E(3F) = F 0 - 10F 2 - 33F 4 - 286F 6 , (4) 

E(1G) = F 0 - 30F 2 + 97F 4 + 78F 6 . 
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The energies of the first two excited terms with respect to the 3H ground state are 
therefore 13.4F 2 and 16.8F 2 if the radial functions are hydrogenic. A crude 
estimate of F 2 for trivalent lanthanide ions is given by Judd (1955), F 2 = 
1.54(Z - 34) meV. 

It might be thought that far better estimates of the Slater integrals would be 
obtained by ab initio calculations. In fact, it has been known for a long time that 
both non-relativistic and relativistic Hartree-Fock calculations substantially over- 
estimate their values (Freeman and Watson 1962, Freeman and Desclaux 1979). 
When F 2, F 4 and F 6 are treated as phenomenological parameters to be fitted to 
the observed energy levels, they are found to be some 30-40% below the 
theoretical estimates, even in the free ion. This discrepancy shows that there is a 
screening mechanism reducing the bare intra-4f Coulomb potential that is largely 
independent of the local environment. The usual explanation is that the screening 
is the result of configuration interactions (CI). In other words, higher-lying 
electronic configurations are being mixed into the 4f n configuration. The 4f 
electrons therefore spend part of their time in more delocalised states, so 
weakening their repulsion. This view is supported by the work of Rajnak and 
Wybourne (1963) which demonstrates that the contribution of the CI to the 4f 
Hamiltonian, when treated as a small perturbation, has the same symmetry as the 
Coulomb contribution, so that its effects can be absorbed into the Slater 
parameters. Unfortunately, calculations along these lines converge very slowly 
(Morrison and Rajnak 1971) suggesting that many different configurations make a 
contribution. It seems that an alternative method of modelling the screening is 
required. It is interesting to note that other contributions from the CI which have 
matrix elements of different symmetry to the Coulomb interaction, such as the 
Trees parameter, are given quite accurately by this calculation. 

Although the predominant screening mechanism is present in the free ion, 
there is an extra reduction in the Slater integrals in ionic solids, of the order of 
5%. Hybridisation with the ligand orbitals is a further means of reducing the 
effective interactions within the 4f shell, and correlations have been found relating 
the size of the Slater parameter reduction with the type of ligand (Newman 1977), 
AF(Pr:LaCI3) > AF(Pr:LaF3) etc. Newman (1977) has remarked that these re- 
ductions are found to be proportional to the polarisibility of the ligand ion and 
therefore presumably to its ability to screen any electrostatic potential in the 
lanthanide ion. As this chapter will show, even greater reductions are seen in 
metallic systems although not enough have been studied to establish any sys- 
tematics, e.g., whether there is correlation with the density of states of the 
conduction band. 

2.1.2. The spin-orbit interaction 
For lathanide ions, the spin-orbit interaction is the next most important 

component in the atomic Hamiltonian. Within the 4f n configuration, it is the sum 
over the 4f shell of ~(r)l.s where l and s are the individual orbital and spin 
angular momenta of each electron. The spin-orbit parameter ~ is given by 
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h 2 1 0V(r) 
~ ( r ) -  2m2ec= r Or ' (5) 

where V is the spherical potential acting on the 4f electrons. In the 2S+lLj basis, it 
has the form ~4fL. S, where ~4f is a radial integral of ~(r), which is diagonal in J. 

2 S + 1  • • Its effect is to lift the degeneracy of the L terms, producing a multlplet of 
J-manifolds, labelled 2S+lLj, where J is between IL - S I and L + S. For instance, 
• 2 • 3 . • • 3 3 3 in the f configuration, the H term is spht into the H4, H s and H 6 levels and 
the 3F term is split into the 3F2, 3F 3 and 3F 4 levels. Provided there are no other 
levels with the same value of J at similar energies, the level splittings follow the 
Land6 interval rule, 

E I - E j_l = A(4fl ,  (6) 

where A = + ~S for states of maximum multiplicity, i.e., 2S + 1. Therefore,  since 
the ground state J-manifold always has maximum multiplicity by Hund's  rules, the 
energies of the lowest spin-orbi t  excitations are ~4~(J + 1) /2S  for the J---~ J + 1 
transitions in the first half of the lanthanide series (Ce to Eu) and ~4fJ/2S for the 
J---~ J - 1 transitions in the second half (Tb to Yb). 

Since the spin-orbi t  interaction mixes different ZS+lLj levels with the same J, 
this means that L and S are no longer good quantum numbers. In some cases, it 
can be difficult to assign a meaningful 2S+ILj label to a particular level, since 
several terms make nearly equal contributions. For instance, the nominal 3F 4 level 
contains an admixture of both 16 4 and, to a lesser extent, 3H 4 character. It is 
normal to choose that term forming the largest component  in this intermediate (as 
opposed to LS or Russell-Saunders) coupling wavefunction. This is not such a 
serious problem for the lowest lying multiplets of interest to neutron scattering, 
most of which have a dominant component  from one 2S+1L term, though the 
effects of intermediate coupling must be taken into account in evaluating transi- 
tion matrix elements. The extreme limit in which the spin-orbi t  interaction 
dominates the Coulomb interaction is more appropriately treated in a jj-coupling 
basis, but this limit does not apply even to the actinides. 

The spin-orbi t  interaction is largely determined by the form of the 4f wavefunc- 
tions close to the ionic core. This can be seen from the definition of ~ and is 
emphasised by the observation that, in a Coulombic field, ~4f is proportional to 
( r  3). Like the Coulomb interaction, it is overestimated in Ha r t r ee -Fock  
calculations, though the discrepancy is less than 10%. Moreover ,  it is much less 
sensitive to the local environment.  (4~ is only reduced by 2.5% in going from free 
Pr 3+ ions to Pr :LaF 3 (Carnall et al. 1989). The spin-orbi t  interaction increases 
much faster across the lanthanide series than the Coulomb interaction because it 
is much more sensitive to the lanthanide contraction. Carnall et al. (1989) showed 
that ~4f increases from 80 meV in Ce 3+ to over 360 meV in Yb 3+. 

2.1.3. Summary 
The multiplet structure of lanthanide ions is determined by the three Slater 

integrals F2, F 4 and F6, which describe the intra-4f Coulomb interaction, and the 
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spin-orbit parameter ~4~. Although, in principle, they are all calculable by 
Hartree-Fock methods, in practice, they are treated as phenomenological param- 
eters, to be fitted to observed energy spectra. These are known accurately in free 
ions and ionic solids from optical studies. Figure 1 gives the energies of all the 
multiplets below 2 eV identified by analyses of optical spectra. Whereas the 
spin-orbit parameter is insensitive to the local environment, the Slater integrals 
are significantly shifted in going from the free ion to the ionic solid. As we shall 
see in sect. 5 even larger shifts are seen in metals showing that a more efficient 
screening process is at work. Such shifts appear to be larger still in the actinides, 
as would be expected given the more delocalised character of the 5f shell. 

A number of other interactions are known to be significant from optical studies. 
These arise from the effect of configuration interactions (e.g., the Trees parame- 
ter mentioned above) and the couplings of the orbital and spin angular momenta 
of different electrons (orbit-orbit, spin-spin, spin-other-orbit). These produce 
nineteen free-ion parameters in all and require the measurements of level 
transitions over a very wide energy range if their values are to be meaningful 
(Carnall et al. 1989). Their combined effects are nevertheless much smaller than 
the Coulomb and spin-orbit interactions, and so given that neutron spectra are 
still confined to below about 2 eV we shall neglect them in this chapter. 
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Fig. 1. Energies of intermultiplet  transitions in trivalent lanthanide ions doped in LaF 3 (Carnall  et al. 
1989). The transitions are labelled by the final state of the transitions from the ground state level 
specified at the bot tom of each column. 
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2.2. Neutron scattering cross-sections from atomic states 

The precise form of the neutron-electron interaction is obtained from the 
relativistic (one-particle) Hamiltonian in which an anomalous magnetic moment is 
attributed to the neutron. In the non-relativistic limit, which is adequate for 
slow-neutron scattering experiments, the interaction with the electric and mag- 
netic fields generated by atomic electrons is the sum of a direct magnetic 
interaction between the neutron magnetic moment and the magnetic field created 
by the electrons, and an electrostatic interaction. The latter is smaller than the 
magnetic interaction by a factor me/mn, where m e and mn are the electron and 
neutron masses, respectively, and for this reason it is not significant in subsequent 
discussions of inelastic events. 

For the purpose of our discussion of neutron electron spectroscopy, the neutron 
interaction with the target sample is taken to be the sum of the nuclear and 
magnetic interactions. The magnetic field generated by atomic electrons derives 
from two processes. Firstly, a dipole-like field is created by the spin of the 
electrons. Secondly, a moving charge creates a magnetic field. Hence, the sources 
of the magnetic field are the microscopic electron spin and momentum current 
densities. What actually appears in the neutron scattering amplitude is essentially 
the spatial Fourier transform of the magnetic field. The Fourier transform arises 
because the scattering event is well described by the Born approximation, in 
which the initial and final neutron wavefunctions in the transition matrix elements 
are taken to be simple plane-wave states (Balcar and Lovesey 1989). 

Let us label the atomic electrons by the index v, and denote the classical 
electron radius multiplied by the neutron gyromagnetic ratio 7 by the symbol 

r o = yeZ/me c2 = -0.54 x 10 -12 cm. (7) 

The interaction potential describing the magnetic scattering of neutrons, which is 
to be added to the nuclear potential, is formed by the operator 

T ( K ) = ~ e x p ( i K ' r ~ ) - -  K× s ~ X K - - ~ p ~  . (8) 
J, K 

Here, K is the change in the wavevector of the neutron and r, s and p are the 
electron position, spin and momentum operators, respectively. If l cr is the 
neutron spin operator, the magnetic interaction potential is 

VM(K) = r0tr" TOg). (9) 

The magnetic amplitude is obtained from this potential by forming the appropri- 
ate matrix elements. 

2.2.1. Neutron scattering matrix elements 
We form matrix elements of V M taken between many-electron atomic states, 

drawing on the extensive algebra of atomic and nuclear spectroscopy calculations 
based on work by Racah. The application to f electrons is reviewed by Judd 
(1963). 
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Let the atomic electrons be non-relativistic, and belong to one atomic shell. In 
this limit, all electrons possess the same radial wavefunction R4e(r), and an 
electron wavefunction is given by expression (1). The restriction of our theoreti- 
cal work to non-relativistic electrons in a single shell brings a considerable 
simplification to the mathematics, as the reader can verify by consulting papers 
that discuss more complicated but limited cases (Lovesey 1978). The simple 
model is physically realistic, as we have mentioned, and for this we can obtain 
complete results with which to confront experimental data. One consequence of 
using the single-shell non-relativistic model is that the matrix element of T is 
expressed solely in terms of Racah tensors which have an odd rank. If the unit 
tensor is denoted by W (~'~), where K and k are the ranks of the spin and spatial 
parts of the tensor, W (K'k) is termed odd if K + k is an odd integer. The reduced 
matrix elements of an odd tensor have some remarkable propert ies which were 
discovered by Racah (1943). Firstly, it is diagonal with respect to the seniority 
quantum number v used to label states with the same total spin S and angular 
momentum L. Secondly, the matrix element is independent of the number of 
equivalent electrons n in the atomic shell with angular momentum l. 

The properties of the odd tensors that have been mentioned appear in the 
identity, 

(z n, v, s, LllW< ' >llzn, v', s ' ,  Z ' )  = 6o,v,(l v, v, s, tllW<K' >lllV, v, S', L ' ) .  
(10) 

The result also provides a relation between matrix elements for the conjugate 
states l n and/4~+2-n. Such states have the same quantum numbers, including the 
same seniority. We observe that the matrix elements of an odd tensor are the 
same for conjugate states, i.e., for lanthanide and actinide ions we need the 
tensors evaluated for l = 3 and n = 1, 2 . . . .  ,7. 

Let us precis the content of the foregoing discussion. The magnetic amplitude 
that enters the cross-section for an isolated ion is a weighted sum of spin and 
spatial (orbital) Racah tensors. The weighting factors are proportional to appro- 
priate combinations of vector coupling coef f ic ien t s -Clebsch-Gordan  or 3] sym- 
b o l s -  and the actual form is given in sect. 6. Only odd tensors are involved. These 
satisfy certain useful relations, and an extensive tabulation of values for f-electron 
configurations is presented in the appendix. 

2.2.2. Forward scattering cross-sections 
By way of introduction to a complete theory of scattering by atomic electrons 

we consider the limiting case where the wavevector transfer K is vanishingly small. 
In this instance, the magnetic interaction reduces to the form 

1 
VM(K ) = r0o-. 2K 2 (K X [(L + 2S) × KI} (11) 

in which we recognize the magnetic moment  operator.  For  a lanthanide ion the 
total spin and angular momenta  are added to give a total angular momentum J. 
The relation, 
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L + 2S = g j J ,  (12) 

is correct within a J-multiplet, where gj is the LandO splitting factor. Hence, for 
elastic scattering and small •, found in a near-forward scattering geometry, 

1 
VM(K ) = g j o ~ r .  2K 2 [K x (J x K)]. (13) 

The corresponding neutron cross-section is readily obtained. Assuming that the 
neutron beam is unpolarised, the average of ]VM] 2 over neutron spin states is 
trivial, and the cross-section is 

d o - / d g 2 = ( g J o / Z K 2 ) 2 ( I x l K x ( J x K ) l l X ) ' ( t z [ K x ( J x K ) l l x ) .  (14) 

Here the particular atomic state is characterised by the quantum label /z-= JM, 
where 

(J ,  mlYzlJ ,  M )  : M .  (15) 

Given that there is no magnetic field on the target sample, all values of M 
contribute equally to the observed cross-section. Hence, we must average M 2 
which appears in the cross-section, 

(2J  + 1) -1 ~ M 2 = 1 j ( j  + 1). (16) 

Finally, the total cross-section is obtained by adding together x, y and z- 
components which gives the result 

do-/dg2 = ( g j 0 / 2 ) e 2 j ( J  + 1)/3 (17) 

for the total elastic scattering in the forward direction. 
Let us turn now to the corresponding inelastic cross-section. The matrix 

elements (J ' ,  M'[L + 2SIJ, M )  vanish except for I J -  J'[ = 1. Hence, near the 
forward direction we observe only the dipole-allowed transitions, i.e., the 
J--~ J-+ 1 transitions out of the Hund's rule ground state. Beyond the limit of 
small K, higher-order transitions contribute to the cross-section, and these are the 
main subject of the subsequent theory valid for arbitrary values of K. The small-K 
result we present for inelastic events, J '  = J + 1, is of limited practical value since 
the minimum value of K is usually quite large owing to the kinematic constraints 
on the scattering process. Even so, the result is a useful guide to the size of the 
cross-section, and a welcome check on a complete calculation. 

The matrix elements required to complete the present calculation are 

( J + 1, M I L  z + 2S~IJ, M )  2 = (J + 1HAHJ)Z[(J + 1) 2 - M 2] (18) 

and 

( J  + 1, M 4- I IL z + 2S~lj,  M) 2 = l ( j  + I lIAIIj)2(j  +_ M + 1)(J +_ M + 2) ,  
(19) 

where the square of the reduced matrix element is 
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(J + II[A[IJ) 2 

= ( J + L + S + 2 ) ( L + S - J ) [ ( J + I )  2 - ( L - S )  z] (20) 

4(J + 1)2(2J + 1)(2J + 3) 

We assume that the energy resolution available in the experiment does not allow 
us to discriminate between states with different M-values. In this instance, the 
matrix elements quoted are averaged over M, just as in the calculation of the 
elastic cross-section. Assembling the results, the cross-section for a near-forward 
scattering geometry in which an ion is excited between states J and J '  -- J + 1 
separated by an energy k is 

d2or _ ( E f ~  1/2 
d{~Tgf \~/  (½r°)2(j+lllAllj)2[2(J+l)(2J+3)]~(h°~-a) (21) 

The delta function expresses conservation of energy, hco = E i - Ef = A, where Ei 
and Ef are the initial and final neutron energies. 

For lanthanide ions, the result is appropriate for transitions from the ground 
states in the first half of the series where J = [L - S]. In the second half of the 
series, where J = L + S, the dipole transitions from the ground state correspond 
to J ' =  J -  1. The appropriate cross-section is obtained by making the replace- 
ment J---~ J - 1. The forward scattering cross-sections for all the trivalent lantha- 
nides are given in table 1. 

Perhaps it is useful to note that the atomic quantities in the cross-section also 
occur in the single-ion susceptibility X. This is expected on general grounds, for 
the susceptibility and the cross-section are magnetic response functions. When 
multiplet intervals A are large compared to the temperature T the susceptibility 
(in units of ~ / a t o m )  is 

2 J ( J +  1) 1 h ( J +  1 ) h ( J ) ]  
x = g J  3kBT + 6 ( 2 J + 1 )  A + A ]  (22) 

TABLE 1 
Forward scattering cross-sections for dipole transitions from the ground state 

multiplet of all trivalent lanthanide ions. 

Configuration J G(t¢ = 0; J, J) J '  G(K = 0; J, J ' )  

Ce3+ fl ZFs/z 2.5 1.07143 3.5 0.09524 
pr3+ :[.2 3H4 4.0 2.13333 5.0 0.20000 
Nd3+ f3 419/2 4.5 2.18182 5.5 0.31818 
Sm3+ f5 6H5/2 2.5 0.11905 3.5 0.71429 
Eu3. f6 7F0 0.0 0.0 1.0 2.00000 
Tb3. f8 7F6 6.0 15.75 5.0 0.25000 
Dy3+ f9 6H15/2 7.5 18.88889 6.5 0.27778 
Ho3+ fa0 51s 8.0 18.75 7.0 0.25000 
Er > fH 411512 7.5 15.3 6.5 0.20000 
Tm3+ fa2 3H6 6.0 9.52778 5.0 0.13889 
yb3.  f13 2F7/2 3.5 3.42857 2.5 0.07143 
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in which the function 

h(J) = 4J(4J  2 - 1)(Jl]al] J -  1) 2 (23) 

is supplemented by the rule that h(J) [h(J + 1)] is zero for J = L - S (J = L + S) 
which is appropriate for an ion in the first (second) half of the series. The 
temperature-independent Van Vleck susceptibility, a correction to the Curie term, 
is therefore determined by the spin-orbit  splittings that can be derived from 
neutron spectroscopy (e.g., see Williams et al. 1987). 

2.2.3. The dipole approximation 
We have mentioned that the small-K limit is unrealistic when discussing inelastic 

events because the minimum value of K is always finite in such experiments. A 
useful guide to the K-dependence of the cross-section is obtained from the 
so-called dipole approximation to the magnetic interaction operator. Experience 
shows that this approximation is the next best thing to use beyond the small-~¢ 
limit when building up a picture of a class of scattering events. To implement this 
approximation for lanthanide ions, there is next to no extra work involved beyond 
what we have discussed already. 

In the dipole approximation, the magnetic moment operator is replaced by a 
weighted sum of L and S, and the weighting factors depend also on the 
magnitude, K, of J¢. The dependence is expressed in terms of spherical Bessel 
functions averaged over the electron radial density R]~(r). It is convenient to 
define the quantities 

(jK(K)) = f ;  dr jK(Kr)RZ,(r) , (24) 

where jK(X) is a spherical Bessel function of order K. The dipole approximation is 
then obtained from the results stated for the small-K limit by replacing the 
magnetic moment operator by 

2 ( j0 )S  + ((J0) + (J2)) L , (25) 

which reduces to the magnetic moment operator in the limit K--~ 0. 
The modification to the cross-section, brought about by employing the dipole 

approximation, is more or less obvious. For an inelastic event in which a 
transition occurs between states J' ~ J the matrix element of J is zero, i.e., 

(J', M'IJ]J, M) = (J', M'IL + SiJ, M) = 0 (26) 

and hence 

(J', M'lZ(jo)S + ( (Jo)  + (J2))L] J, M )  = ( (Jo)  - ( J2 ) ) (  J', M'IS[J, M) .  
(27) 

We conclude that the dipole approximation to the cross-section is obtained from 
our first approximation by multiplying the corresponding expression for the 
cross-section (21) by ( ( j0)  - (J2)) 2. 

This new factor can be regarded as an inelastic structure factor for the 
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transitions J---~ J ' =  J-+ 1. For such inelastic events it can be measured as a 
continuous function of K. Expanding (J0) - (J2) in a power series in K 2 we find 
that the coefficients are the radial integrals, 

2 o (r n) = dr R4f(r )r , (28) 

which also occur in crystal-field calculations. The dipole approximation therefore 
predicts a cross-section which falls rapidly with K because of the simultaneous fall 
of (J0) and rise of (J2)- Coupled to the fact that the forward scattering 
cross-section is an order of magnitude weaker than the elastic cross-section, it can 
be seen that spin-orbi t  transitions provide a stringent test of neutron scattering 
techniques. 

2.2.4. General theory of scattering 
We turn now to a first consideration of expressions for the orbital and spin 

matrix elements which arise when there is no restriction placed on the magnitude 
of the scattering vector. The matrix elements can be expressed in terms of Racah 
tensors, as mentioned before. 

Let  us begin with the orbital, or current,  matrix element. Write p = -ih~r and 
work with spherical vector components labelled by q = 0, - 1 .  Atomic states are 
labelled by 0, J, M, where 0 contains all the quantum numbers required to define 
a state other than J, M. The magnetic neutron operator  contains the quantity 
K × ~r, and the many-electron matrix element is found to be 

(O,J,M ~exp(iK.r  )(K ×V~)q O',J',M' I 

= --(4~) 1/2K2 E Y~(ff)A(K, K')(K, Q, K', Q'I1, q)  
K,Q 

K',Q' 

× (K', O', J', M'IJ, M).  (29) 

Our definition of spherical harmonics Yo(ff)  and Clebsch-Gordan coefficients 
are in accord with the standard references. The quantity A(K, K') is the product 
of radial integrals, and various factors which arise from the vector coupling 
coefficients of n equivalent electrons. The latter component  of A(K, K') is 
essentially embodied in the Racah tensor. Let  

A(K, K') = ((JK'-z) + (Jx,+l))a( K, K'), (30) 

in which a(K, K') is proportional to W ~°'K') and an explicit formula is given in 
sect. 6. The restrictions on K, K '  are K = K '  _+ 1 only, K '  is an odd integer, and 
its maximum value is 2l + 1. 

The spin matrix element has a similar structure, with W ~°'~') replaced by 
W ~a'K). It can be shown that 
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where K 
C(K, K') 

C(K, 

with c( K, 

(0, J, M ~ exp(iK "r~)(S~)q 0', J', M') 

= (4~r) 1/2 • YI~(~,)C(K, K')(K, Q, K', Q'I1, q) 
K,Q 

K',Q' 

x (K', Q',J',M'IJ, M) , 

is an even integer and its maximum value is 2l. The function 
is 

(31) 

K') = (jK)C(K, K') (32) 

K')  proportional to WO'KI; an explicit form is provided in sect. 6. 
We can take the algebra for scattering of unpolarised neutrons from an isolated 

magnetic ion one stage further. First, we note that in the general case the matrix 
element of the magnetic interaction operator, built up from (29) and (31), is 

= (4"n') 1'2 E YI~(ff)[A(K, K') + B(K, K')] 
K,Q 

K',Q" 

x (K, Q, K', Q'I1, q)(K', Q', J', M'IJ, M), (33) 

in which the function B(K, K') is obtained directly from C(K, K') using a relation 
given in sect. 6. 

The cross-section for scattering of unpolarised neutrons, accompanied by a 
transition between states J, J '  separated by an energy A, is found to be (Balcar 
and Lovesey 1986) 

d20 (E~.f) 1/2 
_ 2 

d~d--Ef r°(~(K' J' J') 8(hoo - k ) ,  (34) 

in which the inelastic structure factor is 

~ ( K , J , J ' ) = ~ , ( K , ~ ) [ A ( K ' - 1 ,  K ' ) +  B(K'-1,  K')] 2 
K' 

The first sum covers K' = 1, 3 , . . . ,  2l + 1 and the sum over K includes the values 
K = 2 , 4 , . . .  ,21. 

The parity of the various contributions to the cross-section merit attention; 
K' = 1, 2 , . . . ,  2l + 1 for the magnetic multipole transition and K = 2, 4 , . . . ,  2l 
for electric multipole transitions. The latter involves only B(K, K), i.e., the 
electric multipole is purely spin. An orbital contribution to the electric multipole 
arises in scattering events which engage electrons in different /-states that are 
non-degenerate and possess different radial wavefunctions. The quantity B(K, K) 
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vanishes for J = J', so it does not occur in elastic scattering or inelastic transitions 
between crystal-field levels within a J-multiplet. 

In the limit i¢---~0 the general result (33) reduces to (11), as should be 
expected. The reduction arises because the radial integrals (JK) vanish in the 
limit K---~ 0 except for K = 0, where this particular integral is unity. 

The dipole approximation, presented in sect. 2.2.3 as the next best thing to the 
K ~ 0 limit, has been tested against the complete expression (33) evaluated for 
rare-earth ions. It is found to be a fair approximation for all cases except the fl 
and f13 configurations where it fails quite badly at intermediate K (Balcar and 
Lovesey 1986). 

3. Experimental aspects of neutron scattering 

Inelastic neutron scattering has had a major impact on many aspects of solid 
state physics in the past 30 years. Its potential to investigate magnetism through 
interactions with the neutron's magnetic dipole moment was recognised by the 
pioneers of the technique. Since then, its contribution to our understanding of 
magnetic phenomena has been significant (Sinha 1978, Fulde and Loewenhaupt 
1985, Stirling and McEwen 1987), but it has always been limited by the intensity 
and spectral range of the beams available. Until recently, the field of inter- 
multiplet spectroscopy has been confined to the study of the 7F0--~ 7F 1 transition 
in Sm 2+ and Eu 3+ systems by the energy range available on conventional 
steady-state reactor sources where the neutrons have a Maxwell-Boltzmann 
energy distribution characterised by the physical temperature of the moderator, 
typically 25 meV. (The energy distribution may be shifted somewhat to higher 
energies by using a "hot" source such as the 2000 K graphite moderator at the 
Institut Laue-Langevin's high-flux reactor, but to date studies of intermultiplet 
transitions have not been made on this source.) 

Pulsed neutron sources were originally developed in an attempt to increase the 
brightness of neutron sources by circumventing the problem of heat removal from 
the core of a steady-state fission reactor. Accelerator-driven pulsed spallation 
sources produce neutrons more efficiently by the impact of short bursts of 
high-energy protons on a target of heavy nuclei (e.g., W or 238U). These bursts 
occur for a only a small fraction of a given time period, typically <1%. Thus, 
without compromising the brightness of the source, the time-averaged power 
densities can be kept at modest levels compatible with ease of heat extraction. In 
addition to high brightness, the pulsed nature of the source naturally leads to a 
high intrinisic resolution, an excellent signal-to-background ratio and a strong 
epithermal component to the spectrum, all of which have been essential to the 
exploration of intermultiplet excitations. The high resolution is a natural con- 
sequence of the sharp-less than 1 ~s-pro ton  burst from the accelerator; the 
signal-to-noise ratio achieved by instruments on a pulsed source is high because 
the data are collected when the source is effectively off; but the aspect of pulsed 
sources which has had the most impact in the present study is the rich epithermal 
spectrum which dominates these undermoderated sources. (This undermodera- 
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tion is a consequence of the need to use physically small moderators--typically 
10 x 10 x 5 c m  3 - to preserve the temporal sharpness of the neutron pulse and this 
results in an intense 1/E spectrum available for the first time for inelastic neutron 
spectroscopy.) 

Inelastic spectroscopy requires that the energy of the neutron is determined 
both before and after the scattering event. At a steady-state source, even where 
the Maxwellian has been shifted to higher energies by a hot source, the mono- 
chromatic flux is severely limited by the poor reflectivity of crystals at high 
energies. On a pulsed source, however, monochromatisation may be achieved 
efficiently by phasing the opening of a high-speed chopper with the fast neutron 
burst. Energy analysis is then naturally performed by the time-of-flight method 
between the sample and the detector array. This is the principle of the direct 
geometry time-of-flight chopper spectrometers which have been used at pulsed 
sources to extend magnetic inelastic neutron spectroscopy to an electron volt and 
above. The majority of the work described in this review has been performed on 
the HET spectrometer at the UK pulsed neutron facility, ISIS. A summary of 
other such sources and their equivalent spectrometers are given in table 2. 

On HET, a high resolution (in neutron terms) of 1-2% is achieved by using a 
fast 600 Hz Fermi chopper located 10 m from the source. Scattered neutrons are 
detected in two azimuthal arrays of 3 H e  detectors, the first at 4 m from the sample 
covering 3 ° to 7 ° and the second at 2.5 m covering 9 ° to 29 °. A third detector array 
at 136 ° has proved to be invaluable in determining (multi) phonon and multiple 
scattering contributions to the signal. 

The traditional kinematic constraints on high-energy magnetic neutron scatter- 
ing are severe. A large scalar difference between the incident and scattered 
neutron wavevectors, k i and k~, respectively, is required, 

ho) = 2.07(k 2 - k2), (36) 

where hoo is the energy transfer in meV and ki and k r are in A-l,  whereas the 
vector difference, 

K = k i -- k f ,  (37) 

must be kept small (typically < 4 ~-1)  because of the atomic form factor of the 4f 

TABLE 2 
Characteristic parameters of pulsed neutron source time-of-flight chopper spectrometers. 

Source Proton Target Proton Frequency Spectrometer (Operational) LI /L  r Resolution 
energy current (Hz) (m) (%) 
(MeV) (~A) 

ISIS 800 238U 200 50 HET 1985 12/4 1-2 
(UK) 
IPNS 500 235U 15 30 HRMECS 1980 13/4 2-4 
(USA) 
KENS 500 23SU 10 30 INC 1988 7/2.5 4-8 
(Japan) 
LANSCE 800 W 100 20 PHAROS 1990 20/4 1 
(USA) 
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and 5f electrons. These conditions may only be achieved with large incident 
wavevectors and small scattering angles: the design specification of HET. The 
existence of non-dipolar terms in the intermultiplet cross-section relaxes the 
constraint on K somewhat, but the small absolute value of the cross-sections 
(typically a few hundred pob sr-1), imposes a further constraint on the signal-to- 
noise ratio which has to be achieved. At energies of an electron volt and above it 
is necessary to reduce even further the intrinsically low pulsed-source background 
by the inclusion in the beam line of a chopper which suppresses fast neutrons and 
which is closed when the protons strike the target. 

A significant source of background is multiphonon and multiple scattering 
processes in the sample itself. Fortunately these generally contribute a featureless 
decaying tail which extends to high energies. It may be minimised by keeping the 
sample small (typically still several tens of grams) and by using the lowest possible 
incident energy consistent with the kinematic constraints. The purity of the 
material is extremely important since these weak magnetic excitations are easily 
obscured by the vibrational modes of light interstitials, especially hydrogen. 

4. Spin-orbit transitions 

4.1. Overview 

In the context of this chapter, we define spin-orbit transitions to be those in 
which the absolute values of L and S remain at fixed values but their relative 
orientation is changed, i.e., AL = AS = 0, A J = - 1 ,  2 etc. The so-called dipole 
J---> J-+ 1 transitions have been the most extensively investigated of all the 
intermultiplet transitions up to the present time. This is because, in general, they 
have the largest cross-sections and occur at the lowest energies. Lowest of all are 
the 7F0--~7F 1 transitions in Sm 2+ a n d  EU 3+, at 36 and 46meV, respectively 
(Martin et al. 1978), energies that are readily accessible on reactor sources. The 
remaining transitions are all at energies greater than 100 meV and have only been 
observed on pulsed neutron sources. The largest spin-orbit splitting so far 
measured by neutron scattering is t h e  3H 6 ~ 3H 4 transition in the metal thulium at 
an energy of 1560 meV (Osborn et al. 1990). 

The supposition that the spin-orbit coupling is relatively insensitive to the local 
ionic environment (see sect. 2.1.2) is amply confirmed by neutron measurements 
on metallic systems. The observed spin-orbit splittings are all very close in energy 
to those previously measured in optically transparent compounds. The only 
exceptions to this rule so far are in the intermediate valent compounds EuPd2Si 2 
(Holland-Moritz et al. 1987) and Sm075Y0.25S (Holland-Moritz et al. 1988), in 
which the transition energies are nearly 20% lower than in the free ion (Martin et 
al. 1978). 

This section is divided into two parts. In sect. 4.2 experiments on "normal" 
lanthanides, i.e. those in which the 4f n configuration is believed to be stable, are 
reviewed. Except in the case of neodymium and thulium, the transitions so far 
observed are J--~ J -+ 1. This is because the J---~ J --- 2 transitions, which are not 
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TABLE 3 
Energies (in meV) of lanthanide J---~ J -+ 1 transitions in free ions, ions doped into LaF 3 and metals. 

Lathanide J J '  Free ion a LaF3 b Metallic compound 

Ce 3+ 2F5/2 2.5 3.5 279.4 288.3 
Pr  3+ 3H 4 4.0 5.0 266.8 260.0 
N d  3+ 419/2 4.5 5.5 234.4 
Sm 3+ 6H5/2 2.5 3.5 131.5 
Sm z+ 7F 0 0.0 1.0 36.4 

E u  3÷ 7F o 0.0 1.0 45.5 
Tb 3+ 7F 6 6.0 5.0 254.4 254.7 
Dy  3+ 6H15J2 7.5 6.5 428.8 
H o  3+ 5I 8 8.0 7.0 625.8 
E r  3+ 4115/2 7.5 6.5 808.9 
T m  3+ 3H 6 6.0 5.0 1017.0 
Yb 3+ 2F7/2 3.5 2.5 1266.4 1271.4 

274 ; CeA13 c 
261 ; Pr d 
237 ; N d  e 

129 ; SmPd3 f 
36 ; SInS ~ 

32 ; Smo.7sYo.2sS h 
38 ; EuPd2Si2 i 

~256 ; Tb j 

1018 ; Tm c 

a Martin et al. (1978). 
b Carnall et al. (1989). 
c Osborn et al. (1990). 
d Taylor et al. (1988). 
e M c E w e n  (1988). 

f Williams et al. (1987). 
g Shapiro et al. (1975). 
h Holland-Moritz et al. (1988). 
i Holland-Moritz et al. (1987). 
J Stifling et al. (1986). 

dipole allowed, have cross-sections an order of magnitude weaker, and so are 
more difficult to observe. The results are compared to the calculated cross- 
sections and shown to be generally in excellent agreement with theory. Com- 
parisons are also made with the transition energies observed in flee-rare earth 
ions and trivalent lanthanide ions doped in LaF 3 (Carnall et al. 1989); see table 3. 
Section 4.3 deals with measurements on anomalous lanthanide systems, where 
significant departures from the normal systems are encountered. 

4.2. Normal lanthanides 

4.2.1. Praseodymium 
The Hund's rule ground state of the 4f 2 configuration of the Pr 3+ ion i s  3H 4. It 

is one of the few ions in which free-ion spectra are available for comparison; the 
3+ 4+ 2+ T b 3 +  y b 3 +  others are Ce , and (Martin et Pr , Sm , al. 1978). These give a 

spin-orbit splitting of 266.8 meV for t h e  3 H  4 ~ 3 H  5 transition, a value which falls 
to 260 .0meV in prB+:LaF3 (Carnall et al. 1989). The first observation of this 
transition in a metal was in PrA12 at an energy of 260 meV (Loewenhaupt  1985b). 
This was followed by measurements on praseodymium metal by Stirling et al. 
(1986) whose signal was severely contaminated by hydrogen impurities. Neverthe- 
less, the spin-orbit peak was identified at about 260 meV from its K-dependence, 
which was assumed (erroneously as we now know) to follow the square of the 
atomic form factor. 

The most detailed investigation of the spin-orbit  splitting in a metallic system is 
that of Taylor et al. (1988) on a 100 g sample of high-purity praseodymium metal, 
containing less than 139 at. ppm of hydrogen. The experiment was performed on 
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HET using a range of incident energies from 370 to 1600 meV. A clearly resolved 
peak centred at 261 meV was seen in all the scans, though the multiple scattering 
produces an appreciable background at incident energies above i eV. The K- 
dependence of the integrated peak intensity is shown in fig. 2 and compared with 
the calculation of Balcar and Lovesey. The data are normalised to the integrated 
paramagnetic scattering of the ground s t a t e  3 H  4 multiplet, measured in the same 
experiment. This provides an extremely stringent test of the predicted intensity. 
As expected, the structure factor falls more sharply than the atomic form factor at 
low K, but flattens off at intermediate K where the contribution from the (j2(K))2 
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Fig. 2. Neutron inelastic structure factors for intermultiplet transitions in praseodymium. The lines 
represent the calculated intensities of the 3H4----~ 3H4, 3H5, 3H6, 3F2, 3F 3 and 3F 4 transitions. The 
structure factors are normalised to the 3H4----~3H 4 intensity at ~r = 0, which has a cross-section of 
620 mb sr 1. (a) The intensity of the 260 meV transition measured with incident energies of 370 meV 
(filled square); 515 meV (open triangles); 830 meV (open squares); and 1300meV (filled circles). (b) 
The intensity of the transitions at 578meV, 3H4----~3F 2 (filled circles); 747meV, 3H4----~3F 3 (open 
diamond); and 809 meV, 3H4----~ 3F 2 (filled triangle) measured with an incident energy of 1300 meV. 
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term is more significant. Over the measured K-range, the cross-section is more 
than an order of magnitude weaker than the integrated scattering within the 3H 4 
ground state. It ranges from 60mb sr -1 at I,,I = 0 to 300 izb sr -1 at [K[ = 10.&-l. 

• 3 _ . . _ > 3  . . . .  The non-dipolar H 4 H 6 transition is predicted to be at about 530 meV, but is 
submerged in the much stronger 3H 4 ---> 3F 2 peak, as discussed in sect. 5. 

4.2.2. Neodymium 
Stirling et al. (1986) report seeing a peak at 240 meV which decreases smoothly 

with K. A more detailed investigation has confirmed that the transition at 237 meV 
is the 419/2----->4Ill/2 transition, since the K-variation of the intensity is in good 
agreement with a free-ion calculation (McEwen 1988). The corresponding value 
in Nd3+:LaF3 is about 234.4 meV (Carnall et al. 1989). The 419/2----* 4113/2 transi- 
tion is at about 479 meV. At that energy, a weak feature is seen in the neutron 
spectra with an integrated intensity consistent with the calculated estimate (fig. 
3). However,  it is on the limits of the observable. 
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Fig. 3. Neutron inelastic structure factors for intermultiplet transitions in neodymium. The lines 
represent the calculated intensities of the 419/2----->419/2 (smooth line), 4Ial/2 (dashed line) and 4113/2 
(chain line) transitions. The structure factors are normalised to the 419/z--->419/2 intensity at K = 0, 
which has a cross-section of 634 mb sr -1. The filled circles are measured intensities of the 237 meV 
transition using incident energies of 515 and 828 meV. The open circle is the measured intensity of a 
small peak observed at 479 meV. 
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4.2.3. Samarium 
The atomic form factor of 8m 3+ ions has a maximum at non-zero i¢ as a 

consequence of the antiparallel alignment of L and S. The orbital contribution to 
the form factor is more extended in K-space than the spin contribution, and the 
partial cancellation of the two components produces a minimum at K = 0. By 
contrast, the structure factor of the 6F5/2----> 6F7/2 spin-orbit transition is calcu- 
lated to fall monotonically with increasing K. This has been verified in measure- 
ments on polycrystalline samples of the trivalent samarium compound, SmPd3, 
and samarium metal, both performed on HET (Williams et al. 1987, Needham 
1989). A major problem with neutron experiments on samarium systems are the 
resonant absorption peaks at 100 and 870meV in 1498m. Unless sufficient 
quantities of the expensive 1548m isotope are available, the only option is to make 
use of a transmission window between 400 and 700 meV, within which the 
absorption is less than 100 b. Using an incident energy of 611 meV, Williams et al. 
(1987) successfully observed the spin-orbit peak at an energy transfer of 129 meV, 
about 2.5meV less than the value in Sm3+:LaF3 (Carnall et al. 1989). The 
K-variation of the measured intensity is once again in good agreement with the 
calculation, although this time there is no independent normalisation of the 
intensity. The results of measurements on samarium metal, made under identical 
experimental conditions, are similar, though the spin-orbit peak is much broader. 
The full widths at half maximums (FWHMs) are 17 and 30 meV for SmPd 3 and 
Sm, respectively. The instrumental resolution is estimated to be about 12 meV. 
This is clear evidence for intrinsic broadening of the transitions, probably because 
of the crystal-field splitting of the excited level. 

4.2.4. Terbium 
There are no unambiguous observations of the 7F 6-~ 7F 5 transition in terbium 

metallic systems. Stirling et al. (1986) measured a sample of terbium metal which 
was strongly contaminated with hydrogen, producing three strong vibrational 
peaks at 132, 256 and 370 meV. They interpreted an anomalous K-dependence of 
the central peak as evidence of magnetic scattering, which is consistent with the 
value of 254 meV for the transition energy in free Tb 3+ ions (Martin et al. 1978). 

4.2.5. Thulium 
Trivalent thulium (f12) is the "hole" analogue of the pr3+f 2 configuration. The 

splitting of the 3H term is therefore the inverse of praseodymium with 3H 6 as the 
ground state and 3H 5 as the first spin-orbit-split level at 1017 meV in Tm 3+:LaF 3 
(Carnall et al. 1989). An indication of the strength of ~4t in the heavy rare-earths 
is that this is not the lowest transition energy, as spin-orbit-split levels from the 
3H and 3F terms have crossed with the 3H6--~ 3F 4 transition occurring at only 
690 meV. The only metallic system so far investigated is thulium metal. The 
spin-orbit transition is at too high an energy for a wide K-range to be measured, 
but the relative intensities of all the observed transitions (including the Coulomb 
transitions, see sect. 5) are in good agreement with calculation. Another con- 
sequence of the strength of ~4f is that the J = 4 levels are strongly mixed. This has 



INTERMULTIPLET TRANSITIONS 25 

the effect of increasing the intensity of the J---~ J - 2 (i.e., 3H 6--~ 3H4) transition, 
making it readily observable at 1560 meV. 

4.3. Anomalous lanthanides 

4.3.1. Samarium and europium intermediate valence compounds 
In sect. 4.2.3, SmPd 3 and samarium metal were treated as normal lanthanides 

since their magnetic properties are consistent with those of stable trivalent ions. 
However, samarium ions are never far from a valence instability, and compounds 
such as SmB 6 and Sma_xYxS are amongst the most extensively studied of 
intermediate valence systems (Lawrence et al. 1981). Nevertheless, there have 
been only a few neutron scattering studies, mainly because of the need for 
154Sm-enriched samples. To date, neutron scattering investigations have been 
confined to SmS (Shapiro et al. 1975, McWhan et al. 1978), Sml_xYxS (Mook et 
al. 1978, Holland-Moritz et al. 1988, Weber et al. 1989) and a rather inconclusive 
investigation on StuB 6 (Holland-Moritz and Kasaya 1986). Unfortunately, a 
similar absorption problem has also restricted neutron investigations of europium 
intermediate valence systems to a single study of EuPdzSi 2 (Holland-Moritz et al. 
1987). This is a pity because in principle, neutron studies of spin-orbit transitions 
can provide fundamental information on the hybridisation between the two nearly 
degenerate configurations since they are usually at a high enough energy not to be 
washed out by the mixing interaction but not so high that the lifetime broadening 
from the spontaneous charge fluctuations cannot be resolved. 

The spin-orbit splitting of the Sm 2+ ion is the smallest of all the lanthanide 
ground state configurations. The 7F 0----> 7F 1 transition of the 4f 6 configuration is at 
only 36 meV and so gives rise to a significant Van Vleck contribution to the 
magnetic susceptibility at room temperature. Shapiro et al. (1975) measured the 
dispersion of the 7F 1 level in a single crystal of SmS and showed that the system 
was an ideal example of the paramagnetic singlet-triplet model. The observed 
peaks are not intrinsically broadened and, using a mean-field random-phase 
approximation (RPA) model, the derived energy of the single-ion spin-orbit 
splitting is identical to the free-ion value, within the experimental error (Martin et 
al. 1978). The temperature dependence of the cross-section is also consistent with 
the RPA model (Mook et al. 1978). There is therefore nothing to suggest the 
proximity of a valence instability, even though SInS undergoes a first-order phase 
transition from a divalent semiconductor to a mixed valent metal at a pressure of 
only 6.5 kbar. 

Hirst (1970, 1975) has discussed the conditions under which the intra-ionic 
excitations remain sharp even though the compound is close to a configuration 
instability, or crossover, the condition being that 

El, + A < Efn-1 -k ~c, (38) 

where Efn is the energy of the lowest level, i.e., the Hund's rule ground state in 
the fn configuration, A are the energies of the excited intra-configuration excita- 
tions for the fn configuration and Ec is the energy of the bottom of the empty 
conduction band. In SmS, n = 6 and A corresponds to the energies of the 
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7F 0 ~  7F~, 7F 2 etc. transitions. Equation (38) simply states that a particular ionic 
level of the f6 configuration will only show broadening provided that the decay 
into a level of the f5 configuration, with the emission of a conduction electron, is 
energetically allowed. Configuration crossover occurs when the inequality is no 
longer satisifed even for the ground state of the f6 configuration, ie., with za = 0, 
or rather when the difference in the energies of the two configurations is less than 

akf = ~ [ V , [ ~ ,  (39) 

where Iv.I is the hybridisation matrix element between the f electrons and the 
conduction band, and p is the density of states of the conduction band. 

In SmS, configuration crossover is induced by applying pressure which has the 
effect of lowering the conduction band, the transition being first order because of 
coupling to the lattice. In a second neutron scattering investigation under 
pressures of up to 10 kbar, the spin-orbit peak disappeared in the collapsed 
high-pressure phase, with no evidence of additional magnetic scattering, such as 
crystal-field splittings, from the 4f 5 configuration (McWhan et al. 1978). It cannot 
be ruled out that the spin-orit transition is still present but is considerably 
broadened. There was no evidence of the approach of the instability, the 
spin-orbit peak remaining resolution limited right up to the transition. It seems 
therefore that the 7F 0---> 7F 1 transition is at too low an energy to ever satisfy eq. 
(38). However, higher energy transitions, J = 0--~ J = 2, 3, 4, 5, 6, may show 
precursor effects below 6.5 kbar (Hirst 1975). The latter are all non-dipolar, with 
the 7F0--~ 7F 2 transition being particularly weak, but the 7F0---~ 7F 3 transition at 
185meV is reasonably strong at intermediate values of K (table 4) so this 
experiment may be practicable. 

Whilst no magnetic scattering has been identified in the mixed valence phase of 
SmS, it has been seen in Sm0.75Y0.258 by Mook et al. (1978) who observed a very 
broad peak with a FWHM of 15 meV at 30 meV. The addition of yttrium has a 
similar effect to that of pressure in contracting the lattice. At this composition, 
the valence changes with temperature from 2.3 to 2.45 at about 200 K (Weber et 
al. 1989). This means that the compound is at a configuration crossover with the f 
level effectively pinned at the Fermi level ( E l ,  - E~n-~ = Ev) such that the ground 
state consists of a hybridised mixture of the two configurations. The valence is 
then determined by thermodynamic considerations in which the ionic excitation 

TABLE 4 
Coefficients of radial integrals in the neutron scattering cross-sections of Sm2+, J = O - - - - ~ J '  = 

1, 2 , . . . ,  6 transitions. 

J' (Jo) 2 (Jo)(J2)  (J ; )  2 (J2)(J4) (J4) 2 (J4)(J6) (J6) 2 

1 2.00000 -3.33333 1.38889 0.00000 0.00000 0.00000 0.00000 
2 0.00000 0.00000 0.05556 0.00000 0.00000 0.00000 0.00000 
3 0.00000 0.00000 0.79365 0.47619 0.07143 0.00000 0.00000 
4 0.00000 0.00000 0.00000 0.00000 0.22727 0.00000 0.00000 
5 0.00000 0.00000 0.00000 0.00000 0.33058 0.05510 0.00230 
6 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.88384 
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structure of each configuration plays an important role (Wohlleben 1984). For 
instance, at high temperatures (kBT ~ A~f) the valence adjusts to maximise the 
entropy from the two configurations, which are determined by the excitation 
energies and their degeneracies. The intensity of the peak seen by Mook et al. 
falls faster with temperature than the RPA model used for SmS predicts, in 
particular at the valence transition. This is mostly accounted for by the reduction 
is Sm 2÷, though not entirely. Nevertheless, this seems to be the first neutron 
scattering evidence for the persistence of intra-ionic correlations in a strongly 
mixed valent phase. 

The observation of large widths of intraconfigurational peaks is not surprising 
since they are expected to be broadened by some function of A~f. The widths also 
depend on the precise valence of the compound, the degeneracy of the levels 
(Wohlleben and Wittershagen 1985) and the effects of projecting the interconfigu- 
rational mixing matrix elements on to the ionic ]L, S, J)  basis (Hirst 1975). This 
can lead to different widths for different ionic transitions. More surprising is that 
the peak is shifted to lower energies than in SmS and the free ion, even after 
allowing for dispersion. From table 3 it can be seen that the intermediate valence 
compounds Sm0.75Y0.25S and EuPdzSi 2 are the only systems to show a significant 
renormalisation of the spin-orbit splitting. Indeed this may be a signature of 
intermediate valence, because the 4f wavefunction close to the ionic core is only 
affected by substantial mixing of two different electronic configurations (see sect. 
2.1.2). It is interesting to note that the spin-orbit coupling in Sm 3÷ ions is lower 
than in Sm 2÷ : ~4f = 191 meV and 216 meV, respectively. Using the lower value, the 
J = 0--~ J = 1 transition would occur at 32 meV which is where it is centred in 
more recent measurements (Holland-Moritz et al. 1988). This agreement is, of 
course, fortuitous but it does give some insight into the nature of the hybridised 
ground state wavefunction. 

There appears to be a strong coupling to optic phonons in Sm0.75Y0.25S 
(HoUand-Moritz et al. 1988) which could also lead to an effective energy shift but 
single-crystal experiments are required to clarify the issue. Incidentally, Weber et 
al. (1989) plot the K-dependence of the transition intensity and compare it to the 
Eu 2+ atomic form factor. The correct comparison is with the 7F0----~ 7F 1 inelastic 
structure factor and gives an equally good agreement. However, the K-range is 
not sufficiently extended to be sensitive to any differences between the two. 
Whilst Weber et al. have succeeded in identifying quasielastic scattering from the 
Sm 3÷ configuration with a linewidth of about 7 meV, there has been no study of 
the Sm 3+ spin-orbit peak at 130meV. Since the transition is well above any 
phonon energies, its observation would be useful in determining to what extent 
the resonant phonon coupling is responsible for the renormalisation of the Sm 2÷ 
spin-orbit level. 

EuPdzSi 2 is an intermediate valence compound in which Eu undergoes a shift in 
valence from 2.33 at 170K to 2.76 at 130K (Kemly et al. 1985). Eu 2+ is 
isoelectronic to Gd 3÷ which has an 8S7/2 ground state, i.e., L =0. There are 
therefore no spin-orbit transitions, and the first excited level is at nearly 3.5 eV 
(Martin et al. 1978). Eu 3+ has a 7F 0 ground state separated by only 46 meV from 
the 7F 1 level in Eu:LaC13 (Martin et al. 1978). At low temperature, Holland- 
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Moritz et al. (1987) observe an excitation at 38meV in EuPd2Si2, but this 
disappears at the valence transition consistent with the reduction in Eu 3+ charac- 
ter in the high-temperature region. This drop in intensity with temperature is 
correlated with a large increase in quasielastic scattering arising from fluctuations 
within the Eu 2+, 8S7/2 ground state. In this instance, it is unlikely that the 
reduction in the peak position from the stable trivalent value is due to phonon 
coupling since the peak is quite sharp and shows no extra structure. The scale of 
the shift is similar to Sm0.75Y0.25S and could therefore also be due to a 
renormalisation of ff4f, but is unusual since its value (8 meV) is much larger than 
the intrinsic linewidth (2 meV). It does not appear reasonable to ascribe the shift 
to an interconfigurational energy difference since this would require the neutron 
spectra to be dominated by transitions between the f7 and f6 configurations rather 
than within them. 

4.3.2. Cerium heavy-fermion compounds 
The underlying physics of heavy-fermion and intermediate valence phenomena 

is believed to be similar, both involving hybridisation between the localised 4f 
electron wavefunctions and the conduction band whilst preserving the strong 
intra-atomic correlations of the 4f electrons. In spite of this, charge fluctuations 
are not significant in the cerium heavy-fermion compounds, all of which are close 
to being integral valent (R6hler 1987). Instead, the hybridisation produces an 
effective antiferromagnetic exchange coupling between the localised and itinerant 
electrons (Schrieffer and Wolf 1966) which can either suppress the magnetism 
altogether, through spin fluctuations, as in the Kondo effect, producing a Fermi 
liquid of extremely heavy quasiparticles, or lead to magnetic order through an 
RKKY-like mechanism. Since the characteristic energy scale of the spin fluctua- 
tions, usually called the Kondo temperature, TK, is only of the order of 10 K, the 
spin-orbit transition at 279 meV is not of thermodynamic significance. In that 
case, the hybridisation is confined within the sixfold-degenerate 2F5/2 ground 
state, or even a subset of that manifold if the crystal-field splittings are larger than 
T K. On the other hand, this does not apply to cerium intermediate valence 
systems, such as a-Ce and CeRu2, in which the spin fluctuation temperature may 
be several thousand Kelvins and the number of f levels available for hybridisation 
is closer to 14. 

Whilst there have been several theoretical investigations of the effect of 
hybridisation on the crystal-field excitations within the ground multiplet 
(Maekawa et al. 1985, Lopes and Coqblin 1986), there have been relatively few in 
which the spin-orbit level is explicitly included. Cox et al. (1986) have shown, in 
the context of the Anderson impurity model, that when T K is comparable to the 
spin-orbit splitting, the inelastic peak is broadened and shifted to lower energies. 
Given that the cross-section is weak, at about half the intensity of the 
praseodymium spin-orbit cross-section, they concluded that the transition was 
unlikely to be seen except in heavy-fermion compounds with low values of T~. 
This appears to be confirmed by the failure to observe such a transition in CePd 3 
in recent measurements on HET (Osborn, unpublished). On the other hand, the 
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spin-orbit transitions in low-T K materials should not be dramatically shifted from 
their flee-ion values. 

Osborn et al. (1990) have observed the 2F5/2---~ 2F7/2 spin-orbit transition in 
CeAI 3 (fig. 4), one of the canonical heavy-fermion materials characterised by an 
especially large electronic specific heat coefficient at 1620 mJ mo1-1 K -2 (Andres 
et al. 1975). T K is estimated to be about 5 K (Murani et al. 1980) so a well defined 
spin-orbit peak was anticipated, especially since the compound has a low nuclear 
scattering cross-section and therefore low multiple scattering backgrounds. The 
spin-orbit peak is split into two peaks at low K at 260 and 291 meV with identical 
intensities and FWHMs of 49 meV, compared to an estimated resolution width of 
12 meV. This is a surprising result because there are no other instances of a 
splitting of a spin-orbit peak in neutron spectra so far. In general, the instrumen- 
tal resolution is not good enough to reveal crystal-field splittings of excited 
multiplets, particularly in metals where the crystal-field potential is well screened 
and hence rather weak. Overall splittings of the ground state multiplet are 
commonly in the range 10-20 meV with similar values expected for the spin-orbit  
levels. In CeA13, the ground state multiplet is split by just over 7 meV and, 
although the crystal-field potential has not been solved (in particular, the sixth- 
degree crystal-field parameters cannot be estimated from the ground multiplet 
splitting) it is unlikely to produce such a large splitting of the 2F7/2 multiplet. 

The splitting of the spin-orbit level may be even greater than 30 meV since 
there is some evidence of inelastic scattering at higher energies (up to 360 meV) 
emerging at higher K. Whereas the peaks at 260 and 291 meV are of dipolar 
character, the higher energy scattering is clearly non-dipolar. This could arise 
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Fig. 4. Neutron inelastic scattering from CeA13 at 20 K, measured at an angle of 5 ° with an incident 
neutron energy of 600 meV on HET. The data have been fitted by two Gaussians and a tail of 
low-energy scattering. 
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from scattering from hydrogen impurities, but there does not appear to be any 
evidence of other vibrational overtones. Non-dipolar transitions are possible 
between the two multiplets, even though the total cross-section is dipolar. They 
arise from transitions between crystal-field levels in the two multiplets in which 
AM > 1, e.g., 2F5/2, M = 1 ~ 2F7/2 ' M = -~. 

Goremychkin and Osborn conclude that the crystal-field potential acting on the 
spin-orbit level is larger than the potential acting on the ground state level. Since 
extensive optical studies of the crystal-field splittings in ionic systems have shown 
that a unique potential can be used to analyse the splittings in a large number of 
different multiplets with only minor discrepancies (Carnall et al. 1989), this 
observation suggests that a radically different mechanism for the crystal field is in 
operation, one that can vary from multiplet to multiplet. One possibility is that 
the crystal-field potential is due to the same hybridisation mechanism that 
produces the low-temperature Fermi liquid behaviour. It is already known that 
the hybridisation-mediated exchange between the f electrons and the conduction 
electrons, which will reflect the point group symmetry of the cerium ion, can give 
rise to a large contribution to the crystal field (Wills and Cooper 1987, Levy and 
Zhang 1989). The magnitude of the exchange coupling is given by (Schrieffer and 
Wolf 1966) 

u (40) 3-kf = 2]Vkf]2 Efn(Ef, + U) ' 

where Vkf is the hybridisation matrix element, El, is the energy of the f level and 
U is the intra-4f Coulomb repulsion. The energies are with respect to the Fermi 
energy, so with El, negative and El, + U positive, 3-kf represents an anti- 
ferromagnetic exchange coupling. Equation (40) helps to explains why hybridisa- 
tion exchange is so important in cerium systems, Firstly, IVkt] is large because of 
the relatively expanded character of the cerium 4f wavefunction, and secondly El, 
is small, though not so small that the Schrieffer-Wolf transformation is invali- 
dated. 

The other interesting feature of eq. (40) is that the absolute value of El, will be 
lower for t h e  2F7/2 multiplet than for t h e  2F5/2 level so that 3-kf is enhanced. The 
widths of the excited level will also be increased by any increase in ~-kf as is 
observed. One corollary of this suggestion is that 3-kf is probably the dominant 
component in the crystal-field splitting of the ground state manifold as well, in 
agreement with the suggestion of Levy and Zhang (1989). 

5. Coulomb transitions 

5.1. Introduct ion 

We have designated as Coulomb transitions those intermultiplet transitions in 
which AL # 0 ,  i.e., transitions between levels derived from different Russell- 
S a u n d e r s  2S+lLy terms. As shown in sect. 2.1.1, their energies depend on the 
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Coulomb repulsion between the electrons in the f shell and are much more 
sensitive to changes in the local environment than the spin-orbit transitions. They 
are therefore a useful probe of the way intra-atomic correlations are affected by 
the metallic state, particularly in the actinides. Nevertheless, there are relatively 
few investigations of Coulomb transitions in metals since their energies all exceed 
500 meV and most exceed 1 eV, as can be seen in fig. 1. The lowest energies are 
found in Pr 3+, Sm 3+ and Tm 3÷, all of which have now been studied by neutrons 
(Taylor et al. 1988, Needham 1989, Osborn et al. 1990). Although Coulomb 
transitions are non-dipolar, they can have appreciable cross-sections at inter- 
mediate values of momentum transfer, and are, in many cases, stronger than the 
dipolar (i.e., J---> J --- 1) cross-sections at the same K. 

The recent observations of Coulomb transitions in actinide intermetallic com- 
pounds (McEwen et al. 1990, Osborn et al. 1990) are of particular interest 
because the 5f electrons are on the boundary between localised and itinerant 
behaviour. The neutron results give direct evidence of the persistence of strong 
intra-atomic correlations in, e.g., the heavy-fermion compound UPt 3. The 
theoretical challenge is to reconcile this with the substantial evidence that the f 
electrons also form a coherent Fermi liquid (Fulde et al. 1988, Zwicknagl 1988). 

5.2. Normal lanthanides 

5.2.1. Praseodymium 
The Coulomb transitions with the lowest energies are found in the f2 configura- 

tion of the Pr 3+ ion. In the free ion, the three 3H4----~3F transitions are 2,3,4 
observed between 600 and 850 meV with the 3H4---~ 1 G  4 t r a n s i t i o n  at 1230 meV 
(table 5). Accordingly, praseodymium metal was the first material in which 
Coulomb transitions were studied by neutron scattering (Taylor et al. 1988). 
Figure 5 shows the neutron inelastic scattering from the sample described in sect. 
4.2.1 using an incident energy of 1300meV. In addition to the spin-orbit 
transition at 261 meV, there are three peaks at 578, 747 and 809 meV. These are at 
similar energies to those of the 3H---~ 3F transitions in the free ion, though 
uniformly shifted down by about 40 meV. 

TABLE 5 
The  experimental  and calculated energies (in meV) of intermultiplet transitions f rom the 3H 4 ground 
state multiplet  of  the  Pr 3÷ ion: free ion (Martin et al. 1978); Pr doped in LaF  3 (Carnall  et al. 1989); Pr 
doped in anhydrous  LaC13 (Dieke 1968); Pr metal  (Taylor et al. 1988); calculation using the  following 

parameters ,  F 2 = 36.0 meV, F 4 = 5.69 meV, F 6 = 0.55 meV and ff4f = 92.2 meV. 

Free ion Pr :LaF 3 Pr:LaC13 Pr metal  Calculation 

3H 5 266.8 260.0 262.5 261 259.3 
3H 6 544.1 527.5 533.9 - -  529.3 
3F~ 619.5 619.3 600.9 578 577.3 
3F 3 795.4 787.9 772.7 747 751.4 
3F 4 849.9 840.7 828.4 809 808.7 
1G 4 1230.0 1211.9 1202.3 - -  1173.5 
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Fig. 5. Neutron scattering cross-section of praseodymium metal at 17 K, measured at an angle of 5 ° 
with an incident neutron energy of 1300 meV on HET. The change in scattering vector across the 
spectrum is shown at the top of the diagram. The instrumental resolution varies from 60 to 25 meV as 
the energy transfer increases from 0 to 1000 meV. The data have been fitted by four Gaussians and a 
tail of low-energy scattering. Inset: the results above 400 meV on an expanded scale. 

The K-dependences of the peak intensities are plotted in fig. 2 where they are 
compared to the calculated cross-sections of the pure 2S+lLj transitions. Taylor et 
al. argue that the peak at 578 meV must be the 3H4----~ 3F 2 transition since the 
3 ....9.3 . . . . .  H 4 H 6 transmon, predicted to be in the same energy range, is weaker by an 
order of magnitude. They also point out the need to calculate the intensities in 
intermediate coupling. In particular, the nominal 3F 4 level has the composition 

3F 4 ~ 0.8053F4 - 0.5801G4 - 0.1253H4 . (41) 

The substantial admixture of both the 1G 4 and 3H 4 levels by the spin-orbit  
coupling increases the intensity of the 809 meV peak to roughly equal that of the 
747 meV peak, as observed experimentally. When this is taken into account, the 
measured intensities of all the Coulomb transitions are approximately a factor two 
lower than the calculation, in contrast to the good agreement for the spin-orbit  
transition intensity. Taylor et al. were also unable to see the 1G 4 peak, predicted 
to be just under 1200 meV in energy, using an incident energy of 1600 meV even 
though its cross-section is calculated to be relatively strong. 

The discrepancies between the predictions (i.e., free-ion energies and atomic 
model intensities) and the neutron scattering measurements are the most signifi- 
cant results of the experiment. The energy shifts are well reproduced by reducing 
the F 2 Slater integral by 10% from its value in the free ion, keeping the remaining 
Slater integrals and the spin-orbit  coupling fixed (table 5). This represents an 
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appreciable reduction in the Coulomb repulsion between the two f electrons from 
that pertaining in the free ion, and is direct evidence of an enhanced screening in 
the lanthanide metal. As discussed in sect. 2.1.2, smaller shifts are also seen in 
ionic systems. The reduction in F 2 is 4.4% in Pr:LaC13 but less in Pr:LaF3, 
correlating with the larger polarisibility of the C1- ions (Newman 1977). Since 
these are the only measurements on the Pr 3+ ion in a metal to date, it has not 
been established whether, in metallic compounds, there are equivalent correla- 
tions with, e.g., the density of states of the conduction band. 

The reason for the discrepancy in the intensities is currently a matter for 
speculation. There are a number of possibilities. Firstly, it may be a consequence 
of performing the calculations semi-relativistically. The 3H and 3F terms are 
composed of differing amounts of j = ~ and j = 27- character, which in a fully 
relativistic treatment have different radial wavefunctions. This prevents a com- 
plete factorisation of the radial and angular parts of the cross-section, and 
requires considerable numerical computation. It seems unlikely that this should 
produce a major drop in intensity, especially since the discrepancies between 
calculation and experiment are smaller in thulium (see sect. 5.2.3) where relativis- 
tic effects are stronger. 

A more likely explanation is that the intensities are reduced for the same 
reason that the Slater parameters are reduced (Osborn 1989), i.e., because the 4f 
wavefunctions are hybridised with other configurations of higher energy. The f 
electrons partially occupy more delocalised levels so reducing their mutual 
electrostatic repulsion from the Hartree-Fock estimates (see sect. 2.1.2). In a 
metallic environment, there may be additional hybridisation with the band states, 
implying a correlation between the Slater parameter shifts and the intensity 
reductions. 

5.2.2. Samarium 
Because of the high multiplicity of the two lowest terms in the Sm 3+ ion, 6I--I 

and 6F, the multiplet structure below 1.5 eV is relatively complicated. Above the 
J---~ J + 1 transition, the neutron cross-sections are dominated by the 
6H5/2----~ 6F3/2,5/2 transitions which occur at 827 and 889 meV in Sm:LaF 3 (Carnall 
et al. 1989), along with weaker transitions to the 6F1/2,7/2 levels at 797 and 
991 meV, respectively. Free-ion spectra are not available, but are not expected to 
be much different from the fluoride. Needham (1989) reports, in SmPd3, the 
observation of two peaks at 781 and 842 meV with some evidence of a third at 
934 meV. The spectra were taken with an incident energy of 1250 meV, above the 
absorption resonance at 870 meV, with scattered energies lying in the transmission 
"window" below the resonance. A detailed comparison with the calculated 
cross-sections has not been attempted because of the consequent energy depen- 
dence of the neutron absorption. Nevertheless, the data are consistent with a 
uniform reduction of the energies of all the Coulomb transitions by about 50 meV 
from the values in Sm:LaF3, in qualitative agreement with the praseodymium 
results. Once again, the values in Sm:LaC13 lie between the metal and the fluoride 
(Martin et al. 1978). 
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5.2.3. Thulium 
The energy of the lowest Coulomb transition in trivalent thulium, t h e  3H 6 ~ 3F 4 

transition, is at just under 700 meV with transitions to the 3F 3 and 3F 2 levels at 
just under 2eV. There are strong deviations from the Land6 interval rule 
[equation (6)] because of intermediate coupling. Moreover, the mixture of the 
3H4, 3F 4 a n d  XG 4 levels by the spin-orbit interaction substantially alters the 
transition intensities. Figure 6 shows the inelastic neutron scattering from a 100 g 
sample of thulium metal, measured at HET by Osborn et al (1990) with an 
incident energy of 2.14 eV. Four well defined transitions are observed at 684, 
1018, 1560 and 1760 meV. Comparison with the transitions in Tm:LaF 3 (Carnall et 
al. 1989; see table 6) show that these peaks correspond closely in energy with the 
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Fig. 6. Neut ron  scattering cross-section of intermulitplet transitions from the 3H 6 ground level in 
thulium metal  at 20 K, measured  at an angle of 5 ° with an incident neut ron  energy of 2140 meV on 
HET.  The  ins t rumental  resolution varies f rom 56 to 27 meV as the energy transfer  increases f rom 500 
to 1800 meV. The data have been fitted by four Gaussians  and a tail of low-energy scattering. The  
peaks are labelled by the final state of the transition. 

TABLE 6 

The experimental  and calculated energies (in meV) of inter- 
multiplet transitions from the 3H 6 ground state multiplet of  
the Tm 3+ ion: Tm doped in LaF a (Carnall  et al. 1989); Tin 
metal  (Osborn  et al. 1990); calculation using the following 
parameters ,  F 2 = 5 9 . 3 m e V  , F a = 8 . 1 9 m e V  , F 6 = 0 . 8 9 6 m e V  

and ~4f = 326.8 meV. 

T m : L a F  3 T m m e t a l  Calculation 

3F 4 689,7 694 693.5 
3H 5 1017.0 1018 1017.8 
3H 4 1550.4 1560 1556.0 
3F 3 1774.3 1760 1810.7 



I N T E R M U L T I P L E T  TRANSITIONS 35 

3H6---> 3F4,  3 H 5 ,  3H 4 a n d  3 F  3 transitions, respectively. Furthermore, the relative 
intensities of the 3H-> 3H and the 3H----> 3F transitions are in good agreement with 
a full intermediate coupling calculation, in contrast to the praseodymium results 
(fig. 7). 

The energies of all the transitions are well reproduced with F 2 = 59.3 meV and 
ff4f = 326.8 meV. The remaining Slater integral parameters were kept fixed to their 
hydrogenic ratios (see sect. 2.1.1). The value of ff4f is identical to that determined 
by Carnall et al., although the Slater integrals are slightly different because of our 
neglect of the other weaker free-ion parameters. 

Since the transition energies of Pr:LaF 3 are close to those of the free Pr 3+ ion, 
it is especially significant that there is no appreciable difference between thulium 
metal and the fluoride. This suggests that, in the heavy lanthanides, there is no 
additional screening of the Coulomb interaction to that occurring in the free ion. 
Osborn et al. (1990) propose that this is a consequence of the lanthanide 
contraction making the f shell in the heavy lanthanides much less susceptible to 
perturbation by the external environment. The fact that there are no anomalies in 
the measured intensities confirms the existence of a correlation between the Slater 
parameter shifts and the intensity reductions inferred from the praseodymium 
results (Osborn 1989). Both are a consequence of increased hybridisation of the f 
states in the lighter lanthanides. 
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Fig. 7. Neutron inelastic structure factors for intermultiplet  transitions in thulium. The lines represent  
the calculated intensites, taking intermediate coupling into account, of the 3H6----~ 3F 4 (smooth line), 
3H6---~3H 5 (long-dashed line), 3H6--~3H 4 (chain line) and 3H6---~3F 3 (short-dashed line) transitions. 
The calculated structure factors are normalised to the 3H6----~3H 6 intensity at K = 0 ,  which has a 
cross-section of 2769 mb sr -1. The measured intensities of transitions to the 3F 4 (filled circles), 3H 5 
(filled triangles), 3H 4 (open circles) and 3F 3 level (filled square) levels are normalised to the calculated 
structure factor of the 3H6----> 3F 4 transition at K = 6.2 A-~. 
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Investigations of Coulomb transitions in intermediate valent thulium (and 
samarium) compounds are an obvious development in this field. 

5.3. Uranium alloys 

The study of Coulomb transitions is especially valuable in actinide metals and 
intermetallic compounds (McEwen et al. 1990, Osborn et al. 1990). Because of 
the greater radial extent of the 5f charge distribution, the actinide f electrons tend 
to hybridise more strongly with band electron states than their lanthanide 
counterparts. In a number of actinide metals, it is evident that the f electrons 
contribute to the cohesive energy through the formation of 5f bands, either by 
direct f - f  overlap, as in a-uranium, or by hybridisation with conduction bands, as 
in URu 3 or URh 3 (Oguchi and Freeman 1986, Johansson et al. 1987). In these 
cases, relativistic band theory is successful in predicting lattice constants, photo- 
emission and Fermi surfaces (Arko et al. 1985) provided the f states are included 
as itinerant. 

On the other hand, good agreement with the de Haas-van Alphen measure- 
ments on UPd 3 (Ubachs et al. 1986) is only obtained by treating the f electrons as 
core states (Norman et al. 1987), whilst photo-emission results show that there is 
no f-electron density at the Fermi level in this compound (Baer et al. 1980). It is 
significant that UPd 3 is the only actinide metal in which well defined crystal-field 
excitations have been observed by neutron spectroscopy (Shamir et al. 1978, 
Murray and Buyers 1980, Buyers and Holden 1985). All these results indicate that 
the uranium ions in UPd 3 have a localised f2 configuration and behave more like 
stable lanthanide ions. 

Although band theory cannot describe the f electrons in UPd 3 adequately, it 
can help to explain why they behave differently from the f electrons in other 
apparently similar compounds. Johansson et al. (1987) have shown that in UX 3 
compounds, where X is a 4d transition metal, the d electrons hybridise to form 
two separate bands; a bonding band, largely composed of X-derived 4d states, 
and an anti-bonding band, composed of the U-derived 6d states. In most of the 
compounds, the 5f states hybridise with the 4d states spreading the f contribution 
to the electronic density of states over several electron volts. In UPd3, however, 
the f states lie in the gap between the two d bands and scarcely hybridise at all. In 
these circumstances, the f electrons gain correlation energy through the localisa- 
tion process. In a further study of the band structure of U(Pdl_xRhx) 3 alloys, 
Eriksson et al. (1988) have studied the Mott transition in which the f-electron 
character changes from localised to itinerant with increasing x as a consequence of 
the 4d band moving up in energy. 

McEwen et al. (1988) have suggested that similar mechanisms are responsible 
for the change in magnetic behaviour in U(Pdl_xPtx) 3 alloys from localised 
magnetism for x = 0 to heavy-fermion superconductivity for x = 1. Franse et al. 
(1985) have shown that the large electronic specific-heat enhancement in UPt 3 is 
not present until x > 0.7. The effect of increasing hybridisation is also evident in 
the crystal-field spectra (McEwen et al. 1988, 1990b), with the peak at 14 meV 
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shifting to lower energy and broadening as x increases, becoming quasielastic at 
x = 1. There is always the possibility that some of this broadening is due to lattice 
disorder, but the absence of well defined crystal-field transitions in UPt 3 confirms 
that much of the damping is due to the hybridisation. 

These results encouraged the first investigation of intermultiplet excitations in a 
uranium compound (McEwen et al. 1990, Osborn et al. 1990). Whilst crystal-field 
studies can trace the development of hybridisation, they cannot show what 
happens to the 5f-electron ground state as it grows. The observation of inter- 
multiplet transitions, however, can establish whether intra-atomic correlations are 
maintained as the hybridisation is turned on, and gives information on the 
composition of the hybridised ground state. An estimate of the positions of the 
intermultiplet transitions in U 4+ ions can be obtained by using the free-ion 
parameters of UO 2 (Rahman and Runciman 1966). The lowest transitions are the 
3H4----~ 3F 2 a n d  3H 5 transitions at 448 and 692 meV, respectively. The former is a 
Coulomb transition and so would be significantly reduced in energy by hybridisa- 
tion. The observation of the 419/2---~ 4Ill/2 transition, which occurs at 530 meV in 
U3+:LaC13 (Carnall and Crosswhite 1985), would imply the development of 
intermediate valency. 

Figure 8a shows the neutron inelastic scattering from UPd 3. There is a peak at 
385 meV with a width of about 60 meV sitting on a multiple scattering back- 
ground. McEwen et al. (1990a) ascribe the peak to t h e  3Hn----~3F 2 transition, 
which requires F 2 = 19.7 meV, a 20% reduction from its value of 23.73 meV in 
UO 2. To reduce the number of free parameters to one, the ratios of F 4 and F 6 to 
F2, and the value of ~st are kept fixed to their ionic values. This Slater parameter 
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Fig. 8. Neut ron  inelastic scattering 
from (a) UPd  3 and (b) UPt  3 at 20 K, 
measured  at an angle of 5 ° with an 
incident energy of 800 rneV on HET.  
The  data have been fitted to a Gaus-  
sian and a tail of  low-energy scattering. 
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shift is much larger than that found in the lanthanides but appears reasonable, 
given the greater spatial extent of the 5f wavefunctions. This result then confirms 
the earlier conclusions concerning the localised nature of the 5f shell in UPd 3. 

McEwen et al. (1990a) performed equivalent scans for x = 0.37, 0.5, 0.75 and 
1.0 in the alloy series U(Pdl_xPtx)3. A similar peak is seen in every sample 
although its energy falls to 375 meV at x--0.5. In U P t 3 ,  it is at 373 meV and is 
both broader and weaker (fig. 8b). The extra reduction of F 2 at x = 0.5 occurs in 
the same composition range as a change in the crystal structure from the dhcp 
phase of UPd 3 to a 10-layer structure (McEwen et al. 1990b). Nevertheless, apart 
from this small energy shift, the intermultiplet transition persists across the series, 
showing that the ground state of the heavy-fermion compound UPt 3 is, like UPd3, 
composed of highly correlated 5f states, with a major component formed from the 
5f 2 3H 4 ground level. The measurements do not rule out the presence of a 5f 3 

component, as well, i.e., that U P t  3 is an intermediate valence compound with a 
hybridised ground state composed of two configurations. However, the failure to 
observe any 5f3-derived peaks implies that the uranium ion is close to tetravalent. 

The suggestion that UPt 3 has a fairly localised 5f 2 configuration is not entirely 
new. It was proposed by Johansson et al. (1986) after consideration of the molar 
volumes and crystal structures of similar tetravalent compounds. On the other 
hand, there is considerable evidence that the f electrons form itinerant bands, 
even if their contribution to the bonding is small. Most strikingly, de Haas-van 
Alphen studies (Taillefer and Lonzarich 1988) provide detailed measurements of 
the Fermi surface topology which are in excellent agreement with relativistic 
local-density functional band structures (Norman et al. 1988, Christensen et al. 
1988) which treat the f electrons as itinerant. Therefore, in spite of the neglect of 
orbital correlations, which the neutron scattering results show are very strong, 
one-electron band theory predicts the correct Fermi surface. The resolution of 
this paradox, that the f electrons are both highly correlated and yet itinerant, is, 
of course, central to the understanding of heavy-fermion phenomena. 

For UPt3, the resolution of this conflict appears to be rather subtle. Density 
functional band theory predicts the correct Fermi surface but not the correct 
quasiparticle masses. To do that requires a reduction of the band widths in a 
semi-empirical manner (Fulde et al. 1988, Zwicknagl 1988); in the case of U P t  3 

the renormalised band widths are about 50 meV (Christensen et al. 1988). This is 
much less than the intermultiplet splitting so, whilst the f electrons may form 
bands through hybridisation with the ligand d orbitals, the resulting Fermi liquid 
must be derived from the f states comprising the  3H 4 ground level. It seems that 
the reason for the success of band theory may be fortuitous. Because of the 
strength of the spin-orbit interaction and relative weakness of the Coulomb 
interaction in the actinides compared to the lanthanides, the 5f electrons are 
closer to being in the jj-coupling states than their lanthanide counterparts, for 
which L S  coupling is a much better approximation. In the limit of strong 
spin-orbit coupling, relativistic band theory will predict the correct jj-coupling 
ground state, which has both f electrons in the j = ~ state, and indeed Zwicknagl 
(1988) has shown that the Fermi surface of U P t  3 consists almost wholly of j = 
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character. She concludes that the Fermi surface topology is given correctly by 
band theory provided the spin-orbit coupling is strong. To this should be added 
the condition that the Coulomb repulsion between the f electrons must be 
comparatively weak, so that it is reasonable to neglect the orbital correlations 
implied by Hund's rules. 

Investigations of the intermultiplet transitions have only just begun, but it is 
already evident that they can help to clarify the nature of the 5f-electron ground 
states in actinide metals. The experience gained from measuring Coulomb 
transitions in the relatively stable configurations of lanthanide compounds has 
been essential in interpreting the scattering from more strongly hybridised 
configurations. So far, the similarities between actinide systems and their lantha- 
nide counterparts are more remarkable than their differences. As more actinide 
compounds are explored, it should be possible to determine the degree of 
correlation necessary for the development of a particular ground state, whether 
localised, heavy fermion or itinerant. 

6. Theory 

6.1. Tensor operators 

The use of a spherical basis for the representation of tensor components 
facilitates the application of (tensor) operator techniques to the calculation of 
matrix elements in atomic spectroscopy. 

We select a sufficiently general form of a spherical tensor product which allows 
K k the combination of two tensors Ur, Vq while preserving the fundamental prop- 

erties of a spherical tensor of rank K, 
K • k K 

X o { U r ®  (42) = V q } Q  , 

where 
K k K { U q / @ V q } Q  ~ E K k U T V q  ( K T k q l g O  ) . ( 4 3 )  

q,q, 

For convenience, we employ an abbreviation 

[K, J , . . . ]1 /2  ~X/ [ (2K+ 1 ) (2J+  1 ) . . . ] ,  (44) 

because (44) or a similar combination of factors appears frequently in our 
formulae. With this notation, and using a 3j symbol, we have 

xoK E K k 1/2 -k+k'-o(~k " = U 3 , V q [ g  ] ( - 1 )  ( 4 5 )  
q,q' 

A tensor operator is thus created from U and V, and the analogy to the coupling 
of angular momentum eigenfunctions is underlined by the presence of the 
Clebsch-Gordan coefficient in (43) or, equivalently, the 3j symbol in (45). If, on 
the other hand, we are given a double tensor, this may be represented as a sum of 
tensor products by 
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UyVqK k : 2 (KTkqIKQ}X~ . ( 4 6 )  
K,Q 

The special significance of this equation derives from the fact that some of the 
interaction operators considered here contain double tensors, while the general 

K formulae used in the following refer to tensor products of the form X o. 
The above formulation includes the possibility Of obtaining the final rank K = 0 

from two tensors of the same rank: 

xO ~ ~ ~ (k k ~) 1 ~q 
= q UqV_q q - q  = ( -1 )  k [klX/~ (--1)qu~Vkq._ (47) 

Here, the right-hand side is, except for the prefactor, the scalar product of two 
tensor operators and, in the case of k = 1, this reduces to the dot product of two 
vectors, albeit expressed in spherical components. For the 3j symbol in (47) 

(~  k ~ ) = ( ~  k _ k q ) _ ( - l )  k-q 
- q  q [k]  1/2 

We use this value of the 3j symbol for the case where one of the two operators is 
reduced to a (unit) scalar 

o (o ° { C o @ V Q }  Q = E [ K ] 1 / 2 ( - 1 )  K - Q  Q 
Q 

o K K (48) = CoVo_ =- VQ. 
The last expression allows us also to apply general results derived for coupled 
tensors to single tensor operators. 

The spherical formalism hides at first glance the customary Cartesian expres- 
sions, and this is particularly noticeable for the vector product: 

(U×V)lq i(-1)~-qv~ E 1 1 ( 1 1 ) = Uq,Vq,, , q" __lq 
q',q" 

(_i)V~ {ulq, 1 1  = @Vq,,}q.  (49) 

In the context of atomic spectroscopy, with special emphasis on the lanthanide 
atoms and ions, most configurations will consist of more than one electron and the 
corresponding operators of interest will contain a sum of single-particle operators, 
e.g., 

S = ~ (s~), L = ~ (l~), (50) 
tl v 

and if we refer to a general operator 

X e (51) 

Here, v labels the n equivalent electrons in an atomic shell of angular momentum 
l. 
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6.2. Wigner-Eckart theorem 

After arranging our notation to accommodate spherical tensors we turn to a 
powerful tool for the calculation of matrix elements. The Wigner-Eckart theorem 
allows the factorisation of a matrix element into a part containing the dependence 
of the "magnetic" quantum numbers, essentially a 3] symbol, and a part 
independent of these, called the reduced matrix element and already employed in 
sect. 2; 

(o ,S ,L ,J ,  MIX~Iv ' ,S ' ,L ' ,J ' ,M'  ) 

( _ I ) J _ M ( J  M K J ' ) (  j ~ ) = v ,  S', L ,  J '  . (52) Q M' v ,S ,L ,  (xv) K ' ' 

In order to achieve a more compact notation we make the abbreviations 
0 = v, S, L, 0' = v', S', L '  etc. as in sect. 2. Again, with out main interest 
centered on the lanthanide series, we have used in (52) eigenstates of the total 
angular momentum operators j2, jz in the matrix element. 

The coupling of Russell-Saunders states 10, Ms, ML) by means of Clebsch- 
Gordan coefficients, 

I0, J, M) = E (S, Ms, L, MLIJ, M)[O, Ms, ME) (53) 
Ms,M L 

has a consequence for the reduced matrix element in (52) 

( v , S , L , J  ~(x~) K v ' ,S ' ,L ' ,J ' )  

= [J, K, j,11/2 L' 0 ~ (u,)K(v~) k O' . (54) 
k 

We note for later applications of this formula that, K in (54) will be restricted to 
K the values 1 and 0. Also, the operators u v, Vkq operate in different spaces, e.g., the 

orbital or the spin part of a wavefunction. Note, furthermore, that the reduced 
matrix element on the right-hand side of (54) contains only a product of tensor 
components and not a tensor product. 

6.3. Many-electron matrix elements 

If a reduced matrix element between many-electron states is to be expressed in 
terms of those of single-electron states, we have to introduce the concept of 
fractional parentage coefficients pioneered by Racah. Collecting the general parts 
of a reduced matrix element between states with n equivalent electrons, we are 
led to the definition of a Racah tensor and, in this case, the fractional parentage 
coefficients will appear explicitly only in this definition: 

(OIIW(~'~)l[O') = n[S, K, S', L, k, L'11/2(-1) "+~+L+s+~+k 

x~(ol}o)(o{[o,)(_l),+£{Ss co s K  S ' } { L  £k L'}l ' (55) 
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The reduced matrix element on the right-hand side of (54) consists of single- 
electron reduced matrix elements belonging to the specific operators, and the 
reduced matrix element of the corresponding Racah tensor. The latter, clearly, is 

K k independent of the nature of u~ and v q, 

= (sflu~lls)(l l lv~ll l)  [~, l k ] l / ~  (o l lw(K,~l lo ' ) .  (56) 

We may proceed even further, including the 9j symbol and any factors of (54) in 
the definition of yet another Racah tensor, and arriving at a compact expression 
for the reduced matrix element of a tensor product, 

, ) v ,  S', L ,  J '  

= (sllu~lls)(Zllv~lll)(O, Jllw(~'~)KIIo', J ' ) .  (57) 

The main effort of calculating a many-electron matrix element is obtaining a value 
for the reduced matrix elements of the Racah tensors W (~'k~ and W (~'~x. Once a 
list of these quantities is available, calculation of the full matrix element repre- 
sents a relatively simple task, since it requires the specific reduced single-electron 
matrix elements of u K nd v k, for instance. 

An example will provide us with an opportunity to apply our formalism. Use of 
a general tensor product includes the option to consider also the matrix elements 
of a single vector operator. There is, however, a price to pay, since the 
Wigner-Eckart  theorem (52) requires even a unit scalar c o to have a non trivial 
reduced matrix element 

(silo°fix) --- V(2s + 1) ,  (zllc01rz) = X/(21 + 1),  (58) 

and these values have to be taken into account in (56) and (57). As a con- 
sequence we find, for l = 3, 

(o, JIIt l lO',  J ' )  = (lllllll)x/2(O, JIIW(°'l~lllo',  J ' )  , (59) 

(o, Jrlsl lo' ,  J ' )  = v~(s l ls l l s ) (o ,  Jl lW(l '°) l l lo  ', J ' )  . (60) 

The reduced matrix elements for the single-electron operators are 

( l r l l l l l )  = x / [ l ( l  + 1)(21 + 1)] = 2x/2-i-, (61) 

(sllslls) = ~/[s(s + 1)(2s + 1)J = V ~ .  (62) 

We shall now consider the case J = J '  = 4 for praseodymium, Pr 3÷. The reduced 
matrix elements of the Racah tensors are 

(3H, IIW<°'~ 113H,) = 3V--~, 

(3H~ II W "'°~1 II ~n4) = - 2V-~,  (63) 
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and the final result from (59) and (60) is 

(3HaI[Ll13H4) = 36~/7~ , 

(3H4 II s II 3H4) = -6V~. (64) 

Because we have restricted attention to a J-multiplet, operator equivalences exist, 
i.e., S = gsJ and L = g J  together with the result 

(0, JllJllo, J) = V[J (J  + 1)(21 + 1)]. (65) 

With the well known expressions 

J(J  + 1) + S(S + 1) - L ( L  + 1) (66) 
gs = 2J(J  + 1) ' 

J(J + 1) + L ( L  + 1) - S(S + 1) 
gL = 2J(J  + 1) (67) 

the results given in (64) are easily reproduced for Pr 3+ with L = 5, S = 1 and 
J = 4 .  

If we apply our formulae to an intermultiplet case J # J' ,  e.g., J = 4 and J '  = 5 
for Pr 3+, the reduced matrix elements are 

(3H411W(°'l)l [13H5) = - 3 V ~  5 

(3H411WO'°)l [13H5)=6V~5 

and we find from (59) and (60) 

(3H4[ISlI3Hs) = -(3H4]ILII3Hs) -- 3 V ~ .  

(68) 

(69) 

(70) 

This is not unexpected because the operator J = L + S has no matrix elements 
between states with differing J-values and, thus, the reduced matrix elements for 
L and S must be of opposite sign and of the same size. 

To round off our experience, in handling the formalism developed above, we 
consider the angular part of the spin-orbit interaction (without an r-dependent 
part) 

Ygst = ~ s~. I v = ~ ~ (-1)q(su)q(lv)_q . (71) 
P v q 

Here, the second term on the right-hand side is already written in spherical 
components. From eq. (47) we see that the scalar product of s~ and l~ is 
proportional to a tensor product of rank K = 0, 

Z s . ' l  (--1)~/3{Slq 1 0. = ® tq)0 (72) 
v 

We choose again Pr 3+ with J = J '  = 4. The reduced matrix element of the Racah 
tensor is, in the ground state, 

(3H41]WO,1)°l13H4) = V~-~I~ , (73) 

and together with (72) and (57) we find 
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(3H 4 ~s~.l~ 3 H 4 ) = - 9 .  (74) 

The full matrix element including the corresponding 3] symbol is, for M = J, 

(O,J,J ~s~'l~ O, J, J)=-3. (75) 

This result may be checked against the well known equivalent operator, for a 
J-multiplet, 

2AS.L  = A(J 2 -  L 2 -  $2) ,  (76) 

where A = +1 /2S  in the first and second half of the lanthanide series, respective- 
ly. Although the spin-orbit interaction is diagonal within the multiplet of J-states 
belonging to an LS term, there may be non-zero matrix elements between states 
belonging to different terms. The spin-orbit interaction can thus lead to a mixing 
of states with the same J from different terms. For our example, Pr 3+, we find the 
following reduced matrix elements of the corresponding Racah tensors: 

(3H4[lw(l'l)°l13H4) -- ~ 4 4 ,  

(3H4 II w ~1''° II 3F4) -~ 0,  

(3H4[IW(I'I)°N 1G4 ) .= 1V~75- ' 

(3F4 II W II 3F4) = - 

(3F4 [[ W (1'1)° I[ 1G4) = _ 3 1 ~ ,  

(10411W(1'1>°11104) -~- 0.  

In order to quantify the energies of the spin-orbit interaction, we have to 
include the atomic average of the radial functions (m = (ff(r))l which measures 
the strength of the interaction within a shell of equivalent electrons. To obtain the 
influence of spin-orbit coupling on the atomic energy levels, a simultaneous 
diagonalisation of the spin-orbit and the Coulomb interactions is required. 

6.4. Orbital interactions 

In this and the subsequent section we provide explicit expressions for the 
orbital and spin matrix elements, respectively, which describe the scattering of 
neutrons by equivalent, non-relativistic electrons in a single atomic shell. Deriva- 
tions of the expressions are reported in several references. 

First, we provide some general features of the expressions not covered in the 
introductory material of sect. 2 because they are slightly too technical. A proof 
that the orbital matrix element is proportional to an odd-rank Racah tensor is not 
a back-of-an-envelope exercise. The available proofs start with the comparison of 
one-electron matrix elements evaluated for two equivalent forms of the orbital 
interaction. For the reader who sets about finding a simpler proof, we inject the 
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observation that the important papers by Trammell (1953) and Stassis and 
Deckman (1976) contain errors which directly relate to the question in hand. 
Both papers contain an expression, for the n-electron orbital matrix element, that 
shows a term proportional to the difference between initial and final electron 
energies. Such a term carries with it an even-rank Racah tensor. However, it 
appears because their reasoning is wrong; in truth it is not present for non- 
relativistic electrons in a single shell, for it is correctly derived from the com- 
mutator of the kinetic energy with a spatial quantity, and the n/-diagonal matrix 
element of such a function vanishes. A proof that the spin matrix element is 
proportional to an odd-rank tensor is relatively simple. Note, in passing, that 
reduced matrix elements of many electron operators, such as the spin-orbit 
interaction, are proportional to even-rank tensors which do not have the remark- 
able property of odd-rank tensors mentioned in sect. 2. 

An odd-rank tensor can be associated with even- or odd-parity contributions to 
a matrix element, and these are conventionally described as electric and magnetic 
multipole contributions, respectively (Stassis and Deckman 1976). The orbital 
matrix element contains magnetic multipole terms, whereas the spin matrix 
element contains both magnetic and electric multipole terms. In terms of the 
notation introduced in sect. 2, A(K,  K + - 1) and B(K, K + - 1) are magnetic 
multipole terms, and B(K, K) is an electric multipole term. The latter term 
vanishes for S = S', L = L '  and J = J', that is it does not contribute to the elastic 
form factor of an isolated magnetic ion. 

We now turn to the main purpose of the section, namely, the provision of a 
formula for the orbital matrix element. The result given in eq. (29) for the matrix 
element of the orbital contribution may be rewritten with the use of a 3j symbol 

( O , J , M  ~ e x p ( i K . r ~ ) ( K × V ) q  O' ,J ' ,M'  t 

O' M' 0, exp(iK'r~)(K X V~) 0', J '  

= (-1)J-M e'  M' -(4 )1'2K E 
K,Q 
K',Q' 

× [J]I/2(-1)J'-K'-JN(K, K')(K, Q, g', Q'[1, q)] .  (77) 

The contents of the large square brackets must thus represent the reduced 
matrix element in accordance with (52). Since the operator does not contain a 
spin part, we may use (48) and interpret the interaction as a tensor product with a 
unit scalar operating in spin space. The real space operator is, however, not yet in 
the form of a spherical tensor operator, but using (46) we arrive at 

(O, J ~ e x p ( i K . r ~ ) ( K x ~ r ~ ) O ' , J ' )  

= (sllc°lls)(tllexp(i,~ • r)(k × V)ll/)(0, JllW(°,"')"'ll 0', J ' ) .  (78) 
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With the first factor equal to V~, only the single-electron reduced matrix element 
for the orbital operators remains to be calculated. With some effort the following 
expression may be derived: 

(ll]exp(iK. r)(K x V)[]l ) 

: --K2(477) 1/2 Z YIQ(~)< K, Q, g', Q']I, q ) i  K'-I 
K,Q K',Q' 

(2l + 1) 2 A(K', K', I)( (jK,_I) + (jK,+~) )G(K') (79) 
x V-3 

where 

yX/-K v, K =  K ' +  1, (80) 
G(K')=[~/(K,+I),  K = K ' - I ,  

and the factor A(K', K', l) is 

( ( 2 l +  3)(1+ 1)~1/2(1 K' 171-1~1_ K' Kt~ 
A(K', K', I )=( - -1)  l+2 

0 8 1 ~  / ~o o o / t ~  I + 1  l J" 
(81) 

Collecting all the results we are now in a position to present the quantities 
A(K, K') used in (77), and also a(K, K') as defined in (30) 

(2l + 1) 2 
a(K, K') = ( -1 )  ' ' - g ' - '  i g '-I V~ [j]l/2 

× G(K')A(K', g', l)(O, JlIW(°'"'~"'llo', J'). (82) 

The restrictions on K, K' are K =  K ' +  1, only, K' is an odd integer, and its 
maximum value is 21 + 1. The following equation 

A(K'+ 1, K')  = ~ A(K' - 1, K ' ) ,  (83) 

describes the relationship between the two A(K, K'). 
It is, perhaps, worthwhile to note the relation with the Racah tensor W (°'K') 

(0, JIIW(°'"')"'llO ', 1 9 

= ( - 1 )  K'+'+~+L' [ j ,  j,]ln K' [S, g ' ]  I/2 {JL S Jr} (Ollw(O'K')llO')" (84) 

The reduced matrix element (ollW(°'K')llo') is often expressed in terms of the 
reduced matrix elements of a quantity V according to the relation 

(°llw<°'"'>ll°')= x - - Y - /  (°]lv°">ll°') " (85) 

Values of (0 II v <''~ II 0') arc providedby Nielson and Koster (1963) and Condon 
and Odaba~i (1980) for example. 
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6.5. Spin interactions 

An important step in the calculation of the spin contribution to the magnetic 
interaction, eq. (33), is the result given in (31) which may be rewritten as 

(O,J,M ~exp(iK.G)(s~) q O',J',M') 

= ( _ I ) / _ M (  ~ K' J '  Q, M,)(O,J ~ e x p ( i l c ' G ) s  ~ O',J') 

=(-1) ' - a~  Q' M '  (47r)1/2 ~] Y~(~)C(K, K') 
K,Q 

K',Q' 

x {K, Q, K', Q'I1, q)[J]l/2(-1)" it-s). (86) 

The second equality emphasizes the relationship between the quantities C(K, K') 
and the reduced matrix element. In contrast to the previous section, the inter- 
action operator operates in both spin and real space, where the real space tensors 
emerge as Y~(~') from a plane-wave expansion of the exponential. The applica- 
tion of eq. (46) allows us to make use of eq. (57) and we obtain 

(O,J ~ e x p ( i K - G ) s  ~ O',J') 

= (sllsHs)(lHexp(iK. r)][l)(O, JI IW(I 'K)K' I IO ', J'). (87) 

The reduced matrix element for the single-electron spin operator is given in (62) 
and has the value V~. The second reduced matrix element may be taken from 
Judd (1963) and the complete reduced matrix element is found to be 

(O,J ~ e x p ( i , t . G )  G O',J') 

(4~) 1/2 Z .K.,K* K' K] 1/2 = 1 r o (if)(1, qK, Ol , Q'}(-1)t[l, l, 
K,Q 

K',Q' 

Effecting some minor arrangements in the Clebsch-Gordan coefficient, in prepa- 
ration for a comparison with (86), we arive at the following result for c(K, K'), 
defined in accordance with eq. (32): 

c(K, K') = i K 
[/, l, K, K , ]  1/2 

[j11/2 ( -1 )  '+'+K'- ' '  

x (~ KO ~)(0, JIIWO'K)K'[IO ', J') • (89) 
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The 3j symbol requires K to be even and K ~< 2l. The reduced matrix element is 
related to the Racah tensor W °'~° by an expression analogous to eq. (84), 

(O, J,,W(I'K)K',IO', J') - [J' K" J']I/2 { s~' L J}  
[1, K11/2 L' J' ( o l l w < l ' I ~ > l l o ' )  . (90) 

K K '  

There is only one task left before we reach the final result embodied in eq. (33). 
The magnetic interaction requires a double vector product with the unit vector ff 
as shown in eq. (8). If the component of (86) parallel to ff is subtracted to leave 
only those parts which are orthogonal to if, we arrive at the quantities B(K, K'), 
where 

B(K, K ' )  = C(/¢,/C') - ~ C(/C"/~)[K", /q1/2(-1)K+" '  
K" 

10K)(o 
k 1 " 

This formidable looking expression allows only two terms in the sum over /¢, 
namely /£  = 0, 2. In the case K = K '  we obtain a very simple result, B(K, K) = 
C(K, K). For K ' =  K_+ 1 each B(K, K') is given as a linear combination of 
C(K, K') and C(K +_ 2, K'), respectively. The following equation: 

B(K' + 1, K') = ~ B(K'-  1, K'), (92) 

describes the same relation between the B(K, K') for K = K '  -+ 1 as given in the 
previous section for the orbital part. 
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Appendix: evaluation of neutron cross-sections 

In this appendix, we summarise the formulae required in the calculation of 
neutron scattering cross-sections, give an example of such a calculation and 
conclude with tables of the necessary coefficients. Firstly, we remind you of the 
definition of the cross-section obtained in sect. 2.2.4. 

d2o - (Eft1/2 2 
dJ~dEf = Eii/ r°~(K'J'J')a(h~°-a) (11) 
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with ~(K, J, J') given by 

~(K, J, J') = ~, ( K , ~  ) [A(K' - I, K') + B(K' - I, K')] 2 
K '  

w i t h K ' = l ,  3, 5, 7 and K = 2, 4, 6. 
The major effort entering a calculation of matrix elements for magnetic neutron 

scattering is concentrated in the quantities denoted A(K, K') and B(K, K'). From 
the discussion in sections 2.2.4 and 6.4 we have found the factor A(K, K') to be 
associated with both the radial averages < JK'-I ) and < ]K'+I )" To emphasise this 
fact in the tables, the corresponding numbers K ' - 1 ,  K ' +  1 are given as 
subscripts in the form A(K, K')x,I,K,+I. The values of B(K, K') associated with 
< J'K'-I> and < ]K'+I ) are different and, therefore, enter separately in the tables as 
B(K, K')K, 1 and B(K, K')K,+I. For both quantities A(K, K') and B(K, K') the 
values for K = K'  - 1 and K = K'  + 1 are related as indicated in eqs. (83) and 
(92). To summarise, 

A(K, K') = A(K, K')K, 1,K'+I((JK'-a} + (JK'+I)), 

B ( K '  - 1, K ' )  = B ( K '  - 1, K')K,_I(  jK,_a> + B(K' - 1, K')K,+~ ( jK,+I> , 

B(K, K)=  B(K, K)K<&> . 

The top line in each table lists the lanthanide ion, the electronic configuration, 
and the L, S- and L' ,  S'-values for selected terms. The second line contains the 
J-value of the ground state and each following column is characterised by the 
J ' -values available in the L' ,  S'-multiplet. If an element is forbidden by the 
conditions imposed through 6j or 9j symbols the entry is left blank. A single 0 
indicates a zero value for the corresponding quantity. Each non-zero entry lists 
the square of the value in prime factored notation, i.e., the numbers given 
represent the powers of consecutive prime numbers arising from a factorisation. 
A negative sign is indicated by an asterisk in front of the first digit. A negative 
power is underlined and, to increase readability, a comma is inserted after each 
group of four exponents. 

The first entry in the table for Ce 3+, fl, 2F_2 F in the column J ' =  ~ is 

[A(0, 1)0,212 = . 4 2 1 1 ,  

A(0, 1)0.2 - 3 " 

If a prime number exponent has two digits some blank space separates these from 
Pr , f2, 3H_3H, we find for J '  = 5, the following digits. In the last row for 3+ 

[B(6, 7)612 = 12 500,211,  

26 ~ (  17 ) 
B(6, 7)6 --  ( 3  2 X 11) ~ " 

In some cases a prime number is given explicitly to simplify the notation. As an 
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example we use Sm 3+, fs, 6H_6 H for J '  = 9: 

[B(2, 3)2] 2 = .3811, 11 (31) 2 , 

2 × 2 × 
B(2, 3)2 34 ~ / ~ 5 x 7 x l l ]  " 

Let us now consider the calculation of the inelastic structure factor (A1). As an 
example, we choose the dipole-allowed transition J =  4, J ' =  5 of Pr 3+, f2, 
3H--> 3H, and work through the first three terms up to ( J2 )2. For this we need five 
As and Bs, namely A(0, 1), B(0, 1), A(2, 3), B(2, 3) and B(2, 2). Inspection of 
the appropriate table shows that A(2, 3) = 0 and 

A(0, 1 )=  V~s ((Jo) + ( ] 2 ) ) ,  

B(0, 1) = -2V;--~s (Jo} - 13 V~o (]2) a3 

B(2,3)  = - 1~5 ~ <12> + " ' ,  (A2) 

B(2, 2) = -~13V~ ~ ( ]2)  , (A3) 

where we have omitted the (]4) term in B(2, 3). From (35) we find 

~(K, J, J')  = 3 [A(0 ,  1) + B(0,  1)] 2 + 3 [A(2,  3) + B(2,  3)] 2 + 3 [B(2,  2)] 2 
(A4) 

= 0.200( j0} 2 - 0.342{ ]0}(]2) + 0.335( ]2} 2 + . . . .  (A5) 

(a6)  

It is instructive to compare this with the dipole approximation obtained from eqs. 
(21) and (27), namely, 

51- [(J0) - (J2)] 2 , (A7) 

which is in tolerable agreement with the exact expression evaluated to order 
(h)  2. 

Ce3+ (fl) ZF_2 F 

J=~ J'=-~ 1 '=5 

A(0, 1)o,2 * 4211 2201 
A(2, 3)2,4 * 3112 4102 
A(4, 5)4,6 * 301!, 2 202_1, 2 

B(0, 1)o 0211 * 4201 
B(0, 1)2 * 421._._! * 0201 
B(2, 2)2 0 * 1311 
B(2, 3)2 511____22 * 8302 
B(2, 3)4 * 3!12 * 0102 
B(4, 4)4 0 "2201 1 
B(4, 5)4 101!, 2 * 420!, 2 
B(4, 5)6 * 3031, 2 • 024!, -2 
B(6, 6)6 * 1321, _11 
B(6, 7)6 
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pr3+ (f2) 3H_3 H 

J = 4  J '  =4  J '  =5  J '  =6  

A(0, 1)o,2 .401 111 
A(2, 3)2,4 0 0 0 
A(4, 5)4,6 6!10, 41 * 4-210, 31 2211, 41 

B(0, 1)o 421 * 311 
B(0, 1)2 * 4630, 02 * 1530, 02 
B(2, 2)2 0 * 1710, 02 2700, 11 
B(2, 3)2 5430.12 * 11 730, 01 7710, 11 
B(2, 3)4 5210, 32 1310, -21 * 1310, 31 
B(4, 4)4 0 1010, 21 *_10!0, 11 
B(4, 5)4 * 4_110, 41 4210, 31 * 8211, 41 
B(4, 5)6 6330, 412 * 2630, 312 * 0651, 412 
B(6, 6)6 0 1730, 212 * 0730, 111 
B(6, 7)6 * 7601, 312 12 500,211 * 10 -310,311 

pr3+ (f2) 3H_3 F 

J = 4  J '  =2  J '  =3 J ' = 4  

A(0, 1)o,2 
A(2, 3)2,4 * 5302, 1 2_31! * 2202 
A(4, 5)4,6 0 0 0 

B(0, 1)o 0 0 
B(0, 1)2 * 1510, 1 1620, 1 
B(2, 2)2 372!, 1 * 0720, 1 0201 
B(2, 3)2 7702, 1 * 10 71__! 842--2 
B(2, 3)4 * 3302, 12 * 2311, 22 222_2, 22 
B(4, 4)4 1011, -22 * 4010, 22 4501, -21 
B(4, 5)4 2210, -32 * 3210, -31 3100, _31 
B(4, 5)6 6632, -3 * 1634, 31 * 1342, 31 
B(6, 6)6 * 2721, 21 * 0751, -21 * 0221, 21 
B(6, 7)6 9511, 21 * 12 611, 21 

pr3+ (f2) 3H_1G 

J = 4  J '  =4  

A(0, 1)o,2 
A(2, 3)2,4 
A(4, 5)4,6 

B(0, 1)o 0 
B(0, 1)2 * 532 
B(2, 2)2 * 4301, 1 
B(2, 3)2 * 8320, ! 
B(2, 3)4 * 0300, 32 
B(4, 4)4 .2001, 31 
B(4, 5)4 *3200, 41 
B(4, 5)6 5242, 41 
B(6, 6)6 4_321, 31 
B(6, 7)6 8311, 31 
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pr3+ (f2) 3F_3 F 

J = 4  J '  =4  J '  =3  J '  =2  

A(0, 1)o,2 * 201 * 21 
A(2, 3)2,4 1212, 1 130!, 1 2_312 
A(4, 5)4,6 * 2110, 21 * 2220, 21 * 1220, 2 

B(0, 1)o * 021 0_1 
B(0, 1)2 * 261 * 25 
B(2, 2)2 0 173 2711 
B(2, 3)2 1412, 1 * 170!, 1 * 6712 
B(2, 3)4 * 1212, _1 • 3_3Ol, ! * 2312 
B(4, 4)4 0 1000, ! 4001, _1 
B(4, 5)4 2110, 21 2200, 21 • 3200, 2 
B(4, 5)6 * 2330, 21 * 2660, 21 • 1640, 2 
B(6, 6)6 0 1721, 11 1731, 11 
B(6, 7)6 5621, 11 4521, 11 

pr3+ (f2)3F_1G pr3+ (f2)1G_I G 

J = 4  J ' = 4  J = 4  J '  =4  

A(0, 1)o,2 A(0, 1)o,2 
A(2, 3)2,4 A(2, 3)2,4 
A(4, 5)4,6 A(4, 5)4,6 

B(o, 1)o 0 B(o, 1)o 
B(0, 1)2 2310, 1 B(0, 1)2 
B(2, 2)2 * 3311, 2 B(2, 2)2 
B(2, 3)2 3312, 2 B(2, 3)2 
B(2, 3)4 * 1352, 2 B(2, 3)4 
B(4, 4)4 3031, 21 B(4, 4)4 
B(4, 5)4 * 0230, 31 B(4, 5)4 
B(4, 5)6 2232, 31 B(4, 5)6 
B(6, 6)6 * 3331, 21 B(6, 6)6 
B(6, 7)6 7321, 21 B(6, 7)6 

• 221 
3232,! 
2!10,41 

Nd3+ (f3) 4i_4 I 

j = ~  j , = 9  j , = ~  j ,=13 j , = ~  

A(0, 1)o,2 * 0002, _1 0101, 1 
A(2, 3)2.4 7102, 31 * 9201, 31 6110, 21 * 421__!1, 21 
A(4, 5)4,6 • 3012, 612 1311, 612 • 1003, 511 4101, 5_[ll 

B(0, 1)o 0200, _1 .2101, 1 
B(0, 1)2 * 0202, _3 * 2521, 3 
B(2, 2)2 0 * 3221, 1_!1 3411, 21 
B(2, 3)2 3102, 31 * 922_1, 31 2310, 01 * 841_!, 2_!1 
B(2, 3)4 7302, 512 * 520!, 5_!12 * 6310, 412 0011, 412 
B(4, 4)4 0 3111, 312 • 5121, 412 2121, 411 
B(4, 5)4 * 5212, 612 5111, 612 * 3223, 511 8121, 511 
B(4, 5)6 * 3050, 6322 1151, 6__3322 1241, 5312 * 2341, 5312 
B(6, 6)6 0 * 224_1, 3112 5430, 4112 * 1331, 4111 
B(6, 7)6 5231, 5312 * 18 53_1, 5312 6040, 4311 * 10 241, 4311 
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Nd3+ (f3) 4i 4 F 

j = ~  j , = ~  j , = ~  j , = ~  j , = 9  

A(0, 1)o,2 
A(2, 3)2,4 * 2012, 01 _1312, 11 * 0_102, 11 110_2, _1 
A(4, 5)4,6 0 0 0 0 

B(0, 1)o 
B(O, 1)2 
B(2, 2)2 
B(2, 3)2 0 0 0 0 
B(2, 3)4 * 2212, _21 * 31___!2, 31 4102, 31 * 3102, 3 
B(4, 4)4 4422, 31 * 5025, 31 6115, 3 * 5112, 3 
B(4, 5)4 3122, _41 • _3022, _4 (29) 2 4012, 4 * _3012, 4 
B(4, 5)6 * 3122, 41 7022, 42 6_232, 42 * 7_232, 42 
B(6, 6)6 2!11, 3 * 3!12, 3 5322, 3 * 2-341, -3 
B(6, 7)6 * 8422, 32 9212, 32 * 7211, 321 

pm3+ (f4) 5 i s  I 

J = 4  J ' = 4  J'=5 J ' = 6  J ' = 7  J ' = 8  

A(0, 1)o,e * 2212 1211 
A(2, 3)2,4 7212, 3 * 9211, 21 9201, 3 * 4201, 21 
a (4 ,  5)4,6 * 4_112,612 4111, 512 * 2_102,602 1_112,511 * 1101, 511 

B(0, 1)o 621 * 3211 
B(0, 1)2 2412, 2 34__._!1, 2 
B(2, 2)2 0 3431, _2 * 4411, -1 
B(2, 3)2 * 3212, 3 3411, 01 * 340-1,302 4_201, 21 
B(2, 3)4 * 7412, 502 3211, 412 3201, 502 * 042-1,412 
B(4, 4)4 0 * 1-111,412 1121, 302 * 33_11,412 31__221, 411 
B(4, 5)4 6312, 612 * 4_111,512 2124, 602 * 5314, 511 51_21,511 
B(4, 5)6 4_150, 6322 * 0351, 5322 2340, 6222 1150, 5312 • 1341, 5312 
B(6, 6)6 0 345_1, 4122 • 244_1, 3012 2041, 4112 * 244_1, 4111 
B(6, 7)6 * 5421, 5322 6_421, 4314 * 6_46-1, 5212 12 45_1, 4311 * 8_44_1, 3311 
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Eu3+ (f6) 7F_7 F 

J =  0 J '  = 0 J '  = 1 J '  =2 J '  =3 J '  =4 J '  =5 J '  =6 

A(0, 1)o,2 
A(2, 3)2,4 
A(4, 5)4,6 

B(0, 1)o 
B(0, 1)2 
B(2, 2)2 
B(2, 3)2 
B(2, 3)4 
B(4, 4)4 
B(4, 5)4 
B(4, 5)6 
B(6, 6)6 
B(6, 7)6 

21 

.41 
*03 

• 131 

3101 

5301 
*1101 

*1110,! 

2010,2 

2010, 2 
*0230,2 

*1321,11 

Gd3+ (fT) SS_8 S 

j=-~ j ,=~ 

A(0, 1)o,2 
A(2, 3)2,4 
A(4, 5)4,6 
B(0, 1)o 
B(0, lh 
B(2, 2)2 
B(2, 3)2 
B(2, 3)4 
B(4, 4)4 
B(4, 5)4 
B(4, 5)6 
B(6, 6)6 
B(6, 7)6 

.0001 
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Er3+ (f11) 4i_4 I 

j = ~  j , = ~  j , = ~  ] , = ~  j , = ~  

A(0, 1)o,2 * 2110, 001 * 111 
A(2, 3)2.4 211_..22, 0_111 111.__1_1, 0!1 2!12,211 1201, 21 
A(4, 5)4,6 * 2010, 4111 * 1010, 4111 * 2010, 5111 * 1111, 511 

B(0, 1)o * 0110, 001 311 
B(0, 1)2 2530, 001 15__.332 
8(2, 2)2 0 • 2410, 0!1 • 3501, 1_1 
B(2, 3)2 * 413__22, 01-11 533___!1,011 451___22, 2112 5401, 21 
B(2, 3)4 * 2112, 2111 * 3511, 211 * 4132, 411 * 3001, 412 
B(4, 4)4 0 5310, 3111 05!1,411 5111, 411 
B(4, 5)4 0210, 4111 0 * 00!0, 5111 * 5111, 511 
B(4, 5)6 2050, 4311 1250, 2311 2450, 5311, 2 1351, 5312 
B(6, 6)6 0 * 2451, 3111 * 3551, 4111 * 2341-, 4111 
B(6, 7)6 * 6521, 2311, 1 * 7521, 2311 6231, 4311 7_251, 4311 

Tm3+ (f12) 3H_3 H 

J = 6  J '  =6  J' =5 J '  =4  

A(0, 1)o,2 * 1321 * 131 
A(2, 3)2,4 0 0 0 
A(4, 5)4,6 0111, 401 0010, 301 2011, _4 

B(0, 1)o * 1301 131 
B(0, 1)2 1501 351 
B(2, 2)2 0 * 2201 * 2500, 1 
B(2, 3)2 * 4200, 1 231 7510, 1_ 
9(2, 3)4 * 8200, 3 * 4310, 2 * 1110, 3 
B(4, 4)4 0 3111, 2 !210, 1- 
B(4, 5)4 4!11, _401 * 4210, 301 * 8011, 4 
B(4, 5)6 * 01-51,421 * 2250, 321 * 0_451,422 
B(6, 6)6 0 1230, 201 0530, 1-01 
B(6, 7)6 5541, 3211 6510, 2211 * 10 !10,321 

Tm3+ (f12) 3H_3 F 

J = 6  J '  =4  J '  =3  J '  =2  

A(0, 1)o,2 
A(2, 3)2,4 * Ol * 0!0! 
A(4, 5)4.6 0 0 0 

B*O, 1)o 
B(0, 1)2 
B(2, 2)2 * 351 
B(2, 3)2 * 45 430! 
B(2, 3)4 2120, 2 2341, 2 
B(4, 4)4 * _4220, 2 * _4112, 2 * 2300, 2 
B(4, 5)4 * 1021, 3 0212, 3 5!01, 3 
B(4, 5)6 * 7441, 32 * 4232, 32 * 1!41, 32 
B(6, 6)6 3520, 201 3221, 2 0030, 2 
B(6, 7)6 7120, 221 7521, 221 * 12 520, 12 
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yb3+ (f13) 2F_2 F 

j = 7  j , = ~  I '=~  

A(0, 1)0.z *020 ! .0_10_1 
A (2, 3)2.4 * 2102, 1 * 2002 
a(4,  5)4,6 * 0011, 21 * 0121, 2 

B(0, 1)0 * 0001 2101 
B(0, 1)~ 020 ! 210 ! 
B(2, 2)2 0 * 3211 
B(2, 3)2 * 2102, 1 6202 
B(2, 3)4 2102, 1 2202 
B(4, 4)4 0 * 4301, 1 
B(4, 5), * 0211, 21 2301, 2 
B(4, 5)6 0031, 21 2141, 2 
B(6, 6)6 0 * 3221,11 
B(6, 7)6 * 4221, 11 
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AF t It 
C3/2; C3/2; C5/2 

CDW 
CEF 
d 

Ad 

EF 
eq, Vcc, EFG 
eQ 

FM 
FIM 
&; gf 

h 
h(T) 

Hol, H~ 

H. 
AHD, AH' D 

adip 
H,,; H,,( T) 

eL 
H~ 

H,,o (AH~,~) 

Ito 

How~; H,,; Ho~)~ 

antiferromagnet AH~o s shift of resonance field 
coefficients for powers of Hr. contribution to remote 
temperature in spin-wave neighbours to H N 
approximation for: hy- H~ self-polarization contribu- 
perfine field; magnetiza- tion to the hyperfine field 
tion; hyperfine coupling (via conduction elec- 
constant trons, induced by the 
charge density wave magnetic moment at the 
crystal electric field same site) 
diameter of single crys- H1;H1,0; Hl,ef f amplitude of RF field; 
talline (SC) sphere external; enhanced 
deviation from sphericity H4f contribution of 4f shell to 
of SC sphere hyperfine field 
Fermi energy ~CEF(W, X) crystal-field Hamiftonian 
electric field gradient (cubic crystalline electric 
nuclear electric quad- field parameters W, x) 
rupole moment Y(Mv(A) molecular field Hamilton 
ferromagnet operator 
ferrimagnet ~o  nuclear quadrupole 
g-factor of conduction Hamilton operator 
electrons; Land6 g-factor ~z,  Zeeman part of Hamil- 
of 4f shell electrons tonian 
Planck's constant I;1~ nuclear spin; ~'-compo- 
normalized hyperfine nent of nuclear spin 
field J electronic total angular 
anisotropy field momentum 
core polarization contri- J(q), J(o) q, q = 0 component of 
bution to hyperfine field exchange integral 
critical fields of type-II Js~ s- f  exchange coupling 
superconductor constant derived from 
demagnetizing field correlation of K(T) and 
width of distribution of x(T) 
demagnetizing fields J4f-s, J4f-d 4f-conduction electron 
dipolar field at nucleus exchange interaction 
hyperfine field; at tem- coupling parameters 
perature T K(T) Knight shift at tempera- 
Lorentz field ture T 
contribution of all (near- K(X) correlation of K(T) with 
est and remote) magnetic x(T) with T as an im- 
neighbours to the hyper- plicit parameter 
fine field K 0 bare Knight shift in inter- 
contribution of a nearest- metallic compound with- 
neighbour magnetic too- out 4f contribution 
ment to hyperfine (reso- K~v, Kd, Ko~ b s + p, d and orbital parts 
nance) field of Knight shift 
applied external mag- gll , K±, Kiso, Kan ~ various components or 
netic field parts of K 
total contribution of 3d k F Fermi wavevector 
electronic moment to hy- L; L z electronic total orbital 
perfine field at own nu- angular momentum; z 
cleus; contribution via component 
conduction electrons; l~ z-component of conduc- 
orbital contribution tion electron orbital 
resonance field angular momentum 
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M; M(H);  M(T) 

M~; M~(T) 

m(T) 

m !  

MF 
N 

NA 
N,, (n,) 

n(q~); n(~, n) 

P 
P; Po 

p(D, p(2) 

PM 
q 
r; rnm ; r i 

rf 
S 

S~ 
Sz 

SC 
SC 
AS 
T 

L 

T~ 

T~ 
T~ 
T* 

T1 

macroscopic magnetiza- T2 
tion; at field H; at T 
spontaneous magnetiza- w 
tion (of domain); at T 
normalized magneti- 
zation X 
z-component of nuclear 
spin x 
molecular field 
demagnetization factor 
(tensor) Z 
Avogadro's number 
number of (occupied) 
sites per shell z~ 
number of nuclei per a, a i 
orientation interval @, 

+ d@; resonating at u 
with enhancement ~7 
pressure Y; Y0 
nuclear quadrupole fre- 
quency parameter; free- 
ion value y~ 
first- and second-order 
contribution to P 6 
paramagnet ~; ~(@); "q(H0) 
wavevector 
radius; distance between 
n and m or between '0' 
and site i ~r~; "qs 
radio frequency 
electronic total spin 0 
angular momentum 
z-component of S 
z-component of conduc- 
tion electron spin polari- 
zation 
single crystal 0p 
superconductor 
surface roughness 
absolute temperature IxB 
ferromagnetic ordering t~i 
temperature / supercond- 
ucting transition tem- pQ 
perature 
ferromagnetic Curie tem- vrf 
perature 
Kondo temperature Vres; Vres(T ) 
N6el temperature 
limiting temperature of ~r 
Fermi-liquid state (for ~ 
T < r * )  ~'e~f 
spin-lattice relaxation 
time 

transversal relaxation 
time 
parameter of octupolar 
contribution to hyperfine 
splitting 
partner element in inter- 
metallic compound 
concentration in pseudo- 
binary (pseudoternary) 
compounds 
average number of con- 
duction electrons per 
atom 
ionic charge 
hyperfine coupling con- 
stant, correlating K and 
X, or individual contri- 
bution 
gyromagnetic ratio; bare 
nuclear gyromagnetic 
ratio 
Sternheimer antishield- 
ing factor 
skin depth 
enhancement factor; at 
orientation q~ in Bloch 
wall; for domain in exter- 
nal field H 0 
enhancement factor of rf 
field; of signal 
angle between direction 
of magnetic hyperfine 
field and EFG axis/angle 
between spin direction 
and radius vector be- 
tween the spins 
paramagnetic Curie tem- 
perature 
magnetic permeability 
Bohr magneton 
magnetic moment per 
atom 
nuclear quadrupole split- 
ting (in frequency units) 
frequency of radiofre- 
quency field 
resonance frequency; at 
temperature T 
electrical conductivity 
pulse separation 
effective value of relaxa- 
tion time of 4f moments 
orientation angle of mag- 
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x(r) 

Xsp, Xd, Xf 

netization in wall with re- 
spect to neighbouring 
domain 
magnetic susceptibility at 
temperature T 
paramagnetic suscep- 
tibility from s + p-, nar- 

Xvv 

Xdia, XL 

row d band, 4f electrons 
van Vleck type induced 
orbital paramagnetism 
contribution to suscep- 
tibility by core or con- 
duction electron Landau 
diamagnetism 

1. I n t r o d u c t i o n  

The application of NMR to rare-earth intermetallic compounds has already 
been treated by Barnes (1979) in chapter 18 of this Handbook in a more general 
context, together with EPR and the M6ssbauer effect in metals, alloys and 
compounds. The present more specialized chapter deals with the more recent 
developments in this field which have been published after 1977, especially for 
magnetically ordered compounds. Earlier results are included in tabular form in 
the appendix, however. The progress in experimental techniques and our under- 
standing of NMR in intermetallic compounds has been remarkable during the last 
decade. Since the pioneering NMR measurements of a wall-free, carefully 
polished, single-crystal GdAI 2 sphere by Fekete et al. (1975), more precise NMR 
experiments of intermetallic ferromagnets became possible. The measurement of 
the high-field Knight shift in ferromagnets and the detailed study of anisotropic 
interactions are typical examples. These more precise NMR techniques also 
revealed a number o f -  at least eventual - pitfalls of the earlier analyses with help 
of zero-field wall signals. Therefore, in sect. 1 of this chapter we discuss some 
details of the NMR techniques to orient a non-specialist and to make him aware 
of these typical problems of the application of NMR. In contrast, we refer the 
reader to the standard textbooks by Abragam (1961), Slichter (1978), and 
Fukushima and Roeder (1981) or ch. 18 of this Handbook for a general 
introduction to NMR and to the influence of the magnetic dipole interaction and 
the electric quadrupole interaction on the NMR spectrum and the nuclear-spin 
relaxation processes. 

In sections 2-5, special applications are selected to demonstrate the poten- 
tialities of NMR in intermetallic compounds. Following the concluding remarks in 
sect. 6, tabular data of NMR with different nuclei in rare-earth intermetallic 
compounds are included in an appendix. 

1.1. Powder  samples  or single crystals? 

Since NMR is a radiofrequency technique using frequencies urf up to several 
hundreds of MHz, the NMR spectroscopist has to tackle the problem of the skin 
depth for electromagnetic radiation in metals. The skin depth 6, 

z ~,-1/2 
6 = tfqxo-v~f) (1) 
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(with the magnetic permeability ~ and the electrical conductivity o-) amounts 
typically to about 10 Ixm or below. The most frequently adopted procedure of 
solving the sensitivity problem is, therefore, to use powder samples for the NMR 
of intermetallic compounds with grain sizes smaller than the skin depth. An 
annealing treatment after powdering is generally recommended in order to heal 
spurious strains so as to reduce line broadening, at least if nuclei susceptible to 
quadrupolar broadening are studied. 

Most investigations nowadays use pulsed NMR spectrometers. Appropriate 
instruments for the lower radiofrequency range (3-200 MHz) are commercially 
available. They have to be equipped with a reliable system for the control of 
tuning, sensitivity and rf field amplitude and pulse shape in order to allow the 
analysis of broad line profiles or relative intensities. An automatic broad-band 
frequency variable spectrometer for the study of hyperfine fields in ferromagnetic 
materials has been introduced recently, working in a frequency range from 10 to 
1000MHz (Webber and Riedi 1981, Dumelow and Riedi 1987). Dedicated 
high-frequency instruments have been developed, as well (see, e.g., McCausland 
and Mackenzie 1980). Transients, such as spurious ringing signals which follow 
the rf pulses are a well known problem in pulsed NMR experiments (see, e.g., 
Clark 1964), especially for magnetically ordered materials and/or applied external 
magnetic fields. They may be caused by excitation of acoustic modes in the coil or 
the sample. Different techniques have been suggested for the prevention of this 
phenomenon, which plagues low-frequency studies in particular-see, e.g., 
Speight et al. (1974). Generally the storage of powder samples under silicon oil or 
paraffin is favourable in order to damp magnetoacoustic oscillations and to reduce 
sample oxidation as well. 

Evidently, powder samples are not acceptable, if the orientation dependence of 
the NMR spectrum has to be explored. Furthermore, for powder samples of 
paramagnetic or ferromagnetic materials, severe line broadening due to varying 
demagnetizing fields is observed in external fields. Thus, NMR of a single crystal 
is essential, if more than the discrimination between signals originating from 
nuclei in domains or Bloch walls and more than the qualitative decision between a 
positive or negative sign of the hyperfine field is required. Stakelon and Follstaedt 
(1978) analysed the factors determining the sensitivity of NMR measurements 
using bulk metal single-crystal samples. They showed that the absolute signal 
intensity from a metallic single crystal with a near-optimum coil can be at least 
10% of that from a powdered sample with particle radii approximately equal to 
the rf skin depth. The main requirement is that the NMR coil has to be wrapped 
around the crystal relatively tightly (see fig. 1) and usually separated by a thin 
layer (20 p,m) of mylar. 

The technique using non-magnetic metallic single crystals in NMR was long ago 
introduced by Jones and Williams (1962), when they analysed the anisotropy of 
the nuclear magnetic resonance in white tin. It is only 14 years ago, however, 
since the techniques appropriate for the NMR of ferromagnetically ordered 
metallic single crystals were introduced by Fekete et al. (1975). However, the 
requirements for the sample preparation are relatively severe. Otherwise the full 
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information and resolution accessible by N M R  is not exploited, which is due to 
the well defined crystal structure and comparat ively narrow N M R  lines of 
intermetallic compounds.  

Let  us discuss this important  aspect in more  detail. In Pauli paramagnet ic  
intermetallic compounds,  the shape of the single crystal is of minor importance,  
but not so in ferromagnetics.  This can be seen f rom eq. (3): the resonance field 
H ~  at the nucleus, 

Pres = (Y/27r)lHresl, (2) 

(with the gyromagnetic ratio 7 of the respective nucleus) in the ferromagnetic 
material  in an applied external field H 0 is equal to the vectorial sum 

Hre s = H o + H D + H L + Hh, .  (3a) 

The hyperfine field Hhf may be anisotropic and is frequently decomposed into its 
isotropic and anisotropic contributions, the latter being caused, e.g.,  by the 
classical dipolar field of the magnetic neighbours. The demagnetizing field 

H D = - I V M ( H )  (3b) 

depends on the sample shape via the demagnetizat ion factor (tensor) N and on 
the macroscopic sample magnetizat ion M ( H ) ,  while the Lorentz  field amounts to 

H E  = + 4 IrM~ (3c) 
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with spontaneous magnetization M s. Thus 

H,:es = H o - N M ( H )  + ~ "rrM s + Hhf . (3d) 

For a multidomain ferromagnetic sample in zero external field, the magnetization 
is homogeneous within a domain, but the directions of magnetizations differ for 
different domains. Thus the macroscopic magnetization M ( H  o = 0) and the 
average demagnetizing field vanish, and 

Hres = Hh  f + 4 7rMs " (3e) 

If an external field is applied, M ( H )  and H D deviate from zero. Their  magnitude 
and direction vary within the sample, if an ellipsoidal sample shape is not 
adopted. The most favourable geometry is a sphere, because then the demagneti- 
zation field will be homogenous and, for samples with negligible magnetic 
anisotropy, collinear with the external field. As long as the external field strength 
H 0 is below 4 ~.Ms ' He and N M ( H )  compensate each other and no NMR line shift 
is observed, as shown in fig. 2. For an external field above technical saturation 
(H o > NMs) ,  the NMR line will shift in proportion to the gyromagnetic ratio, as 
indicated in fig. 2, with the sign of the slope depending on the sign of the 
hyperfine field. 

Any deviation from an ideal spherical shape will lead to a non-vanishing value 
of -437rM8-NM(H) and, in general, to a distribution of H D and resonance 
frequencies and thus to line broadening. Two types of deviations have to be 
distinguished, as was first discussed and experimentally proven by Fekete  et al. 
(1975). One contribution is already troublesome for NMR in an insulating 
ferromagnetic sphere of diameter d; if there is a small deviation Ad from 
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Fig. 2. Qualitative variation of the nuclear magnetic resonance frequency with the strength of an 
applied external field for a spherical ferromagnetic sample with negligible magnetic anisotropy and 
isotropic, positive hyperfine field at low temperature (saturated magnetization). 
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sphericity, which extends over a long range (of the order of d), then there will be 
a distribution of demagnetization fields with a width 

AH D ~ ~ (47rMs) (4a) 

leading to line broadening. The second problem, more difficult to overcome, 
plagues preferentially metallic ferromagnets, where the NMR signal originates 
only from nuclei in the skin depth 6. In addition, scratches and holes in the 
surface, which means small deviations As from the ideal sphere geometry, which 
fluctuate over short distances of the same order as As, will give a broadening of 
the NMR line of about (Fekete et al. 1975) 

AHD = As (4~.Ms) (4b) 
T 

This contribution can only be overcome by a careful polishing of the sphere. 
Techniques that can generally be applied for grinding single crystals of cubic or 
even anisotropic materials into spheres of sufficient quality for condition (4a) with 
the help of variants of the lapidaries' method were long ago reported by Bond 
(1954) and Durand (1959). Also spark machining of cubic Laves-phase com- 
pounds, which contain gadolinium, was discussed (Ayling and Creagh 1977). 
Usually, in a second, more time consuming step the surface is polished by blowing 
the sphere inside a circular channel whose walls are coated with abrasive diamond 
paste using pressed nitrogen for driving. The final emery paste must have a mesh 
of 0.25 Ixm or below. Occasionally electropolishing can be applied as well. 
Vacuum annealing for several days heals the surface defects produced during the 
polishing procedure. With this treatment, line broadening according to eq. (4b) 
can be reduced sufficiently so that even Knight shift measurements in ferromag- 
netically ordered compounds have become feasible. 

1.2. NMR signals from domains and domain walls 

Whilst the interpretation of NMR spectra obtained from Pauli paramagnetic 
intermetallic compounds is relatively straightforward, a superficial analysis of 
zero-field NMR spectra of ferromagnetically ordered compounds can be very 
misleading. In the past, a number of problems originated because the peculiarities 
of NMR in ferromagnetic materials were not taken into account. An NMR 
property of ferromagnets, gratifying at least in principle, is the enhancement of 
the radiofrequency field amplitude H 1 and of the NMR signal strength. The 
electronic magnetization in the domain or the Bloch wall, being driven non- 
resonantly by the rf field, is at the origin of the rf field enhancement via the 
hyperfine interaction 

Hi,eft = 81,0(1 q- 'lj). (5)  

Since enhancement factors , / fo r  nuclei situated in Bloch walls ranging between 
100 and 10 000 (or between 10 and 1000 for nuclei in domains) were observed, the 
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advantage for the detectability of NMR signals is obvious. We refer the reader to 
the reviews by Narath (1967) and McCausland and Mackenzie (1980) for a 
discussion of the enhancement mechanisms in domains and walls. The main 
disadvantage of the enhancement mechanism is that the NMR signal strengths of 
different NMR lines of the same NMR isotope in the same sample can be 
enhanced by different factors, such that the relative intensities do not give a direct 
picture of the number of nuclei resonating at a certain frequency. This problem is 
especially severe in the zero-field NMR of multidomain particles. Frequently, at 
least for short rf pulses of weak amplitude H1, only the NMR signals originating 
from the nuclei in the domain walls are observed, because wall motion shields the 
domains against the rf field. Thus, evidently, all information accessible by such 
NMR refers to the Bloch walls on ly - an  aspect that was frequently forgotten, 
when conclusions about the temperature dependence or the easy direction of the 
magnetization were drawn from such signals or spectra. If the hyperfine inter- 
action is anisotropic, the situation may be even more complicated: then two 
different resonances, enhanced by the wall motion, may be observed-one from 
nuclei situated at the wall center and one from those at the wall edge. This has its 
origin in the variation of the enhancement factor ~(q~) and the number of nuclei 
per orientation interval, n(4~) in the Bloch wall (0 ~< @ ~ 180°): the signal of the 
small number of wall-center nuclei, ~(@ ~ 90°)2n(@ ~ 90 °) may be comparable to 
that of the large number of wall-edge nuclei ~(eb~O°/180°)2n(q~-~O°/180°), 
because the enhancement factor is largest in the wall center. Butler (1973) [using 
a simplified approach compared with the original treatment of NMR in multido- 
main ferromagnets by Turov and Kurkin (1969)] showed several examples where 
the complicated NMR spectra could be reproduced along these lines. For further 
examples, see also Kunkel and Searle (1981) or A1-Assadi et al. (1984). 

Bringing this discussion to an end, we can summarize our conclusions by stating 
that again the most clearcut conditions can be obtained for NMR in a magnetized 
sphere, because then there are no more wall signals and the variation of the 
enhancement factor with the external field strength for the domain nuclei can be 
estimated using 

uhf 
~/(H 0 > Hsat) - -  H0 + Ha n (6) 

(with the anisotropy field Ha. ). 

1.3. NMR spectra 

Some remarks are finally in place as to what is generally plotted as 'the NMR 
spectrum'. Considerable differences between relative signal intensities and line- 
widths can commonly be observed between the NMR spectra of different authors. 
In part they can be linked with the conditions of sample preparation and sample 
treatment. For example, accidental quadrupolar broadening can occur due to the 
grinding procedure or external strains caused by the squeezing influence of frozen 
oil or vacuum grease on the powder sample or the single crystal. Occasionally, 
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differences originiate also from the different weighting of orientat ion-dependent 
spectra, as can be judged from the different spectra of 157Gd in ferromagnetically 
ordered GdA12 shown as an example in fig. 3. In such a case, the measuring 
technique as well as the sample preparation is of importance. 

The NMR spectrum can be measured in two different modes, either by varying 
the frequency or the magnetic field strength. The latter is generally much easier to 
perform. In ferromagnetic substances the amplitudes of the spectra are usually 
distorted because the rf-field enhancement  factor ~rf and the NMR signal 
enhancement factor Bs for nuclei in domains decrease with increasing field 
strength according to eq. (6). Whereas the ~rf variation can easily be taken care 
of by an increase of the rf amplitude with increasing H0, the ~Ts(H0) variation 
usually remains if not explicitly corrected for. (This can be visualized from the 
lowest trace of fig. 3: the high-field quadrupolar satellite is smaller in amplitude 
than the low-field one.) 

Zero-field spectra of ferromagnetic materials evidently have to be measured as 
a function of the rf frequency, in favourable cases by Fourier-transform tech- 
niques or else 'point by point ' ,  adopting a reliable procedure of controlling the 
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tuning, sensitivity and rf-field amplitude. Depending on the kind of adjustment of 
the rf amplitude, the uncorrected NMR spectrum varies like ~ ~rfn(p, ~7) (if the rf 
amplitude is not varied over the spectrum) or like ~sn(V, ~) (if the NMR signal 
strength is optimized at each frequency with respect to the rf-field amplitude H1). 
If such an NMR spectrum has to be converted into a plot of the number of 
resonating spins against frequency, n(v), it has to be corrected for the frequency 
dependence of the enhancement factor ~. A rough determination of the rf-field 
amplitude acting on the sample and thus the enhancement ~/rf can be achieved, if 
the rf field is monitored with the help of a coupling loop and an oscilloscope, 
which are calibrated by using 90 ° pulses for a sample of protons in an external 
magnetic field instead of the sample in question. More ingenious versions have 
been suggested as well, see, e.g., Pieper et al. (1984). 

What (for magnetic or non-magnetic compounds) is actually plotted 'point by 
point' as NMR signal against frequency? A careful solution would be to calculate 
the Fourier-transform amplitudes at the respective frequency from the spin echo 
for different pulse separations and to extrapolate the exp(-2r/T2) dependence to 
zero pulse separation in order to eliminate the influence of an eventual frequency 
dependence of the spin-spin relaxation time T 2. This is quite tedious. Occasional- 
ly the area under the echo, after phase-sensitive detection at the frequency Vrf is 
plotted; this corresponds to the Fourier-transform amplitude at vrf but it is more 
easily perturbed by problems with the baseline correction. Frequently, also, only 
the amplitude of the phase-sensitively detected echo is plotted against frequency. 
This is the quantity most easily accessible, but it is proportional to the echo area 
only if the echo shape does not vary within the frequency range of interest. This 
technique gives broadened and distorted spectra for narrow-line NMR spectra if 
the excitation band width (via the rf-pulse length) and the detection band width 
(via the filter width of preamplifier or phase-sensitive detection) are not selected 
carefully (i.e., narrow enough). Unfortunately, NMR researchers frequently tend 
to forget to indicate the special conditions under which 'their spectrum' was taken 
and thus generate unnecessary confusion! 

2. Microscopic information about the macroscopic properties of magnetically 
ordered intermetallic compounds 

NMR can be used to obtain information about different macroscopic properties 
of magnetic intermetallic compounds, such as the temperature dependence of the 
magnetic susceptibility of the main phase and of impurities (or impurity phases), 
ordering temperatures (Op, Tc), magnetic phase transitions with and without an 
external field, type of magnetic order, influence of deviations from stoichiometry 
and annealing treatments and others. As examples, we select here information 
arbitrarily about the temperature dependence of the spontaneous magnetization 
(sect. 2.1) and on the direction of easy magnetization ('easy direction') (sect. 2.2) 
of magnetically ordered compounds. 
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2.1. Temperature dependence of  the spontaneous magnetization 

NMR presents a convenient local probe for the temperature dependence of the 
spontaneous magnetization. Evidently, the measurement of the temperature 
dependence of the zero-field resonance frequency is much easier than the careful 
analysis of the variation of the resonance frequency with orientation and strength 
of an external field and with temperature in a single crystal. It has, however, 
always to be kept in mind that the zero-field NMR analysis of a multidomain 
powder sample can only yield information about the phenomena in the Bloch wall 
if the zero-field signal originates from nuclei in the Bloch wall. This variation 
should not be compared with the temperature dependence of the magnetization in 
the domain. Only a careful NMR analysis is thus worthwhile for a discussion of 
the eventual differences in the variations of V~es(r)h%s(0K), h ( r ) =  Hhf(T)/  
Hh~(0 K) and re(T) = Ms(T )/Ms(O K), that could prove the temperature depen- 
dence of the hyperfine coupling constant (after correction for the volume vari- 
ation!). Narath (1967) has already given different examples proving that the 
temperature dependences of the zero-field resonance frequencies for domain and 
domain wall signals may be different (e.g., 53Cr in C r X  3 with X = Br, C1, I). 

Generally it is easy to follow the temperature dependence of zero-field NMR 
spectra in the ferromagnetically ordered state up to about (0.5-0.7)T~. This was 
done, e.g., for 67Zn and ~55'157Gd in GdZn (T c = 267 K), and 27A1 and I55'157Gd in 

GdA12 (T c = 172 K), by Herbst et al. (1974), and for 153Eu in EuPt 2 (To = 105 K) 
by Dressel et al. (1988). Short relaxation times T 1 and T 2 and the strong influence 
of temperature instabilities-via large O v~es/OT for T approaching T~- are obsta- 
cles to an extension of the temperature range, which can be, however, overcome. 
For example, Barash and Barak (1984) measured the NMR of 27A1, 155Gd and 
157Gd in ferromagnetic GdA12 and of 27A1 in ferromagnetic DyA12 over a wide 
temperature range in zero external field. [The temperature dependence of the 
NMR frequencies for GdA12 agreed with Bloch's T 3/2 law up to 0.5Tc, while that 
for DyA12 was explained in terms of molecular fields (MF) and crystal electric 
fields (CEF).] They were able to follow the temperature dependence up to 
T = 0.94 To, using the temperature variation instead of the frequency variation to 
record the NMR lines. 

If spin-wave excitations are dominant, the magnitude of the hyperfine field 
decreases as the temperature is raised like 

Hhf(T) 
h(T) - Hh,( 0 K~ - 1 -  (;3/2 T3 /2-  Cs/2T 5/2 . (7a) 

Edwards (1976) showed that - at constant volume - the coefficient C3/2 in eq. (7a) 
is identical to that of the reduced magnetization 

Ms(T) r t  T3/2 C;/2 T5/2 (7b) 
m ( T ) -  M~(OK) - 1 -  ~3/2-  - 

i.e., Ca/2 = C;/2 (if spin-wave excitations are dominant). The explicit temperature 
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dependence of the normalized hyperfine coupling constant contains a T 5/2 term in 
the lowest order: 

A(T) r ' "  T 7/2 (7c) A(O K~ - 1 - C~/2 T5/2 + ~7/e~ " 

Thus the values of the coefficient C3/z for different sites in the same crystal should 
also be the same. Nagai et al. (1976) found different coefficients C3/2, ranging 
from (5-8.5) x 10 -6  K -3/2 for different Co sites from a constant-pressure NMR 
analysis of G d 2 C o 1 7  [omitting, however, the C5/2 term in eq. (7a)]. Oppelt et al. 
(1976) observed different temperature dependences of h(T) for the two non- 
equivalent Y sites (with 18 and 12 nearest Fe neighbours) in YFe3, as well. Riedi 
and Webber (1983) reinvestigated the normalized hyperfine fields at the two Y 
sites in YFe 3. No difference was observed up to T = 35 K, the limit of the r 3/2 

law. Differences evident at temperatures above 100 K were shown to arise from 
higher-order spin-wave terms. Riedi and Webber (1983) also analysed the pres- 
sure dependence of Hhf up to p = 15 kbar, as is necessary for a more precise 
comparison of the temperature dependences in eqs. (7a) and (7b). The pressure 
dependence was in agreement with the picture that the yttrium hyperfine field 
results predominantly from polarization of s-like conduction electrons, with only a 
small d-band contribution. 

2.2. Easy direction of the magnetization 

The characteristic line profile caused by the contribution of the dipolar field 
//dip, which depends on the orientation of the magnetization, to the resonance 
field at a non-cubic lattice site can be used to dismantle the easy direction of 
magnetization. An early NMR example was the 27A1 line shape analysis in 
ferromagnetically ordered RAI~ (R = rare earth) by Kaplan et al. (1973). 

This is an area of NMR applications where the probability of pitfalls is 
especially high: frequently, the experiments are performed with powder samples 
containing walls and magnetic domains. Then the zero-field NMR spectrum may 
reflect the direction of magnetization in the center of the Bloch wall, where only a 
small number of nuclei are situated, which encounter, however, the largest rf field 
and signal enhancement factor. In the way, an interesting piece of information for 
the understanding of the wall type may be obtained, but evidently it does not 
reveal the easy direction of the magnetization. Only if the necessary experimental 
tests (e.g., variation of the NMR spectrum with the strength of the rf field or the 
external field, determination of the enhancement factor, dependence on sample 
preparation) are performed, proving that the signal originates from wall edges or 
domains, can the easy direction be derived reliably. For a discussion of related 
problems also see Bowden et al. (1983). 

With the help of NMR, spin reorientations-with temperature in HoCo 2 
(Guimar~es et al. 1987) or with concentration x in pseudobinary compounds like 
Gdx_xDyxA1: (Ichinose et al. 1984a) or Tbl_xDy~Co 2 (Hirosawa and Nakamura 
1982b) - were also analysed. We have compiled many other examples for this type 
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of application in tables B6 (27A1), B10 (55Mn) and B12 (59Co) in the appendix. 
The anisotropy of the quadrupolar interaction and especially the interplay 

between the magnetic dipole and electric quadrupole interactions may be used for 
the derivation of the easy direction of the magnetization, as well. Both extremes - 
electric quadrupolar interactions that are weak or strong compared with the 
magnetic hyperfine interaction- are useful. The [100] direction was derived, using 
NMR on Ir in GdIr 2 for the portion of the sample from which the NMR signal 
stems from, by Dormann and Buschow (1973) and Dormann et al. (1976)- this is 
an example, where the electric quadrupolar contribution is much larger than the 
magnetic dipolar one. There are many examples, where the 3cos20- 1 depen- 
dence of the quadrupolar splitting (McCausland and Mackenzie 1980) or of the 
quadrupolar echo modulation (Abe et al. 1966) could be used for the derivation 
of the direction of the magnetization in the case of a 'weak' quadrupolar 
interaction. We mention Gdl_xDyxA12 by Miles et al. (1977), DyA12 by Bowden 
et al. (1982) and GdA12 by Dumelow et al. (1988) as examples. 

In some intermetallic compounds, such as RZn with the simple cubic CsC1 
structure, no lattice sites with a low enough symmetry are available in order to 
use the techniques discussed above for the derivation of the easy direction. 
Eckrich et al. (1976) showed that, nevertheless, NMR can be applied in this case: 
a small concentration of non-magnetic a toms-such as Sc, Y or L a - w a s  intro- 
duced. The 67Zn NMR line profile for Zn atoms with seven Gd and one Sc, Y or 
La nearest neighbours in pseudobinary compounds of the general form Gdl_x(Sc/ 
Y/La)xZn was analysed. It indicated the orientation of the magnetization in this 
portion of the sample via the 3cos20 - 1 dependence of the dipolar field contribu- 
tion of the 'magnetic hole' to the resonance field. By the use of different 
non-magnetic ions and extrapolation to vanishing concentration (x--> 0) one can 
determine the easy direction, but one has to make sure, however, that the easy 
direction of the system under study is not influenced by the non-magnetic 
dilution. 

3. NMR information about the electronic structure of intermetallic compounds 
with non-magnetic partners 

The analysis of the electronic structure of intermetallic compounds of the 
lanthanides with non-magnetic partners is an area of especially successful applica- 
tion of NMR. The nuclei of all rare earth ions except cerium and promethium are 
accessible. For five lanthanides, two different stable NMR isotopes are available 
with sufficient natural abundances-see tables A3-A15 in the appendix. They 
have different magnetic dipole and electric quadrupole moments, allowing a 
clearcut distinction between both types of hyperfine interactions in the NMR 
spectra. In many cases, the nuclei of the non-magnetic partners can also be 
investigated by NMR. Generally, highly resolved spectra are obtained with no 
problems in the assignment of the NMR lines to the respective isotopes. 
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For a comprehensive earlier review of the physical properties, compositions and 
crystal structures of intermetallic compounds formed between rare-earth elements 
and non-magnetic metals, including NMR applications, see Buschow (1979). 

3.1. Band structure information: Knight shift in non-magnetic compounds 

The use of NMR as a local probe for conduction electron wavefunctions and 
orbital character already has a long and fruitful tradition. Thus we refer to the 
extensive review on Metallic Shifts in NMR by Carter et al. (1977) for an 
introduction to the field, the relevant relations and further references. The 
introduction of the 'Jaccarino-Clogston-plot' type of correlation between the 
temperature-dependent Knight shifts and magnetic susceptibilities gave an im- 
portant source of qualitative information. Usually the set of eqs. (8a-c), correlat- 
ing the Knight shift K(T), the nuclear spin-lattice relaxation time T 1 and the total 
magnetic susceptibility per mole x(T) ,  was applied (Narath 1967): 

K(T) = Ksp + Kd(T ) + gorb,  (8a) 

(TIT) -1 = (T1T)~-p I + (TaT)d 1 + (T1T)o)b + (T1T)dilp + (TIT)o 1, (Sb) 

x ( r )  = X~p + Xa(T) + Xvv + XL + ,~dia " (8(3) 

Conduction electrons in broad bands of s- and p-like character contribute to all 
three quantities (sp). The Landau orbital diamagnetism (L) of these electrons is 
frequently considered only in the free-electron approximation, and taken care of 
by introducing a factor of two thirds in front of Xsp, whilst Xaia represents only the 
core diamagnetism. More localized non-s-like electrons in narrow bands give 
temperature-dependent contributions. In addition to the spin part (d) of the 
susceptibility, which is noticeable at the nucleus via core polarization (and finally 
Fermi-contact interaction) or via dipolar interaction (dip), van Vleck type induced 
orbital contributions of the magnetic susceptibility lead to orbital (orb) contribu- 
tions of K and 1/T1, and eventually also to quadrupolar contributions (Q) of 
1/T 1. In this chapter we will use the symbol 'a i' (instead of Hhf ) for the hyperfine 
coupling constant(s) (with units of Oe g~l or Oe/electron) in the equation 

K i = a i x i / N A I . L B ,  (9) 

relating the respective Knight shift and molar susceptibility contributions, in order 
to reserve the symbol 'Hhf' for the total hyperfine field (with units of Oe) of 
magnetically ordered compounds (N A is Avogadro's number). Carter et al. (1977) 
can serve as a reference for a compilation of the absolute values of the respective 
coupling constants a i. 

Band structure calculations have improved considerably in the past 20 years and 
give a more detailed picture of the character of the conduction electrons at 
different sites in intermetallic compounds to be compared with the NMR results; 
see, e.g., examples for CsCl-type intermetallic compounds by Belakhovsky et al. 
(1972, 1973) and Seipler et al. (1977). 
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3.1.1. High-field Knight shift in magnetically ordered compounds 
The measurement of the Knight shift for ferromagnetically ordered states also 

seemed interesting, because there were several indications of a change of the 
band structure due to magnetic ordering. For example, Devine and Berthier 
(1979) compared the data on hyperfine fields in magnetically ordered ErA12 and 
DyA12 with ESR results for Er and Dy in ScAI2, LuA12 and YbAI2, and 
concluded that the self-polarization effects might be different in the ferromagnetic 
and paramagnetic phases. The modification of the conduction electron band 
structure due to exchange splitting effects might thus play an important role in 
RA12 compounds. In fact, Knight shift analysis of ferromagnetic intermetallic 
compounds turned out to be possible along the lines presented in sect. 1.1. and 
indicated such changes for the A1 site of GdA12 (Kropp et al. 1983). 

'High-field' Knight shift data for 27A1 and 157Gd in ferromagnetically ordered 
GdA12 (cubic Laves phase, T~ = 171 K) have been reported by Kropp et al. 
(1983) and for 67Zn, 157Gd and aSTGd in ferromagnetically ordered GdZn 
(CsCl-type structure, T~ = 269 K) by Kropp et al. (1984). These measurements 
required not only a high-quality polished single-crystalline sphere, but also 
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Fig. 4. High-field Knight shift measurements of single-crystalline spheres of ferromagnetically ordered 
intermetallic compounds. Parts (a, c) show the shift of the center of the NMR lines for magnetic field 
applied along the [111] (easy) direction for the t57Gd resonance line in GdZn (a) and for the center of 
the 27A1 'a'-site (rn~ = + ½ ~ - ½ ) transition in GdA12 (c). The hyperfine field is negative in both cases. 
Parts (b, d) show these data on a 'magnified' scale: the resonance frequency shift corresponding to the 
bare nuclear gyromagnetic ratio Y0 (I57'y0/2"n = 0.1713 kHz Oe -1 (b) and 27T0/2~ = 1.10936 kHz Oe -1 
(d)) is eliminated. The slope of the full line if proportional to - K and reveals that the Knight shifts of 
157Gd in GdZn [157K=-(5 .0  4 -1 .9 )x  10 -3] and of 27A1 in GdA12 [ZTK=-(2.5-+ 0 . 9 ) x  10 -3] are 
negative. The influence of the external magnetic field on the spin-wave excitations had to be 
considered (root) even for T = 1.5 K ~ To in GdAlz. (Adapted from Kropp 1983). 
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magnetic fields, which are sufficiently far above technical saturation, and a low 
temperature T ~ Tc, see fig. 4. If the measuring temperature would not be 
reduced sufficiently to approach the ferromagnetic ground state of the compound, 
the influence of the magnetic field on the spin-wave excitations and the accom- 
panying variation of the magnetic hyperfine field would be much larger than the 
Knight shift. This would increase the error bar of the appropriately corrected 
resonance frequency data to a size that would make the shift information 
meaningless (Kropp et al. 1983). The NMR investigation proved the predomi- 
nance of non-s conduction electrons in the density of states at the Fermi level of 
ferromagnetic GdA12 and GdZn, for the gadolinium as well as for the non- 
magnetic sites. 

3.2. Analysis of the conduction electron spin polarization 

3.2.1. Uniform polarization model 
NMR investigations can give detailed information about the indirect magnetic 

interactions in intermetallic rare-earth compounds. Different degrees of sophisti- 
cation were applied, when the conduction electron polarization was analysed- 
depending on whether the type of conduction electrons contributing to the 
indirect interactions, the distance dependence of the polarization or their aniso- 
tropy were of interest (Dormann et al. 1980). The simplest, qualitative version 
introduced by Jaccarino et al. (1960) is the so-called 'uniform polarization model'. 
The observed Knight shift in the paramagnetic intermetallic compound, depend- 
ing on temperature, is correlated with the paramagnetic part of the total 
susceptibility: 

K =  K o (1 + J~, gsge-~f- ~ 1) ' 

K = K o (1 + Ja ( g e -  1_______~) X~) (10b) 
2gfp~ 

Here Xf is the 4f electron susceptibility per 4f ion and K 0 is the Knight shift of the 
same nucleus for the same intermetallic compound without 4f moments. It is 
taken from the analysis with eq. (10b) or from an isostructural Pauli paramagnet, 
e.g., one of the corresponding Y, La or Lu compounds. The exchange coupling 
constant Jsf contains the conduction electron polarization in an integral form. The 
name 'uniform polarization model' is misleading, because the model never 
required the conduction electron polarization to be uniform, even if its spatial 
variation was not taken into account explicitly. Following the first 27A1 NMR 
discussion for RA12 by Jaccarino et al. (1960) there have been many NMR 
analyses with the help of this model, as is evident from the number of Jsf values 
collected in the tables of the appendix. Jena and Lam (1978) analysed the 
systematics of the K(X) correlation for the rare-earth monopnictides RX (with 
R = Y  and Ce-Yb and X = N ,  P, As, Sb and Bi) and found that K 0 (being 
relatively independent of the element R) depends sensitively (roughly like the -~ 
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power) on the atomic number of the group VA element. Occasionally instead of 
eq. (10b) an equivalent relation corresponding to eq. (9) was also used: 

OL 

K(T) = Ko + ~ x(T).  (10c) 

For example, Lysak and MacLaughlin (1985) used this form for 27A1 NMR 
analysis in CeA13, yielding Kiso. 0 = +0.064% and o~ = +3.32 kOe ~t~ 1. A K~--~ X 
analysis for 27A1 was used by Hfigan and Pop (1986) for TbeNily_xA1 x (17 I> x/> 
15.75) in order to derive the different mechanisms of coupling between Ni 3d 
moments and the 27A1 nucleus. The uniform polarization model was also used in 
order to decompose the macroscopic magnetic susceptibility of samples that were 
suspected of containing magnetic impurities (or impurity phases) with the help of 
the K ~ X  correlation (Goebel et al. 1975). 

3.2.2. RKKY-type analysis of the conduction electron polarization 
Each time when the hyperfine fields at different sites in the same intermetallic 

compound were available- as for the 27A1 sites in R3A111 in an NMR analysis by 
van Diepen et al. (1969)- or when the hyperfine fields and asymptotic paramag- 
netic Curie temperatures 0p could be correlated, or when the conduction electron 
concentration could be varied in pseudobinary intermetallic compounds, the 
RKKY model [as introduced by Jaccarino (1961) for the discussion of 27A1 NMR 
in RA12] was the favourite framework for the NMR spectroscopists. For eq. 
(lOb), Jsf is calculated as 

I 

J~t = -12~-ZJ(0) ~ F(2kvrnm), ( l la)  
n 

with the oscillating RKKY function 

F(2kFr ) = [(2 kvr ) cos(2krr ) - sin(2kvr)] / (2kFr) 4 . (11b) 

The summation, Z T, is over all magnetic sites n at the distances rnm from the 
nuclear site (m) considered as the origin. Z is the average number of conduction 
electrons per atom, and k z and E v are the Fermi wavevector and Fermi energy, 
respectively. The q-dependence of the exchange integral was generally neglected, 
i.e., 

J( q = O) = J( q = 2kv) = J(0) ,  (11c) 

corresponding to a &like exchange interaction. The paramagnetic Curie tempera- 
ture is calculated along the same lines (de Gennes 1962) as 

3,rrZ2j(O)2 R 
Op- 4kBE v (g f -1 )2 j (J  + l) ~,~ F(2kvrnm ) . ( l ld )  

Here the RKKY summation E R has to be taken over all other magnetic (R) sites 
with a magnetic ion at the origin (m). In the ferromagnetically ordered state, the 
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contribution of all magnetic neighbours to the hyperfine field is calculated as 

9,~Z 2 I,R 
H N - 2E F J(O)a(O)(S~)n#mZ F(2kvrnm), (11e) 

with a(0) the Fourier component of the hyperfine coupling constant for wavevec- 
tor q = 0  (and, e.g., (S~)=  _7  for Gd 3+ as T---~0). We refer the reader to the 
original RKKY work by Ruderman and Kittel (1954), Kasuya (1956) and Yosida 
(1957) and to the different applications of the model by de Wijn et al. (1968) and 
Buschow et al. (1970) for further details and references. In general-especially 
for pseudobinary compounds with variable conduction electron concentration- 

r 

the Fermi wavevector was used as an adjustable parameter, with k v deviating by 
up to 30% from k v. For example, for GdCuAl-using also the series 

! 

Gdl_,ThxCuA1 for comparison-Buschow et al. (1971) derived kv/kv=0.72 
(k v = 1.13 ~ - i )  and 2J(0) = +0.50 eV. Similar investigations for the magnetically 
ordered state were reported for pseudobinary compounds with the CsCl-type 
structure such as GdAgl_f lG or GdZnl_xAgx by Oppelt et al. (1972a). Modifica- 
tions of the simple RKKY model were used as well, see, e.g., Oppelt et al. 
(1972b). 

Whereas the paramagnetic shift of the nuclear magnetic resonance frequency 
for a given applied field is related to the strength of the local hyperfine field at the 
nuclear site, induced by the electronic moments, the nuclear spin-lattice relaxa- 
tion rate yields information about the low-frequency spectrum of thermally 
induced spin fluctuations. The influence of pair-correlation effects on the NMR 
relaxation in paramagnets was analysed experimentally and theoretically by 
Silbernagel et al. (1968) for 27A1 NMR in RA12 compounds or for La 1 xGdxAl2 
by Ebner and Sung (1973). More sophisticated versions of the RKKY model are 
necessary for such investigations (Fradin 1970), because different ranges of the 
q-dependence of the exchange integral are sensed by different experiments. 
Whereas the Knight shift indicates the uniform term of the Fourier decomposi- 
tion, J ( q = 0 ) ,  1/TI traces ]J(qc)[ 2 for the critical wavevector spanning the 
(nesting) Fermi surface and leading to magnetic order at low temperature. Since 
exchange (J > 0) and interband mixing (J < 0) enter for K(T) and 1/T 1 with 
different weights, large differences between J (q  = 0) and J(qc) can result (Fradin 
1970). 

3.2.3. Correlation of magnetic ordering temperatures and transferred hyperfine 
fields 

As is evident from a comparison of eqs. (11d) and ( l le) ,  there is also a direct 
empirical access to the conduction electron spin polarization, if magnetic ordering 
temperatures and transferred hyperfine fields at the R site are compared. Both 
quantities contain the spin polarization at the R site, induced by all the other R 
electronic spins 

9./rZ 2 R 
{sz)ce-  4EF J(0)(Sz)R,,~m ~] F(2kvrnm)" (11f) 
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The eqs. ( l ld )  and (11e) can thus be generalized, not implying anymore the 
special distance dependence of the RKKY model [eq. (l lf)]  and allowing the 
experimental distinction between the influence of 6s-(6p-) and 5d-like conduction 
electrons to be made: 

SR(S R + 1) 
r c "~---'Op -- 3 k B ( S z ) R  (J4f_s(Sz)s 21- J4f_d(Sz)d) (12a) 

and 

HN(R) = -2(as(Sz)  s + aa(sz}d).  (12b) 

Whereas both exchange coupling constants are assumed to have the same sign and 
comparable magnitude, opposite signs and different strengths for the hyperfine 
coupling constants for conduction electrons with 6s or 5d character at the 
lanthanide site are considered (a d ~ -0.1as). For more details and references for 
the coupling constants see Dormann (1977) and Kropp et al. (1979b). 

The ordering temperature is directly accessible; the contribution of the neigh- 
bours H N to the hyperfine field at the magnetic rare-earth ion's site is, however, 
only one of the three components of the hyperfine field //he, which itself is 
conveniently accessible to NMR measurements: 

Hh~ = H4f + H s + HN, (13a) 

for a lanthanide ion in general, and 

Hhf = Hcp + H s + HN, (13b) 

for Eu z+ or Gd 3+ ions with half-filled 4f shells and thus a 8S7/2 ground state. Due 
to the large orbital contributions to H4~ for non-S state ions, only in favourable 
cases-see sections 3.3.4 and 3.3.5-is it possible to separate HN from the 
influence of the lanthanide ion's own conduction electron spin polarization 
H s - the so-called self-polarization field - and the 4f-shell contribution, H4f , in eq. 
(13a). The situation is more agreeable for the S-state ions, eq. (13b), because in 
the absence of a 4f-shell orbital moment, the remaining core polarization contri- 
bution Hcp is small, assumed to be constant and known experimentally-e.g., 
Hcp(Gd ) = -(332 -+ 6) kOe (Koi 1969). Nevertheless it was a precondition for the 
usefulness of eqs. (12a) and (12b), that it could be proved that non-magnetic 
rare-earth ions such as Sc, Y, La or Lu, introduced in small concentrations in 
pseudobinary intermetallic compounds, could serve as excellent direct NMR 
probes for H N. For example, the 139La NMR spectrum in Gd 1 xLaxRh 2 has been 
measured for 0.5 i> x/> 0.01 (Dormann et al. 1977a), Hhf(La ) for a vanishing La 
concentration has been determined by extrapolation (see, e.g., fig. 5) and Hhf(La ) 
could be converted to HN(Gd) by use of the known hyperfine coupling constants. 
[The required outer-electron coupling constants for the various elements were 
interpolated between the values given by Campbell (1969)]. 

Such an NMR analysis for ferromagnetic Gd intermetallics revealed that the 
s-like conduction electrons predominate only in those compounds investigated 
that have a weak coupling-or low ordering temperature- ,  i.e., GdRh, GdRh2, 
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Fig. 5. Zero-field 139La NMR 
spectra from Gdl_xLa~Rh 2 with a 
small non-magnetic dilution x at 
T=4.2K (adapted from Dor- 
mann et al. 1977a). The main line 
originates from La with four Gd 
nearest neighbours, the satellites 
from La with three Gd/one La or 
two Gd/two La nearest neigh- 
bours. The shoulder of the main 
line indicates the influence of sec- 
ond and third nearest neighbours 
(N 2 = N 3 = 12). 

GdPt2, GdNi, GdNi 2 and GdIr  2 (Dormann 1977). In the compounds that have 
high ordering temperatures (GdAI2, GdZn),  the 5d-like conduction electrons are 
clearly essential. A corresponding analysis for the antiferromagnetic GdAg by 
Goebel  and Dormann (1979) proved that if the contribution of d-like conduction 
electrons predominates then this can also lead to antiferromagnetic coupling. In 
Eu interrnetallics (Eu 2+) Kropp et al. (1979b) found that coupling via non-s 
conduction electrons is important  in many compounds even including those with 
low magnetic ordering temperatures.  

In the above analysis, only the spin polarization of the conduction electrons was 
considered. This seems permissible: Berthier  et al. (1978b) analysed the mechan- 
ism of magnetic coupling in RA12 and RZn  (T  c and H N for the whole lanthanide 
series). They concluded that, although strong orbital polarization of the conduc- 
tion band is present in the vicinity of the 4f electrons, it does not propagate 
between them. 

3.2.4. Distance dependence of the transferred hyperfine interaction 
NMR investigation of non-magnetically diluted, ferromagnetically ordered 

intermetallic compounds like Gda_xLaxZn allows one to analyse the distance 
dependence of the transferred hyperfine interaction at the sites of the lanthanide 
and the non-magnetic partner.  Usually, a statistical occupation of the different 
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neighbour shells is assumed. In this case, for a La concentration x and a 
neighbour shell i with N i sites (e.g., N 1 = 8 for the Zn site in GdZn, of CsCl-type 
structure), the probability for the occurrence of ni La ions in the ith shell is 

Ni! xni(1 - x) u~-nl . (14) 
W ( n i ,  Ni ,  x)  - n i ! (N,  " _ n~)[ 

With these probabilities and a RKKY-like distance dependence (adjusting k'v and 
a(0)), the 27 • • AI NMR line profiles m Gdl_xLaxA12 or Gdl_xY~AI 2 could be 
explained qualitatively (Dormann et al. 1973). Such experiments can be in 
keeping with an RKKY-like oscillatory distance dependence; however, they 
cannot prove or disprove it in detail. In more favourable situations the contribu- 
tion of dist inct  magnetic neighbours to the transferred hyperfine field can be 
derived by zero-field NMR of pseudobinary compounds with powder samples. 
The contribution of one nearest magnetic Ln (Ln = lanthanide) neighbour to the 
hyperfine field at the eighffold-coordinates Zn in the CsCl-type structure was 
easily derived by 67Zn zero-field NMR measurements in Gdl_xRxZn (R = Sc, Y, 
La, Ln) by Eckrich et al. (1972, 1976) because the eight nearest-neighbour Gd 
ions contribute 82.5% of the total Zn hyperfine field. Despite the occurrence of a 
large broadening of the zero-field 139La NMR lines, the appearance of satellites to 
the main 139La resonance line could also be observed in Gdl_~La~Ir 2 by Dormann 
et al. (1976) and in Gdl_~LaxRh 2 by Dormann et al. (1977a), see fig. 5 for an 
example. This means that the predominant neighbour contribution could be read 
directly from the NMR spectrum. 

The predominating contributions of the nearest neighbours (nn) to H N were 
observed in many intermetallic compounds: the six nn Gd atoms contribute to the 
hyperfine field at the non-magnetic sites (78-+ 5)% in GdP (Myers and Narath 
1973a) or up to 100% in GdIr2, 92% in GdPt 2 and 85% in GdAl2, whereas the 
four nn Gd atoms already contribute to HN for the magnetic site 60% in GdRh2, 
56% in GdIr 2 and 80% in GdPt 2 (Dormann 1977). 

The decision, as to which lanthanide neighbours are responsible for the 
dominant hyperfine field contributions observed, is not always unequivocal-at 
least if it is based on the concentration dependence of the line intensities in the 
zero-field spectra of powder samples, relying on statistical site occupation, and 
suffering from the errors in the determination of the relative intensities. A 
clear-cut assignment can be obtained through an analysis of the angular depen- 
dence of the NMR spectrum in an external magnetic field, performed with a 
single crystal. For example, from such investigations on paramagnetic Lal_ x 
Gd~Ag with a small Gd concentration (x = 0.005), it could be determined that the 
th i rd-neares t  Gd neighbour gives the largest contribution to the 139La hyperfine 
field (Goebel and Dormann 1979). This neighbour was identified via the dipole 
part of the anisotropy of the hyperfine interaction- see fig. 6. (It is the neighbour 
along the [111] diagonal of the CsCI unit cell, along a La -Ag-Gd  'bond' 
direction.) 

In general it is difficult to derive more than three distinct neighbour contribu- 
tions by NMR line shape analysis in magnetically ordered compounds, without 
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Fig. 6. t39La echo heights plotted 
against external magnetic field for a sin- 
gle crystal of La0.995Gd0.005Ag for differ- 
ent orientations (q~ is the angle between 
H 0 and the [001] direction in the (110) 
rotation plane). For Ure S = 39 MHz, T = 
4.2K the main 139La line is at H 0= 
64.4 kOe; only that part of the spectrum 
is shown, where satellite 'A' is located. 
The solid lines show the calculated satel- 
lite splitting due to a Gd moment in the 
third nearest R shell. (Adapted from 
Goebel and Dormann 1979). 

special 'a priori' assumptions for the distance dependence. The conditions are 
somewhat more favourable in paramagnetic compounds with a small concen- 
tration of magnetic moments. Three to four distinct neighbour contributions were 
derived for the Rh site in GdRh,  the Zn site in GdZn and for the lanthanide sites 
of GdZn,  LaAg, GdIr  2 and GdRh 2 by Dormann and Buschow (1976), Eckrich et 
al. (1976), Goebel et al. (1977) and Dormann et al. (1976, 1977a). 

3.2.5. Anisotropy of the transferred magnetic hyperfine interaction 
We mentioned in sect. 2.2 that the easy direction of the magnetization was 

derived for RA12 compounds by several authors with help of the 27A1 NMR line 
splittings, which are caused by the dipolar contribution Hdi p to the hyperfine field 
at the crystallographically equivalent but magnetically inequivalent A1 sites in the 
cubic Laves phase structure. The line splittings observed in the NMR powder 
spectra of the ferromagnetically ordered compounds were larger, however, than 
could be explained by the classical dipole field of the lanthanide magnetic 
m o m e n t s - b y  about 13% in GdA12, but up to 40% in other RA12 compounds 
(Kaplan et al. 1973). This indicates the existence of anisotropic contributions to 
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the transferred hyperfine field HN(A1 ). Such 'pseudodipolar' contributions have to 
be explained by the influence of polarized non-s-like electrons, e.g., p electrons at 
the aluminum site. Similar indications of pseudodipolar contributions were ob- 
tained from the analysis of the line splitting in Y- or La-diluted GdZn, for the 
67Zn NMR line that originates from Zn atoms surrounded by seven Gd and one 
La or Y ion, instead of, as originally, eight Gd nearest neighbours in the cubic 
CsC1 structure. Here, as well, a 30% larger splitting than that corresponding to 
the classical dipole field was observed (Eckrich et al. 1976). These experiments 
give the additional information that the respective pseudodipolar contribution 
originates from the nearest neighbours. 

A more clear-cut proof of anisotropic contributions to the transferred hyperfine 
fields was the detailed analysis of the angular dependence of the 27A1 NMR in a 
single-crystal sphere of GdA12 by Fekete et al. (1975). This investigation gave the 
unequivocal proof that the anisotropic contribution to the hyperfine field has the 
same anisotropy as the classical dipolar field, but that outside the error bar it is 
clearly larger than the classical point-dipole contribution. Barash et al. (1983) 
measured the NMR of 27A1 in a spherical single crystal of DyA12 in the 
paramagnetic state. The well split spectrum yielded a quadrupole frequency 
v o = 561 kHz and an isotropic hyperfine coupling constant a = -3.17 kOe p~a _ in 
agreement with the data in the ferromagnetic state. In this case, the anisotropy of 
the spectrum was 10% stronger than is predicted by the classical dipole contri- 
bution. 

We have mentioned already, tha t -  via the dipolar part of the anisotropy of the 
hyperfine interaction-with 139La NMR in a paramagnetic single crystal of 
La0.995Gd0.005Ag a third nearest Gd neighbour was identified as the one with the 
largest contribution to the hyperfine field (Goebel and Dormann 1979). Figure 6 
shows the interesting part of the a39La NMR spectra in comparison with the line 
profiles calculated by considering a dipolar form of the anisotropy: 

AHre s = AHis o + AHani(3 COS20 - -  1). (15) 

It is important to note that in this case of an unequivocal site assignment the line 
splitting (AHani) was four times larger than could be explained by a classical 
dipole interaction with the Gd moment of 7 ix B. This is an especially clear proof 
for the presence of pseudodipolar or orbital contributions to the indirect inter- 
action, even in intermetallic compounds containing only S-state lanthanide ions. 

3.2.6. Evidence for magnetically induced nuclear quadrupole interaction 
Further evidence for non-s, especially orbital contributions to the hyperfine 

interaction in magnetically ordered intermetallic compounds is obtained from a 
closer inspection of nuclear quadrupole interactions. For an electric field gradient 
(EFG) of axial symmetry eq = V~¢ caused, e.g., by the low-symmetry arrangement 
of ionic charges in the crystal lattice, the quadrupole interaction of the nuclear 
spin I with the quadrupole moment eQ (Barnes 1979, McCausland and Mackenzie 
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1980) is 

3e2qO [ i~_1 I ( I+1) ]  
Y(o - 4•(2•- 1) 

o r  

(16a) 

YEo = hP[I~ - 11(1 + 1)]. (16b) 

For the predominating magnetic dipole term in the hyperfine interaction and for 
half-integer spin I > 1, as usually encountered in magnetically ordered rare-earth 
intermetallic compounds, 2 1 - 1  quadrupole satellites of the main (Zeeman) 
resonance (rn I = + ½ ~-> -½ ) are observed with frequency separations of 

VQ = P(3 cos20 - 1). (16c) 

Here 0 is the angle between the axis of the EFG, ~, and the direction z of the 
magnetic resonance field Hres, eq. (3d). In addition to the direct resolution of 
quadrupolar splitting or the resolution by double-resonance techniques introduced 
recently (Pieper et al. 1986), the technique of analysing the spin-echo modulation 
caused by the quadrupole interaction (in addition to multiple echoes), as intro- 
duced by Abe et al. (1966), was applied in particular. It allows one to derive the 
weak unresolved quadrupolar interaction in the presence of the larger magnetic 
hyperfine interaction. Shamir et al. (1971), Degani and Kaplan (1973) and later 
on many other groups applied this technique for the study of the 27A1 quadrupolar 
interaction in RA12. In addition to the well known lattice EFG at the axially 
symmetric site, Degani and Kaplan (1973) observed a contribution to the EFG 
that was linearly proportional to the magnetization. The strength of a possible 
magnon-induced pseudoquadrupole interaction in ordered systems was analyzed 
by Zevin and Kaplan (1975). Within the framework of the long-wavelength 
magnon approximation, they showed that this contribution is indeed linear in the 
magnetization and that it could account for the 27A1 results for GdA12. However, 
the explanation with the pseudoquadrupole effect is not yet without controversy. 
Gehring and Walker (1981) showed that this effect can be related to the 
difference between the transverse and longitudinal magnetic susceptibilities. They 
concluded-while agreeing for the linear magnetization dependence-from the 
model calculations that they performed for GdAI2, that the pseudoquadrupole 
effect appears to be too small to be observed. Recently, Dumelow et al. (1988) 
reinvestigated the 27A1 quadrupolar interaction for GdA12 with the help of powder 
samples. They analysed signals from domains and walls and also used holmium 
substitution and external fields. They found that their results were incompatible 
with a significant magnetic contribution to the EFG at the A1 sites unless such a 
contribution had its principal axis along the (111) axis of the lattice EFG at the 
A1 site in both the domains and the domain walls, i.e., independent of the 
direction of the magnetization. Thus an orbital polarization of p-like conduction 
electrons at the A1 site of the magnetically ordered compound might be at the 
origin of this puzzle. 
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The magnetically induced electric quadrupolar interaction was recently ob- 
served in several cubic, ferromagnetically ordered intermetallic compounds at the 
nucleus of the rare-earth S-state ions Gd 3+ and Eu  2+, despite the fact that the 
nuclei are residing on nominally cubic lattice sites: e.g., nuclear quadrupole 
splittings v o of 0.6-0.8 MHz were derived for 155Gd and ~SVGd in GdA12, GdIr 2 
and GdRh 2 or of 0.7 and 1.5 MHz for a53Eu in EuPd 2 and EuPt2, respectively, all 
at 4.2K. Figure 3 showed an example ( I=  3); see Kropp et al. (1979a, 1983), 
Barash and Barak (1984), Dormann et al. (1984, 1986), Dormann and Dressel 
(1989), Dressel et al. (1988), and Dressel and Dormann (1988) for further details. 
For GdA12 and EuPt 2 the temperature dependence of vQ was measured and found 
to vary roughly as [Ms(T )/Ms(O K)] 2, as is expected for a magnetically induced 
EFG at a cubic site. In addition to the relativistic single-ion quadrupolar 
interaction that should always be observed in magnetically ordered Gd and Eu 
intermetallic compounds, the lattice contribution caused by the magnetostriction 
and an eventual contribution of orbitally polarized conduction electrons at the 
lanthanide site have been identified as the most important contributions to the 
EFG. 

3.3. Crystal-field effects and orbital contributions to the hyperfine interactions 

3.3.1. Extensions of  the R K K Y  framework 
In addition to the evidence from the analysis of the angular dependence of the 

transferred hyperfine interaction, which indicated that orbital contributions to the 
hyperfine interactions should be taken into account, further hints were obtained. 
If the contributions of the conduction electrons to the magnetic order and 
hyperfine field at the rare-earth site, as discussed in sect. 3.2.3, were considered 
for the whole lanthanide series, analyses based on the isotropic bilinear exchange 
interactions between 4f and conduction electrons have generally not been able to 
explain the systematic variation of these contributions across the lanthanide series 
satisfactorily. Therefore, several theoretical papers have studied the indirect 
exchange and hyperfine interactions in more detail. Indirect exchange via spin- 
orbit-coupled states was considered by Levy (1969), who found the resulting new 
terms in the interaction Hamiltonian necessary in order to fit the Curie point data 
on several series of intermetallic rare-earth compounds. Numerical results by Ray 
(1974) indicated that d electrons contribute predominantly to both the isotropic 
and anisotropic exchange. Belorizky et al. (1981) developed the model frame- 
work necessary to explain the variations within the lanthanide series by taking the 
full 4f-conduction electron exchange interaction (higher-rank coupling) and the 
crystallographic symmetry of the rare-earth site into account. They also included 
spin-orbit coupling of the conduction electrons. (As discussed before, the con- 
duction electrons in the lanthanide intermetallic compounds of principle interest 
are primarily of 5d and 6s character.) They derived the expressions for the orbital 
and spin polarizations of these conduction electrons and for their contribution to 
the hyperfine field and the magnetization. The 'ab initio' calculations of indirect 
multipole interactions for DyZn by Schmitt and Levy (1984) are another example 
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of such improvements. These results underscored again the predominant effect of 
the d electrons in the conduction band: their orbital character is the origin of the 
strong tetragonal quadrupolar interactions observed in the rare-earth CsCl-type 
intermetallic compounds. 

Recently, Orlov (1985, 1986) suggested a 'crystal potential model' for the 
interpretation of crystalline electric field effects in intermetallics and used it for a 
discussion of these effects in PrA13 or of the sign and magnitude of the magnetic 
crystal anisotropy for RX 5 and R2X15 compounds. This effective crystal potential 
V(r) has the crystal symmetry and is constructed from experimental data or 
calculated from first principles; it oscillates and decreases rapidly with distance. 

Generally the agreement between experiment and calculation for each series of 
intermetallic compounds is improved decisively with the improved theoretical 
models at the cost, however, of an increased number of free parameters or a less 
convenient form of the relations. 

3.3.2. Crystal-field effects for lanthanides in paramagnetic compounds 
Pronounced crystal-field effects were observed in the paramagnetic phase NMR 

for intermetallic compounds of Ce, Pr, Sm or Tm. Crystal-field effects for Trn 3+ 
in TmA13 have been analysed by de Wijn et al. (1970) by a combination of the 
temperature dependences of the 27A1 Knight shift and of the magnetic suscep- 
tibility. These authors also analysed the quadrupole interaction for the A1 site in 
the cubic Cu3Au structure. Comparing the experimental value l eZqQ/hl = 7.6 MHz 
with the point-charge model value (Abragam 1961) 

q = (1 - %) ~'~ Zi(3 cos20~ - 1)/r~ 
i 

(where the quantities have their usual meanings) they estimated charges of +3e 
and - e  for the Tm and A1 sites, respectively. Malik and Vijayaraghavan (1971b) 
considered the influence of the crystalline field on the Knight shift anomalies 
(crossover point) of 27A1 in SmA12 and 119Sn in SmSn 3. These shift anomalies 
caused by the strong J-mixing for samarium, as well as other anomalies such as 
the axis of easy magnetization in SmFe2, were reviewed by de Wijn et al. (1976). 
In several intermetallic compounds of rare-earth and pnictide nuclei, pressure 
effects on the Knight shifts have been measured up to 4 kbar as a function of 
temperature (4-300 K) by Weaver and Schirber (1976b). An attempt to separate 
the effects of crystal field and exchange was made. Even with the inclusion of 
exchange, the point-charge model was unable to account for the results in a 
straightforward manner, which was attributed to conduction electron effects. 
Follstaedt et al. (1977) showed that the nearest-neighbour satellite resonance 
shifts in LaP:Ce are not proportional to the Ce 3+ susceptibility above T =  26 K 
(requiring an anisotropic exchange interaction for their interpretation). 

3.3.3. Crystal-field splitting, magnetic order and the hyperfine interaction 
In a pioneering investigation, the 27A1 NMR in ferromagnetic RAI 2 (R = Pr -  

Ho) has been studied by Kaplan et al. (1973) using powder samples. The easy 
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direction of magnetization has been observed as mentioned before and a calcula- 
tion, in agreement with the observations, has been developed. The isotropic 
exchange parameters J4f-s were determined and were observed to decrease in the 
lanthanide series by almost a factor of three. 

For a general introduction to the field of NMR in magnetically ordered 
compounds with non-S state lanthanide ions, we refer the reader to Taylor (1971) 
or McCausland and Mackenzie (1980), where the interplay of the exchange and 
crystal-field interactions has been analysed. Generally, for cubic systems like 
RAI 2 at least a three-parameter mean-field model is adopted, based on a 
single-ion Hamiltonian comprising a crystal field of cubic symmetry [CEF parame- 
ters W, x; Barnes (1979)] and an isotropic molecular field constant (A): 

= ~CEF(W, X) + ~MF(A) + ~ z e ( H o ) .  (17) 

In addition to the magnetic dipole and electric quadrupole an octupolar contribu- 
tion (w) of the hyperfine interaction at the lanthanide site has also to be 
considered. The transition freqeuncy is described by (McCausland and Mackenzie 
1980) 

1]mz,rni_ 1 -~- a ~- ( 2 m  I -- 1)P + (3m 2 - 3 m  I + 1)w. (18a) 

The nuclear quadrupole frequency parameter P contains second-order corrections 
p(2) to the first-order part, 

p ( 1 )  _~ ( 3 J 2  - J ( J  + 1)) 
J ( 2 J  - 1) P0, (18b) 

(with the free-ion value P0) that generally can not be neglected (Waind et al. 
1983). Along these lines McMorrow et al. (1986) performed recently for the first 
time a complete analysis of the hyperfine interactions for 165Ho in a s ingle  crys ta l  

of H0.01Gd0.99A12 with an applied external field (H 0 ~ 80 kOe). 
In the past, there were several reports of lanthanide-site NMR for ferromag- 

netically ordered RA12, based on powder samples. Berthier et al. (1977) analysed 
the variation of the 163Dy NMR with x in Dyl_xYxA12. They observed satellite 
lines, which showed the modification of H4~ (after separation of the various 
contributions in eq. (13a)). This modification is caused by the variation of the 
molecular field, which influences the angular momentum ((Jz))  of the ground 
state wavefunction, and hence the 4f moment. Berthier et al. (1978b) also 
analysed the conduction electron spin and orbital polarization effects in RAI 2 
compounds with R = Nd, Dy, Tb and Er. The hyperfine fields were separated into 
their various components [eq. (13a)]. They deduced the variation of the self- 
polarization field H s with the lanthanide element. The observed behaviour 
indicated a strong dependence on the lanthanide orbi ta l  moment and was 
accounted for by including both the spin and the orbital polarizations of the 
conduction bands. From a comparison with the transferred hyperfine field at the 
A1 nuclei, they concluded that the large orbital polarization did not extend to 
these sites. Magnetic hyperfine and electric quadrupole interactions were analysed 
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for 159Tb and 167Er in Rl_~GdxA12 by Berthier and Devine (1980b). They found 
that the effective molecular field, seen by the lanthanide ions, varies in these 
compounds less than predicted from a simple scaling according to the Curie 
temperatures. The required change of the orbital polarization of the conduction 
band was correlated with a modification of the band structure. The hyperfine 
parameters of holmium in RA12 (at 1.4 K) have shown to be strongly anisotropic; 
Waind et al. (1983) in their analysis of 165Ho NMR in pseudobinary compounds, 
could also reproduce the observed directions of the spontaneous magnetization. 
An extensive analysis of 165Ho NMR in HoA12, in which the exchange and 
crystal-field parameters were optimized together, was performed by Prakash et al. 
(1984), giving detailed information about the crystal-field ground state. 

Summarizing the development of the different NMR investigations, it seems 
that orbital contributions of the conduction electrons are existing, but were 
probably overestimated in earlier work. A reasonable derivation of the exchange 
and crystal-field parameters can only be achieved if the magnetic dipole hyperfine 
interaction at the lanthanide site-giving access to (Jz) -and the electric quad- 
rupolar contributions-indicating ( J ~ ) -  are analysed together (as well as the 
conduction electron and neighbour ion contributions to Hh~ and P). 

3.3.4. The quadrupolar interactions for lanthanide nuclei 
Devine and Berthier (1981) used NMR measurements of the quadrupolar 

splitting at the lanthanide sites in RAI2- , RFe 2- and RZn-ordered compounds and 
determined the value of (Jz) for the 4f electrons. Extended discussions of this 
technique were presented by Berthier and Belorizky (1984), Belorizky et al. 
(1984), and Belorizky and Berthier (1985). They considered both the possibilities 
and the difficulties (e.g., possible errors in p(2)) in the determination of the 
4f-shell magnetic moments in cubic lanthanide intermetallic compounds by per- 
forming a zero-field NMR quadrupolar hyperfine splitting analysis and compared 
these with the other, more standard techniques like magnetization measurements, 
polarized neutron diffraction, elastic and inelastic neutron spectroscopy. Since the 
4f electronic moment can be obtained directly via zero-field NMR, with good 
accuracy, this procedure allows a much easier separation of the magnetic effects 
arising from localized 4f electrons of the lanthanide ion from those arising from 
the conduction electrons or other atoms. 

3.3.5. Analysis of the self-polarization field 
Earlier, Belorizky et al. (1979) analysed the contributions to the self-polariza- 

tion field H s from orbital, magnetic dipole-dipole, contact or core polarization 
with group symmetry arguments in order to determine the independent parame- 
ters of the problem for cubic compounds. The recent progress in the accuracy of 
the determination of the 4f part of the hyperfine field in cubic intermetallic 
compounds, H4f [eq. (13a)], by using NMR quadrupolar splitting results, has 
enabled a more accurate determination of the self-polarization field H s (Berthier 
and Belorizky 1986, Belorizky and Berthier 1986). It was shown by these two 
authors that, for the cubic ferromagnetic RA12 and RZn series, H s increases 
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roughly proportional to (S z ), the total 4f spin of the lanthanide ion 

H s : as(Sz) + aL(Lz), (19) 

with as =51.7kOe and 15.7kOe for RA12 and RZn, respectively, and a L = 
4 -+ 8 kOe or 12 --+ 19 kOe for RA12 or RZn, respectively. The orbital effects in the 
RA12 series are present, but relatively weak - at most 30% of the spin-polarization 
field. Orbital effects are more important in the RZn series (for ErZn they are 
three times larger than the spin-polarization part). For the RA12 series Berthier 
and Belorizky (1986) obtained estimates for the local orbital, spin and quadrupo- 
lar polarization of 5d-like conduction electrons: (l~) d ~<0.06, (s~) d ~<0.09 and 
(lz 2 -- 2)d ~ 0.05. 

4. Intermetallic compounds with 3d transition metals 

An enormous number of NMR investigations were devoted to the different 
intermetallic compounds between rare-earth elements and 3d transition metals. 
This can be judged by the length of the tables B10-B12 in the appendix, 
collecting NMR work done with 5SMn, 57Fe and S9Co as nuclear probes. The 
study of the local field at the non-magnetic rare-earth ions Sc, Y or La in such 
intermetallic compounds was a widely used method for examining the electronic 
structure. In addition, many of these compounds are of great technological 
importance. Others are useful model systems, showing a variety of magnetic 
behaviours for a relatively simple crystal structure. Thus cubic Laves phase 
compounds RX 2 have received considerable attention in recent years. Here, weak 
unenhanced paramagnetism for YNi2, exchange-enhanced Pauli paramagnetism 
for YC02, ferromagnetism for GdNi2, collinear ferrimagnetism for GdCo 2 or 
GdFe 2 as well as complicated magnetic behaviour in RMn 2 can be observed. 
Several authors used NMR for the study of the electronic structure of these 
compounds. Also, examples are found in the R-3d series, where the formation of 
a local moment on a transition metal depends critically on the number and kind of 
nearest neighbours, as considered in the earlier model of Jaccarino and Walker 
(1965). 

However, this is also an area of NMR applications that was rather controversial 
in the past, with a number of mistakes and changes in interpretation. Indeed, 
frequently there are several inequivalent lattice sites in such compounds and the 
assignment of NMR lines to these sites is non-trivial. Future single-crystal NMR 
work still has a wide field for application! Sometimes, a calculation of the line 
shifts or line splittings due to the contribution of the classical dipole field was 
combined with previous knowledge of the easy direction of the magnetization to 
achieve the site assignment; or the crystal field at the respective Co sites was 
calculated with the point-charge model in order to exploit the influence of the Co 
site anisotropy for the assignment. Other standard techniques to help with the 
assignments, such as the investigation of pseudobinaries, turned out to be 
unreliable, because changes in the easy direction or non-statistical site occupation 
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were occasionally found. Such phenomena can be very helpful, if they are 
understood once, but they require very careful investigations, which were not 
always performed. Large anisotropies for the hyperfine interaction, especially for 
Co, and partially different moments of the same 3d element at different sites are 
well known complications. On the whole, it is an important, fascinating, but a 
difficult area for NMR applications. 

4.1. Intermetallic R - F e  compounds 

Rare-earth intermetallic compounds with iron are analysed more easily by 
NMR than those with cobalt or manganese, because the Fe moment is less 
sensitive to the environment. Thus many NMR studies were reported despite the 
disadvantageous NMR properties of the favourite M6ssbauer nucleus 57Fe (small 
natural abundance, small nuclear magnetic moment). 89y was the favourite 
'non-magnetic' rare-earth NMR probe. 

A large positive hyperfine field is transferred from the iron sublattice to the 
lanthanide site for heavy lanthanide ions, as can be seen from the comparison of 
the lanthanide hyperfine fields in RFe 2 and RAI2: Hy,v e ~- +620 kOe for R = Gd 
(Budnick and Skalski 1967). A much weaker difference is observed between 
GdFe 2 and YFe 2. A1-Assadi et al. (1984) estimated that at most one third of the 
difference in the hyperfine fields of about 124-138kOe is due to a direct 
transferred hyperfine field from the Gd ions. They investigated the 165Ho NMR in 
GdxY0.97_xHo0.03Fe 2 and analysed their results in terms of a model involving a 
non-linear dependence of the transferred hyperfine field from iron atoms on the 
number of Gd neighbours. Nikitin et al. (1976) showed via the NMR of 
Gdl_xYxFe 3 that the contribution of the Gd sublattice to the hyperfine fields at 
the YH and Gd n nuclei is 26 and 75 kOe, respectively. They observed resolved 
satellites for Y and Gd, and derived that the hyperfine interaction of the Gd 
nuclei with the nearest neighbours in the Gd sublattice is anisotropic. Vas- 
il'kovskii et al. (1983) introduced a model for Y-Fe compounds based on NMR 
analysis of Y hyperfine fields, where the superposition of a 'collectivized' and a 
'localized' component of the moment is assumed in order to explain the observed 
distribution of local fields at the Y nuclei. Later on, they extended their analysis; 
Vasil'kovskii et al. (1988) compared the hyperfine fields for Y in a large number 
of Y-Fe and Y-Co intermetallic compounds. They concluded that the local fields, 
induced by 3d sublattice atoms, depend on the type of the 3d atom, but are 
almost independent of its magnetic moment and the stoichiometry of the com- 
pound. Their results were again explained with the assumption that there is a 
system of spin-polarized, 'collectivized' electrons, whose spin polarization (which 
is alligned antiparallel to the 3d sublattice magnetization) determines the field at 
the rare-earth nuclei and contributes to the moment of the 3d atoms, but that 
there is also another localized contribution of the spin density that does not act at 
the Y nucleus. Instead, Dumelow et al. (1986) concluded from their NMR 
pressure analysis of YFe 2 that a moment,  antiparaUel to the Fe moment (of about 
-0.45 ixB) exists in YFe 2 at the Y site. 
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The influence of the lanthanide moments on the iron sublattice is in general 
relatively weak. The Fe moment increases from YFe 2 to GdFe 2 only by a small 
amount. It is generally agreed that the Gd and Fe moments in the magnetically 
ordered phase of GdFe 2 or Gdl_xYxFe 2 compounds are antiparallel to one 
another. Nitikin et al. (1975a) explained the existence of three lines for 57Fe in 
GdF% by the difference between the magnetic moments of the Fe atoms in 
different crystallographic positions. For Gdl_xY~F%, Nikitin et al. (1976) consid- 
ered that the magnetic moments of the iron atoms, varying with the crystallo- 
graphic site, depend on the exchange interaction between the rare-earth and iron 
sublattices. 

In a detailed and comprehensive analysis, Meyer et al. (1981) concluded from a 
number of different investigations in PrFe2, NdFe 2 and YbFe 2 that the crystalline 
electric field at the lanthanides is not constant throughout the RFe 2 series. For the 
isotropic as well as the anisotropic parts of the Fe hyperfine field, in addition to 
intrinsic d contributions, contributions originating from the lanthanides could also 
be derived. Due to the self-polarization field and the field transferred from Fe, 
the hyperfine field for the lanthanide nucleus is larger than the free-ion value for 
the second half, but smaller for the first half of the series. Belorizky et al. (1988) 
analysed the dependence of the R - R  exchange interactions on the nature of the R 
atom in many intermetallics, including R-3d compounds such as R2Fe14B or 
RCo 2. They concluded that the molecular field coefficient describing the exchange 
interactions between lanthanide spin moments decreases in a given series by 
almost an order of magnitude from compounds with a light lanthanide to those 
with heavy lanthanide elements. Simultaneously a decrease is observed in the 
transferred hyperfine field at the non-magnetic sites. They showed that this 
behaviour can be coherently understood by considering that both the R - R  and 
R-X indirect exchange interactions in lanthanide intermetallics occur via 5d 
conduction electrons and that the dominant 4f-5d exchange at lanthanide sites 
decreases from Pr to Tm by a factor of three. 

Resolved satellites of the NMR lines originating from the rare-earth nuclei 
could generally be observed for intermetallic compounds if iron was replaced 
partially by other 3d or non-magnetic elements. Very well resolved satellite 
structures of the 89y resonance have been reported by Oppelt and Buschow 
(1976) for Y(Fel_~X~) 2 with X = A1, Co, Pt. They concluded that the Y hyperfine 
field is mainly determined by the interactions with the nearest magnetic neighbour 
atoms. They analysed the transferred hyperfine fields obtained for various values 
of x and determined the change of the magnetic moments of the 3d atoms with 
composition in Y(Fea_~Cox) 2. They obtained indications of partial delocalization 
of the magnetic moments with increasing x. Later on, Oppelt et al. (1977) 
extended their analysis also to intermetallic compounds with other non-magnetic 
rare-earth atoms. Yamada and Ohmae (1980) investigated 59Co and 89y NMR of 
Y(Fea_xCOx) 2 over the whole concentration range x. They concluded that on the 
Fe-rich side, the Co moment first decreases slightly (x ~< 0.3) and then rapidly 
with increasing Co content. Furthermore, Ichinose et al. (1985) observed well 
resolved Y satellites, when they followed the 89y and 27A1 hyperfine fields in 
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Y(FeI_~Alx) 2 in zero-field spectra with the composition x. They showed that the 
concentration dependences of both hyperfine fields resemble those of the mean 
magnetic moment of the Fe atoms, in accordance with the behaviour of fairly well 
localized moments of the Fe atoms. Satellites of the Y and Gd NMR lines were 
observed also by Vasil'kovskii et al. (1988) for Y(Fel_~Xx) 2 and Gd(Fel_xX~) 2 
with X = A1 and Co. They could be extrapolated to give the hyperfine contribu- 
tions from Fe and Co atoms to the local fields at the Y and Gd nuclei for various 
compositions. However, they concluded from the pressure dependence of the 89y 
hyperfine field in Y(Feo.95Coo.05)2 that the variation of the Y hyperfine field with 
Co content, extrapolated from such a variation, might actually be caused by the 
variation of the interatomic distance. 

In conclusion, even for the relatively 'simple' case of the R-Fe  intermetallic 
compounds, a final conclusive picture of the electronic structures and hyperfine 
interactions for these compounds is in general not yet established. However, 
NMR has given many clear pieces of evidence for a better understanding. 

4.2. Intermetallic R-Co compounds 

The results in this area of NMR applications do not always agree very 
well-  experimentally as well as with respect to the interpretation. Generally the 
cobalt hyperfine field in R-Co intermetallic compounds is anisotropic, and on 
some occasions even positive, both of which are indications of the presence of an 
orbital moment of Co. Due to its simplicity, the Laves phase structure is most 
appropriate for an analysis: there is only one R site; the Co si tes-up to four 
magnetically inequivalent, but crystallographically equivalent si tes-can be dis- 
tinguished, because there is an electric quadrupolar interaction in addition to the 
magnetic hyperfine interaction, with the EFG axis lying along the local (111) axes 
(Figiel and Jaszczewski 1980). Many results of NMR investigations of the R-Co 
series of intermetallic compounds were discussed by Figiel (1983) (in Polish). If R 
is a lanthanide element with a 4f moment, the 3d moment of Co is polarized 
below a certain temperature by a molecular field through (indirect) 4f-3d 
exchange interactions. The direction of the polarization is always antiparallel to 
that of the 4f spin. This leads to parallel coupling between 4f and 3d moments in 
RCo 2 for light lanthanides and an antiparallel coupling for the heavy lanthanides. 

Taylor and Christopher (1969) investigated for the first time the Co hyperfine 
fields in ferrimagnetically ordered GdCo 2 and related compounds. They analysed 
the Co hyperfine field as a superposition of a contribution of the Co ion's 'own' 
moment and the Co- and R-neighbour contributions, 

Hhf,c o = Hown,Co + HN,Co + HN, R. (20a) 

For more detailed investigations Hown,Co was later generally decomposed into 

How,,Co = Hcp + H4s,c o + /-/or b . (20b) 

The classical dipole field and the Lorentz field also have to be included. Hirosawa 
and Nakamura (1982a) performed a careful and detailed analysis of the Co 
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hyperfine interaction in RCo 2. They observed that the quadrupolar interaction 
frequency vQ in the magnetically ordered state is always larger than in the 
respective paramagnetic compounds (e.g., Barnes and Lecander 1967). Hirosawa 
and Nakamura (1982a) used also Tbl_xYxCo 2 for the derivation of the R 
contribution to the Co hyperfine field and observed well resolved satellites. They 
indicate the primary importance of the nearest-neighbour interaction between Tb 
and Co. It is especially gratifying that in this investigation for both magnetically 
inequivalent sites (magnetization direction (111): 0 = 0 ° and 70.5 ° sites) the NMR 
lines corresponding to Co with six Tb, and with five Tb one Y are resolved. The 
hyperfine coupling constant for the total spin part of the Co hyperfine field was 
determined to be a s ~ - 1 3 0 k O e  £ 1  (spin), whereas a L = +650kOe ~131 (orb) 
was obtained for the orbital part coupling constant. The isotropic orbital part of 
the Co moment varies between 3% of the total Co moment in GdCo 2 and 26% in 
PrCo 2. The anisotropic contribution is large and reaches up to 26% for SmCo 2. 
Since different signs of the 59Co NMR line shifts for the magnetically inequivalent 
sites were observed in external fields in magnetically ordered RCo 2 by Hirosawa 
and Nakamura (1982a), they had clear evidence that the resonance field at Co 
should be extremely anisotropic. Yoshie (1978) studied the variation of the 59Co 
NMR in Yl_xGdxCo2 for 0.1 ~< x ~< 1. The shift by 16.8 -+ 4.0 kOe observed in this 
range was interpreted as the contribution of 4f electrons to the cobalt hyperfine 
field in GdCo 2. Yoshimura et al. (1984a) investigated the local-environment 
effects in the RI_~Y, Co 2 system. In Dyl_~Y~Co2, the magnetic moment of Co 
and the hyperfine field distribution of the Co nuclei have been synthesized by 
superposition of the contributions from the Co atoms with the various R 
nearest-neighbour configurations. The dipole field due to the lanthanide ions in 
the nearest-neighbour shell turned out to play an important role in analysing the 
Co NMR spectra. They concluded that the nearest-neighbour interaction between 
R and Co is of prime importance in the RCo 2 series. The most pronounced 
dependence of the Co moment on the number of R nearest-neighbour ions has 
been observed for large Y concentrations. 

Cannon et al. (1975) used the Jaccarino-Walker model for the transition-metal 
moment in some cubic Laves phase compounds. Specifically, they showed that in 
the Gd(COl_xNix) 2 system the Co moment appears to be critically dependent on 
the number and type of its nearest neighbours. Ichinose (1987) measured the 
NMR of 27A1, 55Mn, 59Co and 155/157Gd in Gd(Xa_xCOx) 2 for X = A1, Mn, Fe and 
Ni. He found from the analysis of the NMR spectra that the concentration 
dependence of the 59Co hyperfine field is proportional to the sum of the 
conduction electron polarization arising from nearest-neighbour transition atoms 
and that the Co atoms carry a magnetic moment induced by the neighbouring X 
atoms. 

For 59Co in (Gd I xY~)Co2, Hirosawa et al. (1979) observed the coexistence of 
two types of Co atoms in the concentration range close to the critical concen- 
tration (x ~0.10): one has a magnetic moment that couples antiparallel with the 
Gd moment, and the other has no moment. Yamada and Ohmae (1980) also 
showed by NMR analysis of Y(Fel ~Co~) 2 the coexistence of magnetic and 



NMR IN INTERMETALLIC COMPOUNDS 97 

non-magnetic Co, by observation of 59Co NMR both in zero and external fields at 
the critical concentration for the destruction of ferromagnetism. The Co moment 
was assumed to be induced by magnetic Fe among its near neighbours. YCo 2 and 
LuCo 2 are exchange-enhanced Pauli paramagnets. The Knight shift of 59Co in 
YCo 2 is temperature dependent (Hirosawa et al. 1979), as is the magnetic 
susceptibility. The correlation of both quantities gave the hyperfine coupling 
constant a =  -89  kOe i.q~ I associated with the Co magnetization. Its size indicated 
an important role of the orbital moment on the magnetism of YCo 2 (Hirosawa 
and Nakamura 1982a). The orbital magnetism in the paramagnetic phase was 
further analysed with the help of 59Co Knight shift measurements: the anisotropy 
of the S9Co Knight shift in YCo 2 at 4.2K was measured by Hirosawa and 
Nakamura (1982c); Khl = 2.1-+ 0.2% and K± = 1.36-+ 0.015%. Their analysis of 
the temperature dependence of the 59Co Knight shift required the consideration 
of many, partially compensating contributions, as the analysis of the hyperfine 
field in the ordered state does. By analysis of the temperature dependence of T 1 
for YCoa, Yoshimura et al. (1984b) showed that the spin fluctuations with small 
wave number q play an important role in determining the magnetic properties of 
the 'nearly ferromagnetic' compound YCo 2. The necessary condition T 1 1 ~  TXd 
was fulfilled with reasonable accuracy. They concluded that X(q) is enhanced only 
in the small-q region. Nagai et al. (1988b) analysed the Knight shift and the 
spin-lattice relaxation time of S9Co in Y(Nil_xCox)2; they observed x-dependent 
changes that could be explained by the change in the density of states, which is 
dominated by Y contributions for low Co content and by the unenhanced and 
exchange-enhanced Pauli paramagnetism for higher Co concentration. Yoshie et 
al. (1985a) also observed Sgco in YC%_xNi,, for x i> 0.65, whose field depen- 
dence indicated a nearly paramagnetic state of Co.  

Streever (i979) used NMR results (i.e., the large anisotropy HII - H± for 59Co) 
to evaluate the spin-orbit contribution to the magnetic anisotropy of Co atoms at 
individual Co sites in RCo 5 compounds. The easy c-axis Co anisotropy of RCo 5 
compounds has been found to arise from the 2c sites, while the 3g sites make a 
smaller opposing contribution. The anisotropy parameters of the individual sites 
have been used to calculate the variation of the anisotropy with composition in 
mixed R(Col_xF%) 5 compounds (and also in some related structures, e.g., 
R2Co17 ). Yoshie et al. (1988a, b) analysed the 59Co NMR of RC% in the 
presence of an applied external field. They used the fact that Ni enters preferen- 
tially on 2c sites in R(Col_,Ni~) 5 for the site assignment (Yoshie et al. 1987). 
From the NMR study of YCo 5 they found that the Co hyperfine field at the Co 2c 
site has a positive sign (+15 kOe) on contrast to the negative sign ( -92kOe)  at 
the 3g site. This result suggested that the cobalt atoms at the 2c site in YCo 5 have 
large orbital moments. 

Streever (1975a) was the first to analyse NMR of R2Co17 compounds. By 
considering the number of local Co and Nd atoms around a Co site in Nd2COl7 , 
he showed which 59Co NMR lines corresponded to the four different Co sites. 
Inomata (1976a) redetermined the effective Co hyperfine coupling constants for 
own and neighbouring moments. Inomata (1981) found that in Y2(fOl_xXx)a7 Cu 
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substitution for Co was at random, while A1 mainly prefers 6c dumbbell sites- 
which explains changes in the anisotropy. Calculating the crystal field in YCo 5 
and Y2Co17 with the point charge model, he estimated the contribution of Y or 
Co on the Co-site magnetic anisotropy. Kawakami (1981) derived the anisotropy 
of the 59Co hyperfine field for Gd2(C%_xFex)17: HFj- H a = +31 kOe for 18h 
sites, +30kOe for 9d sites and -20kOe  for 18f sites. Since a preferential 
substitution of Co by Fe was observed, these results had to be correlated with the 
composition dependence of the magnetic anisotropy. Figiel (1982a) analysed the 
anisotropy of R2(COI_~Mnx)lv compounds. The corresponding changes of the 
local anisotropy energy and the orbital part of the Co magnetic moment for each 
of the Co structural sites were calculated and discussed. He concluded that only 
two of the four Co sites in the R2Co17 structure play a dominant role in 
determining the anisotropy energy of the compound. Kakol and Figiel (1986) 
used the single-ion anisotropy model (point-charge- crystal-field calculations 
with shielding effects of band electrons) also to interpret their data of 
Yz(Co1_xMnx)i7 and Gd2(COa_xMnx)17 pseudobinaries. 

4.3. Intermetallic R-Mn compounds 

Intermetallic R-Mn compounds were recently rather actively studied with the 
help of NMR. They show interesting, occasionally puzzling, magnetic behaviour. 
NMR turned out to be a useful probe for these investigations. A large part of the 
activities was devoted to YMn 2 and related pseudobinary compounds. YMn 2 has 
a first-order phase transition at about T N = 110K from a high-temperature 
paramagnetic state with small susceptibility (X increases with T for T >  TN 
indicative of itinerant electron character) to a low-temperature antiferromagnetic 
state with an Mn moment of about 2.7 tx B. 

Different Y-Mn intermetallic compounds were analysed with 55Mn NMR by 
Yoshimura and Nakamura (1983). They concluded that YMn 2 is an antiferromag- 
net with a [111] easy direction of magnetization and TN ~ 100 K. A hyperfine 
coupling constant of Io~l ~ 42.7 kOe ~ 1  was derived from YMn 2, the same as for 
YMna2 , a compound that also behaved as an itinerant electron antiferromagnet 
(T N = 120 K). Complex ferrimagnetic behaviour was observed for Y6Mn23. Nagai 
et al. (1983) analysed the complicated Sgy satellite structures in Y(F% xMnx) 2 by 
spin-echo NMR and concluded that two kinds of Mn should occur at low x, one 
with a moment of 0.5 ~x B antiparallel to the Fe moment and one with a moment of 
2.7 P"B parallel to the Fe moment. Yoshimura et al. (1986b) reported that the 
NMR results for Y(Mnl_xXx) 2 can be described by the localized-moment model 
for X = A1, both in the paramagnetic and the ordered states. For X = Fe and Co, 
the Mn moment becomes much smaller as x increases and the results of NMR 
suggest that these alloys are weakly itinerant antiferromagnets. The different 
behaviour of the Mn moment could be related to the atomic spacing of Mn in 
these systems. Nakamura et al. (1988 0 studied the influence of chemical pressure 
on the magnetism of YMn 2 via substitution of R = Sc or La in Y~_xR~Mn 2. 
Substitution of Sc for Y leads to a shrinkage of the lattice, makes the Mn moment 
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unstable and stabilizes the paramagnetic state down to the lowest temperature; 
instead, La with the larger atomic volume stabilizes the Mn magnetic moment. 

The SSMn NMR spectra of the light RMn 2 compounds PrMn2, NdMn 2 and 
SmMn 2 show quadrupole splitting (Yoshimura and Nakamura 1984) and their 
field dependence indicates the antiferromagnetism of these compounds. Several 
NMR investigations have shown the crucial role of the interatomic distances for 
the Mn magnetism in RMn 2 compounds. For example, the Mn hyperfine field 
obtained by NMR measurements on RMn 2 and Ra_xR'Mn2 by Shimizu (1985a) 

increases rapidly as the lattice constant increases from 7.62 ~ to 7.64/k, indicating 
a strong influence of the lattice constant on Mn ordering. Shimizu (1985b) also 
analysed the Tb hyperfine field in Tbl_xRxMn 2 for R =  Gd or Lu and in 
comparison with GdMn2, using the decomposition 

Hhf(Tb) = H4r + Hs + HN,R + HN,Mn" 

For GdMn2, he derived a negative value for Hs, whereas a positive value was 
obtained for TbMn 2. This was taken as evidence for the contribution of the 
parent orbital moment to H s. From the analysis of 55Mn NMR in RMn 2 
Yoshimura et al. (1986a) concluded that one of the most important factors for the 
onset of the Mn moment in YMn 2 would be interatomic spacing of Mn in the C14 
and C15 structures. After decomposition of the total Mn resonance field into its 
different contributions, they analysed the contribution of the Mn atom to the 
hyperfine field, which is proportional to the Mn moment, versus the lattice 
constant. A large lattice constant (a i> 7.5 ,X,)- which is the case for R = Y, Pr, 
Nd, Sm, Gd, T b -  stabilizes the Mn moment, whereas a small atomic spacing 
( R = D y ,  Ho, Er and Tm) makes the Mn moment unstable ( R = D y  is a 
borderline case). Wada et al. (1987) discussed the stability of Mn moments and 
spin fluctuations in RMn 2 on the basis of the results of thermal expansion and 
NMR measurements. Again it has been shown that the interatomic distance plays 
a crucial role in determining the Mn magnetism in RMn 2. 

5. Intermetallic compounds with special properties 

5.1. Van Vleck paramagnets 

As was discussed by Andres and Bucher (1968), the intermetallic compounds 
with rare-earth ions in the singlet ground state, such as praseodymium (141pr), 
turned out to be rather suitable for the production of very low temperatures by 
means of nuclear adiabatic demagnetization. Since the pioneering studies of Jones 
(1967, 1969) on the Pr and Tm intermetallic compounds, it has been known that 
the (effective) resonance field at the nucleus of these van Vleck paramagnets may 
be several times the applied magnetic field H 0. All the main points of interest for 
cooling applications, i.e., the interaction of the lanthanide nuclei with the 
magnetizing field, the static nucleus-nucleus interactions and the static and 
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dynamic nucleus-electron interactions can be studied with the help of NMR 
(Kaplan et al. 1980). 

Mostly, the low-temperature lanthanide 'Knight' shifts could only be measured. 
Weaver and Schirber (1976a) (see Schirber and Weaver 1979) analysed the 
pressure dependences 0(ln K)/Op and the temperature dependences of the NMR 
shifts in compounds such as PrP, PrAs or TmP (and others) with the NMR of 
14~pr, 169Tm and the nuclei of the non-magnetic partners! From the temperature 
dependence, one c a n - a t  least in principle- distinguish between crystal-field and 
exchange effects. The 14~pr NMR study of Kaplan et al. (1980) on a PrNi 5 single 
crystal gave an upper limit of the zero-field quadrupolar-like nucleus-electron 
interaction and provided accurate values of the magnetic field enhancement 
factors as a function of the crystal orientation and of the temperature. Satoh et al. 
(1981) measured the 141pr NMR in the singlet ground state system Pra_xLaxIn3 
and analysed the field dependence of the resonance frequency and the composi- 
tion dependences of the nuclear spin-spin and spin-lattice relaxations. The 
nuclear relaxation rate 1/Ta has been studied theoretically in substances with a 
singlet ground state such as PrNi5 by Ishii (1988). He showed that 1/T 1 deviates 
from the Korringa law with decreasing temperature and vanishes at the nuclear 
ordering temperature. 

5.2. Itinerant-electron ferromagnets 

Already two decades ago, the effect of localized lanthanide magnetic moments 
on the conduction electron ferromagnet ZrZn 2 was analysed by Asanuma and 
Yamadaya (1968) with 91Zr NMR in Zrl_xGdxZn 2 (x ~ 0.015), using a K~--~X 
analysis. The value obtained for a, i.e., a ~ -38  kOe p~l, was small and essen- 
tially independent of the Gd concentration. Moriya (1977) explained how the spin 
fluctuations of itinerant-electron magnets can be studied with the help of NMR 
spin relaxation. Sc3In is a weak band-magnet that orders ferromagnetically with 
T c ~ 6 K  and /.tsc~0.07 ~B. NMR and T 1 for 45Se in the itinerant-electron 
ferromagnet Scfln was studied in both the ferromagnetic and paramagnetic states 
by Hioki and Masuda (1977). The correlation of K(T) and x(T)  gave a hyperfine 
coupling constant of a = +58.4 kOe la~ 1 per Sc atom. This was interpreted as an 
indication of strong 3d admixture in the wavefunction at the Fermi surface and of 
the d-spin contribution to the susceptibility. Yoshimura et al. (1988) analysed the 
nuclear spin-lattice relaxation rates, 1/Ta, of various kinds of metallic magnets, 
and 1 / T 1 w a s  found to be independent of temperature. They ascertained that the 
values of 1/Ta in the weak itinerant ferromagnets like Y(Co-A1)2 were explained 
by the self-consistent renormalization theory taking into account spin fluctuations 
only around q = 0. 

5.3. Hydrogen in intermetallic compounds 

Hydrogen in rare-earth intermetallics has been an area of minor NMR activity 
in the last decade, compared with the period covered by Barnes (1979) in chapter 
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18 of this Handbook. However, several interesting recent investigations are 
mentioned in the tables of the appendix, e.g., for the NMR probes 139La (A3), 
159Tb (A9), 167Er (A12), 1U, 2H (B1) and 59C0 (B12), where the letters and 
numbers in parentheses refer to the table numbers. 

5.4. ' Conventional' superconductors 

Frequently, NMR has been applied for the study of 'simple' superconducting 
intermetallic compounds. We refer to the review of MacLaughlin (1976) for a 
general introduction. Occasionally, NMR has also been applied to tackle more 
complicated systems, like heavy-fermion superconductors (sect. 5.5.1) or systems, 
where the eventual coexistence between magnetism and superconductivity was of 
interest (sect. 5.4.1). NMR has made important contributions to a better under- 
standing of the high-To oxide compounds, as well. The latter, growing, field of 
activity has to be covered in a future volume of this Handbook. 

Nuclear spin-lattice relaxation (l /T1) has frequently been used to study the 
nature of the superconducting state, because it gives information about low- 
energy excitations (and the so-called coherence factor). Zero-field NQR is 
generally more reliable for investigations of superconductors, since only the rf 
field, and not the static magnetic field as well, must penetrate the sample. If due 
care is taken in the analysis, the rf penetration need not even be homogeneous. 
T1, T 2 (T~) and the spectrum can be used as information sources. The necessary 
requirement is, however, that a nucleus with I > 1 and a reasonable quadrupole 
moment resides in the intermetallic compound on a site with a symmetry lower 
than cubic, resulting in a large enough NQR frequency v o. 27A1, 63Cu and 139La 
turned out to be useful NQR probes. If spin-lattice relaxation times are long 
enough, field-cycling NMR experiments are also appropriate for the analysis of 
superconductors. Relaxation experiments are less susceptible to experimental 
problems than Knight shift measurements, which require the application of an 
external magnetic field, which is in conflict with superconductivity. At least the 
accuracy suffers severely under the influence of the internal-field distribution in 
the field range//ca ~ H 0 < He2 in type-II superconductors. 

Several authors have analysed the influence of paramagnetic impurities on the 
relaxational behaviour of conventional superconductors. MacLaughlin et al. 
(1973) analysed zero-field nuclear spin-lattice relaxation rates in superconducting 
magnetic pseudobinary compounds (LaGd)AI 2 in terms of direct impurity and 
conduction electron contributions. The temperature dependence of the Korringa 
rate exhibited the effect of impurity pair breaking near the superconducting 
transition. MacLaughlin et al. (1976) found that the 139La spin-lattice relaxation 
times in Laa_xCexA12 agree with the theory based on weak exchange coupling 
between conduction electrons and paramagnetic impurities. Matsui and Masuda 
(1977) studied the 27A1 relaxation in (La(Gd, Ce))3AI , both in the normal and the 
superconducting states. Here too, the impurity-induced relaxation rates were 
found to play an important role. 
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5.4.1. Superconductivity and magnetic order? 
The coexistence of superconductivity and magnetic order is an exciting problem 

for many researchers. We refer to the review of Roth (1978) for an introduction. 
Experiments on magnetically ordered superconductors were also reviewed by 
Maple (1983). There are several rare-earth intermetallic compounds in which 
NMR has been applied to investigate the details of an eventual coexistence 
between magnetism and superconductivity. Unfortunately, in this area the 
chances are high that one may jump into a pitfall with the NMR analysis, because 
many of the interesting intermetallic compounds are not easy to prepare in 
single-phase form; the risk is thus imminent, that NMR is observed in a magnetic 
phase, but superconductivity occurs in the other phase of a two-phase sample. 

The RRh4B 4 structure allows sufficient separation between the magnetic lanth- 
anide ion and the superconducting electron. Ferromagnetism is observed for 
R =  Gd, Tb, Dy, Ho or Er; for R =  Er, the long-range ferromagnetic order 
destroys the superconductivity. For R = Nd, Sm and Tm long-range antiferromag- 
netic order and superconductivity coexist. Superconductivity is also found for 
R = Lu (Kohara et al. 1983). After the discovery of 're-entrant' superconductivity 
in the ternary compound ErRh4B 4 by Fertig et al. (1977), where long-range 
ferromagnetic order quenches superconductivity below TVM < To, there have been 
a number of NMR investigations dealing with the question of superconductivity 
and magnetic order in rhodium-boride compounds containing a lanthanide ion 
with a localized magnetic moment. 

liB NMR of Tse et al. (1979) in Yl_xErxRh4B4 (x ~<0.1) indicated that the 
conduction electrons in this system couple strongly to the local moments, despite 
the extremely weak influence of x on the superconducting transition temperature 
To. The presence of large hyperfine fields was claimed for the boron sites in the 
superconducting state (for He1 ~ H 0 < He2 ) from the pronounced loss of the 11B 
signal below the transition temperature Tc(H0). In contrast, Kumagai et al. 
(1979) found only a small polarization of the conduction electrons at the B site in 
the magnetically ordered compounds RRh4B 4 (R = Tb, Dy, Ho and Er) via 11B 
NMR. The hyperfine field at the Gd nuclei in GdRh4B 4 was observed to be 
largely anisotropic (forming a powder pattern in the NMR wall spectrum). 
Kumagai et al. (1980) observed T 1 anomalies for ErRh4B 4 (T~ = 8.15 K) in low 
magnetic fields (2.2 kOe). Johnston and Silbernagel (1980) found by laB NMR in 
GdRh4B 4 and LuRh4B 4 that in both examples the anisotropic part of the Knight 
shift was larger than the isotropic one. The absence of any detectable temperature 
dependence for Kis o and Kan i in LuRhgB 4 between 90 and 300 K, in spite of a 
large variation of the static susceptibility of the material, indicated a weak 
interaction of the liB with the Rh d-like electrons responsible for the T- 
dependence of the susceptibility. The authors suggested that the decoupling 
between certain classes of conduction electrons might be important for the 
unusual superconducting and magnetic properties. ~*B NMR was also measured 
in the paramagnetic and ordered state of GdRh4B 4 (TFM = 5.6 K) by Kohori et al. 
(1983a, 1984). Kumagai and Fradin (1983b) studied the 11B spin dynamics in 
(Y1 xRx)Rh4B4 for R = Gd and Er with the adiabatic demagnetization-remag- 
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netization field cycle method. 11B NMR was measured for SmRh4B 4 in the 
paramagnetic, antiferromagnetically ordered and superconducting state (T c 
2.5K, T N =0.87K) by Kohori et al. (1983a, b). Kohori et al. (1985) also 
analysed liB NMR in R(Rhx_xIrx)4B 4 for R = Tb, Dy and Ho. They observed 
the decrease of TFM with increasing Ir concentration x and the appearance of 
antiferromagnetic long-range order coexisting with superconductivity for larger 
values of x, with Tc > T N at the Ir-rich side. 

(Cel_xGdx)Ru 2 is another rare-earth intermetallic compound suspected of 
showing coexistence between superconductivity and magnetic order for pseudo- 
binaries with x~0 .1 .  Speculatively, Kumagai and Asayama (1975) concluded 
from Gd NMR on a coexistence between superconductivity and ferromagnetism. 
Kumagi et al. (1978) measured Gd NMR at T = 60 mK in zero field down to 
x = 0.105 and with field down to x = 0.095 (even at 1.2 K). From the variation of 
the hyperfine field and T~ with composition, they concluded that the NMR signal 
should n o t  originate from a precipitated ferromagnet. They discussed the possibi- 
lities of spin-glass type and short-range order. A sharp superconducting transition 
was observed for x ~ 0.110. The temperature dependences of T 1 for x = 0.105 and 
0.110 were considered suggestive of a small energy gap associated with a 
superconducting state at the ferromagnetic sites. Matsumura et al. (1982) meas- 
ured the temperature dependence of T1 for the zero-field NMR signal as a test for 
the coexistence between superconductivity and ferromagnetism. They reported 
that T 1 increases exponentially with lowering of the temperature due to the 
energy gap. In addition, Kohori et al. (1983b) inferred the coexistence from the 
zero-field NMR and T 1 reflecting the superconducting energy gap in (Cel_ x 
Gdx)Ru 2 for x ~ 0.12, where superconducting and magnetic ordering tempera- 
tures roughly coincide. 

Y4Co 3 was regarded as a new type of magnetic superconductor, because 
experiments indicated the interplay between itinerant electron ferromagnetism 
and superconductivity. This is different from the rare-earth rhodium borides or 
the Chevrel phases, where magnetism is associated with localized lanthanide 
moments (Takigawa et al. 1983c). NMR results dealing with this question for 
Y4Co3 were reported by three different groups in 1983: Lewicki et al. (1983), 
Takigawa et al. (1983c) and Wada et al. (1983). Y4Co3 is a compound that is 
difficult to prepare at least 'close to single phase' and was sometimes considered 
to be Y9Co7 . Its magnetic ordering temperature T M ~ 4.5-5 K is larger than the 
superconducting transition temperature T~ ~ 2.5 K. The saturation magnetization 
is small, corresponding to an average moment of 0.01-0.037 P~B per Co atom. 
Pulsed 59Co NMR and NQR have been performed by Wada et al. (1983) in the 
paramagnetic and ferromagnetic states. They analyzed two sites with small 
positive Knight shift, corresponding to nearly non-magnetic Co sites. The effect of 
spin fluctuations was seen in an enhancement of the 59Co relaxation rate around 
the ferromagnetic ordering temperature. They suggested that the magnetic mo- 
ment of the compound should mainly be carried by the d electrons of the Co 
atoms at the remaining (linear-chain) site. Takigawa et al. (1983c) observed three 
kinds of 59Co resonance signals, corresponding to the three (6h, 2d and 2b) sites 
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of the hexagonal structure (the 2b sites being occupied once per unit cell in 
Y4Co3, but four thirds per unit cell in Y9Co7). They did not find the resonance 
line with large positive shift that Figiel et al. (1981) and Lewicki et al. (1983) 
attributed to 2d sites. A zero-field Co line observed at 18 MHz indicated a Co 
moment of 0.23 txB, corresponding to an average moment of 0.11 ix B for the Co 
2b sites. 

5.5. Intermediate-valence, Kondo-lattice and heavy-fermion systems 

This is an area of solid state physics that has been intensely studied in recent 
years. Other chapters of this Handbook are devoted to this subject: chapter 11, 
volume 1, chapters 62-66, 68 and 71, volume 10; chapters 76 and 78, volume 11; 
chapter 83, volume 12; and chapters 95, 96 and 97 in this volume. There have also 
been several recent reviews for this field- as far as NMR applications to inter- 
mediate-valence compounds are concerned, one might get the impression that 
there are more reviews than original work! For a review of unstable-moment 
phenomena in rare-earth compounds, including key thermodynamic experiments, 
such as susceptibility and lattice constant, spectroscopic experiments and theoreti- 
cal work, we refer the reader to Lawrence et al. (1981). A general overview was 
also given by Parks (1985). NMR and relaxation experiments in rare-earth 
compounds, which exhibit unstable 4f magnetism and related effects, were 
reviewed by MacLaughlin (1985). He concluded that in several systems paramag- 
netic NMR shifts indicate a modification of the electronic band structure below 
the characteristic temperatures, found from the classical experiments like suscep- 
tibility and specific heat (i.e., shift anomalies as compared to eqs. (9) and (10c) 
are observed). Shift anomalies are small or absent in compounds with low 
characteristic temperature and integral or nearly integral valence, like CeCu2Si 2 
and CeRu2Si 2. Nuclear spin-lattice relaxation rates yield estimates of spin 
fluctuation rates and are sensitive to the onset of correlated near-neighbour 
fluctuations. Crisan (1986) reported a formula for the NMR relaxation rate of 
heavy fermion systems. In their recent review, Asayama et al. (1988a) pointed to 
the fact that in several heavy-fermion materials an antiferromagnetic type of 
ordering is observed to appear in the ground state. The anisotropic superconduc- 
tivity coexists or competes with the magnetic ordering. Recently, MacLaughlin 
(1989) has reviewed the use of NMR and related techniques in the study of the 
magnetism of 'unstable magnets', i.e., intermediate-valence and heavy-fermion 
materials. He mentioned that for temperatures below the characteristic or 
'Kondo' temperature T O the experiments give evidence for: 

(i) modification of the transferred hyperfine field (non-linear K(X)); 
(ii) onset of spatial correlations between f spin fluctuations: 
(iii) strong energy-gap anisotropy, with zeros of the gap along lines on the 

Fermi surface in heavy-fermion superconductors; 
(iv) very weak static magnetism, with average moments of about 10-1-10 -3 P~B 

per 4f atom in CeA13 or CeCu2Si 2. In addition, Panissod et al. (1988) reviewed 
the NMR study of electron spin fluctuations in intermediate-valence, Kondo and 



NMR IN INTERMETALLIC COMPOUNDS 105 

heavy-fermion compounds. They pointed to the fact that a universal thermal 
dependence of the f-electron fluctuation rate 1/%ff is observed. 1/re~ ~ is constant 
for T ~ T o in the Fermi-liquid regime and 1/%~f- T 1/2 for T >> T 0. 

The dense Kondo system CeB 6 was studied by Kawakami et al. (1981, 1982, 
1983) and Takigawa et al. (1983a, b). It seems to have three magnetic phases. In 
the highest temperature phase I ( T > 3 . 1  K), a pronounced Kondo effect is 
observed, with a log T dependence of the resistivity and negative magnetoresist- 
ance. Here the NMR spectrum was characteristic of the paramagnetic phase, and 
quadrupolar splitting was observed at 77K (Kawakami et al. 1981). In an 
intermediate phase II, an antiferromagnetic component seems to be induced by 
the external field, increasing with field and being zero in zero field. NMR line 
splitting into two lines for the magnetic field in the [111] direction (and more for 
the other directions) is observed. Whereas the 11B splitting behaves like that 
observed in antiferromagnetic ordered compounds (Kawakami et al. 1981, 
Takigawa et al. 1983a), no long-range order is detected by neutron scattering in 
phase II. From an analysis of the orientation, field and temperature dependence 
of the 11B NMR line splitting in a single crystal for phase II, possible anti- 
ferromagnetic structures could be inferred. The change in the NMR spectrum 
from phase II to III (T ~< 2.3 K) seems more drastic with decreasing temperature 
(or increasing field). In this phase, long-range order with multiple q-structures is 
detected by neutron scattering. 

Shimizu et al. (1985a) analysed the spin-lattice relaxation time, T1, of Cu 
nuclei for a CeCu 6 single crystal. The NMR spectrum is complicated due to the 
presence of four formula units per unit cell and five groups of inequivalent Cu 
sites. However, from the temperature dependence of T~ an effective value for the 
relaxation rate of the Ce moments, 1/Zeff, could be estimated, which would be the 
largest in the series C e C u  6 (h/q" = 9 meV, T K = 2-3 K), CeCu2Si 2 (hl'r = 0.8 meV, 
T~: = 11-14 K) and CeAl3(h/7 = 0.5 meV, TK = 5 K). The transition from the 
magnetic regime to the non-magnetic Fermi-liquid regime of the typical Kondo- 
lattice compound C e C u  6 w a s  explored by Kitaoka et al. (1985b) with the help of 
the 63Cu NQR from a microscopic point of view. They had a large single crystal 
available, giving narrow NQR lines. They concluded that C e C u  6 shows heavy- 
fermion properties at low temperatures, T <~ T* = 0.2 K. In the Fermi-liquid state 
below T* the Korringa law T 1 T ~ 0 . 0 1 1 s K =  const, was obeyed, whereas for 
T i> 6 K, 1/T~ ~ const, ~ 150 S -1. 

Kitaoka et al. (1985a) showed with 29Si NMR (K(T), 1/T1) that CeRu2Si 2 is a 
non-magnetic Kondo-lattice compound below Trc--12 K. They found that KII 
depended on temperature, while K± did not. KII/K l was about 30 at 4.2K, and 
the anisotropy about one order of magnitude larger than the dipolar contribution. 
1/Txi was independent of temperature for 1 2 K <  T < 7 0 K ,  whereas for T <  
T* = 8 K  as a Korringa relaxation TilT= 1.0sK was observed indicating a 
Fermi-liquid state, T~T of 63Cu was analysed by NMR or NQR in CeCuzSi 2 
(Tr: -- 10 K) in the temperature range above T c (in the normal coherent state of 
the Kondo-lattice system), as well as in the Kondo-lattice compounds CeRu2Si 2 
(T K = 12 K) and C e C u  6 ( r  K = 6 K) by Kitaoka et al. (1986). T1T was considered 
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to be almost constant below T* = 2.5 K for CeCu2Si2, T* -~ 6 K for CeRu2Si 2 and 
T* = 0.2 K for CeCu 6. 

The magnetism of CeA13 was probed with NMR by Lysak and MacLaughlin 
(1985) at temperatures T > T* ~ 0.5 K, below which the system can be described 
as a degenerate Fermi fluid. Magnetism and NMR at high temperatures could be 
described well by a model of independent Ce 3+ ions. A change of slope in the 
relation between the 27A1 isotropic frequency shift Ki~ o and the bulk susceptibility 
X has been found below about 10 K and was attributed to a temperature- 
dependent transferred hyperfine field in this temperature range. This hyperfine 
field anomaly was believed to be probably not the same as that previously noted 
at T-~ T* in other lanthanide compounds, where the moment instability is 
associated with intermediate valence. The temperature range was rather charac- 
teristic of crystalline electric field splittings. In CeA12 an anisotropic hyperfine 
interaction in the presence of CEF splitting has been invoked to explain a similar 
shift anomaly. The temperature dependence of the effective Ce spin fluctuation 
rate, obtained from measured spin-lattice relaxation rates 1/T1, indicated the 
onset of near-neighbour spatial correlations between dynamic Ce spin fluctuations 
at low temperature. 

Nakamura et al. (1988c) pointed to the fact that conventionally, the heavy- 
fermion systems have been classified into three types of ground states: paramag- 
netic, antiferromagnetic and superconducting. More recently, several of the 
compounds-e.g. ,  CeA13, TN = 1.2K, Nakamura et al. (1988a)-were found to 
be ordered antiferromagnetically at low temperature, suggesting a close correla- 
tion between superconductivity and antiferromagnetism. They questioned 
whether the normal Fermi liquid was stable at low temperatures or whether 
long-range ordering might set in eventually at low temperatures. Also the heavy 
fermion system CeInCu 2 was reported to show antiferromagnetic-like ordering 
behaviour at 1.1 K. 

Sampathkumaran et al. (1979c) showed that the quadrupole coupling constant 
eZqQ for 63Cu in EuCu2Si 2 has a strong temperature dependence, in contrast to 
YbCuzSi 2 or SmCueSi 2. Sampathkumaran et al. (1985) observed a strong anoma- 
ly in the expected linear relationship between the 31p NMR Knight shift and the 
bulk magnetic susceptibility at low temperatures for the intermediate-valence 
compound EuNi2P 2. They showed that this anomaly should not be caused by the 
CEF or lattice volume effects. Instead, they believed that it results from the 
formation of the hybridized 4f conduction electron ground state. 

For the intermediate-valence compound YbCuAI, MacLaughlin et al. (1979) 
observed a linear relationship between 27K and X only for temperatures above the 
maximum of the bulk susceptibility. For T < Tma x --~ 27 K, this relation was no 
longer obeyed. This was tentatively attributed to a temperature-dependent effect 
of intermediate valence on the transferred hyperfine coupling between the Yb 
moments and the 27A1 nuclei. The T 1 relaxation data yielded a 4f spin fluctuation 
rate via 

2 
(K2T1 T ) - I x  ~-- 2'Yik  B "reff, (21) 
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which decreases by about a factor of two between Tma x and 100 K. B NMR was 
analysed in the intermediate-valence compound YbB~2 (2.9+) by Kasaya et al. 
(1985). Whereas the isotropic part of the Knight shift was essentially independent 
of the temperature, Kan i depended on T. 1/Ta has been derived as a function of 
the temperature and seemed to be activated at low T. 

Shimizu et al. (1987) analysed the correlation between CEF splitting, Kondo 
temperature T~ and the temperature for the onset of non-linearity in the 
K(T) ~ x(T) relation for many dense Kondo systems. (The coherence length in 
the single-site Kondo effect, which presents the spatial extent of the spin 
correlations between the localized moment and the conduction electrons, is 
inversely proportional to the Kondo temperature T~:.) 63Cu NMR was considered 
to be appropriate for measuring the conduction electron spin polarization. They 
showed for a YbCu2Si 2 single crystal via 63Cu NMR that the dipolar contribution 
to the hyperfine field at Cu is not responsible for the K ~ X anomaly. Instead they 
analysed the transferred hyperfine coupling between Yb 4f electrons and the Cu 
nuclear spin and interpreted the anomaly as a CEF effect in the framework of the 
single-site model. They concluded that the orbitally dependent exchange inter- 
action between the 4f and the conduction electrons is responsible for the anomaly 
in the hyperfine coupling. 

We refer the reader to the tables in the appendix for further references. 

5.5.1. Heavy-fermion superconductors 
The rare-earth intermetallic compound CeCu2Si 2 has, like UBe13 and UPt3, the 

special property of a transition to a superconducting state at low temperatures 
(T c ~ 0.6 K). For the cerium compound, experimental conditions are less favour- 
able for NMR, because Oc2 ~ 2 kOe is relatively small. 

In a Knight shift study of CeCu2Siz, Ueda et al. (1987) observed a drastic 
decrease of the Knight shift of 29Si (K~(T)) and 63Cu (Kll, K±) below To, 
independent of the crystallographic axis. This was taken as support for an 
even-parity pairing description. 

MacLaughlin et al. (1984) observed a maximum of 1/T I at about T c ~ 0 . 6 K  
and a rapid decrease of 1/T 1 below 0.55 K by 63Cu NQR, in agreement with the 
opening of a gap in a superconducting sample of CeCuzSi 2. Kitaoka et al. (1984, 
1985c, 1986) analysed TIT for 63Cu in the superconducting and normal states by 
NMR and NQR and for sampes of different stoichiometry (CeCu2.02Si2, T c = 
0.72 K, and CeCul.99Si 2 with Tc = 0.6 K). They decided that NQR measurements 
of 1/T 1 at zero external field give the correct spin-lattice relaxation behaviour of 
the superconductor. They reported that the nuclear spin-lattice relaxation rate 
1/Ta of 63Cu shows a rapid decrease below T~, rather than the enhancement just 
below T~, which is a characteristic of BCS superconductors. 1 / T1 decreases below 
T c proportional to T 3 with decreasing temperature. This behaviour was consid- 
ered to point to an anisotropic s-wave model for singlet pairing, with zeros of the 
gap along lines at the Fermi surface. The temperature dependence of the nuclear 
spin-lattice relaxation in the heavy-fermion superconducting state, for the case 
that the energy gap has nodes, was considered by Bahlouli (1986). Asayama et al. 
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(1988b) concluded that, generally, 1 / T  1 in superconducting heavy-fermion sys- 
tems does not show an enhancement just below T c and decreases in proportion to 
T 3 at low temperature in contrast to the BCS behaviour, indicating the aniso- 
tropic nature of the superconductivity with zero gaps on lines at the Fermi 
surface. 

6. Concluding remarks 

We have reviewed a number of examples, where NMR was used for the study 
of intermetallic rare-earth compounds. For space reasons, the known com- 
plimentary techniques such as muon spin rotation or 'nuclear' NMR-related 
methods were not included. The derivation of the temperature dependence of the 
spontaneous magnetization and the direction of easy magnetization were only two 
examples out of a large choice, where NMR has given microscopic information on 
macroscopic properties. The application of NMR in the investigation of the 
electronic structure of intermetallic compounds with non-magnetic partners has 
been an area of special success, in which accurate information about the atomic 
levels has been obtained. We have shown that the use of single crystals and the 
measurement of magnetically ordered compounds with an applied external field in 
order to eliminate the wall signals gives more clearcut NMR results in such 
intermetallic compounds than can be obtained by zero-field NMR. The applica- 
tion of NMR to intermetallic compounds of rare-earth elements with 3d transition 
metals gives information on questions of large technological importance; this area 
of considerable current activity was only briefly summarized. Similarly, the NMR 
analysis of many intermetallic compounds with 'unconventional' properties has 
only been considered in a rather brief form. However, the tables compiled in the 
appendix of this chapter allow easy access to additional references. Despite the 
fact that many potential applications had to be left out of this review, many areas 
requiring future activities became evident. In addition, new experimental routes 
like the application of NMR tomographic techniques to solids will have to be 
considered. Many NMR spectroscopists are presently struggling for a better 
understanding of high-T c oxide compounds; this review might show them like 
others interested in the field, that there are still many potential areas of the NMR 
application to rare-earth intermetallic compounds worthy of a better analysis. 
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Appendix: Tabular data of NMR in rare-earth intermetallic compounds 

The reader  is referred to the original papers  for the error  limits which were 
omit ted in the tables in order to save space. The nuclear data are taken f rom 
Bruker ' s  tables (Bruker  1989), Carter  et al. (1977), Barnes (1979) or the 
references given in the tables. 
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TABLE B27 
Nuclear magnetic resonance of the nucleus :°TPb in intermetallic compounds with paramagnetic 

states. Nuclear data: a°7pb, 1 = ½, natural abundance 21.1%, y/2~r = 0.8874 MHz kOe 1. 

Compound Temperature (K) Remarks Reference 

LaPb 3 1.5-77 K, T1T Welsh et al. (1975) 

TABLE B28 
Nuclear magnetic resonance of the nucleus 2°9Bi in intermetallic compounds with paramagnetic 
states. Nuclear data: 2°9Bi, l = 9, natural abundance 100%, y/27r = 0.6842 MHz kOe -1, Q = 

-0.46 × 1 0  -24  cm 2. 

Compound Temperature (K) Remarks Reference 

RBi 1.5-600 R = Y, Sm: K(T) Jones (1969) 
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F~ spin fluctuation rate J total angular momentum 
Tf interconfigurational fluctuation Q valence of R ion 

temperature R rare earth 
ICF interconfigurational fluctuations T c superconductor transition tern- 
IV intermediate valence perature 

LIII 2P3/2 core level V unit cell volume 
LA longitudinal acoustic XPS X-ray photoelectron spectroscopy 
LO longitudinal optic 

1. General remarks 

The advent of light scattering being applied to the spectroscopic investigation of 
metals occurred about a decade ago. Case studies have focused on layered 
charge-density-wave materials, superconductors, graphite intercalation com- 
pounds, thin metallic layers and metallic superlattices. Reviews of these topics can 
be found in the books edited by Cardona and Giintherodt (1982b, 1989). 

In this article we give a status report on the progress that has been made in 
applying light scattering to various rare-earth (R) intermetallic compounds with 
the emphasis on Kondo- and intermediate valence-type materials. In this field of 
research, light scattering can now provide detailed information about localized 
electronic excitations [such as crystalline electric field (CEF) excitations, spin- 
orbit-split (J) multiplet excitations], phononic and elastic properties. This has not 
been an easy task, since for the materials under investigation the penetration 
depth of the light is of the order of about 100 A, yielding a rather small scattering 
volume. In particular we want to show how light (Raman and Brillouin) scattering 
has become a valuable complementary tool compared to neutron scattering with 
the advantages of high resolution (~<0.5 meV), strict symmetry selection rules, 
high (<1000meV) as well as extremely small (>0.03 meV) observable energy 
losses, small usable sample size (~<lmm 3) and independence of rare-earth 
isotope. Moreover, Brillouin scattering from surface wave excitations of metals 
offers the possibility of determining the elastic constants of small (<1 mm 3) or 
irregularly shaped samples, which otherwise are not accessible by ultrasonic 
measurements. The disadvantage of light scattering being limited to small 
wavevectors of the excitations, is irrelevant in the case of localized electronic 
excitations. Difficulties owing to the small penetration depth of the light can be 
overcome by careful surface preparation techniques, such as cleaving or fracturing 
under an inert-gas atmosphere. 

The paper will be organized according to the types of excitations in rare-earth 
intermetallics that have been investigated successfully by light scattering. Starting 
with intraconfigurational and interconfigurational localized electronic excitations 
in sect. 2.2 we turn to crystal-field excitations in sect. 2.3. Section 3 is devoted to 
lattice dynamics in rare-earth intermetallics, that is the investigation of optical 
phonon modes by Raman scattering and the investigation of elastic constants by 
Brillouin scattering. Finally, in sect. 4 we shall deal with modes of electronic as 
well as phononic character resulting from strong electron-phonon coupling. 
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2. Light scattering from 4f localized electronic excitations 

2.1. Introduction 

Among the various classes of lanthanide intermetallic compounds those ex- 
hibiting intermediate-valence or Kondo behavior have received much attention 
over the last decade. The occurrence of two different energetically degenerate 
configurations of the lanthanide atoms (4fn5d16s 2 and 4fn+16s2), together with the 
strongly localized character of the 4f shell are responsible for this seemingly 
irregular pattern of properties exhibited by these compounds. Despite the near 
degeneracy of the 4f, 5d and 6s binding energies allowing for 4f interconfigura- 
tional excitations (4fn+16s2--~4fn5d16s2), the spatial localization of the 4f elec- 
trons inside the filled 5s and 5p orbitals of the Xe cores, as discussed, e.g., by 
Goldschmidt (1978), is the reason why the 4f states largely retain their highly 
correlated, atomic nature after compound formation. These particular properties 
of the 4f shell, apart from being the cause of some of the most interesting aspects 
of lanthanide research, are also the source of the problems posed towards a 
quantitative description of the electronic structure of these materials. These 
problems arise because of the inadequacy of the conventional methods of band 
structure calculation for handling correlated many-electron states. On the other 
hand, descriptions of the intermediate valence 4f shell on the basis of an ionic 
picture, characterized by singlet-ion intraconfigurational J-multiplet level excita- 
tions and crystal-field excitations, taking into account hybridization perturbatively 
is the appropriate way to describe Kondo and intermediate-valence (IV) behavior 
(M/iller-Hartmann et al. 1984, Kasuya 1985, Gupta and Malik 1987). The ionic 
picture was promoted for the first time in the interconfigurational fluctuation 
(ICF) model (Hirst 1970). 

In this model the interaction between two 4f configurations, both described by 
their J-multiplet level structure, is parameterized first by the interconfiguration 
excitation energy (Ex), denoting the energy difference between the ground states 
of the two J-multiplet systems, and second by the fluctuation temperature (T 0 or 
interconfigurational mixing width. This model has been applied to the analysis 
and interpretation of experimental data (Wohlleben 1984, R6hler et al. 1982a, 
Wittershagen and Wohlleben 1985). A schematic picture of this model is given in 
fig. 1. In any case these modified low lying many-particle electronic excitations (J 
multiplet level excitations, crystal-field excitations, interconfigurational excita- 
tions) profoundly influence the thermodynamic and transport properties of IV and 
Kondo compounds. Their experimental determination serves not only as a 
spectroscopic test of microscopic theories but is an indispensable prerequisite of 
any understanding of the fascinating and numerous macroscopic properties of 
these compounds. 

A more comprehensive presentation of the many experimental and theoretical 
aspects of IV and Kondo compounds as well as a compilation of the original 
references can be found in a number of conference proceedings and review 
articles as given, e.g., by Wachter and Boppart (1982), M/iller-Hartmann et al. 
(1984), Kasuya (1985) and Gupta and Malik (1987). 
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J' T 

Lf  n \ 4.f ~-1 ~ + e (EF) 

Fig. 1. Schematic energy level diagram of the in- 
terconfigurational fluctuation (ICF) model describ- 
ing valence fluctuations between two 4f configura- 
tions (4f", 4f"-1), characterized by their Jmultiplet 
level structure. The basic parameters of the ICF 
model E x and Tf denote the interconfigurational 
excitation energy and interconfigurational mixing 
width, respectively. 

The application of Raman scattering to the lanthanide Kondo and IV com- 
pounds has resulted in a fruitful area of research as judged from its contributions 
to the understanding of these materials and from the large number of publica- 
tions. In this section we review Raman scattering experiments that deal with the 
determination of intraconfigurational excitations (J-multiplet and crystal-field- 
level excitations), as well as interconfigurational excitation energies of valence 
unstable lanthanide compounds. 

2.2. Electronic Raman scattering in Sml_~ Y~Se and Sm a-~ Y~ S 

Raman scattering in rare-earth chalcogenides has been reviewed by G/intherodt 
and Merlin (1984b). The Sm chalcogenides will be mentioned in this section for 
the sake of comparison with stable valence reference compounds and for demon- 
strating the configurational crossover from stable to fluctuating valence. Spin- 
orbit- and crystal-field-split levels of 4f states of lanthanide ions in insulating hosts 
have been extensively studied by Koningstein (1967) and Koningstein and 
Gr/inberg (1971) by means of electronic Raman scattering. In this subsection we 
discuss electronic Raman scattering from 4f spin-orbit-split levels in Sml_xRxSe 
and Sml_zRxS solid solutions in the vicinity of the 4f configuration crossover from 
stable valence to the intermediate-valence (IV) state. Such investigations have a 
direct bearing not only on the valence fluctuation problem, but also on the 
fundamentals of Raman scattering. 

The ground state of S m  2+ in the Sm monochalcogenides is 4f6(7Fj = 
0, 1 , . . . ,  6), with a 0.6 eV wide spin-orbit-split 7Fj multiplet. Electronic Raman 
scattering from the different J-multiplet levels of cleaved (100) faces of semicon- 
ducting SmSe (G/intherodt et al. 1981a) is shown in fig. 2. The odd-Y levels show 
up for perpendicular incident (El) and scattered (Es) polarization vectors, where- 
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Fig. 2. Electronic Raman scattering from the (Sin 2+) 4f6(TFj) configuration of SmSe at 80 K under 
5145 A laser excitation using backscattering from a cleaved (100) face; EiIIE~: F~ + 4F12; Ei.l_Es: 

+ + F25 + F15, with E~(s) the electric field vector of the incident (scattered) photon. 

as the opposite is true for the even-J  levels. It has been shown for the case of SmS 
that the J = 1 peak (and in principle the J = 3, 5 peaks) appears only in the 
antisymmetric F1+5 component  (Giintherodt  et al. 1978). The scattering intensity 
from either odd- or even-J  levels decreases monotonically with increasing J-values 
as seen in fig. 21 This has been attributed to the higher J levels approaching the 
4f -5d  excitation gap (the excitation to the J = 6 level near 4010 cm -1 coincides 
with the 0.5 eV gap of SmSe). This conclusion is further supported by the fact that 
the J-> 3 levels are not observed in SmS, which shows a 4f -5d  gap of about 
1200 cm -~ (0.15 eV). 

Electronic Raman scattering has been observed in SmS, SmSe and SmTe by 
Nathan et al. (1975) and Smith et al. (1976), with particular emphasis on the 

t empera tu re  dependence of the singlet-triplet (J  = 0---~ 1) excitation. In all three 
compounds the J = 0---~ 1 transition has been found to shift to a lower frequency 
upon cooling below room temperature.  This temperature  dependence of the 
singlet-triplet excitation could be fitted by results obtained in the random-phase 
approximation (Wang and Cooper  1968, 1969) using the free-ion spin-orbi t  
coupling constant (h  = 293.5 cm -1) and by introducing an exchange interaction 
energy 0. The latter was found to decrease from 44 cm -1 in SmS to 8 cm -1 in 
SmTe. This seems to parallel a decreasing 5d admixture into the 4f 6 ground state 
with increasing f - d  excitation gap from SmS to SmTe. 

Substitution of the cation in the solid solution system Sml_xRxSe by, e.g., Y or 
La reduces the lattice parameter  and the 4f-5d excitation gap, without yielding 
the transition into the metallic intermediate-valence phase (Gronau 1979). In fig. 
3 we show the polarized Raman spectra of Sml_xY~Se at 80 K for x = 0, 0.25, 
0.50, 0.75 and 1.0, obtained by Gfintherodt et al. (1981a). For  the sake of 
completeness, Sm0.95La0.05Se has also been included. For  the latter sample one 
observes below 200 cm - t  first-order defect-induced Raman scattering from acous- 
tic and optical phonons which is absent in pure SmSe. The J = 1 peak of 
Sm0.95La0.05Se has drastically broadened compared to that of pure SmSe at 
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Fig. 3. Electronic Raman scattering from the 
J-multiplet levels of Sm 1 xYxSe at 80 K for 0 ~< 
x~<1.0; for x = 0 . 0 5 ,  the La-substituted 
Smo.95La0.05Se is shown. The scattering configu- 
ration is the same as in fig. 2. The hatched area 
indicates the electronic scattering from the J = 
0--~ 1 excitation. Phonon scattering is seen below 
200 cm -~ 

275 cm -1 and has shifted to 266 cm -1. The J = 1 peak is broadened further with 
increasing x and merges with the optical phonon densitYlOf states for x/> 0.50. For 
x - -0 .75 ,  the J = 1 peak has shifted to about 210 cm-  and is barely seen. The 
J = 3 peak of SmSe in fig. 3 does not shift with increasing x, but becomes strongly 
broadened and finally can no longer be resolved for x ~> 0.50. On the other  hand, 
the persistence of the peak related to the J = 2 level up to x = 0.75 indicates that 
the 4f-5d gap is still finite, i.e., of the order of 0 .1eV (800cm-1) .  This is 
consistent with the fact that Sma_xYxSe for all values of x does not undergo a 
transition into the homogeneous intermediate-valence phase (Gronau 1979). 
Otherwise, the intensity changes and the splittings of the J = 2  level with 
increasing x are unexplained. 
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The solid solution system Sma_xY~S was first investigated using Raman scatter- 
ing by Smith et al. (1976) and Tsang (1976) for concentrations near (x ~< 0.15) 
and beyond (x > 0.15) the configuration crossover (CC). Polarized Raman spectra 
by G/intherodt e t  al. (1981a) have shown a clear separation into phonon and 
electronic "magnetic" Raman scattering and the evolution with CC. Figure 4 
shows the polarized Raman spectra of cleaved (100) faces of Sml_~YxS for x = 0, 
0.10 and 0.25 at 80 K. The case of Sm0.85Gd0.~sS has also been included, since the 
very same sample can be investigated in its non-transformed black phase (near 
CC) and in its pressure-transformed (p  > 4 kbar) gold phase (beyond CC). For 
SmS (x = 0) in fig. 4, phonon scattering is shown by the dashed line below 
300 cm-z, whereas electronic scattering from the J = 1 level is represented by the 
solid line (hatched area) near 275 cm-a. Electronic scattering from the J = 2 level 
is shown by the dashed line near 780 cm -1. The J t> 3 levels are not observed. 
With increasing x (~<0.15) the J =  1 level is reduced in intensity, strongly 
broadened and shifts to 250 cm -~ for x = 0.15. In the same sequence the J = 2 
level is subject to strong broadening. Beyond CC (x ~> 0.15) no contributions from 
the J = 0---~ 1 and J = 0---~2 excitations could be identified, contrary to previous 
unpolarized Raman measurements (Tsang 1976). In the latter no distinction could 
be made between the electronic and the phonon contributions. The dominant 
phonon scattering intensity of, e.g., Smo.75Y0.25S near 250 cm -a, will be discussed 
in more detail in sect. 3. 
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From the Raman scattering data in fig. 4 it can be concluded that the 
broadening of the J = 1 peak must have exceeded at least 200cm -a (25meV) 
FWHM in order to be no longer resolved. On the other hand, a peak near 31 meV 
(250cm -1) found in neutron scattering on powdered Sm0.75Y0.25S has been 
attributed to scattering from the J = 0---~ 1 excitation (Mook et al. 1978b). More 
recent neutron scattering experiments on polycrystalline Sm0.75Y0.2sS also re- 
vealed an inelastic magnetic excitation near 38 meV attributed to a modified 
J =  0---~J= 1 transition (Holland-Moritz et al. 1988). At present there is no 
answer to this apparent discrepancy, perhaps pointing to a drastic reduction of the 
electronic Raman scattering cross-section of Sml_xYxS induced by the valence 
mixing near the configuration crossover. 

2.3. Electronic Raman scattering in EuPd2Si 2 and EuCu2Si 2 

Eu-based group IV systems have been studied quite extensively as model 
compounds since their fluctuation temperature is quite often in the range of 
100K, thus on the one hand being large enough to induce quite dramatic 
modifications in the thermodynamic as well as the transport properties of the 
compound Under investigation and, on the other hand, being small enough to 
retain the basic multiplet structure of the Eu2+4f6(TFj) electronic structure. 
Moreover, Eu-based compounds serve as model systems because of the rather 
simple ground states of the two 4f configurations participating in the valence 
fluctuation process: Eu 2+ (4f 7) has only the J =  S = 7 pure spin configuration 
without any CEF splitting and Eu 3÷ (4f 6) has a J = 0 ground state. The J = 1 state 
of Eu 3+ lies about 550 K (De Shazer and Dieke 1963) above the J = 0 ground 
state and can be thermally populated, thus offering the possibility of a strong 
modification of the valence fluctuation process by temperature variation. More- 
over, for Eu-based group IV compounds the investigation of the valence and its 
temperature dependence is easily feasible by the M6ssbauer and L m edge 
absorption spectroscopies. In particular, IV EuPd2Si 2 (Sampathkumaran et al. 
1981, Schmiester et al. 1982) as well as EuCu2Si 2 (Bauminger et al. 1973, R6hler 
et al. 1982a) are sufficiently well characterized to establish helpful relationships 
between the thermodynamic data and the spectroscopic results. 

Raman scattering measurements were carried out on freshly fractured poly- 
crystals of EuPd2Si 2 between 300 and 4.2 K (Zirngiebl et al. (1985a). In fig. 5 the 
Raman spectra of EuPd2Si 2 obtained with 5309 A laser excitation are shown for 
selected temperatures. At the top of the figure are shown the J-multiplet levels 
observed by electronic Raman scattering in SmSe (Gfintherodt et al. 1981a). The 
maxima observed in EuPd2Si 2 are close in energy to the J-multiplet levels of 
SmSe. This is to be expected, since the J-levels of Eu 3+ should be the same as 
those of the Sm 2÷ 4f 6 (7Fj configuration). The J-multiplet levels of IV EuPd2Si 2 at 
300 K are quite broad compared to the J-levels of divalent SmSe. Upon cooling to 
200 K, the J-levels of EuPd2Si 2 undergo an asymmetric broadening which is most 
clearly seen for the J = 3 and J = 4 levels. This broadening develops into a well 
pronounced splitting at 145 K, which is best seen in the case of the J = 2, 3 and 4 
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Fig. 5. Raman spectra of EuPd2Si 2 at different 
temperatures under 5309 A laser excitation. Verti- 
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al excitations (EL,intra) of the Eu3+4f6(7Fs-) configu- 
ration; solid lines through spectra are guide lines to 
the eye. Top of the figure: electronic Raman scat- 
tering due to the SmZ+4f6(TFj) configuration of 
SmSe. 

levels (arrows in fig. 5). At 77 K the splitting of individual J-levels has dis- 
appeared, yielding a single broadened peak for each one of the J-levels. The 
spectrum at 4.2 K reveals well defined J-multiplet levels similar to the spectrum at 
300 K. The reproducibility of the spectral features in fig. 5 is slightly affected, 
presumably by local strains giving rise to frequency shifts of the levels up to 3%. 
The overall background in fig. 5 arises mainly from sample imperfections causing 
luminescence emission. 

Figure 6 shows the Raman spectra of freshly fractured EuCu2Si z at selected 
temperatures (300, 77 and 4 K) under 5309 A laser excitation (Zirngiebl et al. 
1986a). At room temperature one observes a broad background of luminescence 
emission, which is also present in the low-temperature spectra. The double-peak 
structure near 2700 cm-1 is close to the energy of the J = 0 ~ 4 transition of the 
free Eu 3+ ion (Dieke and Crosswhite 1963). By cooling down to 77 K broad 
structures emerge near 800 and 1800 cm -1, and the double-peak structure near 
2700 cm-1 becomes even more pronounced. For the latter the splitting vanishes at 
4 K, and the other peaks become more clearly pronounced. Moreover, at 4 K a 



172 E. ZIRNGIEBL and G. GI~'qTHERODT 

LI) 

c" 

.d 
&-  

0 

m 
c 

<- 
1"-"4 

O) 
c 
L 

.4,-, 
4 , - ,  

0 
0 

oO 

I I I I I I I I 

EuCu2Si 2 

J= l  2 3 

f J I I I 

~1 I: I 
i I 

3 0 0  K 
. , ,  - "  .-., . , , .  . ,  ". 

I I I ~ ~ 

I I I 

i x. II~ 

mR I~ 

ill I I  

i I i i I 

~ i I j I 
- I 

I I I I I I I I I 

1000 2000 3000 L.O00 

Frequency Shift (cm-1) 
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4f6(TFj_0...6) configuration. Solid lines through 
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fourth peak near 400 cm -1 can be resolved from the background. For comparison 
the J-level excitations of the free Eu 3+ ion (Dieke and Crosswhite 1963) are 
indicated by the dashed vertical lines in fig. 6 for J = 1 to J = 4. 

In fig. 7 we show a schematic energy-level diagram explaining the electronic 
Raman scattering from the J-multiplet levels in an IV Eu compound by applying 
the interconfigurational fluctuation model of intermediate valence (Hirst 1970, see 
fi~. 1) to Raman scattering from IV Eu compounds. The (Eu 2+) 4f 7 and (Eu 3+) 
4f + e-  confgurations are nearly degenerate and separated by E x. When E x # 0, 
two sets of inelastic energy losses E L i.tra and E L inter = EL intra - -  gx are observ- 
able in Raman spectroscopy for the )-multiplet i'evels of the 4f  6 configuration. 
These are the intraconfigurational e x c i t a t i o n s  (EL,intra) of the J = 1 , . . . ,  6 levels 
with respect to the (4f 6) J = 0 initial state and the interconfigurational excitations 
(EL,inter) with respect to the (4f 7) J = 0 initial state. The interconfigurational 
excitation energy E x itself should also show up with respect to the J = 0 initial 
state. The inelastic scattering intensity of the interconfigurational excitations 
(4f7-->4f6+ e ) is obtained in second-order Perturbation theory and should be 
stronger than for the magnetic-dipole-allowed intraconfigurational excitations 
(J = 0---~ J ~ 0). The latter contribute to the scattering cross-section in third-order 
perturbation theory involving spin-orbit coupling. 
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Fig. 7. Schematic representation of the electronic 
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valence Eu compound showing an interconfigura- 
tional excitation energy E x # 0. Indicated are the 
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interconfigurational energy losses (EL,into , = 
EL,intr  a - -  E x )  of the incident photon hwl, with re- 
spect to the J = 0 and J = 7 initial state, respec- 
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We now turn to the interconfigurational excitation energy E x and its tempera- 
ture dependence,  which is given by the common, rigid shift of all interconfigura- 
tional excitations (EL,inter) with respect to the intraconfigurational J-multiplet 
excitations (EL,intra). The latter have been indicated in figs 5 and 6 by the dashed 
vertical lines. For  the case of EuPd2Si 2 at 300 K the more intense interconfigura- 
tional excitations EL,inte r (indicated by tick marks) are slightly shifted to lower 
energy with respect to the dashed lines, implying that E x = 5 0  cm -1 (70 K). At 
200K a further increase of E x (E x = 150K) is indicated by the asymmetric 
broadening of the peaks at their low-energy side. The clearest evidence for a 
pronounced increase in E x (E  x = 350 K) is found in the spectrum at 145 K, in 
which the EL,intr  a and EL,inte r peaks are clearly split. At  77 K this splitting has 
disappeared, although the energy positions of the dominant interconfigurational 
excitations EL, in te  r (see tick marks) imply that E x is still about the same as at 
145 K. The spectrum at 5 K again shows rather narrow peaks near the positions of 
the dashed lines, implying that E x is about of the order  of the room temperature  
value. The temperature dependence of the E,  of EuPd2Si2, which is directly 
revealed in our Raman spectra, is plotted in fig. 8a. 

Unlike EuPd2Si2, in the case of EuCu2Siz, EL,inte r and EL,intr  a c a n  only be 
distinguished at 300 and 77 K for the J = 4 level. For J = 1, 2 and 3 they cannot be 
separated due to the large inherent linewidths. From the EL,intr  a and EL,inte r 

excitations of the J = 4 level one deduces an E.  of about 400 K at T = 300 K and 
E x = 320 K at 77 K. Only one set of excitations is observable at 4 K, yielding an 
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E x smaller than the linewidth of the narrowest peak (J  = 1). Hence we obtain 
E x ~< 80 K (see fig. 9a). 

We shall now consider the temperature dependence of Tf, which characterizes 
the quantum mechanical mixing of the two 4f configurations (see bot tom of fig. 
1). This information is mainly contained in the spectral width of the Raman 
peaks. Although for EuPd2Si e the experimentally observed widths of the different 
J-levels differ significantly at 300 K, their additional variations upon cooling below 
300 K are very similar. Since we observe the joint mixing width of the initial and 
final states in the scattering process, we ascribe the temperature-dependent  
common contribution to the width of all the energy-loss peaks primarily to Tf of 
the initial state (ground state). The upper limit of Tf of the ground state of 
EuPd2Si 2 is set by the narrowest energy-loss peak observable, i.e., J = 1 at 300 
and 5 K, and J = 3 at all other  temperatures.  The values of Tf of EuPdzSi e and 
EuCueSi z inferred from the spectral features are presented in figs. 8b and 9b, 
respectively, as a function of temperature.  It has to be pointed out that these 
spectroscopically deduced values of E x and T~ show good qualitative agreement 
with those obtained by Schmiester et al. (1982) for EuPdaSi 2 and by R6hler et al. 
(1982a) for EuCu2Si 2 (see also R6hler et al. 1982b) on quite different experimen- 
tal grounds. By use of the ionic ICF model,  Schmiester et al. (1982) have deduced 
the temperature dependence of E x and Tf for EuPd2Si 2 from the M6ssbauer 
isomer shift and the magnetic susceptibility. 

Moreover,  for EuPdeSi 2 there is at least basic agreement between the Raman 
scattering and the magnetic neutron scattering (Holland-Moritz et al. 1987) 
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concerning the tempera ture  dependence of Tf and the existence of a J = 0--~ J = 1 
transition of the Eu 3+ configuration. Differences concerning the detailed transi- 
tion energy of the J = 0--~ 1 excitation and the low-temperature  behavior  are 
unresolved and await further i clarification on more  theoretical grounds taking into 
account the different scatteiing mechanisms of neutron and Raman  scattering. 

! 
i 

2.4. Electronic Raman scattering in CeSI+ x and CePd 3 

J-mult iplet  level excitati0ns have also been observed in intermetallic Ce 
compounds (M6rke et al. 1986, Zirngiebl et al. 1985b). The J-mult iplet  structure 
of Ce 3+ ions is simple compared  to that of Eu 3+, since it consists only of the J = 
to J = 7 transition at an energy of about  2150 cm -~ (Dieke and Crosswhite 1963). 
Both J-mult iplet  levels can l~e• split by crystalline electric fields (CEF) ,  which act 
more  strongly on the Ce 4~ a electron than on those in Eu  due to the more  
extended 4f radius of Ce Icompared to Eu. Nevertheless,  especially at low 
temperatures ,  only the transitions out of the ground state (CEF-split  ground state 
of  the J = ~ configuration) " ~nto the CEF-split  states of the J = 7 configuration 
should be observable,  wit~ the lowest transition energy being at roughly 

1 2150 cm . 
We shall first discuss the r~sults of  M6rke  et al. (1986) obtained on a series of 

stable valence CeSa+x compqunds.  CeS has the NaC1 structure and the first-order 
Raman  effect is forbidden b~ symmetry  at the zone center. However ,  defects can 
break the translational symmetry  of the lattice leading to a relaxation of the 

/ 
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q-selection rule. The result is a weighted one-phonon density of states as found, 
e.g., in LaS (M6rke 1985). An example of CeS is shown in fig. 10 at the bottom. 
The T h 3 P  4 crystal structure, within which C e 2 S  3 and C e 3 S  4 crystallize, can 
accommodate cations (M) and anions (S) in various stoichiometries with the 
nominal compositions M2S 3 and M 3 S  4. In the M 3 S  4 compounds both sublattices 
are filled, whereas in the M 2 S  3 compounds only the M sublattice contains 
vacancies. Therefore, it is better to denote this compound as M2.67S 4. For 
trivalent rare-earth ions the R 3 S  4 and R-S samples are metallic, whereas the R2S 3 
compounds are semiconductors. The three CeyS 4 samples investigated had the 
following compositions according to wet chemical analysis: 
C e 4 S  4 = Cel .ooSl .oo , a o = 5 . 7 7 7 2  A, 
Ce2.996S4, a 0 = 8.622 ,~, 
Ce2.71784, a 0 = 8.625 A. 
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Fig. 10. Raman spectra of the series Ce2S3, Ce3S 4 and CeS at l0 K. Of particular interest are the 
CEF-split J-multiplet excitations above 2000 cm -1, after M6rke et al. (1986). 
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The second compound will be quoted as Ce3S 4 and the last one as Ce2S 3. Figure 
10 shows the Raman spectra of all three compounds (M6rke et al. 1986). In the 
low-frequency range from 90 cm -~ to 650 cm -1 one observes light scattering from 
Raman-active phonons, defect-induced phonon density of states scattering and 
electronic Raman scattering from excitations within the J = ~ multiplet. Addition- 
al features are seen near 2200 cm -a, with their scattering intensity decreasing by 
going from the semiconducting C e 2 S  3 t o  metallic C e 3 S  4 and CeS. These excita- 
tions are interpreted as electronic transitions from the ground state of the J = 152 
configuration to the four doublets of the J = 7 configuration. With increasing 
metallic behavior not only does the Raman scattering intensity decrease, but also 
the overall crystal-field splitting decreases due to the increasing shielding of the 
sulphur charges by conduction electrons and by a change in the site symmetry. 
The site symmetry of Ce in CeS in cubic (m3m), while in the other two 
compounds the Ce site symmetry is tetragonal (4). The decrease of the overall 
crystal-field splitting is confirmed by magnetic susceptibility measurements, which 
show a drastic decrease of the crystal-field splitting of the J = ~ ground state 
(M6rke et al. 1986). 

The investigation of J-multiplet excitations of Ce has been extended to inter- 
mediate-valence CePd 3 by Zirngiebl and co-workers (Zirngiebl et al. 1985b). 
Figure 11 shows the Raman spectrum of CePd 3 at 5 K for 5309 A (2.3 eV) laser 
excitation. A broad maximum is found near 2600 cm -1 (325 meV) as indicated by 
the dashed guide line. The full width at half maximum (FWHM) amounts to 
about 250 meV. Superimposed on this broad maximum is a relatively sharp peak 
near 2050 cm -1 (256 meV) with a FWMH of 48 meV. The two maxima in fig. 11 
always appear in the Raman spectra for different laser excitation energies at the 
same energy loss AE R with respect to the incident photon energy hoJ i. Thus they 
are identified as electronic excitations (AER) with respect to the initial state in 
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Fig. 11. R a m a n  spect rum of CePd 3 at 5 K, showing the 4f1---> 4f ° excitation near  2600 cm -I (dashed 
guide line) and the J = ~ ~ 7 excitation near  2050 cm -1. Inset: the energy difference between the 
incident (ho~i) and the scattered (hoJ,) photon yields the energy AE R of the  R a m a n  excitation. 
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Raman scattering (see inset of fig. 11). Within the nomenclature introduced for 
the interpretation of Raman scattering results of IV EuPd2Si 2 the broad max- 
imum near 2600 cm -1 in fig. 11 is attributed to the 4fl---~ 4f ° interconfigurational 
excitation energy E x of about 325 meV. The one-electron occupied 4f I state above 
E F has been observed in BIS (bremsstrahlung isochromatic spectroscopy) near 
450 meV (Baer et al. 1981), in good agreement with our findings. Both results 
indicate that the 4f 1 level is well below the Fermi level, placing CePd 3 into the 
class of Kondo-like compounds and not into the class of strong IV compounds like 
EuPd2Si2, for which Ex is more than an order of magnitude smaller. The 
F W H M ~ 2 5 0 m e V  of the interconfigurational excitation obtained in Raman 
scattering is smaller, by about a factor of three, than that in BIS, most probably 
due to the much better spectral resolution of Raman scattering. This value is of 
the order of magnitude of the estimated f -d  hybridization width of CePd 3 with 
A ~ 100 meV from optical data at 4.2 K and A ~ 150 meV from X-ray photoemis- 
sion (XPS) data (Fuggle et al. 1983). 

The peak near 2050 cm -1 in fig. 11 coincides with the 2F5/2 ~ 2F7/2 intra-ionic 
excitation energy of the Ce 3+ 4f I configuration. This confirms the previous 
tentative assignment in infrared spectroscopy (Hillebrands et al. 1982) and proves 
that ionic configurations may still be preserved in IV compounds. The FWHM 
48 meV is of the same order of magnitude as 2T~ =2F~/2~ 38 meV as obtained 
from quasielastic magnetic neutron scattering (Loewenhaupt and Holland-Moritz 
1979a). 

2.5. Light scattering f rom C E F  excitations in R B  6 

The investigation of CEF levels in lanthanide intermetallic compounds is a 
classic domain of magnetic neutron scattering (Fulde and Loewenhaupt 1988). 
The normal energy range of CEF level splitting is of the order of 100 K and is best 
suited for inelastic magnetic scattering experiments. From the transition energies 
and intensities one can identify quite unambiguously CEF level schemes, especial- 
ly for cubic compounds within the systematic treatment given by Lea, Leask and 
Wolf (Lea et al. 1962). 

There is, however, a large number of examples, where due to the limited 
energy range available (the production rate of high-energy neutrons (E > 50 meV) 
is quite low at reactors) or due to the limited energy resolution of neutron 
scattering, light scattering can be a complementary tool in the investigation of 
CEF level schemes. In the following we shall discuss some of these cases where 
light scattering has helped to clarify unresolved questions. 

2.5.1. CeB 6 
The dense Kondo compound CeB 6 was first reported by Fisk in 1969 (Fisk 

1969). In spite of the large body of thermal, magnetic and elastic data on CeB6, 
which has accumulated over the following years various diverging speculations 
have entered the literature concerning the CEF excitations (for a review see 
Zirngiebl et al. (1984)). Their absence in direct spectroscopic measurements 
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(Horn et al. 1981a) has been puzzling ever since. This led to a wide variety of 
proposed CEF splittings ranging from 10 K (Goto et al. 1983) to more than 400 K 
(Horn et al. 1981b) and gave rise to conjectures about anomalous broadening or 
splitting effects (Horn et al. 1981b, Fujita et al. 1980, Hanzawa and Kasuya 
1984). This unresolved CEF level scheme was even more puzzling as C e B  6 

crystallizes in the cubic C a B  6 s t r u c t u r e  (space group O1), where the sixfold-de- 
generate ground state 4f 1 (J = ~-) of Ce 3+ is expected to split only into two 
levels (a F 7 doublet and a F s quartet), giving rise to only one CEF excitation. 

The first spectroscopic insight into the CEF level scheme of C e B  6 finally came 
from inelastic magnetic neutron scattering using high-energy incident neutrons up 
to 185 meV (Loewenhaupt and Carpenter 1983). An inelastic magnetic excitation 
was found near 530 K, still not yet allowing for a final conclusion about the CEF 
level scheme. This inelastic magnetic excitation has been further investigated by 
Raman spectroscopy (Zirngiebl et al. 1984), taking advantage of the high 
resolution as compared to neutron spectroscopy• The Raman measurements have 
been carried out on (100) faces of C e B  6 between 300 and 4.2 K using 5309 .~ Kr + 
laser excitation• At room temperature an inelastic excitation at 372 cm-1 (530 K) 
was found as shown in fig. 12. Below 20 K the peak shifts by about 10 cm -1 to 
higher energies. At 4.2 K it is much narrower and has an energy of 382 cm -1 (fig. 
12). The intensity of the peak does not change between 4.2 and 300 K because of 
the high excitation energy (530 K) compared to the sample temperature• There- 
fore, one cannot distinguish between a CEF excitation and a phonon by the 
intensity variation alone. However, the unusually large peak shift and its onset 
below 20 K rules out a phononic excitation since no lattice anomaly has been 
observed in this temperature range (Fujita et al. 1980)• In addition, the non- 
magnetic reference compound LaB 6 shows no excitation in that energy range at 
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any temperature (see fig. 12 for, e.g., 77 K). Hence, Zirngiebl and co-workers 
concluded that the excitation near 372 cm -1 in C e B  6 corresponds to the Fs-F 7 
CEF transition within the 4f ~ configuration. 

In order to further corroborate their CEF level assignment a symmetry analysis 
by polarized Raman measurements was performed as shown in fig. 13. For 
comparison the well known three Raman-active phonons appearing above 
600 cm -1 have been included. The 372 cm -1 peak appears in the F3(Eg ) and the 
F;(Yzg ) symmetry components. This is consistent with a Fs-F 7 transition because 
the direct symmetry product of the initial and final states IF8 > ® < Fyl = 
F~- • F 4 • F~ contains the experimentally observed symmetries. 

From the symmetry analysis it cannot be decided which is the electronic ground 
state. However, Zirngiebl and co-workers deduced this information from the 
anomalous shift of the 372 cm -1 peak in fig. 12 for temperatures below 20 K. This 
behavior is explained by a non-Kramers ground state of F 8 symmetry, which is 
split into two doublets £8,1 and Fs, 2 with a separation of about 30K. At 
temperatures well above 30 K, transitions from both Fs, 1 doublets to the high- 
lying F 7 level are possible, yielding the measured mean transition energy of 
372 cm -1 (530 K). A double-peak structure could not be resolved even in Raman 
scattering (experimental resolution 3 cm-1) because of the large inherent width of 
the peaks. Upon cooling well below 30K the upper doublet Fs, 2 becomes 
thermally depopulated and the scattering takes place between the lower F8,1 
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doublet and the F 7 level. This yields a shift of the observed transition energy upon 
a E cooling by 5( s,2 - Es,1) = 15 K = 10 cm -1 towards higher energy. The new CEF 

level scheme derived from the Raman measurements is shown in the inset of fig. 
12, providing so far the most simple interpretation of the measured thermal, 
elastic and magnetic data (Zirngiebl et al. 1984). 

2.5.2. N d B  6 

The Hund's rule 4f ground state of the Nd3+(419/2) is tenfold degenerate and 
splits when in a cubic crystal surrounding into two F s quartets and a F 6 doublet. 
The corresponding three-level CEF scheme of NdB 6 has been investigated by 
several experimental methods, yielding very different results (Westrum et al. 
1965, Fisk 1976). A CEF level scheme has also been proposed on the basis of 
neutron scattering (Loewenhaupt and Prager 1986). Within the examined energy 
range of 50meV (=400cm -1) one broad magnetic excitation was detected at 
12 meV (=95 cm-a).  From the temperature dependence of the scattering intensity 
of the excitation and by comparison with the Lea-Leask-Wolf  parameters of 
other RB 6 compounds the following level scheme was deduced: the ground state 
has F~ z) symmetry, the first excited state at 12 meV has F~ 1~ symmetry and the F 6 
state lies 24 meV above the ground state. The excitation at 24 meV was not 
observed in neutron scattering because of the small transition matrix element 
F(s2) ~ F 6. Therefore three possible transitions can give rise to only one peak in 
the neutron scattering spectrum. This determination of the CEF level scheme is 
plausible. It would, however, be more desirable to separate in energy the two 
transitions F~2)--~ F(81) and F~l)----~ F 6 within the peak at 12 meV. 

Raman scattering on NdB 6 has been reported by Pofahl et al. (1986). The 
Raman measurements were carried out on the (110) face of a NdB 6 single crystal 
which was prepared using the arc floating zone technique (Verhoeven et al. 1976). 
The measurements were performed as a function of temperature between 300 K 
and 7 K, with the sample under vacuum. Several different laser wavelengths 
(5145 ~ ,  5130 A, 5682 A) were used. 

In fig. 14 the Raman spectra of the magnetic compounds CeB 6 and NdB 6 and 
of the non-magnetic compound LaB 6 are shown. The well known Raman-active 
T2g phonon of the rare-earth hexaborides is seen in all three spectra near 
680 cm ~, together with the phonon density of states near 180 cm -a. The addition- 
al peak at 372 cm a in the spectrum of CeB 6 was attributed to the CEF excitation 
Fs(0 K)---~ F7(545 K) as discussed in sect. 2.5.1. The extra peak at 95 cm -1 in the 
spectrum of NdB 6 coincides with that observed in neutron scattering and was the 
subject of more detailed examinations, such as symmetry analysis and tempera- 
ture dependence. As the peak does not show up in the Raman spectra of either 
LaB 6 or CeB 6 it is reasonable to associate it with excitations within the 4f 3 
configuration of the Nd 3+ ion. 

Polarized Raman measurements and special crystal orientations have been used 
by Pofahl et al. (1986) to analyze the mode symmetries as shown in fig. 15. It is 
possible to determine by group theory the symmetry of the different CEF 
transitions: 
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Fig. 14. Unpolar ized Raman  spectra of  different R B  6 (R  = La, 
Ce, Nd). Magnetic excitations are observed in CeB 6 near  
372 cm -1 and in NdB 6 near  95 cm -1. In all three  spectra one 
observes the  Raman-act ive  T2g phonon  near  680 cm 1 and a 
phonon  density of states near  180 cm 1. 

In the case of cubic crystal symmetry the F1, F 3 and F 5 symmetry components are 
Raman allowed. In fig. 15 the well known vibrations of the B 6 octahedra have 
been included to demonstrate the corresponding symmetry. The peak near 
95 cm-1 appears only in F 5 symmetry with the/ '1  and F 3 components being zero. 
The symmetry analysis is consistent with the identification of the 95 cm-1 line as 
due to a crystal-field excitation, but does not allow a separation of the two 
transitions. 

Figure 16 shows the temperature  dependence of the magnetic excitation of 
NdB 6 near 95 cm -1 together with the phonon density of states near 170cm -1 
(Pofahl et al. 1986). At  300 K the peak at 95 cm -~ is the center of two transitions 
F (2)----> F~ 1) and the /.~1)__+/~6" The excitation /~2)._._). & (24meV= 190cm -1) is 
neither observable in Raman scattering nor in neutron scattering due to the small 
transition matrix element (Loewenhaupt  and Prager 1986). By cooling from 300 K 
down to 7 K, Pofahl and co-workers find a shift of the center of the excitation 
from 95 cm -~ to 92 cm -1 and a decrease in the linewidth of the peak from 36 cm -1 
to 16 c m  -1  ( f i g .  16). 

Measuring with a high resolution of 2 c m  - 1  and by extending the measurement 
time by a factor of about ten, Pofahl and co-workers could resolve at 300 K, as 
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Fig. 17. Raman spectra of the CEF transitions of 
NdB 6 at 300 K and 77K measured with a high 
instrumental resolution of 2 cm -1 (=0.25 meV). 

well as 77 K, two peaks at 92cm -1 and at 98 cm -1 as shown in fig. 17. At  room 
temperature both peaks have the same intensity• At 77 K the intensity of the 
excitation at 98 cm -a has decreased compared to that of the peak at 92 cm -a. 
These experimental results can only be explained by a CEF level scheme with the 
/,~1) state 92 cm -~ above the F~ 2> ground state and the F 6 state 98 cm -a above the 
F~ I) state• At 300K both F 8 states are nearly equally populated, yielding 
comparable intensities of the two peaks at 92 cm-1 and 98 cm-1 in fig. 17. At  low 
temperatures (77 K), the/,~1) state is less populated than the F~ 2) state, yielding 
an increased intensity of the F~2)1---~ F~ ~) excitation at 92 cm -1 compared to the 
F(aa)---~ F 6 excitation near 98 c m - .  Taking into account the observation of two 
peaks of equal intensity at high temperatures and the non-observance of a third 
one due to its weak intensity, one can find only one point in the Lea-Leask-Wolf  
scheme of Nd 3÷ for cubic crystal fields that fits all the results: hence Pofahl and 
co-workers obtained x = - 0 . 8 2  and W = - 2 . 7 6 c m  -1. The resulting levels, to- 
gether with the transition probabilities between the levels, are indicated in fig. 18. 

~(1} 

G(2). 

273K (190 cm -11 

I 9 . 5  

132K (92crn -11 

I 9.5 0.3 

OK (0crn -1) 

Fig. 18. CEF level scheme of NdB 6 with the 
values of the corresponding transition matrix ele- 
ments indicated. 
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2.6. Light scattering from CEF excitations in CeCu2Si 2 

A great deal of attention has been recently afforded to "heavy-fermion" 
systems, a group of intermetallic compounds which behave like localized f- 
moment systems at high temperatures, but yet display many features of a simple 
Fermi-liquid at low temperatures [for a review of the activities on these materials, 
see Stewart (1984), and Grewe and Steglich (chapter X in this handbook)]. Of 
special interest are three such materials, CeCu2Si 2 (Steglich et al. 1979b), UBe13 
(Ott et al. 1983) and UPt 3 (Stewart et al. 1984), which have been shown to 
possess a superconducting ground state in which the heavy f electrons are thought 
to participate in spite of their room temperature predisposition towards localized 
magnetism. Given its evident importance, the 4f-electronic excitation spectrum of 
CeCu2Si 2 has been widely investigated by neutron scattering to characterize the 
magnetic fluctuations of the 4f electrons and the effects of the CEF on the Ce 
multiplet. CEF excitations were first observed with levels reported by Horn et al. 
(1981b) at 140 K and 364 K (100cm -1 and 260cm -1, respectively), whereas 
subsequent neutron scattering studies, while clearly observing the peak at higher 
energy, have been unable to confirm the lower energy transition (Stassis et al. 
1986, Johnson et al. 1985). 

Electronic Raman scattering experiments on oriented single-crystal samples of 
CeCu2Si 2 were performed by Cooper et al. (1986) using a polarized 4880 or 

5145 A line of an argon laser as an excitation source. 
In tetragonal surrounding the Ce ~+ (J-- ~-) multiplet is expected to split into 

the three doublets with two of F 7 symmetry and one of F 6 symmetry. Electronic 
transitions between these levels should manifest the symmetries allowed by the 
direct products of these states: 

Cooper et al. (1986) reported on the observation of crystal-field excitations of 
CeCu2Si 2 as being a broad hump centered roughly at 290 cm -1 in the Raman 
spectra of CeCu2Si 2 as shown in fig. 19. For comparison the spectrum of the 
isostructural d-band metal LaCu2Si 2 is also shown, exhibiting no Raman signal 
around 290 cm -1, thus strongly confirming the interpretation of the 290 cm -1 
excitation in CeCu2Si 2 as being due to 4f electrons. This identification is further 
supported by the temperature dependence of the h2g + Big spectrum (Cooper et 
al. 1986). As expected of electronic transitions, the crystal-field peak at 290 cm -1 
narrows and becomes stronger as the temperature is lowered, mimicking the 
sharpening Fermi factor. The appearance of the crystal-field peak in the 
(A2g q- Big )- as well as the (A2g + B2g )- symmetry-type Raman spectra confirms 
that it has the symmetry of the purely antisymmetric representation of the 
CeCu2Si 2 space group, A2g , characteristic of a F7-F 7 transition. No evidence of a 
FT-F 6 transition is seen according to Cooper and co-workers (Cooper et al. 1986). 
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The temperature dependence of the crystal-field linewidth [full width at half 
maximum (FWHM)] observed by Cooper et al. (1986) is shown in fig. 20. This 
temperature dependence has been calculated only for cubic Kondo systems 
(Becker et al. 1977, Lopes and Coqblin 1986), but the results adequately describe 
the general features of the observed linewidth in anisotropic CeCu2Si 2. In these 
models, the dominant damping mechanism at high temperatures (A < T, with A 
the crystal-field splitting) results from elastic scattering (i.e., the creation of 
electron-hole pairs) within each of the crystal-field levels, giving a linear depen- 
dence of linewidth on temperature (Lopes and Coqblin 1986): 

F = 4~-[n(EF)]2(IJ7712 + 214812)T, a < Z. 

Here, J77 and J88 are exchange integrals between electrons within the F 7 and F 8 
crystal-field levels, respectively, while n(EF) is the conduction-band density of 
states at the Fermi energy. 

At low temperatures (T < A), damping chiefly results from transitions between 
the crystal-field levels, promoted by the exchange interaction between the conduc- 
tion electrons and the Ce 3÷ 4f electron. This leads to a saturation of the linewidth 
at sufficiently low temperatures, as described by Lopes and Coqblin (1986) 

F = 4~'[n(EF)I 2 (IJT,12A 1 + 2e-a/r~ 
j ,  T < a .  

k 

The crystal-field splitting is described by zl in this relation, while J78 is the 
exchange term between the F 7 and F 8 levels. 

An informal application of these results to CeCu2Si 2 (A = 406 K), presuming 
equal exchange terms and a weak splitting of the F 8 level, indicates that these two 
mechanisms should be of roughly equal importance down to about 160 K. Below 
this temperature, the inelastic damping term quickly begins to predominate. This 
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Fig. 20. Observed crystal-field 
linewidth (FWHM) vs. tem- 
perature for the Azg crystal- 
field peak in CeCu2Si 2. Res- 
olution: 10cm -1. Line drawn 
is a guide to the eye. After 
Cooper et al. (1986). 

behavior is reflected in the linewidth, observed by Cooper et al. (1986), wherein 
one notes a linear dependence above 200 K, with saturation occurring at lower 
temperatures (see fig. 20). 

3. Phonon Raman scattering 

3.1. Introduction 

The primary interest in investigating mixed-valence materials using Raman 
scattering arose from the estimate (Varma 1976) that the inverse timescale of the 
4f charge fluctuations inducing volume changes of up to 15%, may be of the order 
of the phonon frequencies. Hence, early Raman scattering experiments in inter- 
mediate-valence materials by G/intherodt et al. (1977a, 1978, 1981b, c), Treindl 
and Wachter (1979, 19~0) and Stiisser et al. (1981, 1982) were concerned with the 
investigation of phonon anomalies and their relation to the electron-phonon 
interaction. In particular, polarized Raman scattering (G/intherodt et al. 1981b, c, 
Kress et al. 1981) has provided an experimental test of the relative importance of 
the different charge deformabilities introduced in the lattice dynamical model 
calculations (G/intherodt et ah 1981b, Kress et al. 1981, Bilz et al. 1979). 

The interaction of phonons with the 4f electrons in IV compounds has been 
studied theoretically in different and complementary terms by a large number of 
authors (Ghatak and Bennemann 1978, Grewe and Entel 1979, Bennemann and 
Avignon 1980, Entel and Sietz 1981, Miura and Bilz 1986, Wakabayashi 1980, 
Matsuara et ah 1980). On the other hand, the experimental evidence for phonon 
frequency renormalizations due to valence fluctuations is on the whole rather 
limited. Phonon anomalies have been observed only for some IV compounds of 
Sm (Mook et al. 1978a, 1982, Hillebrands and G/intherodt 1983, Giintherodt et 
al. 1978), of Tm (Mook and Holtzberg 1981, Treindl and Wachter 1979), of Yb 
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(Giintherodt et al. 1983, 1985a) and only in two cases of Ce (Giintherodt et al. 
1983, 1985b, Blumenr6der et al. 1985). Moreover, no consistent interpretation of 
these observed anomalies has been given so far based on microscopic concepts. 
Therefore, we shall review the accumulated data only in the framework of some 
phenomenological ideas first introduced by Zirngiebl and co-workers (Zirngiebl et 
al. 1986b, Mock et al. 1986). We shall discuss the behavior of acoustic and optical 
phonon mode frequencies hw in IV compounds according to the following 
classification regimes: h~o >> F c and hco -< Fc, where F~ denotes the charge fluctua- 
tion rate. For hw >> F c the phonon "sees" a static mixture of divalent ions. The 
mode frequency behavior in alloys of stable divalent and trivalent R ions as 
found, e.g., in Gd~_xEUxB 6 by Ishii et al. (1976a) is shown in fig. 21 and varies 
nearly linearly as a function of the averaged valence. On the basis of this result 
one expects the phonon mode frequencies of the IV compound to be intermediate 
between those of the divalent and trivalent reference compounds according to the 
valence mixing ratio. In the phonon frequency range characterized by ho)-< Fc, 
however, the phonon should soften compared to the stable valence reference 
compounds, because the charge fluctuation rate can easily follow the movement 
of the ions and thereby soften the lattice. 

It has been emphasized (Mock et al. 1986) that besides a systematic under- 
standing of the occurrence or absence of elastic and phonon anomalies in different 
IV compounds the concept introduced above allows for a first experimental 
estimate of charge fluctuation rates. The direct experimental investigation of these 
has not been feasible, unlike the magnetic relaxation rates, which have been 
investigated intensively by quasielastic neutron scattering (Holland-Moritz et al. 
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1982). In the following we review Raman and Brillouin scattering from phonons 
in different IV compounds and their stable valence reference compounds, em- 
phasizing the resulting estimate of the charge fluctuation rate in the IV compound 
under investigation. A compilation of the different crystal structures and corre- 
sponding vibrational mode symmetries of various types of valence fluctuating 
materials is given in table 1. 

3.2. RB 6 (R = Y, La, Ce, Nd, Sin, Eu, Gd) 

The RB 6 compounds, including the IV compound SmB 6 (Menth et al. 1969) 
and the Kondo compound CeB 6 (Winzer and Felsch 1978), crystallize in the 
simple cubic space group O~ (Tanaka et al. 1977) as shown in fig. 22a, together 
with three Raman-active vibrations of the boron octahedron in fig. 22b. Typical 
Raman spectra of LaB 6 and CeB 6 are shown in fig. 23. One observes the three 
Raman-active modes near 1300 cm 1 (Aig), 1150 cm -1 ( E g )  a n d  690 cm -1 (T2g) 

(Ishii et al. 1976b, Scholz et al. 1976) as well as the first-order symmetry- 
forbidden scattering intensity near 200 cm -1 (M6rke et al. 1981). From a com- 
parison with the measured phonon dispersion of LaB 6 (Smith et al. 1985) the 
latter scattering intensity has been assigned to a Tlu optical mode (Zirngiebl et al. 
1986b). The other low-frequency phonons are due to the acoustic branches whose 
long-wavelength limit is described by the elastic constants and, in particular, by 
the bulk modulus c B. The elastic properties are accessible by Brillouin scattering 
or ultrasonic measurements. 

TABLE 1 
Vibrational mode symmetries of phonon modes in valence fluctuating materials. 

Structure Space group Valence Acoustic Infrared Raman Other 
fluctuating optical 
materials modes 

ThCr2Si 2 I4/mm (DI~ 7) CeCu2Si 2 F~ + r ;  2F; + 2/"; F~ + F; 
tetragonal EuCu2Si 2 +2/"~ 

YbCu2Si 2 

CH3Au Pm3m (Olh) CePd3, CeSn3 F 4 2F 4 F ;  
cubic 

CaB 6 Pm3m (Olh) SmB 6, CeB 6 F 4 2F 4 F f  + / " ;  + F~ F 4 + F ;  
cubic 

NaC1 Fm3m (05) SmS (metallic) F 4 F 4 
cubic SmSe, SmTe, 

TmSe, TmTe, 
YbS, YbSe, 

YbTe 

NaZn13 Fm3c ( 0  6) CeBe13 /"4 6/" 4 2F~ + 4F 3 2F 2 + 5F~ +/"~- 
cubic +4F~ +F~ + 2/" 3 + 6F~ 

MgCu z Fd3m ( 0  7) CeA1 z /"4 2F4 /"~ /"2 + F3 + F~ 
cubic YbA12 
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Fig. 22. (a) Structure of simple cubic CeB 6 belonging to the space group O~. (b) Eigenvectors of the 
three Raman-active phonon modes. After Scholz et al. (1976). 

In fig. 24 the frequencies of the different symmetry modes of the series RB 6 at 
room tempera ture  are plotted as a function of the lattice pa ramete r  a 0 (Zirngiebl 
et al. 1986b). The stable trivalent RB 6 show a linear variation of the mode  
frequencies with a 0 as indicated by the solid lines. The reference lines for the 
stable divalent RB 6 (dashed lines) are fixed by EuB 6 and have been drawn 
parallel to the solid lines. The frequencies of the A~g, Eg and T2g modes of IV 
StuB 6 show up in between the stable divalent and trivalent reference lines 
according to its valence mixing ratio. On the other  hand, the Tau mode  of SmB 6 
shows a softening with respect to the coinciding stable valence reference lines. 
This softening has already been discussed in the literature (M6rke et al. 1981), 
but not in such a general f ramework  as presented here. 



LIGHT SCATTERING IN INTERMETALLIC COMPOUNDS 191 

• .-- CeB 6 U3 

• - -  300 K (.- 

S) 

..4--, lg 
° - -  

ol 
c -  

c- 
I , --- I  

c- 
I , - -  

0 
t..) 

( /3 

LaB 6 

300 K 

T~g E~ A1g 

' ' ' 12"00 0 600 

F r e q u e n c y  Sh i f t  (cm -1) 
Fig. 23. Room temperature Raman spectrum 
of CeB 6 and LaB 6. 

Figure 25 shows the bulk modulus of RB 6 (King et al. 1981) at room 
temperature  as a function of Q/V, where Q denotes the valence and V the unit 
cell volume. SmB 6 exhibits a significant softening of the bulk modulus compared 
to the stable valence reference line. 

These spectroscopic results can be summarized by the concept, introduced 
above, of comparing the phonon frequencies with the charge fluctuation rate 
(Zirngiebl et al. 1986b). The three highest lying phonon modes (Alg , Eg and T2g ) 
of SmB 6 show their frequencies (>650cm -1) between the stable divalent and 
trivalent references line, exhibiting the behavior of an alloy of stable divalent and 
trivalent R ions. On the other hand, the low lying T1, phonon mode and the bulk 
modulus of SmB 6 show a softening compared to the reference lines. Therefore  it 
has to be concluded that the charge fluctuation rate is above 200 cm -1 (280K) 
and well below 650 cm -~ (920 K). This is the same order  of magnitude one arrives 
at by scaling the calculated charge fluctuation rate (Miiller-Hartmann 1981) by 
the spin fluctuation rate F s ~ 100 K, which has been determined from the mag- 
netic susceptibility (Maple and Wohlleben 1971). Hence one obtains a value of 
rc = 350 K.  

From the behavior of the Teg mode frequency of SmB 6 compared to the 
divalent and trivalent reference lines a value of the valence, v = 2.65, can be 
deduced which is in good agreement with the value of 2.7 deduced from other 
measurements (Maple and Wohlleben 1971, Vainshtein et al. 1965). 
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3.3. RAl  2 (R = Y, La, Ce, Eu, Gd, Dy, Yb) 

The lattice dynamics of RA12 have been examined experimentally by Raman 
spectroscopy (Gfintherodt et al. 1983, 1985b) and in the case of CeA12, LaA12 and 
YA12 by inelastic neutron scattering (Reichardt and N/icker 1983, 1985, Yeh et al. 
1981). Moreover, the bulk moduli have been determined from lattice parameter 
measurements under pressure (Penney et al. 1981). Of particular interest within 
the RA12 series are CeA12, which is a Kondo compound (Steglich et al. 1979a) 
and YbA12, which is an intermediate-valence compound (Penney et al. 1981). 
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The Raman spectra of RA12 (R = La, Ce, Eu, Gd, Tb ,  Dy, Yb) have been 
measured at room temperature (Giintherodt et al. 1983) with a spectral resolution 
of 4 cm -1. A mode in the frequency range from 95 cm -1 (YbAI2) to 118 cm -1 

! 

(GdAI2) in fig. 26a is identified as the F25 phonon, which has been plotted in fig. 
26b as a function of the lattice parameter, together with the other q = 0 optical 
phonon mode frequencies available from inelastic neutron scattering of CeAI2, 

! 

LaA12 and YA12. For the /~25 (/~; o r  Tzg ) phonon mode frequencies of the stable 
valence compounds RA12 o n e  observes a linear variation with the lattice parame- 
ter. For CeA12 one observes (in the sequence of decreasing frequencies) a 
hardening of the F15(t), F'12, F25 and/715(1) modes compared to the reference lines 
of stable trivalent RAI2, whereas the F'25 mode shows a softening compared to the 
reference lines. For YbA12, where only the F'25 phonon has been investigated, 
one observes a softening of the F;5 mode compared to the stable valence 
reference line. (For the notation F15(t ) and F15(1 ) see caption of fig. 26b.) 

Figure 27 shows the bulk modulus of RA12 at room temperature as a function of 
the density of valence electrons Q/V. CeA12 and, even more pronounced, YbAI 2 
show a softening of the bulk modulus compared to the stable valence reference 
line. 

A consistent interpretation of these experimental data can be given on the basis 
of the model, introduced above, which assumes a charge relaxation rate F c of 
roughly 120 cm -1 for CeA12. Phonons with hw >> F c show a hardening due to a 
"static" mixture of trivalent and tetravalent Ce ions, whereas phonons with 
ho) _< F c exhibit a softening compared to the stable valence reference lines. By the 
same reasoning one can give at least a lower boundary for the charge relaxation 
rate of YbA12, i.e., Fc -> 100 cm -1 
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¢ 
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3.4. RCu2Si  2 (R = Y, La, Ce, Tb, Tm) 

Within the RCu2Si 2 series CeCu2Si 2 has received a great deal of attention due 
to its heavy-fermion superconductivity (Steglich et al. 1979b, Stewart 1984)i The 
origin of the pairing mechanism is still quite controversial; it is suggested as being 
purely electronic in nature (spin fluctuations) as well as being classically phononic 
(Razafimandimby et al. 1985). In any case, both the dependence of T c on atomic 
volume (Steglich 1985) and the evidence for elastic anomalies (Mock and 
G/intherodt 1985) found in CeCu2Si 2 illustrate that the lattice is also an important 
factor in the novel properties of this system and makes the investigation of the 
lattice dynamics by light scattering especially worthwhile. Raman scattering 
experiments of RCu2Si 2 have been reported by Cooper et al. (1986). All of their 
light scattering experiments have been conducted in a near-backscattering geome- 
try using a polarized 4880 or 5145 ,~ line of an argon laser utilizing a triple-stage 
spectrograph (with a filter as well as a dispersive stage) in conjunction with a 
multichannel as well as a single-channel detection system. 

The RCu2Si 2 compounds crystallize in the tetragonal ThCr2Si 2 structure (space 
group D4 ~7 - I4/mmm) with a unit cell depicted in fig. 28 (Rossi et al. 1979). The 
Raman-active phonons associated with RCu2Si 2 are Alg + Bag + 2Eg ( F [  + F 3 + 
2F~) .  From the site symmetries Si and Cu in CeCu2Si2, it is known that the Alg 
phonon involves only Si atoms, while the Big phonon is purely a Cu mode. Both 
Si and Cu, however, participate in the two Eg phonons. The Ce atom, sitting at a 
site of inversion symmetry, is consequently not involved in any Raman-active 
modes. 
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As an example, the two Alg modes of CeCu2Si 2 near 304 cm -1 and 398 cm -1 
and the Big mode near 151 cm -1 are shown in fig. 29. In addition, fig. 30 shows 
the two Eg modes of CeCnzSi 2 as functions of temperature. The appearance of 
two Alg modes rather than the one mode allowed has been attributed to a static 
disorder of Cu ions on Si lattice sites (Cooper et al. 1986). This seems reasonable 
as firstly the observed energies of the two Alg peaks are consistent with a simple 
scaling of the Cu and Si masses, and as secondly the large widths associated with 
both of these peaks indicates some degree of disorder in the material. Evidence 
for substantial disorder is particularly interesting in light of the peculiar volume 

500 

400- 
C 

_d 
soo. 

>- 
1- 

200- 
z 
w 
t -  
z I00- 

. / '  

.2 

CeCu2Si 2 

Alg+ BI~ 

°o ,do z6o 360 46o s6o ~o  760 800 
ENERGY SHIFT (cm -I)  

Fig. 29. Alg -k B~g spectra of 
CeCu2Si 2 at 390 K. Resolu- 
tion: 10cm ~. The spectra 
have been shifted upwards 
by 70 arb. units. After 
Cooper et al. (1986). 



LIGHT SCATI'ERING IN INTERMETALLIC COMPOUNDS 197 

700 

600 -  

~ 5oo~ 
_d 

",,,,_ 

400-  
>.- 
I-- 

500 
Z 
Ld 
I-- 200 -  
z 

ioo- 

II CeC%Si2 

J!/ 

-~  30 K 

0 
o ,60 26o 36o 46o ~6o 66o too aoo 

ENERGY SHIFT(cm -I) 

Fig. 30. Eg spectra of Ce- 
Cu2Si 2 at various tempera- 
tures. Resolution: 10cm 1. 
The spectra have been off- 
set. After Cooper et al. 
(1986). 

dependence of T c noted in CeCu2Si 2 (Steglich 1985). Specifically, compared with 
stoichiometric CeCuzSi2, Cu-rich CeCu2.2Si 2 has been shown to display a com- 
pressed lattice and a high value of T c (T o = 0.68 K), while Cu-deficient CeCut.gSi 2 
manifests an expanded lattice and an absence of superconductivity. 

The observed phonon frequency data for RCu2Si 2 are summarized in fig. 31, 
where they are displayed as a function of the unit cell volume. Within the 
experimental resolution the phonon frequencies of CeCu2Si 2 lie on the stable 
valence reference line given by LaCu2Si 2 and GdCu2Si2, whereas for inter- 
mediate-valence YbCu2Si 2 (Holland-Moritz et al. 1982) a small softening of the 
Big mode and a small hardening of the Alg(Si ) mode compared to the stable 
valence reference line is observed. For the RCu2Si 2 compounds, in addition to the 
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data of the q = 0 Raman-active modes (Cooper et al. 1986), there are data 
available on the low-energy part (E < 300 K) of the phonon density of states 
(Holland-Moritz and Zirngiebl 1986). In fig. 32 the peak positions in the phonon 
density of states below E = 300 K are given as a function of the unit cell volume 
for various RCu2Si 2. A phonon softening is observed for CeCu2Si 2 and even more 
dramatic 'for YbCu2Si2, both compared to the stable valence reference line. It 
should be pointed out, especially for the case of CeCu2Si2, that one needs a 
whole set of stable valence reference compounds to infer the "stable valence 
behavior". It is not sufficient just to compare LaCu2Si 2 and CeCu2Si2, which are 
in this case quite similar in phonon frequencies, thus concealing the phonon 
anomalies of CeCu2Si 2. 

Anomalous lattice dynamics of CeCu2Si 2 as well as intermediate-valence 
EuCu2Si 2 and YbCu2Si 2 can also be inferred from their bulk moduli compared to 
the stable valence reference compounds. Figure 33 shows the bulk modulus of 
various RCu2Si 2 compounds as a function of the rare-earth charge density Q/V, Q 
denoting the rare-earth valence and V denoting the unit cell volume (Mock et al. 
1985). A drastic softening of the bulk modulus of the intermediate-valence 
RCu2Si 2 compounds compared to the stable valence reference line is inferred. 
Within the model introduced above of electron-phonon coupling in rare-earth 
intermediate-valence compounds, the lower limit of the charge fluctuation rates of 
CeCu2Si 2 and YbCu2Si 2 can be estimated to be at least 200 K. 

3.5. RBe13 (R = La, Ce, Gd, Tb, Yb, Lu) 

Within the R B e 1 3  series the IV CeBe13 with its valence of 3.04 (Wohlleben and 
R6hler 1984a) has received a lot of attention. Due to its nearly integral valence 
rather large charge relaxation rates have been conjectured for this compound 
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(M/iller-Hartmann 1981). As the phonon modes of CeBe13 are to be expected at 
rather high frequencies due to the light Be atoms, a still considerable electron- 
phonon coupling was suspected (Blumenr6der et al. 1985). The first observations 
of Raman-active phonon modes in intermetallic RBe13 (R = La, Ce, Gd, Tb, Yb, 
Lu) and Cel_xLaxBe13 (x = 0.0, 0.1, 0.23, 0.55, 0.8, 1.0) have been reported by 
Blumenr6der and co-workers (Blumenr6der et al. 1985). The RBex3 compounds 

6 crystallize in the cubic NaZn13 structure (space group Oh), exhibiting ten (q = 0) 
Raman-active modes: 2F 1 + 4 F  3 +4F~-. Figure 34 shows as an example the 
Raman spectra of LaBel3, CeBe13 and Ce0.77La0.23Be13 at 300 K. One observes 
seven modes, except in LaBel3 where the two modes near 500 cm -1 are degener- 
ate. The mode assignment as given by Blumenr6der and co-workers (Blumen- 
r6der et al. 1985) is also given in fig. 34. Figure 35 summarizes the Raman 
spectroscopic results of RBea3. As a function of the lattice parameter the 
frequencies of the different phonon modes observed are plotted together with the 
Debye temperature deduced from specific heat measurements (Besnus et al. 
1983). The stable valence reference compounds LaBel3 , GdBea3, TbBe13 and 
LuBe13 show a linear variation with lattice constant as indicated in fig. 35 by the 
solid lines. No anomaly is observed for YbBea3 , which has been assumed to be of 
intermediate valence ion the basis of M6ssbauer spectroscopy (Eynatten et al. 
1983). 

On the other hand, the two F~- modes of CeBe13 show a softening of about 2% 
with respect to the reference line. All other symmetry modes of CeBe13 do not 
show any anomaly. This applies also to the bulk modulus of CeBe13 , partly 
indicative of the behavior of the long-wavelength acoustic phonons as shown in 
fig. 36. As a function of Q/V the bulk modulus of the RBe~3 compounds follows a 
straight line with CeBe13 right on it (Mock et al. 1985). However, an even 
stronger softening of the two F [  modes is found upon Ce dilution in 
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Cel_xLaxBe13 as seen for all measured compositions 0.1~<x~<0.8 in fig. 35. 
However, contrary to CeBe13 this mode softening in Cel_xLa~Be13 for 0.1 ~< x ~< 
0.8 is also observed for all other symmetry modes with respect to the average 
behavior of the reference materials. The phonon softening in Cea_xLa,Be~3 for 
0.1 < x ~< 0.8, independent of the mode symmetry is also reflected by the behavior 
of the Debye temperature O D (Besnus e t a .  1983), which is displayed at the 
bottom of fig. 35. No temperature dependent phonon anomaly has been observed 
for the optical phonons of CeBe~3 , contrary to the anomalous softening of the 
bulk modulus upon cooling down below 350 K (Lenz et al. 1984). 

By calibrating the theoretical ratio (Miiller-Hartmann 1981) of charge to spin 
1 relaxation rates by the experimental spin relaxation rate ~F s = 20 meV of CeBe13 

(Holland-Moritz et al. 1982) the charge relaxation rate exceeds the highest 
phonon frequencies by about a factor of ten. This manifests itself in the small 
softening (2%) of the two F~- modes of CeBe13 (see fig. 35). The dilution of Ce in 
Ce~_~LaxBe~3 leads to a reduction of all relaxation rates, indicated by the 
decreasing susceptibility maximum (Besnus et al. 1983). Similarly, a reduction of 
the fluctuation temperature Tf from about 150 K (0.0< x <0.7)  to about 50 K 
(x~>0.8) has been deduced from thermal expansion measurements (Kaspers 
1983). Consequently, the charge relaxation rate will be lowered, coming closer to 
the optical phonon frequencies. This is reflected in the further softening of the F~ 
modes with increasing x. The concurrent softening of all other q ~ 0 symmetry 
modes stems from their long-wavelength phase-coherent averaging over primarily 
local (F~) breathing-type charge fluctuations. This effect is obviously more 
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pronounced for short-wavelength zone boundary phonons, which contribute most 
to O D (see fig. 35) due to their high density of states. 

3.6. RS (R = Y, La, Pr, Sin, Eu, Gd, Yb) 

Among the various classes of rare-earth compounds the fcc (NaC1 type) 
R-monosulphides are the simplest from a structural and magnetic-exchange point 
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of view. Although closely related in their chemical aspects, the RS show strongly 
different electronic, magnetic and optical properties along with the filling of the 4f 
shell; RS can be ferromagnetic semiconductors (EuS), metallic antiferromagnets 
(GdS), superconductors (LaS) or exhibit valence fluctuations after a semicon- 
ductor-metal transformation induced by external pressure (SmS) or by lattice 
pressure (Sml_xYxS). The interest in Raman studies of this class of compounds 
arose mainly from the intriguing possibility of investigating widely different types 
of electron-phonon couplings within one chemical structure. As first-order 
Raman scattering is symmetry forbidden in these fcc compounds, the observation 
of Raman scattering in these compounds is unusual by itself and has been 
attributed to strong coupling between excitons and LO phonons in YbS (Merlin et 
al. 1978) or to defect-induced Raman scattering in GdS (G/intherodt et al. 
1977b), which is modified due to strong intra-ionic charge deformabilities in 
superconducting YS and in valence fluctuating SmS and Sm0.75Y0.25S (Gfinth- 
erodt et al. 1981d, Kress et al. 1981, Giintherodt and Merlin 1984). For EuS a 
strong interaction between the phonon and spin systems has been found to be 
responsible for the observed Raman scattering induced by spin disorder as well as 
the coupled magnon-phonon Raman scattering (Merlin et al. 1977, Gfintherodt 
et al. 1979, Zeyher and Kress 1979, Gfintherodt and Zeyher 1984). All these 
results have been extensively reviewed by Giintherodt and Merlin (1984) and 
Gfintherodt and Zeyher (1984), and will not be discussed in further detail here. 
In the following we shall focus on the phononic properties of intermediate- 
valence, metallic SInS and Sm0.75Y0.25S with respect to the stable valence 
reference compounds and we view these results in the more general framework of 
electron-phonon coupling in IV compounds as discussed in sect. 3.1. 

The intermediate-valence phase of the solid solution system Sml_xYxS with 
x >/0.15 was the first striking example of anomalous electron-lattice interactions 
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associated with valence fluctuations. The bulk modulus is soft for x/> 0.15 due to 
the anomalous elastic constant c12 < 0  (Penney et al. 1975). Strong phonon 
anomalies have been identified in the [111] direction from the F to the L point of 
Sm0.75Y0.25S (Gfintherodt et al. 1981c, Mook et al. 1978a, 1982, Bilz et al. 1979, 
Entel et al. 1979, Mook and Holtzberg 1981). In addition to the LA phonon 
anomaly for 0 < k < 3 kL associated with the soft bulk modulus, a corresponding 
anomaly was found for the LO phonon breathing mode near the L point. In 
addition, there is an anomaly near the F point of similar magnitude to that near 
the L point (Bilz et al. 1979). 

The polarized Raman spectrum of a cleaved single crystal of Sm0.ysY0.258 
(G/intherodt et al. 1981c) is shown in the upper part of fig. 37. The Raman 
spectrum is dominated blY the F 1 scattering intensity near 250cm -1 and the 
weaker one near 85 cm , superimposed on the rising background. The one- 
phonon density of states (bold lines) derived from the fit (Bilz et al. 1979) of the 
measured phonon dispersion (Mook et al. 1978a) is shown in the lower part of fig. 
37. The shaded area results from weighting the density of states with the F~ 
breathing cluster deformability, which represents the dominant electron-phonon 
matrix element in the Raman scattering process. Obviously, the TO phonon 
density of states near 270cm -1 does not contribute to the shaded area. The 
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largest contribution is due to the LO phonon breathing mode near the L point. 
The small shaded area in the acoustic phonon region near 90 cm -1 is due to the 
/"i  deformability of the Sm ion induced by the longitudinal breathing motion of 
the surrounding Sm ions. The shaded areas in fig. 37 describe the measured 
Raman spectrum very well, except for the shoulder in the F~ spectrum near 
190cm -1 which will be discussed in sect. 4. The assumption of a quadrupolar 
(/"12) deformability of the S ion, previously used in the lattice dynamical model 
(Bilz et al. 1979), yields the thin-line acoustic-phonon contribution near 100 cm -1 
in the lower part of fig. 37. However, since the measured/"12 spectrum does not 
show any intensity near 100cm -a, such a local /"12 charge-density distortion is 
unrealistic. Thus, it had to be attributed to residual effects of screened Coulomb 
interactions (G/intherodt et al. 1981c). The absence of scattering intensity in the 
/"2+5 spectrum in fig. 37 indicates that intersite Sm-Sm or S-S interactions are 
negligible. Hence, the assumption of a local electron-lattice interaction, i.e., of 
Sm-S interactions only, in the lattice dynamical model for Sm0.ysY0.25S (Bilz et 
al. 1979) is corroborated experimentally. 

The very same F ;  charge deformability of the mixed-valence Sm ion due to 
4fn+~ ~ 4fn5d a excitations used for the description of the Raman intensities in fig. 
37 has been used to describe the phonon anomalies (Bilz et al. 1979). Therefore 
we can conclude that the dominant/"1 scattering intensities of Sm0.vsY0.25S n e a r  

250 cm -1 and 85 cm -a, respectively, arise mainly from the LO and LA phonon 
anomalies in the [111] direction, emphasizing scattering from L-point phonons. 
The available data on the LO(L) phonon frequencies of RS are depicted in fig. 38 
as a function of the lattice parameter. The LO(L) phonons of intermediate- 
valence metallic SInS and Sm0.vsY0.25S lie between the divalent reference line 
given by YbS and EuS, and the trivalent reference line spanned by YS, GdS, PrS 
and LaS, thus exhibiting the behavior of an alloy of divalent and trivalent Sm 
ions. Figure 39 shows the bulk modulus of several RS compounds at room 
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temperature as a function of Q/V, where Q denotes the valence and V the unit 
cell volume. Metallic SmS as well as Sm0.75Y0.25S exhibit a significant softening of 
the bulk modulus compared to the stable valence reference line (Jayaraman et al. 
1974). 

Interpreting these data within the framework given in sect. 3.1 we can estimate 
a charge fluctuation rate of roughly 100 cm i, well below the optical phonon 
frequencies, but within the range of the acoustic phonons. From the position of 
the LO(L) phonon frequencies of metallic SmS as well as Sm0.75Y0.25S between 
the divalent and trivalent reference lines one can estimate valences of 2.8 and 2.3, 
respectively, which agree quite well with the valences deduced from LII I spec- 
troscopy as given by Allen et al. (1980) and by Weber et al. (1989), respectively. 

The concept of sect. 3.1 has been tested further by analysis of the temperature 
dependence of the dispersion of the longitudinal acoustic phonons of Sm0.75Y0.25S 
in the [111] direction as given by Mook et al. (1978a) and Mook and Holtzberg 
(1981). This branch exhibits at 300 K the strongest anomaly near 2.0 THz ( q = 0.2 
in fig. 40a). Upon cooling from 300 to 200 K the frequencies below 2 THz at 
q =0.1 and q =0.2 (fig. 40a) show a softening and from 200K down to 50K a 
hardening. On the other hand, the frequencies above 2 THz q = 0.3 and q = 0.35 
(fig. 40a) show only a hardening from 300 to 50 K. This experimental observation 
has been complemented by measurements of the temperature dependence of the 
elastic constants of Sm0.75Y0.255 (Mock et al. 1986). This has been made feasible 
by means of Brillouin scattering, whereas ultrasonic techniques fail because of the 
large lattice expansion upon cooling. It was found that with decreasing tempera- 
ture from 300 to 4.2 K the elastic constant cll decreases by 20%, c12 increases by 
24%, but c44 is temperature independent. This results in an overall softening of 
the bulk modulus cB, with c B = % ([111]) - 4 ~c44, by 30% upon cooling from 300 
to 4.2 K, with the strongest variation near 200 K as shown in fig. 40b. 

These results can be understood by assuming a F c which decreases with 
decreasing temperature. The different temperature dependence of the phonon 
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Fig. 40. (a) Temperature depen- 
dence of the longitudinal acoustic- 
phonon frequencies of SmonsY0.25S 
in the [111] direction for four differ- 
ent values of the wavevector q (see 
Mook et al. 1981). (b) Temperature 
dependence of the bulk modulus c B 
of Smo.75Yo.25S measured by Bril- 
louin scattering, c B continues to sof- 
ten upon cooling below 200 K, unlike 
the behavior of the phonon mode 
frequencies for q-> 0.1 (fig. 40a). (c) 
Temperature dependence of the 
charge relaxation rate F c derived 
from the experimental data in figs, 
40a and 40b (open circles) and calcu- 
lated from theory (Schmidt and 
Mfiller-Hartmann 1985) (solid line). 
The theoretical curve has been 
matched at 300 K to the experimental 
value. 

f requenc ies  in fig. 40a b e t w e e n  300 and  200 K indica tes  a F c which  lies roughly  
a b o v e  1.6 T H z  and  be low 2.4 T H z  (cf. T a b l e  2, F c ~ 2 . 0  -+ 0.5 THz) .  U p o n  cool ing  
f rom 300 to 200 K,  F~ is a s sumed  to dec rease ,  resul t ing  in a sof ten ing  of  the  
low- f requency  m o d e s  at  q = 0 . 1  and  0.2 because  of  an increas ing  r e s o n a n t  
coupl ing.  O n  the  con t r a ry ,  the  h ighe r - f r equency  m o d e s  at  q = 0.3 and  0.35 a r e  
e i the r  i n d e p e n d e n t  of  t e m p e r a t u r e  or  h a r d e n  s l ight ly  b e t w e e n  300 and  200 K. The  
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hardening of all phonon modes in fig. 40a upon cooling below 200 K can be 
explained by F c decreasing below 0.7 THz, thus crossing the phonon modes at 
q = 0.1 and q = 0.2. This temperature dependence of F c is corroborated by the 
maximum in the phonon linewidths near 150 K which is most pronounced for 
q = 0.2 (Mook and Holtzberg 1981). Moreover, the continuous softening of the 
bulk modulus from 300 to 4.2 K (fig. 40b), i.e., of the longitudinal acoustic mode 
in the [111] direction in the q = 0 limit, is consistent with the decrease in Ft. In fig. 
40c we compare the experimentally deduced F¢ (open circles) with the values 
predicted by theory (solid line) as given by Schmidt and M/iller-Hartmann (1985). 
Scaling the calculated F¢(T) by Fc(T= 300 K ) ~ 2 . 0 T H z  yields a rather good 
agreement. 

To summarize the results discussed above one should emphasize that, from a 
comparison of the LO(L) phonon frequencies of IV metallic SmS and 
Sm0.75Y0.258 with those of their stable valence reference compounds in the RS 
series, a reasonable estimate of charge relaxation rates can be given. Moreover, in 
the case of intermediate-valence Sm (Sm 2+ <---~Sm3+ + e - )  with the J-multiplet 
splitting of the SmZ+-configuration well within the range of  thermal energies, 
temperature-dependent changes of the valence and charge fluctuation rates are to 
be expected (Schmidt and M/iller-Hartmann 1985). The valence changes have 
been observed for, e.g., Sm0.vsY0.258 by Weber et al. (1989, and references cited 
therein). The temperature dependence of the charge fluctuation rate has been 
deduced from the temperature dependence of phonon anomalies by Mock et al. 
(1986), in quite good agreement with the theoretical predictions by Schmidt and 
Miiller-Hartmann (1985). To complete the survey on phonon Raman data of RS 
compounds we should finally mention that semiconducting, divalent SmS shows a 
pronounced softening of the LO(L) phonon mode by 17% below the divalent 
reference line (at a 0 of EuS in fig. 38), (G/intherodt et al. 1977c, 1978), whereas 
the bulk modulus shows only a slight anomaly (see fig. 39). Within the picture of 
phonon anomalies in rare-earth IV compounds discussed in sect. 3.1 one can 
conclude that semiconducting SmS already exhibits charge fluctuations of the 
order of 200-300 cm-1 although it is assumed to be nearly divalent. 

In another model calculation as given by Baba et al. (1980) the renormalization 
of the phonon frequencies of SmS has been expressed as a function of the energy 
gap between the 4f 6 level and the bottom of the conduction band. A larger 
phonon softening has been obtained for the semiconducting phase because of the 
smaller energy gap, as compared to the metallic phase with a larger (although 
negative) gap. The microscopic origin of the renormalization has been attributed 
to the phonon-induced on-site f -d  hybridization interaction which is enhanced for 
the smaller energy gap of the semiconducting phase of SmS. 

3.7. RSe (R = Y, La, Sm, Eu, Gd, Tm, Yb) 

Within the fcc RSe series TmSe exhibits quite unique properties, since it shows 
intermediate-valence behavior (Bucher et al. 1975, Campagna et al. 1974, 
Launois et al. 1980) in combination with low-temperature magnetic order 
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(Bucher et al. 1975, Ott et al. 1974, Triplett et al. 1974, Bjerrum Moeller et al. 
(1977). Another interesting feature is that one can adjust the degree of valence 
mixing by the composition of Tm~Se (Batlogg et al. 1979). It has thus been 
observed that the valence of Tm can be varied between nearly 3 + for Tmo.s7Se 
and 2.7 + for Tma.05Se. The intermediate-valence behavior of Tm is particularly 
interesting as it is due to the two magnetic 4f configurations involved (4f 12 and 
4f~3); two different magnetic relaxation rates have been predicted (M/iller- 
Hartmann 1981). Only one magnetic relaxation rate has been observed so far 
using magnetic neutron scattering (Grier and Shapiro 1981, Holland-Moritz 
1983), which makes an experimental estimate of the charge relaxation rate 
particularly worthwhile in comparison to the theoretical predictions. 

Raman scattering in TmSe was first investigated by Treindl and Wachter (1979, 
1980) and also by Stiisser et al. (1981). The connection between strong Raman 
intensities and phonon anomalies due to strong electron-phonon coupling (see 
also Klein 1982) is clearly illustrated by comparing the Raman spectra of cleaved 
(100) faces of the superconductor YSe with intermediate-valence TmSe and 
semiconducting SmSe as given by St/isser et al. (1981) and depicted in fig. 41. The 
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Fig. 41. Raman spectra of cleaved (100) 
faces of TmSe, YSe and SmS at 300K 
using 5309.A (TmSe) and 5145A (YSe, 
SmSe) laser excitation. Unpolarized spec- 
trum for SmSe; polarized spectra for 
TmSe and YSe with EiIIE S (F;  +4F1+2) 
and Ei_LE~ (F2+5 + FI+), where Ei(s) is the 
incident (scattered) electric field vector. 
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unpolarized Raman spectrum of SmSe does not show any appreciable scattering 
intensity in the range of the acoustic and optical phonon frequencies. In addition 
to a presumably low defect concentration, this result is consistent with the 
absence of significant phonon anomalies in this 0.5 eV f-d gap semiconductor. On 
the other hand, the one-phonon scattering intensity of YSe for E i HEs (solid line) is 
enhanced for acoustic phonons near 70 cm -1 as compared to the weak intensity 
from optical phonons near 180cm -1 (the dotted line indicates second-order 
scattering). This result emphasizes the strong Raman intensity associated with the 
LA(L) phonon anomaly. On the other hand, for TmSe the E i IJE~ spectrum (solid 
line) shows about equal intensities for acoustic and optical phonons. The similari- 
ty with the spectrum of Sm0.75Y0.25S in fig. 37 becomes evident by comparing the 
maxima of the latter near 85 cm -1 and 245 cm -~, respectively, with those of TmSe 
near 70 cm -~ and 175 cm -~ in fig. 41. The latter two frequencies coincide with the 
LA and LO phonon anomalies of TmSe in the [111] direction (Mook and 
Holtzberg 1981). Hence it can be concluded from fig. 41 that in superconducting 
or intermediate-valence NaCl-type compounds, the Raman intenisty consists of a 
one-phonon density of states weighted by specific matrix elements of the 
electron-phonon coupling which are enhanced near the phonon anomalies. 

Inspecting the LO(L) phonon frequencies of TmSe more closely,LO(L) phonon 
3 +  ~ 2 . 7 + ~  softening has been found in going from Tm0.sTSe to linE0 s be (Treindl and 

Wachter 1979). This softening increases linearly with increasing valence mixing. 
These data have been summarized in fig. 42 where the LO(L) phonon frequencies 
of TmxSe together with those of various stable valence RSe compounds have 
been plotted as a function of the lattice parameter. The LO(L) phonon fre- 
quencies have been taken from the literature (Stfisser et al. 1981, Boppart et al. 
1981, Gfintherodt and Zeyher 1984, Gfintherodt and Merlin 1984 and references 
cited therein). The stable divalent reference line is given by YbSe, EuSe and 
SmSe and the trivalent reference line is given by LaSe, GdSe, YSe and Tm0.s7Se. 
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The LO(L) phonon frequency of intermediate-valence Tml.0Se lies between the 
divalent and trivalent reference lines according to its valence mixing ratio, 
indicating a charge relaxation rate well below the optical phonon frequencies. On 
the other hand, the bulk modulus of Tmx.0Se shows a distinct softening compared 
to the stable valence references as can be seen from fig. 43, where the bulk 
moduli of several RSe compounds are plotted as a function of Q/V (Q denoting 
the valence and V the unit cell volume). The bulk modulus of SmSe, EuSe and 
YbSe has been taken from Jayaraman et al. (1974) and that of Tml.0Se and 
Tm0.a7Se from Boppart et al. (1981). From the optical phonon anomaly of 
Tml.0Se and its soft bulk modulus one can estimate a charge relaxation rate of the 
order of 50-100cm -~. This is even more interesting as Treindl and Wachter 
(1979) find a phonon Raman peak near 60 cm -1 which increases in intensity with 
increasing valence mixing from x--0.97 to x = 1.05 and which is absent in 
Tm0.avSe. The 60cm -1 peak, which appears to be connected with the inter- 
mediate-valence state, has been attributed to either an anomaly in the LA phonon 
branch or to a localized low-energy electronic excitation near 60 cm -~ which may 
interact with the LA phonon branch. Although no such distinct localized elec- 
tronic excitation was found in neutron scattering experiments of TmSe for 
temperatures above 100 K (Mook and Holtzberg 1981, Loewenhaupt and Hol- 
land-Moritz 1978), a charge relaxation rate of the order of 
60 cm-a might well induce strong anomalies within this phonon frequency range re- 
sulting in a flattening of the LA phonon dispersion around 60 cm 1 as assumed 
by Boppart et al. (1981) as well as an enhancement of the Raman scattering 
cross-section of these LA phonons (increase of the phonon-induced charge 
deformability) as has been emphasized by St/isser et al. (1981). 

3.8. Conclusions 

The above analysis of all IV compounds investigated so far with respect to 
elastic and phononic properties is summarized schematically in fig. 44. The 
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behavior of the long-wavelength (q ~ 0) acoustic phonons is represented by the 
bulk modulus cB, which is a measure of the isotropic compression of the material 
and thus has the same (breathing) symmetry as the charge fluctuations. For IV 
compounds c B probes anomalies of the longitudinal acoustic phonons. For the 
optical phonons, two mode frequencies (Wl, o92) are shown schematically for the 
n +- and (n + 1)+-valent reference compounds. The order of magnitude of F c has 
been indicated. The different compounds listed at the bottom of fig. 44 can be 
classified according to the following four different cases: 

(i) Intermediate-valence CeSn 3 and CePd 3 show neither elastic nor optical- 
phonon anomalies with respect to their trivalent reference compounds 
(Pintschovius et al. 1980, Blaschko et al. 1984, Severing 1985). This is explained 
by a value of Fc which is far above the highest optical-phonon branches, so that no 
coupling occurs between Fo and the phonons. 

(ii) In the case of CeBe13 only the two highest-lying optical (q -~ 0) phonons of 
F~ symmetry (ho9 = 610 cm -1 and ho9 = 580 cm -a, both represented by ha, 1 in fig. 
44) exhibit a softening, whereas the other four optical (q ~ 0) phonons (repre- 
sented by ho92 in fig. 44) show no anomalies with respect to their reference lines 
(see discussion in sect. 3.5). Also, the bulk modulus does not exhibit any anomaly 
(Mock et al. 1985). Hence, F~ lies above, but close to, ho91. 

(iii) The high-frequency optical (q ~ 0 )  phonons (ho9 > 650cm -~) of S m B  6 

(represented schematically by ho91 in fig. 44) are intermediate between the n ÷ and 
(n + 1) + reference lines, whereas both the low-energy optical phonons (ho9 < 
200 cm -1, represented by ho92 in fig. 44) and the bulk modulus become soft as 
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TABLE 2 
Experimentally determined charge relaxation rates F c at room temperature compared 
to the theoretical values (M/iller-Hartmann 1981), which have been scaled by the 
measured spin relaxation rates F~. References for the values of F~ and the valence 
have been summarized by Zirngiebl (1986) and by Zirngiebl and Gtintherodt (1990). 

( & means "corresponds to".) 

Compound Valence F~ F c (theory) F c (exp.) 
(K) (K) (K) 

StuB 6 2.7 100 300 300-600 
CeA12 3.02 58 1800 200 
YbAI 2 2.4 400 600 >180 
CeCu2Si 2 3.05 70 2100 >200 
YbCu2Si 2 2.9 40 360 >200 
CeBe 13 3.04 230 6000 >>900 
CeSn 3 3.02 250 10000 >>300 
CePd 3 3.26 200 1000 >>300 
CeNi2G % 3.07 120 1500 >>400 
YbNizG % 2.89 90 800 >>400 
Sins (metal) 2.8 100 110 120 
TmSe 2.58 10 60 120 
Sm 1 xYxS 2.4 50 80 100 
(x=0.25) (& 1.6THz) (& 2.0THz) 

discussed in sect. 3.2. From this it follows that h w  2 < F c < hm~. The same refers to 
CeA1 a with the exception that the 4+-valent reference line is not known quantita- 
tively. 

(iv) The fcc structures SmS, Sm0.75Y0.25S and TmSe show longitudinal optical- 
phonon frequenices near  the L point of the Brillouin zone which interpolate 
between the n ÷ and (n + 1)-- reference lines according to the valence mixing 
ratio. On the other hand, these compounds exhibit a soft bulk modulus. Thus F c 
lies between the acoustic and optical-phonon branches as discussed in sections 3.6 
and 3.7. The analysis of the phonon anomalies in the different IV compounds 
investigated up to now give the numerical values of Fo listed in table 2. We have 
also listed theoretical values of the charge relaxation rates obtained by scaling the 
theoretically predicted (Mfil ler-Hartmann 1981) ratio Fc/F~ by the experimentally 
determined spin relaxation rate F~ from the magnetic susceptibility or neutron 
scattering. There  is reasonable agreement  between theoretical and experimental  
values of F c. Major  discrepancies arise only for the " K o n d o "  systems CeA12 and 
CeCuzSi a. These discrepancies may be due to neglecting crystalline electric-field 
effects in the theoretical model.  

4. Light scattering from "phonon bound states" 

4.1. In troduct ion 

As described in sect. 3 phonon R a m a n  scattering in IV rare-earth compounds  
has been concerned quite intensively with phonon frequency renormalizations due 
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to strong electron-phonon coupling. However, a coupling of phonons to charge 
relaxation rates in IV compounds may not only cause phonon softening or a 
resonance enhancement of the Raman scattering cross-section but may also shift 
the spectral weight from the phonon mode into a lower frequency phonon 
satellite. The existence of such a phonon bound state due to the strong coupling 
of localized electronic excitations (or fluctuations) to phonons would indicate a 
breakdown of the Born-Oppenheimer approximation, which decouples the elec- 
tronic and phononic systems. The following sections will be devoted to a 
systematic discussion of the various "phonon bound states" so far observed in 
Raman scattering from metallic rare-earth compounds. Emphasis will be put on a 
comparison of the Raman scattering results with the neutron scattering results 
from nominally the same phonon mode. Due to the different timescales probed 
by both methods (timescale of Raman scattering: 10 -12 s, neutron scattering: 
10 -13 s) "phonon bound states" may show up rather differently in both methods. 
In the following we shall discuss the three systems, where phonon bound states 
are claimed as being observed, namely Sm0.75Y0.25S and related compounds 
(Stfisser et al. 1982), Tml.0Se and related compounds (Stiisser et al. 1982) and 
CeAI 2 (Gfintherodt et al. 1985b). For a more general discussion of these 
compounds we refer to sections 3.6, 3.7 and 3.3, respectively. 

4.2. Smo.75Yo.25S and related compounds 

Raman scattering has been performed by Stfisser et al. (1982) for the inter- 
mediate-valence phases of the solid solution systems Sml_xRxS (R = Y, La, Pr, 
Gd, Tb, Dy, Tm; 0.15 < x < 1.0). A mode independent of cation mass has been 
observed in between the gap of the acoustic- and optical-phonon branches for all 
Sm concentrated (x < 0.5) intermediate-valence phases. The Raman spectra of 
Sml_zRxS with R = Y, Pr, Gd, Dy in the upper part of fig. 45 show at 300 K a 
maximum of the scattering intensity near 200 cm -1. This "gap mode" for x < 0.50 
is due to first-order scattering as demonstrated by its temperature dependence 
(fig. 45 for Sm0.vsGd0.228 ). For x > 0 . 5  the intensity observed in, e.g., 
Sm0.25Dy0.75S at 300K near 180cm -~ (dashed line) is due to second-order 
scattering by phonons as proved by its quenching at 80 K. The absence of a 
significant defect in cation mass in Sml_xR~S with R - - P r ,  Gd, Dy rules out an 
interpretation of the "gap mode" as a local vibrational mode of the substituted 
cations. 

The symmetry analysis of the "gap mode" intensity of, e.g., Sm0.vsGd0.228 in 
the lower part of fig. 45 shows the dominance of the F [  (Alg) component, which 
is consistent with the behavior of the LO(L) phonon near 260 cm -1. Moreover, 
the "gap mode" frequency appears to follow shifts of the LO(L) phonon 
frequency upon varying the cation masses. Hence the "gap mode" observed by 
Raman scattering in Sml_xRxS can be considered as a phonon "bound state" of 
the LO(L) phonon contributing to the scattering cross-section due to the coupling 
of low-frequency charge fluctuations to the lattice vibrations. Similarly, in neutron 
scattering experiments on IV Sm0.75Y0.25S at room temperature a dispersionless 
"gap mode" at about ho) = 175 cm -1 (21.9 meV) is found which has been assigned 
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Fig. 45. Raman spectra of (100) cleaved intermediate- 
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prove first- and second-order scattering (dashed line) 
at 300 K. The "gap mode" is seen near 200 cm 1. 
Lower part: polarized Raman spectra of Sm0.78Gdo.22S 
at 300 K. 

to a localized vibrational mode of the lighter Y ions compared to Sm (Mook et al. 
1978a). The frequency position of this "localized" mode agrees well with a simple 
mass scaling argument. 

- . n l / 2  
to = ( m s m l m y )  £OLA(L ) 

where O~LA(L ) denotes the frequency of the longitudinal acoustic phonons at the 
zone boundary L. However ,  since defect-induced Raman scattering should be 
rather weak (compare fig. 41) and since the frequency of the neutron and Raman 
"gap mode"  differ by 25 cm -1, which is way outside the experimental resolution, 
we conclude that they are not the same entity and have to be attributed to 
different origins. 

Finally it seems interesting to compare the LO(L)  frequencies as measured by 
Raman and neutron scattering (see table 3). The neutron scattering value of the 
LO(L)  phonon frequency is soft compared to that measured by Raman scattering. 
The neutron LO(L)  phonon frequency, on the other hand, compares quite well 
with the average of the Raman LO(L)  phonon frequency and the "bound state" 
frequency weighted by the scattering intensity. 
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TABLE 3 
Frequencies of some phonons as measured by neutron scattering compared to Raman scattering; 
frequencies of phonon "bound states" observed simultaneously in Raman scattering as well as the 
average of the Raman LO(L) frequency and the Raman "bound state" weighted by the Raman- 

scattering-intensity. 

Phonon Neutron Raman Raman Average 
scattering (cm - 1 ) scattering (cm - i ) "bound state" (cm - 1 ) (cm - 1 ) 

LO(L) phonon 
of Sm0.75Y0.25S 234 253 200 228 

LO(L) phonon 
of TmSe 159 178 142 160 

F;  phonon of 
CeA12 (300 K) 108 109 71 108 

Fs ~ phonon of 
CeA12 (77 K) 97 109 71 99 

+ F s phonon of 
CeA1 z (25 K) 109 71 82 

F 5 phonon of 
CeA1 z (4 K) 80 109 71 80 

4.3. TmSe and related compounds 

For TmSe similar results have been obtained as for the "bound state" of 
Smt_xRxS. In particular, the peak near 145 cm -1 in the Raman spectrum of TmSe 
in fig. 46 has also been identified by St/isser et al. (1982) as a "gap mode"  
between the acoustic- and optical-phonon dispersions. Moreover ,  from its first- 
order  scattering nature (St/isser et al. 1981, Treindl and Wachter 1979), its 
dominant Alg symmetry (Stfisser et al. 1981), ruling out any involvement of TO 
phonons (G/intherodt  et al. 1981b, Bilz et al. 1979), as well as from its frequency 
shift in parallel to that of the LO(L)  phonons in TmSe0.85Te0.15 (see fig. 46), the 
"gap mode"  can be identified as a bound state of the LO(L)  phonon,  analogously 
to the case of Sml_xR~S. In the case of TmSe no localized phonon mode in the 
gap between acoustic- and optical-phonon branches has been observed by neutron 
scattering (Mook et al. 1982). Due to missing disorder this was to be expected. 
However ,  comparing LO(L)  phonon frequencies as measured by Raman and 
neutron scattering we find again the following discrepancy: the LO(L)  phonon 
measured by neutron scattering is soft compared to the Raman value but 
compares quite well with the intensity-weighted average of the Raman LO(L)  
phonon frequency and the Raman "bound state" frequency (see table 3). 

4.4. CeAI 2 

The Kondo system CeA12 has attracted continuous interest over the past decade 
due to its anomalously strong coupling between the elastic and magnetic (elec- 
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tronic) subsystems. This results in a wide variety of unusual phenomena like, e.g., 
the pronounced softening of the c44 elastic mode as observed by Lfithi and 
Lingner (1979) and the splitting of the F 8 crystalline electric field (CEF) level 
(Loewenhaupt et al. 1979). These features have been interpreted in a model 
proposed by Thalmeier and Fulde (1982) taking into account the large magneto- 
elastic coupling between the energetically degenerate F 8 CEF level and the F~ 
(Tag) optical phonon. Raman scattering of CeA12 has been performed by Giinth- 
erodt et al. (1983) and Gfintherodt et al. (1985b) as a function of temperature 
down to 5 K in order to characterize the F~ phonon. The results are shown in fig. 
47. The Raman peak near 109 cm -1 at 300K does not show a significant shift 
upon cooling to 5 K. Below 77 K a new peak emerges near 71 cm -1 (8.9 meV) 
with a full width at half maximum of 15 cm -1. This additional peak is not 
observed in the non-magnetic reference compound LaA12. The peak position 
coincides with the lower one of the inelastic transitions observed in neutron 
scattering (Loewenhaupt et al. 1979). 

The most obvious assignment of this new Raman peak "phonon bound state" 
to the transition indicated as F 7 -/'8(2) by Thalmeier and Fulde (1982) (see inset 
of fig. 47) poses a severe problem: since in the theory both F8(i) levels are 
composed symmetrically of phonon and CEF states, there exists no justification 
why one should not also observe the high lying /~8(1) CEF level. Another 
inconsistent feature in this context of the new Raman peak is the fairly large 
intensity, pointing to phononic rather than electronic scattering, making an 
interpretation of this new mode as a "bound state" of the F~ phonon quite 
straightforward. 
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and Fulde 1982). 

In contrast to the Raman scattering results a temperature-dependent softening 
of the F ;  mode is observed between 300 and 5 K in phononic neutron scattering 
(Reichart and N/icker 1983). This has been attributed by Thalmeier (1984) to the 
temperature dependence of the vertex corrections, which have to be taken into 
account in higher-order perturbation theory. The vertex corrections yield a 
temperature-dependent renormalization of the F~ phonon frequency propor- 
tional to the difference in occupation of the F 7 and F 8 CEF levels. 

Comparing Raman and neutron scattering results concerning the F~ phonon of 
CeA12 one can summarize: as soon as one observes the "phonon bound state" in 
Raman scattering the F;, as observed by neutron scattering, is soft compared to 
its Raman counterpart. However, for all temperatures the Raman-intensity- 
weighted average of the Raman F ;  phonon energy and the "bound state" energy 
compares quite well with the F~ phonon energy obtained by neutron scattering 
(see table 3). 

4.5. Conclusions 

To reconcile the diverging Raman and neutron scattering results the following 
point of view has been taken by Giintherodt et al. (1985b): similarly to the 
valence fluctuations between two integral valence states (4f n ,~-~ 4f "-1 + e - )  in IV 
rare-earth compounds the systems CeA12, TmSe and Sm0.75Y0.25S show 
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"phononic fluctuations" between a bare phonon and its renormalized bound state. 
Raman against neutron scattering from these phononic fluctuations are explained 
analogously as are XPS (X-ray photoelectron spectroscopy) data against M6ss- 
bauer isomer shifts from valence fluctuations. The fast probing mechanism 
"Raman scattering" gives in analogy to XPS an instantaneous picture of the 
dynamical mixture of the two states, while the slow probing mechanism "neutron 
scattering" in analogy to M6ssbauer isomer shifts yields an average over the two 
fluctuating states (see also fig. 48). 

5. Final conclusions 

In this chapter we have presented an overview of the rather diverse features 
observed by Raman scattering in metallic rare-earth compounds, ranging from 
purely electronic excitations to phonons and strongly coupled electron-phonon 
excitations. From the materials' point of view, Raman scattering has proved to be 
a useful tool to get started on rare-earth materials at a stage where their purity, 
perfection, size or isotope composition do not yet allow for investigations by 
neutron scattering. Thus Raman scattering investigations of rare-earth compounds 
have served to advance the understanding of new physical phenomena such as 
valence fluctuations of rare-earth ions in solids. 

The field of Raman scattering in rare-earth intermediate-valence compounds 
has now reached a certain degree of maturity and understanding so that a lot of 
the activity has shifted to Raman and Brillouin scattering investigations of 
heavy-fermion compounds and high-temperature superconductors. The exciting 
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results of Raman scattering in these two classes of materials will be reviewed, 
respectively, by Zirngiebl and Gfintherodt (1990), and by Thomsen (199~)) in the 
forthcoming volume VI of Light Scattering in Solids (in the Springer Series 
"Topics in Applied Physics"). 
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1. Introduction 

The electron-phonon coupling in rare-earth (R) compounds can lead to very 
interesting low-temperature effects in many physical quantities connected with 
elastic or vibrational degrees of freedom, e.g., in the elastic constants, thermal 
expansion, magnetostriction and phonon frequencies. The physical nature of 
these effects depends crucially on the type of electronic ground state and low lying 
excited states in these compounds. 

In insulators, one has only to consider the spectrum of localized, partly filled 
4f n states of R ions. The lowest states are the crystalline electric field (CEF) levels 
of the relevant Russell-Saunders LSJ ground state multiplet. Electron-phonon 
coupling to CEF states is commonly known as "magnetoelastic coupling" and it 
arises from the strain modulation of the energies of CEF states. In insulators, 
e.g., the R vanadates, arsenates and phosphates, this coupling can lead to 
cooperative Jahn-Teller phase transitions in which the degeneracy of the lowest 
CEF multiplet is lifted and accompanied by a lattice distortion. This subject is 
already well represented in several reviews, Elliott et al. (1972), Gehring and 
Gehring (1975) and Melcher (1976). 

Therefore in this review we shall focus on the electron-phonon coupling in 
metallic R compounds. They have shifted to the center of interest in the last ten 
years because of new phenomena such as valence fluctuations, Kondo lattice 
behavior and the formation of heavy-electron bands. The varying degree of 
hybridization between 4f states and conduction electron states leads to low lying 
electronic states whose character is very different from the localized states due to 
many-body effects. Consequently they lead to a rich variety of electronic and 
elastic or vibrational anomalies at low temperatures. 

1.1. Electronic structure of  rare-earth compounds 

We first give a qualitative discussion of electronic states in rare-earth inter- 
metallics. In a simplified picture which applies to Ce(4f 1) compounds the nature 
of the electronic states is determined by two parameters: 

(i) the position of the 4f level Ef < 0 with respect to the Fermi level E v --0; 
(ii) the average hybridization of mixing strength V(kv) of 4f states and 5d6s 

conduction electrons. 

In the case of Ce3+(4f I) the charge transfer excitation 4f 1 ~--4f ° + e-  (conduction 
electron) therefore, requires an energy [El] and has a width NeE (F = qrNc(0)V 2) 
due to hybridization, where Nc(0 ) is the conduction electron density of states at 
E v = 0 and Nf the degeneracy of the 4f level. 

Depending on the ratio NfF/IEfl , two limiting cases, the local-moment and the 
strongly mixed-valent regime, can be distinguished. 

1.1.1. Case A: the local-moment regime 
If E l < 0 ,  NfF < [Ef[ one is in the local-moment regime with nearly integer 

occupation of the 4f level. In this limit the hybridization can be transformed away 
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in first order (Schrieffer and Wolff 1966) leaving an effective interaction between 
the 4f shell and the conduction electrons which is described by the Coqblin- 
Schrieffer Hamiltonian f o r  Ce3+(4f 1) o r  yb3+(4ft3). This is an exchange-type 
Hamiltonian (Coqblin and Schrieffer 1969) with an effective exchange constant 
I'ox =-v2/IEJ < 0 between 4f- and s-type conduction electrons which is always 

0 negative. The total sf interaction is given by I~  = I'~ + I°x, where I~x > 0 is the 
direct sf exchange constant. Depending on the sign of I~, one observes a very 
different low-temperature behaviour of the electronic excitations. 

1.1.1.1. Ferromagnetic case (Ie= > 0). Here the sf interaction simply leads to a 
broadening of the CEF excitations between CEF-split 4f levels Elm where m 
denotes any of the CEF states. Thus the transitions Atom, = Efm-Efm, ~ O, acquire 

[Nc(0)Iex ] "Atom,. For zero-energy tran- a temperature-dependent linewidth From, 2 
sitions the 'Korringa' or 'quasielastic' linewidth From,- [Nc(0)Iex]ZT vanishes for 
T---~ 0. Crystal-field splittings Amm, and linewidths Fmm, are much smaller than the 
hybridization width F (fig. 1). Nevertheless they can be observed by inelastic 
neutron scattering experiments where the 4f occupation is unchanged. In contrast, 

/~f2 Ef+U - -  

l,f ° EF=0 

Z,f ~ E t 

/,f2 Ef+U 

g:.+(EJ l, fo 

t 

/, 

J (A) local  m o m e n t  'W 
NfF< IEfl 

, ~  (B) mixed valent 
NfF=IEfl 

Fig. 1. Schematic energy diagram for electronic states in cerium intermetallic compounds .  Conduct ion 
electron DOS Nc(E ) is shown as a semi-elliptic function with band width IV. The  Fermi level is at 
E F = 0. The  4f 1 level is at an energy Ef below and the 4f 2 level at energy E~ + U far above the Fermi 
energy where  U is the on-site Coulomb repulsion of f electrons. In addition, the sp in-orbi t  splitting 
(not shown) and CEF splitting A of Ef may  exist. Hybridization (V) with conduction electrons affects 
the spectral density p4f(E) of the 4fl---~ 4f ° excitations as indicated. There  are two principal cases. 
(A) The local-moment case: there  is a charge fluctuation peak at Ef of  width N~F = ~rNfV2Nc(O) and a 
narrow Kondo  resonance peak above the Fermi level with a width T O - TK (Kondo temperature) .  The  
latter occurs only at low tempera tures  (T  < To). The  4f 1 level occupation nf is close to one.  (B) The 
mixed-valent case. the  4f 1 level is near  the Fermi energy,  and real charge fluctuations lead to a sizable 
depopulation.  As  a consequence no resonance peak and no CEF levels exist. The  order of  magni tude  
for the various quanti t ies is given by U---10eV, W = 5 e V ,  IE, I = 2 e V ,  N ~ F = 0 . 5 e V ,  A-----10-2eV 
(100 K),  T O = 5 K. Features  in this diagram are not  drawn to scale. 
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NfF is the linewidth of a real 4fl---~4f ° excitation, as in a photoemission 
experiment which changes the 4f occupation. 

1.1.1.2. Antiferromagnetic case (Iex <0).  Here the sf interaction saturates the 
moment of the 4f states below a 'Kondo temperature' T K = W exp((TrEf/NfF),  
(El < 0, W is the conduction band width) leading to a many-body singlet ground 
state with a Pauli-type susceptibility. In the impurity case this can be interpreted 
as the formation of 'Kondo resonance' states above the Fermi level whose 
position and width is of the order of T K. The linewidths Fmm, for quasielastic 
transitions (Efm = Elm,) no longer tend to zero but saturate at a value close to T K. 
In concentrated 'Kondo lattice' compound the single-ion Kondo resonance states 
may form quasiparticle bands due to coherence effects in a translationally 
invariant system. These bands are extremely narrow and their band width is of 
order T K. Consequently the effective masses m* of these 'heavy electrons' or 
'heavy fermions' are very large compared to the free-electron mass. However, if 
effective intrinsic exchange interactions are strong enough there may instead be a 
magnetically ordered ground state with reduced moments. 

1.1.2. Case B: The strongly mixed-valent case 

If lEd ~ N fF  one is in the strongly mixed-valent (MV) regime. In Ce-based MV 
compounds charge fluctuations 4f 1 ,-~ 4f ° + e- are then possible as real processes 
and are characterized by a charge fluctuation time h/F. This constrasts to the 
previous situation (sect. 1.1.1) where only virtual charge fluctuations are possible 
and the characteristic timescale for Kondo compounds is provided by the larger 
'spin fluctuation time' h / k B T  K. In the strongly MV compounds charge fluctua- 
tions destroy the CEF levels and also the magnetic moment of the 4f shell. One 
observes only a quasielastic line in neutron scattering experiments, Loewenhaupt 
and Holland-Moritz (1979). This is also true for the more general MV case such 
as Sin-based compounds where one has fluctuations between the nearly degener- 
ate (4fn)(5d6s)mand (4fn-1)(5d6s) m+l configurations. Theoretically the MV case is 
described by the 'Anderson lattice' model which contains the original sf hybridiza- 
tion term and the intrasite Coulomb interaction U of the 4f electrons which is 
responsible for the energy difference between different 4f n configurations. The 
energy diagrams for the local moment and mixed-valent case is drawn in fig. 1, 
which applies to Ce compounds. 

Many aspects of the physics of intermetallic R compounds have already been 
covered in review articles. The normal CEF compounds are the central topic in 
Fulde and Peschel (1972), Fulde (1978a), and Fulde and Loewenhaupt (1986). 
Mixed-valent compounds are reviewed in Wohlleben and Coles (1973), Varma 
(1976) and Lawrence et al. (1981) and the more recent and rapidly evolving field 
of heavy-fermion compounds are discussed in Stewart (1984), Brandt and 
Moshchalkov (1984), Steglich (1985), Lee et al. (1986) and Fulde et al. (1988). 

One should note that the local-moment Kondo case (sect. 1.1.1) and the 
strongly mixed-valent case (sect. 1.1.2) represent extreme limits and many R 
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compounds fall in between. Ce and Yb intermetallics can exhibit both behaviours 
and some Sm and Eu compounds and alloys belong to the strongly mixed-valent 
compounds. Most other R intermetallics are in the local-moment regime with E, 
several electron volts below the Fermi level, their sf exchange constant Iex is 
positive and therefore no Kondo behaviour is observed. In the modern theoretical 
view which has evolved from work on the Anderson (lattice) model it has become 
clear that there is a continuous transition as a function of the parameters Ef and V 
between the local-moment regime and the strongly mixed-valent regime. 

1.2. Electron-phonon coupling mechanism 

The qualitative knowledge of the electronic structure allows us to identify 
possible electron-lattice coupling mechanisms in the R compounds. We discuss 
them separately for the two regions introduced above: 

1.2.1. Case (A) 
There are two contributions: a deformation potential coupling and a magneto- 

elastic coupling. The former is due to the strain dependence of the conduction 
electron energies. Its relevant energy scale is the band width W. This term partly 
determines the background elastic constants and is also the origin of magneto- 
acoustic quantum oscillations. The other important contribution is due to the 
strain (er) dependence, Em(er) , of the CEF levels. Because the energy scale is 
now Am. ,, ~ 10 2 K this coupling can produce strong temperature anomalies in the 
elastic constants, thermal expansion, phonon frequencies etc. below room tem- 
perature. It is a similar type of magnetoelastic coupling as in insulating R 
compounds. 

In addition to the above contributions heavy-fermion compounds exhibit a 
special case of deformation potential coupling for heavy quasiparticle states at 
temperatures below T~:. It is characterized by an electronic 'Grfineisen parameter' 
12. This is a measure for the volume strain dependence of T K. Microscopically it is 
mostly due to the volume strain dependence of the sf-hybridization strength V. 
Because the energy scale for this coupling is T K one can expect elastic anomalies 
for temperatures ~< T K which are superposed on the magnetoelastic effects that 
have a temperature scale Am,,,, which is generally much larger than irk (~<10 K). 

1.2.2. Case (B) 
In the strongly mixed-valent regime there are no CEF states, because F, the 

charge fluctuation width is usually larger than the typical CEF splittings. There- 
fore, there is no magnetoelastic coupling mechanism. The deformation potential 
coupling to the strongly hybridized conduction states at the Fermi level (fig. 1) is 
important if the temperature scale F is not too far above room temperature. Then 
volume strain coupling to charge fluctuations leads to anomalies in the bulk 
modulus and also in the phonon modes that have breathing character and whose 
frequency is comparable to the charge flucutation rate/". 

Our review article will be organized according to the various types of electron- 
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phonon couplings introduced above. In sect. 2 we discuss magnetoelastic effects in 
conventional CEF-split stable-moment systems. This includes the various types of 
anomalies observed in the elastic constants and related phenomena; special 
emphasis will be placed on the effects in an external magnetic field. We shall 
discuss single ion as well as cooperative effects, especially quadrupolar phase 
transitions. In sect. 3 we give an introductory discussion of the deformation 
potential coupling and its consequences in R intermetallics with normal conduc- 
tion electrons (magneto-acoustic quantum oscillations and anomalous tempera- 
ture dependence of elastic constants). In sect. 4 this is applied to the recently 
investigated and more difficult electron-phonon interaction effects in cerium- 
based heavy-electron compounds. Phenomenological as well as microscopic 
theories of these effects are discussed and compared with experiment. Finally, we 
review elastic and phonon anomalies in the strongly mixed-valent compounds. 

1.3. Experimental methods 

A variety of experimental techniques are available for the investigation of the 
electron-lattice interaction. For static phenomena such as thermal expansion and 
magnetostriction one can use dilatometric and X-ray techniques. For dynamic 
effects such as elastic constant measurements, ultrasonic propagation and phonon 
dispersion the methods of sound velocity and attenuation measurements, and 
inelastic neutron or light scattering are available. In addition high-pressure work 
can give valuable information for some quantities. 

Since we show extensive thermal expansion and sound velocity results we 
briefly review these two methods and refer to existing review articles for the 
others mentioned above. These are, e.g., for X-rays, Azaroff (1968); for inelastic 
neutron scattering, Dolling (1974); for light scattering, the review by Sandercock 
(1982) and the series on light scattering in solids edited by Cardona (1975) and 
Cardona and Gfintherodt (1982). 

1.3.1. Thermal expansion measurements 
For thermal expansion and magnetostriction measurements the most commonly 

used method nowadays is the capacitive method. It has the advantage of high 
accuracy even with small samples and it can be used without corrections in 
external magnetic fields. Therefore, it is suitable for the study of both thermal 
expansion and magnetostriction especially at low temperatures. Capacitance 
bridges of high sensitivity are commercially available (e.g., General Radio, Type 
1615-A). Various sample holders for capacitive length measurements are de- 
scribed in the literature: Br/indli and Griessen (1973), Ott and L/ithi (1977), and 
Pott and Schefzyk (1982). A typical capacitance thermometer has a sensitivity of 
the order of 10 -9 for relative length changes. This is sufficient to investigate 
length changes due to varying temperature and magnetic fields. 

1.3.2. Sound velocity and attenuation measurements 
There is a wide variety of different methods to measure sound velocities and 
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attenuation. For general reviews see Edmonds (1981), Bolef and Miller (1971) 
and TrueU et al. (1969). One has to distinguish between absolute and relative 
measurements. 

In the case of absolute velocity measurements one takes a crystal of given 
orientation with plane-parallel polished end faces. Piezoelectric transducers are 
bonded on these faces. An electromagnetic pulse of typical length 1 Ixs at 
10-1000 MHz excites a longitudinal or transverse sound wave pulse which prop- 
agates back and forth in the sample. By measuring the time delay between the 
onset of the transit pulse and the first few echoes one can determine the absolute 
velocity with an accuracy of typically 1-2% for crystals of sufficient length. For a 
critical discussion and a new method to determine absolute velocities see Hock 
and Wesner (1989). 

Relative velocity measurements can be performed with high sensitivity by using 
phase-sensitive methods. The phase of an echo pulse can be measured by mixing 
it with the generator signal (homodyne) or with a local oscillator signal 
(heterodyne). Both types are used in our laboratory, see Heil et al. (1984), 
Moran and L/ithi (1969). Using a boxcar and an integrator an automatic 
frequency tuning system keeps the phase always at zero. The relative frequency 
shift is then equal to the fractional sound velocity change (apart from a length 
change of the sample). In this way temperature- and magnetic-field-dependent 
sound velocity effects can be measured with a typical accuracy of one part in 106 
By using a phase shifter and mixing the 0 ° and 90 ° signals both the relative sound 
velocity and the attenuation can be measured [see, e.g., Wallace and Garland 
(1986)]. 

2. Magnetoelastic effects in stable-moment compounds 

These effects are due to the coupling of strains to CEF-split 4f states (Fulde 
1978a, Lfithi 1980a). Therefore we shall first recapitulate some basic facts about 
the origin and symmetry classification of CEF states (sect. 2.1). For a more 
complete survey we refer to Hutchings (1964) and to review articles cited in the 
introduction. After this the microscopic origin and the Hamiltonians for magneto- 
elastic and interionic interactions will be discussed (sect. 2.2). Their influence on 
elastic properties, single ion as well as co-operative effects, will be discussed in 
sect. 2.3 (theory) and sect. 2.4 (experimental results). In sect. 2.5 we review the 
CEF effects on thermal expansion and magnetostriction. Section 2.6 is devoted to 
magnetoelastic effects in an external magnetic field, especially to symmetry 
breaking experiments. Finally in sect. 2.7 we discuss effects due to coupling of 
CEF states and high-frequency phonons. 

2.1. Crystalline electric field (CEF) states 

A free R ion with valence 2 + or 3 + has a partly filled 4f n shell screened by the 
Xe core. The 4f states can be well classified within the Russell-Saunders LS 
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coupling scheme with the ( 2 J +  1)-fold degenerate ground state zs+ILj de- 
termined by Hund's rules. The 4f occupation and ground states for the R series 
are listed in table 1. If an R ion is placed into a metallic matrix it experiences an 
electric field set up by the charges of surrounding ions and screened by conduction 
electrons. The full rotational symmetry of the free ions is therefore reduced to the 
appropriate point group symmetry of the R ions. In most cases discussed here it is 
the cubic group O h and sometimes the hexagonal group D6h. This results in a 
splitting of the degenerate ground state into CEF multiplets. Due to efficient 
screening by the 5p66s 2 shell, the crystalline electric field acts only as a weak 
perturbation of the 4f electrons, and is much smaller than the intra-atomic 
interactions (fig. 2). Therefore it does not mix states that belong to different LSJ 
multiplets and can be restricted to the relevant ground state multiplet of table 1. 
Using the Wigner-Eckart theorem the CEF potential can then be replaced by an 
effective CEF Hamiltonian which acts within the (2J + 1)-fold degenerate ground 
state multiplet. It is commonly written in terms of Stevens operator equivalents, 
Stevens (1952) and Hutchings (1964), which are/th-order polynomials in the total 
angular momentum operators Jx, Jy and Jz: 

HCEF = E B~O~, l ~< 6, [m[ ~< l .  (1) 
l,m 

The B~ are the CEF parameters. For cubic symmetry one has 

B4(O 4+5044 ) +  0 0 HCEF 0 0 ~-" B 6 ( O  6 -  2 1 0 ~ )  . (2)  

This CEF Hamiltonian is determined by cubic symmetry alone. The physical 
problem is the determination of the CEF parameters B4 ° and B°6 . Ab initio 
calculations for these parameters have had only very limited success, even in 

'G 

3 F 
4f  2 

3 H 

3H 6 

term S.O. CEF 

104cm-1 103cm-1102cm-T 
Fig. 2. Energy splittings for Pr 3+ in octahedral symmetry. 
Typical magnitudes of overall splittings are also given. 
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insulators [for a review see Newman (1971)]. The simplest way to calculate B ° 
and B ° is given by the point-charge model which leads to B ° - q*( r  l ) where q* is 
the effective (screened) neighbour ion charge and (r  z) the lth moment of the 
radial 4f wavefunction. In the semimetallic R pnictides the radial moments 
correlate well with the experimentally determined B~ CEF parameters throughout 
the R series, Birgeneau et al. (1971). A similar trend was found for the RA12 
series and dilute R alloys with LaA12, YAI 2 and ScA12 (Frick and Loewenhaupt 
1985). However, the absolute magnitude and sometimes even the sign of the CEF 
parameters is not predicted correctly by the point-charge model. Therefore B°a 
and B °, which depend only on J, are taken as empirical parameters to be 
determined by inelastic neutron scattering, Fulde and Loewenhaupt (1986). The 
possible types of cubic multiplets for any given ground state J are listed in table 1. 
Figure 2 shows a particular CEF sequence for pr3+(J = 4). The energies of the 
CEF multiplets F~ for any J can be obtained from the LLW tables (Lea et al. 

F r 1962). The CEF states I ~ ) of a multiplet a(r is the degeneracy index) form a 
representation of the (cubic) point group. For Kramers (J  half-integer) and 
non-Kramers (J integer) ions in a cubic CEF one has the following representa- 
tions (table 1): 

non-Kramers, FI(1), F2(1), F3(2), F4(3), F5(3 ) ; 

Kramers, F6(2), F7(2), Ca(4 ) . (3) 

The degeneracies are given in parentheses. Multiplets of Kramers ions are at least 
twofold degenerate. Each CEF state can be given as a linear combination of 
free-ion ]J, M) states. For Ce 3+ (J = 5) one has for the Kramers doublet and 
quartet (cubic point group), 

I_r7) = al-+~)- biT3),  

I&)= bl-+5)+alw3), b=V~" (4) 

For J = 5, only the fourth-order term in HCE F is present and the splitting energy 
is directly given by k = 360B4 °. The sign of B ° ( -  +)  determines the ground state 
/'7(+ ) or Fs( -  ). For larger J, the sixth-order term in the HcE F is important and 
one has to consult the LLW tables. Similar tables for lower than cubic symmetry 
have been given by Walter (1984). The real-space 4f-charge densities correspond- 
ing to the cubic F 7 and F 8 states are shown in fig. 3 for illustration. Simple 
thermodynamic manifestations of CEF states, e.g., the Schottky anomaly in the 
specific heat will be discussed in sections 2.4 and 2.5. 

2.2. Magnetoelastic and interionic coupling of 4f ions 

Distortions of the local environment of 4f ions change the crystal-field potential 
and therefore the energies of the CEF states. This change is called the "magneto- 
elastic coupling energy". The distortions may be homogeneous if generated by 
external stresses or inhomogeneous if generated by sound waves or phonons. For 
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Ce 3÷ 

0 
I I-s 

5 (J-7} 

I'7 
Fig. 3. Contours  of equal  4f charge densities for 
a Ce 3+ ion in the cubic F 7 and F 8 states. (After  
Walter 1985.) 

small distortions the coupling can be obtained by expanding the CEF potential in 
terms of local strain coordinates. In this way one obtains microscopic expressions 
for the coupling constants (Dohm and Fulde 1975, Morin and Schmitt 1981a). 
Alternatively one may classify the possible contributions according to their 
symmetry character and treat the corresponding coupling strengths as phe- 
nomenological parameters to be determined from experiment, e.g., the tempera- 
ture dependence of the elastic constants. In many cases, especially for the Pr and 
Tm intermetallics it is necessary to include the interionic quadrupolar coupling of 
4f ions to obtain quantitative agreement. This coupling is also essential for the 
description of the cooperative Jahn-Teller effect and for quadrupolar phase 
transitions. In intermetallic R compounds it is predominantly caused by a strong 
aspherical Coulomb interaction of conduction electrons with 4f shells. 

2.2.1. The  magne toe las t i c  in terac t ion  
In the continuum limit the local deformation of a crystal can be described by 

the gradient of the displacement field u( i ,  t) = R i ( t )  - Ri  where/~i and R~ are the 
temporary and equilibrium lattice positions, respectively. The gradient tensor is 

= OUg( t ) /OR i with k ,  l = x ,  y ,  z .  The general deformation can be given by Vgl( i ) . l 

described as a pure strain deformation r/followed by a rotation D 

( t  + V )  = O ( t  + 2,~) 1'2 . (5) 

For small deformations, when second-order terms in Vkt "finite-strain effects" can 
be neglected, a~ and D are simply given by the symmetric and antisymmetric parts 
of 

V: ~Tkl = ekl, Dkz = 6kl + OOkl, with 

ek, = ~(Vk, + Ek), tog, = -~o,k = ½(Vk, -- E~).  (6) 

(strain tensor) (rotational tensor) 
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Contributions to the magnetoelastic interaction that contain the rotational 
tensor are important only in an external magnetic field. This will be considered 
separately in sect. 2.6. For the moment we consider only pure strain contribu- 
tions. In cubic crystals the components of e can be grouped to form irreducible 
representations e r of the cubic point group (Thalmeier and Fulde 1975, du 
Tremolet de Lacheisserie et al. 1978): 

I'I" 8I 1 ~ eu = (~'XX "~ Eyy -]- EZZ ) 

r~: ~r3 = (~2, ~3) = ((~xx - ~ y y ) / V 2 ,  ( 2 ~ z z  - ~xx - ~ , , ) / x / - 6 )  

I'5: EF 5 = (Eyz '  Ezx '  Exy)  " (7) 

The three components of the rotational tensor oJ form a F 4 representation. A F 2 
representation is possible only in higher than linear order. These symmetry strains 
are shown in fig. 4. erl = e v corresponds to the fully symmetric volume strain. 
Deformations of the local environment lead to deformations of the 4f-charge 
cloud, microscopically one therefore has a coupling of strains to multipolar 
operators O~ of the 4f shell. These are polynomials in Jx, Jr and Jz of degree l = 2, 
4 and 6 which again transform as irreducible point-group representations. In the 
cubic case the quadrupolar (l = 2) operators are: 

J - v j  _ L 

¢.y Exz Eyz 

Fig, 4. Symmetry strains for cubic symmetry. 
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1,3: Or 3 = (02, 03 ) = ( ( j 2 _  J~) /V~ ,  (2J # - J # -  j2y)/V~);  

ors = (o,z,  Oxz, Ox,) = (JyL + LJy, L L  + LL ,  L J, + J L). (8) 

All other representations require higher multipolar (l = 4, 6) operators• The O~ 
are not to be confused with the individual O?  operators in the CEF potential [eq. 

• • • 1 (1)]. The latter are in general not cubic representations. However, the O r can be 
expressed as linear combinations of the O~'. The magnetoelastic Hamiltonian has 
to be invariant under the relevant point group• To first order in the local strains 
this leads to (Callen and Callen 1963) 

- E E '  " ' '  = grerO)Or(1 ) .  (9) 
i Fil 

This shorthand notation implies that the summation runs over F = (a, r) where a 
is the type of representation and r is the degeneracy index (1 ~< r ~< d , ,  d,  = 
dimension of F, ). The magnetoelastic coupling constants g~ cannot depend on r if 
//me is to be invariant. In most cases it is sufficient to include only quadrupolar 
terms (l = 2) in Hme, therefore the /-index will be suppressed in what follows. 
There are, however, exceptions where higher-order (l = 4) contributions are 
essential. These will be discussed in sect. 2.4.2. The restriction to quadrupolar 
contributions is suggested by a simple point-charge calculation of g(v 2)= gr 
(Mullen et al. 1974, Morin and Schmitt 1981a, b). One obtains for cubic struc- 
tures: 

gr = °v  c~j < r 2 ) ZeZ/a 3 . (10) 

The numerical factor o- r depends only on the crystal structure and on the type of 
strain, e.g., % = 9/V'-6, Ors = 3 for NaCl-type crystals. For a j ( r  2 ) see table 1; Z 
is the effective neighbour charge and a the cubic lattice constant. For the higher 
multipolar couplings one obtains g(4) 13i (r 4 ) and g(6) 6 -- yj ( r ) .  The ~j, 13j and 
yj can be found in Hutchings (1964) and the ( r ' )  in Freeman and Desclaux 
(1979). They decrease with increasing order of l which suggests the restriction to 
quadrupolar coupling. In addition to the linear strain coupling of//me, quadratic 
contributions may be important. They will be discussed in sect. 2.6. 

The displacement field u(Ri) and its corresponding inhomogeneous strain field 
ekt(i ) can be expanded in phonon coordinates. One has 

ek,(i ) = - i  ~ %ez(qA) q,a (2McN,%A) ~/2 %a exp(iq. Ri) ,  (11) 

where e(qA) is the polarization vector of acoustic mode A, O~q~ is the phonon 
frequency, Mc is the unit cell mass and %a = aqx + aqx are phonon operators. 
Inserting this into eq. (9) and retaining only quadrupolar terms one obtains the 
magnetoelastic Hamiltonian 

Hme = - - ~  ~ grOr(qA)Or(-q)~Pqa, 
F qA 

Or(q) = N -~/2 ~ Or(i  ) exp(iq- Ri) .  (12) 
i 
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The Fourier amplitudes Qr (qA) = - i l  q](2NMc o9q~)-1/2 Or(qA) can be obtained 
from eq. (7), with 0 = q/Iql= 

Or3 = (( qxex - q y e y ) / ~ / ~ ,  (2qzez - Oxex - q y e y ) / ~ c - ~ )  (13) 

Qr5 = (½(Oyez + qzey), cyclic). 

The e~ = e~(qA) etc. are components of the polarization vector. The effective 
coupling strength of the mode qA to O r is then given by ~r(qA)= grQr(qA). 
According to its derivation via local strains this is only valid for long-wavelength 
acoustic phonons ( q a ~ l )  for which # - I q l .  For larger Iql and also if A 
corresponds to an optic mode, ~r(qA) can no longer be written as a product 
grQr. However, the form of eq. (12) is valid for any mode and with ~r(qA) 
replacing grQr and summing over acoustic and optic branches it represents the 
most general form of linear phonon coupling to 4f states. Therefore we do not 
introduce a new name but generally call it "magnetoelastic coupling". 

If the crystal is strained homogeneously by external stresses or by undergoing a 
cooperative Jahn-Teller transition, the total strain er(i ) = e r + fr( i )  is the sum 
of homogeneous (er) and inhomogeneous (er) local strains produced by 
phonons. Accordingly one has 

nme= --2 grerOr(i)  - • ~r (qA)Or( -q)%, .  (14) 
F,i F, qA 

This separation is necessary if phonon coordinates are defined with periodic 
boundary conditions (Born and Huang 1954, Kanamori 1960 and Elliott et al. 
1972). 

2.2.2. Effective quadrupolar interionic interactions 
It is well known that an on-site exchange interaction of conduction electrons 

and 4f electrons leads to an effective R K K Y  interaction between 4f moments on 
different sites (Kasuya 1966). In the heavy R metals this interaction is responsible 
for a variety of magnetically ordered phases and spin-wave excitations. For an 
extensive treatment, see Coqblin (1977). In the lighter R metals and in many R 
intermetallics where the CEF energies are comparable to the interionic exchange 
energies, e.g., in Pr or PrSb [reviewed by Jensen (1982)] the RKKY mechanism 
leads to the existence of 'magnetic exciton' bands as seen in inelastic neutron 
scattering. 

In addition to the isotropic exchange interaction there are many more types of 
interaction between conduction electrons and electrons in the 4f shell, which are 
due to the finite spatial extent of the latter. The corresponding scattering 
operators transform as tensors in spin space and real space, and therefore can be 
classified according to their orbital rank 0 ~< A ~< 6 (for f electrons; l = 3) and spin 
rank Z = 0, 1 (Hirst 1978). Aside from the isotropic exchange scattering where 
(A, X ) =  (0, 1) one has identified aspherical Coulomb scattering with (A, 2 ) =  
(2, 0) to be of major importance in R intermetallics. This was concluded from 
magnetotransport anisotropies in dilute R intermetallics, Fert et al. (1977). (See 
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discussions in sect. 2.4.3) Such a mechanism is due to the quadrupolar moment of 
the 4f charge distribution. The theory of quadrupolar and higher multipolar sf 
interactions has been extensively discussed by Teitelbaum and Levy (1976). The 
aspherical Coulomb scattering in cubic systems is given by 

Hac = E E Ir(q)Or(i)c*k~ck+q~ exp(iq-Ri) ,  (15) 
F,i k,q,er 

with 

(47r)3/2 e2Crq-ZF2( q)Kr(q) 
IAq ) -  v 

giving the scattering strength. A summation over the components of the cubic 
representations F is implied. Quadrupolar operators O r are given in eq. (8). The 
ck~ create free conduction electrons. Here C r is a constant, Kr(~I ) is a cubic 
harmonic and F2(q)= (jz(qr))4f is the radial average of a Bessel function. In 
close analogy to the RKKY mechanism, Hac leads to an effective interionic 
quadrupolar interaction in second-order perturbation theory. It has the form 

11o = -½ E Kr(i, j )Os( i )Or( j ) ,  (16) 
ij 

where a scalar product of the O s operators is implied. The interaction parameters 
Kr(i, j) are given by 

1 
Kr(i,J) = -~ ~ fir(q) exp[iq. (Ry - Ri)], fir(q) = Kr(q) - Kr , (17) 

where the "self-energy" term k r = N j  I Eq Ks(q) has been subtracted because it 
only leads to a contribution of the order of O2(i), which can be absorbed in the 
CEF potential. Consequently, we have Ks(i , i ) =  0. The Fourier components 
Kr(q) are obtained from second-order perturbation theory in Hac: 

f,n( 1 --fk+qn')  
gr(q)= ~k [ I r ' ( k ' k  + q)12 Ek-~-k+qS----E--~k~ " (18) 

Here the interaction has been generalized to include band (n, n') effects for 
conduction electrons. An ab-initio calculation of the tetragonal Kr3(q ) and 
trigonal Ks5 (q) Fourier transform for DyZn was performed by Schmitt and Levy 
(1984) starting from APW calculations for the conduction electron bands. The 
result is shown in fig. 5. Note that the maxima for the Ks(q) occur at the zone 
boundary points of the simple cubic Brillouin zone, that is the interaction is of 
'antiferroquadrupolar' type. If it is strong enough it may lead to an AFQ phase 
transition as is the case in CeB 6 or TmGa 3. In TmZn and TmCd Ks3(q ) has its 
maximum at the zone center q = 0, these compounds therefore show a ferroquad- 
rupolar ordering. Unfortunately the quadrupolar Ks(q) cannot be obtained easily 
from inelastic neutron scattering in the same way as the exchange Fourier 
transform is obtained from spin-wave or magnetic exciton dispersion. For a 
discussion of this point see Levy and Trammell (1977). The effective interaction 
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Fig. 5. Fourier transforms, Krs(q ) and KG(q), of 
the trigonal and tetragonal quadrupolar interac- 
tions in cubic DyZn. Points are calculated. Full 
curves are least square fits with a Fourier series 
(Schmitt and Levy 1984). 

as a function of the R ion separation I R i  - ejl displays the same type of oscillatory 
behavior as the RKKY interaction and decays as Iei- Rjl-3 for large distances 
(Teitelbaum and Levy 1976). 

In the context of elastic properties the essential quantities are the "quadrupolar  
¢ 

coupling constant" g r ,  Kr (q  = 0) and possibly [£r(qo) with q0 the zone bound- 
ary wavevector. The gr are important in explaining the temperature dependence 
of elastic constants and the ordering temperatures T o for ferroquadrupolar  phase 
transitions. Likewise the Kr(q0)  determine T o for antiferroquadrupolar ordering 
(see sect. 2.4). 

Finally, it should be noted that the phonon part in eq. (14) also leads to an 
effective quadrupolar interaction between 4f ions if the phonon coordinates are 
eliminated in second-order perturbation theory. This 'virtual phonon exchange' 
mechanism is important in insulators, see Orbach and Tachiki (1967). In R 
intermetallics such as TmZn and TmCd, however, the electronic origin of 
effective interactions is now established, Levy et al. (1979). 

2.3. Elastic constants and sound velocities: theory 

We first 'want to recall some basic facts of the theory of elasticity. In the 
harmonic approximation the lattice energy of a crystal has contributions due to 
homogeneous strains and to harmonic phonons: 

HL H~l + Hph ½ E o 2 + : = Ogq~(aqAaq~ + ½). (19) 
F qA 

0 Here  c r are the symmetry elastic constants. They can be expressed in terms of the 
0 that correspond to the Cartesian strain components contracted elastic constants cij 
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ek~ and read for cubic symmetry 

o cod = 1 0 _[_ 2C~2 ) 0 1 0 0 0 0 
= -- C12 ) CF 5 C44 CF1 ~(Cl l  , CF3 ~(C11 , = . (20) 

For a non-Bravais lattice (e.g., diamond structure) H E may also have contribu- 
tions due to product terms of homogeneous strains and optic phonon coordinates 
(sect. 2.4.1). 

2.3.1. Anharmonic  interactions 
In a perfectly harmonic crystal the elastic constants would be strictly indepen- 

dent of temperature. However, due to the existence of third- and fourth-order 
anharmonic terms in the crystal potential there is a coupling between the 
homogeneous strains and the phonon coordinates. This will lead to a background 
temperature dependence of the elastic constants. It can be described within a 
quasiharmonic approximation (Ludwig 1967), in which the anharmonic contribu- 
tions to the crystal potential are implicitly included by assuming a strain depen- 
dence O~qx(ekt ) of the phonon frequencies which can be characterized by the 
phonon Grfineisen parameters, 

O lnw 2 02 lnw 2 
Tkt -- Oekl , Fkl~, r -- Oekt Oek'r , (21) 

where ~ is the average squared phonon frequency. This leads to a strain- and 
temperature-dependent quasiharmonic free energy (F 0 =/ /el) ,  

Fa(ek~, T)  = F ° + k T  ~ ln[2 s inh( /3h%J2)] .  (22) 
q. 

The isothermal elastic constants are given by 

a a 1 (  OZFa ) (23) 
Ci] --m" C(kl)(k'l') ~--- V \ Oekl 3ek, v / T  ' 

where V is volume and the contraction rules (kl)---~i, (11)-+1, (22)-+(2),  
(33)-->3, (23)-->4, (13)-->5 and (12)-->6 have been implied. From eqs. (22,23) 
one derives 

a 1 1 
cis(r  ) = c ° - ~-~ Fl, t k , rU(r  ) + ~ ykfYk,r[U(r)  -- r C v ( r ) ]  (24) 

Cv = \ 0 T / v  

Here U and C v are the lattice internal energy and the specific heat respectively, 
D(o)  is the phonon density of states (DOS) and 

n(w) = (1 - e t3h°') 1 

is the phonon occupation. In general, c~(T)  shows a monotonic decrease with 
a 0 in eq. ( 2 4 )  increasing temperature starting at cij(0 ). The latter is not equal to cis 

due to strain interaction with the zero-point motion, i.e., because of U(0)>  0. 
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a a a 
For the high- and low-T behaviour of A%(T) = %(0) - % ( T )  we obtain with eq. 
(24) 

Ac~(T)-- T 4, T ~ 0 D 
a 

Ac~j(T)-- T, T>> 0D, (25) 

where 0 D is the Debye temperature. In the discussion of magnetoelastic or other 
anomalies in the % ( T )  of R compounds this anharmonic background T-depen- 
dence must always be subtracted. This is done in practice by measuring elastic 
constants in the isostructural La compounds and correcting for the mass differ- 
ence of the corresponding R compound. An example of the anharmonic T- 
dependence in LaAI2, Schiltz and Smith (1974), is given in fig. 6. 

The elastic constants determine the acoustic phonon dispersion for long wave- 
lengths according to the equations of motion in the continuum limit: 

O2Uk _ O~lk (26) 
P Ot 2 OR 1 ' 

where p is the mass density R is the position of the volume element and ~ is the 
symmetric stress tensor given by Hooke's law 

~kl = Cklk'r ek'r , (27) 
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Fig. 6. Temperature dependence of elastic 
constants for LaA12 (Schiltz and Smith 
1974). 
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This leads to sound modes with eigenfrequencies o)qA given by 

(po)26kl- Ck,k,Vqkq,)e, = 0, (28) 

where e(q) is the polarization vector. For symmetry directions like [100] and [110] 
in cubic systems some of the three solutions wqs = Vs(0)lql, where s = 1, 2, 3 is 
the polarization index and 0 = qlqt generate only one type of symmetry strain. 
The corresponding sound velocity is therefore given by only one symmetry elastic 
constant, e.g., for the transverse (T) modes we have for one F 5 c44 mode 

kll[100], ell[010], [001], v T = (c44/P) 1/2 

for the F 3 cll - c12 mode, 

k[l[1101, ell[li0], VT = [(Cll -- Q2)/P] 1/2 (29) 

and for the other F 5 c44 mode 

kill110], ell[001], OT = (C44/P) I/2 . 

For longitudinal modes in cubic systems the velocities are v =(Cll/D) 1/2 for 
propagation along the [100] direction and v L = [(Cll q- C12 -I-2C44 ) / 2 p ]  1/2 along the 
[110] direction. The bulk modulus % is given by % = ½(Q1 + 2c12). 

2.3.2. Theory of  single-ion magnetoelastic effects 
In the following we review a simple thermodynamic calculation for the mag- 

netoelastic contribution to the temperature dependence of the elastic constants in 
the single-ion approximation. We start from eq. (22) and include the free energy 
F of CEF-split 4f states. For the symmetry constants we obtain 

1 
c(r)  = c°( r )  + 04/ ' (30) 

a 
where we have now renamed cii(r  )---> c°(T) ,  i.e., the anharmonic effects are now 
already included in the "background" elastic constants. The electronic free energy 
of N s non-interacting R ions 

Fe(T, er) = - N s k  B T In ~ exp[- En(er ) /k  B T] (31) 
n 

depends on the strain via strain-dependent CEF levels En(er) [n = (ar) is a 
collective index for both multiplets and their degenerate states]. In second-order 
perturbation theory with respect to the Hamiltonian Hme of homogeneous strains 
one has [eqs. (9, 14)] 

E , ( e r ) = E , - g r e r ( n l O r l n ) + g Z e 2  2 I(n[Or[m}2 
h e m  E n - E m (32)  

It has been assumed that the states of a given multiplet are chosen such that O r 
is already diagonal in this subspace. The E n are unperturbed CEF energies. 
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According to eqs. (30, 31) one obtains, Lfithi (1976), (/3 = 1/kBT ) 

c r ( T ) = c ° r ( T ) + - f [ \ O e 2 / - / 3  ~ +/3 t ~--~rer / J ;  (33) 

the terms in parentheses are called "Van Vleck" and "Curie" ( - 1 / k  B T) contribu- 
tions respectively. They are thermal averages of the strain derivatives of eq. (32) 
according to the definition 

(A)  = 2 p , (n lAln)  
n 

P, = ZCEV-1 exp(- /3E,)  , ZCEF = Z exp( - /3E, ) .  (34) 
n 

The p, are occupation probabilities for CEF levels and ZCE v is their partition 
function. With eq. (32), eq. (33) finally yields 

gr 
cAT) = c ° 1 - ~ -  x A r )  , (35) 

CrVc 

where v c = V/N s is the volume per R ion and the quadrupolar single-ion suscep- 
tibility Xr is given by 

x r ( r )  = E p " - p m  i,~ 1 [(nlOrlm ) + ~ B T ~ p , ] { n l O r l n ) l  2, (36) 
nem Em ~ E  

vv  C with O r O r -  (Or).  The first term, Xr , and second term, Xr, are again 
Van-Vleck- and Curie-type contributions, respectively. They originate in the 
mixing of states belonging to different CEF multiplets (Xvv) and in the splitting of 
multiplets by an applied external strain (Xc). Equations (35, 36) are the fun- 
damental expressions for discussing the T-dependent elastic constants in R 
compounds which have weak interionic interactions so that the single-ion approxi- 
mation is correct. The R pnictides fit rather well into this picture (see sect. 2.4.1). 

The T-dependences of Xr and c r are qualitatively different for CEF systems 
with (a) singlet or Kramers doublet ground states (F~, F 6 and F 7 in cubic crystals) 
with (F~]OrlF~)= 0 and for those with (b) orbitally degenerate ground states 
(F3, F4, F5, Fs) for which ( r~ lor l ro> ~0 .  For  T ~ I E  m - g n l # O  

I xVV(0) 

xr ( r )  = ]xVV(0 ) + C(F, r~_____~) (37) 

i "  kBT ' 
where 

1 E I (n lOrb ) l  2 
c ( r ,  ca) = ~ .~ro 

and d e is the ground state multiplet degeneracy, In case (a) the depression of 
cr(T ) saturates at a finite value for T---~0 determined by xvv(0). In case (b), 
however, cr(T ) goes soft due to the presence of the Curie term Xr(T) of eq. 
(37). This ultimately leads to a Jahn-Teller effect, i.e., a lattice distortion 
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accompanied by a lifting of the ground state degeneracy. However, to understand 
the cooperative nature of this effect the inclusion of effective quadrupolar 
interactions is necessary. 

2.3.3. Cooperative effects in the elastic constants and finite-frequency phenomena 

In many R compounds, especially the Tm intermetallics the elastic constants 
show strong deviations from the single-ion theory as expressed in eq. (35). This is 
due to the influence of strong quadrupolar interactions between R ions (sect. 
2.2.2). If HQ [eq. (16)] is treated in mean-field approximation, i.e., 

mf HQ = - K r ( q = O ) (  O r> ~ Or(i ) 
i 

it can be added to//me as another single-ion term. The same procedure as at the 
end of sect. 2.3.2 then leads to an expression for cr(T ) which contains the effects 
of quadrupolar interactions (Levy 1973). As shown in appendix A by a different 
method the basic equation which now determines the temperature dependence of 
elastic constants is 

{v2~ c r 1 - ( f i r  z + g'r)xr(T) (38) 
r - - - ~  = c r 1 - g'rxr(T) 

2 0 ' = Kr(0) and Xr(T) is the isothermal single-ion suscep- where if2 = gr/CrVc ' gr 
2 tibility of eq. (36). Furthermore c r = VrP etc. 

This equation has been used by many authors, e.g., Levy (1973), Moran et al. 
(1973), Lfithi et al. (1973a), Mullen et al. (1974) and others to explain the 
T-dependence of elastic constants for a large variety of R compounds which have 
non-negligible quadrupolar interactions (see sect. 4.3.). Such a formula was used 
before for transition-metal compounds and actinide compounds, Allen (1968), 
Kataoka and Kanamori (1972), Kino et al. (1973), Thomas (1977) and Kugel and 
Khomskii (1982). Note that cr(T ) may go soft at a temperature T c given by 

1 - ( ~ 2  gr + gr)Xr(Tc) = 0. (39) 

This will certainly happen if there is an orbitally degenerate CEF ground state 
because its corresponding Curie term in Xr(T) diverges for low T and the 
numerator in eq. (38) will always vanish. Depending on whether the magnetoelas- 
tic coupling ~2 gr is larger or smaller than the quadrupolar coupling gr one talks 
about a "Jahn-Teller phase transition" or a "quadrupolar phase transition" atTc, 
respectively, (Levy et al. 1979). In both cases the CEF ground state splits and the 
crystal distorts below T~ (sect. 2.4.3). According to the discussion given in 
appendix A the isothermal cr(T  ) of eq. (38) are measured in an ultrasonic 
experiment as long as oJ ~ 0--1 the inverse relaxation time for population changes n n  , 

of CEF levels. In the vicinity and below a Jahn-Teller or quadrupolar transition, 
however, this relaxation no longer happens independently at each site but is 
determined by collective thermodynamic transport processes which are governed 
by conservation laws. They are characterized by much longer relaxation times 
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which determine how fast equilibrium is reached within and between thermo- 
dynamic subsystems, i.e., CEF excitations, conduction electrons and phonons. In 
this case one expects deviations from isothermal elastic constants already at much 
lower frequencies. Until now this has only been observed in insulators, namely 
TbVO 4 (Sandercock et al. 1972), but not for metallic R compounds. A phe- 
nomenological expression for the frequency dependent elastic constants was 
suggested in this reference and also discussed by Young (1975). 

2.4. Temperature dependence of  elastic properties: a discussion of  experimental 
results 

In this section we present experimental results on the temperature dependence 
of elastic constants for intermetallic rare-earth compounds in which magnetoelas- 
tic effects due to the presence of crystal fields are dominant. There are systematic 
studies of these effects for given structures across the rare-earth series. Examples 
are the rare-earth monopnictides, especially the rare-earth antimonides (RSb), 
the rare-earth dialuminides (RAI2) and rare-earth compounds with the CsC1 
structure. From such experiments one obtains the single-ion magnetoelastic 
coupling constants gr across the series and in a few cases the quadrupolar 
coupling constant g~- [eq. (38)] too. The case of a cooperative Jahn-Teller effect 
will be treated separately in sect. 2.4.3. The examples presented here can be 
explained mostly with the single-ion strain susceptibility Xr [eq. (35) instead of eq. 
(38)], 

cr cO(1 _ ~2 -2 2 0 = g r x F ) ,  • (35a) gr = gr/VcCr 

Here F is the symmetry index, gr the magnetoelastic coupling contant, vc volume 
per R ion and Xr the strain susceptibility per ion (see sect. 2.3.). 

0 It should be emphasized again that Cr, the background elastic constant, is also 
temperature dependent due to the anharmonic phonon interaction as discussed in 
sect. 2.3. [eq. (25) and fig. 6]. For extracting the crystal-field effects and 
estimating c°(T) one takes the recourse to extrapolation procedures by linearly 

0 approximating c°(T) at higher temperatures and taking c r to be approximately 
independent of temperature at low temperatures (T < 20 K). In the transition 
region the Z 4 law holds; in some cases the corresponding La or Lu compounds 
give a good estimate of c°(T).  For a typical behaviour of c ° see fig. 6. 

The rare-earth atoms in compounds contribute three (5d16s 2) valence electrons 
per atom which hybridize into bands. Because the 5d-like bands are quite narrow 
their contribution to the elastic constants should also be considered. This will be 
done in sect. 3. It is sufficient to mention here that these deformation potential 
effects have little or no effect on c°(T) for the system discussed here, as simple 
density of states considerations will show (see sect. 3.2). 

2.4.1. Survey of  elastic constant results: single-ion effects 
After the above remarks we shall now survey several classes of rare-earth 

compounds. 
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2.4.1.1. Rare-earth antimonides RSb. Among the rare-earth monopnictides the 
RSb system has been studied in greatest detail. For a discussion of physical 
properties of the pnictides see Hulliger (1979). 

In the RSb manifest crystal-field effects have been observed. They were among 
the first compounds to be investigated (Lfithi et al. 1973b, Mullen et al. 1974). 
The RSb compounds are well characterized substances with rather small electrical 
conductivities (Hulliger 1979). The crystal-field splittings have been determined 
by inelastic neutron scattering spectroscopy (Birgeneau et al. 1973). Therefore, 
crystal-field effects in the elastic constants have been measured and interpreted 
quantitatively. 

As a representative example we show the results for TmSb in fig. 7. Pro- 
nounced CEF effects are seen for both the cll - c12 and c44 modes. Tm 3+ in TmSb 
has a singlet ground state followed by a F 5 triplet 25 K above. Magnetic 
measurements, (Cooper and Vogt 1970) and neutron scattering indicate negligible 
exchange between the Tm ions and no dispersion for the CEF levels, making 
TmSb an ideal compound for studying single-ion CEF and magnetoelastic effects 
(see sections 2.5 and 2.6). The results in fig. 7 show a shallow minimum for 
Cll - -  C12 around 40 K and a pronounced minimum for c44 at 12 K. 

These anomalies are typical for CEF effects on elastic constants and can be 
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interpreted quantitatively using eqs. (33) and (35). For a temperature T > 25 K 
the F 5 triplet state is still populated and the Curie term in the strain susceptibility 
with its strong temperature dependence still contributes because the diagonal 
quadrupolar matrix elements (Fs101.311" 5 ) and ( Fs[ Ors IF 5 ) are different from zero. 
For T < 25 K F 5 is depopulated and the ground state F 1 can only contribute via 
Van Vleck terms [off-diagonal quadrupolar matrix elements, first term in eq. 
(36)]. A Strain susceptibility fit using eq. (37) leads to a good agreement between 
experiment and calculations. Both minima are well reproduced. At the lowest 
temperatures there is a small quantitative discrepancy between theory and 
experiment, which is often observed. The origin may be due to impurities in these 
compounds. The strain susceptibility fits yield the magnetoelastic coupling con- 
stants Igr31 and [grs]" 

In fig. 8 these coupling constants are plotted together with those from other 
compounds. Actually we plot gr3/a~. The reason is that gr is composed of two 
factors gr = % (re) Cr where aj  (r  e } is characteristic for the R ion and C r is due 
to its environment (see sect. 2.2.1). By dividing by aj  we obtain the influence 
from the crystalline environment on the R ion, which should not change much 
across the R series [see fig. 8 and Lfithi (1980b)]. In the RSb compounds no 
quadrupolar effects are observed. The elastic anomalies are of single-ion mag- 
netoelastic origin, except for HoSb where one also observes critical effects above 
T N (Mullen et al. 1974, Jensen et al. 1980). Some of the compounds SmSb, GdSb, 
TbSb, DySb, HoSb and ErSb have low-temperature magnetic phase transitions, 
in the case of an orbitally degenerate ground state (Tb 3+, Dy 3+, Ho 3+) they are 
also accompanied by a structural deformation of tetragonal or trigonal type at TN, 
L6vy 1969, Stevens and Pytte 1973, Bucher et al. 1972). For SmSb (Sm 3+, J = 5) 
the FT-F 8 splitting of 65 K was determined from the CEF effects on c u - Cxa and 
c44, and from the specific heat results (Mullen et al. 1974). These elastic constant 
anomalies are typical for compounds with Sm 3+ ions (SmSb) and Ce 3+ ions 
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(CeA12, CePb3) with a F 7 ground state. For CeSb, Goto et al. (1985) the 
relatively high T N of 18 K and the strong short-range-order effects prevent the 
observation of similar anomalies. The plot of gr3/aj in fig. 8 shows that gr3 scales 
approximately with the Stevens factor aj  since gr3/aj varies only within a factor of 
three across the RSb series. The disagreement between theory and experiment for 
c44 in PrSb will be discussed in sect. 2.4.2. 

Other pnictides have been less thoroughly investigated. There is a short report 
on CeBi, Lfithi (1974), where a magnetic transition at 25 K hinders the observa- 
tion of CEF effects on elastic constants, similar to the case of CeSb. The case of 
TbP should be mentioned because it is a thoroughly investigated singlet ground 
state system (Koetzler et al. 1979, Loidl et al. 1979). A strong softening of c44 
down to the antiferromagnetic transition temperature T~ = 7 K leads to a cou- 
pling constant ~25 = 1 mK (Bucher et al. 1976). Actually for TbP the quadrupolar 
coupling constant is dominant and it is in good agreement with that determined 
from magnetic measurements (Koetzler et al. 1979). A comparative magnetic 
study of various Tb pnictides has also been performed [TbP, TbAs, TbSb, TbBi, 
Koetzler and Raffius (1980)]. The beautiful analysis of quadrupolar against 
fluctuation-driven magnetic phase transition for TbP should be especially men- 
tioned, Koetzler (1984). 

2.4.1.2. Rare-earth dialuminides R A l  2. The magnetic properties of RA12 have 
been reviewed before, see Kirchmayer et al. (1980). The Laves R compounds 
also have interesting electron-phonon coupling effects. In particular, the RFe2, 
notably amongst them TbF% (Clark 1980), have giant magnetoelastic coupling 
constants. This is partly due to the Laves C-15 structure, which gives rise to an 
optical mode of even symmetry Tag involving the two rare-earth ions per unit cell 
(Cullen and Clark 1977), i.e., a zone center optic mode has the same symmetry as 
the c44 strain. 

In the RA12 series CeA12 is the most interesting case for the electron-phonon 
interaction (Lfithi and Lingner 1979, Thalmeier and Fulde 1982). At the other 
end of the series YbA12 is a typical mixed-valence compound with an anomalously 
low bulk modulus (Penney et al. 1982). YbA12 does not exhibit any CEF effects. 
It will be discussed in sect. 4.5. The elastic and magnetoelastic coupling constants 
g r ] a j  (Lingner and Lfithi 1983) are also plotted in fig. 8. Again as for the RSb, 
gr3/aj varies little across the series. 

The electron-phonon Hamiltonian used for the explanation of magnetoelastic 
effects, eq. (14), has to be generalized for RA12 because of the strain-optic- 
phonon coupling mentioned above. This leads to an additional mixed term in the 
lattice potential 

0 2 1 2 . ' ~ 2  (40) H E = Cre r + E r Q r E  r + 5 W o ~  r , 

In our case F = F 5 and Q = (2O)o)-1/2qo r is the q = 0 Y2g optical phonon coordinate 
and w 0 its frequency. The magnetoelastic interaction is again [eq. (14)], 

Hme = - Z  g r e r O r ( i )  - ~ A r Q r O r ( i )  , (41) 
i i 
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where A r = (2w0)l/2£r. If Q r  is treated as a classical variable it can be eliminated 
from the free energy F ( e r ,  Q r )  by minimization. Then one obtains [Lfithi et al. 
1979, Lfithi and Lingner 1979, Schmidt (private communication)] 

0 2 2 2 2 
= - Er /~°o  - v ~ l ( g r  - A r E r A ° o )  Xc  • C44 C44 (42) 

eff 
If E r A  r < 0 one has an enhanced coupling constant g r  = gr  + [ArEr l /W2o  • This 

/ ~effx enhancement may contribute to the large coupling constant ~gr5 ) =  368mK 
found in CeAI2 (see also sect. 2.7). 

2.4.1.3. CsCl-s t ruc ture  mater ials .  Perhaps the best studied materials, with respect 
to magnetoelastic and quadrupolar interactions, are the CsCl-structure materials 
(TmCd, TmZn etc.). The Grenoble group (Morin, Schmidt and collaborators), in 
particular, has done a variety of investigations on these simple cubic compounds. 
In addition to elastic constant measurements, as discussed before, they have 
applied other techniques to illustrate the electron-phonon coupling mechanisms: 

(i) In the so-called parastriction method (Morin et al. 1980a), one measures 
the anisotropic strain in the presence of a magnetic field, induced by the 
magnetoelastic interaction. This is the well known magnetostriction in the 
paramagnetic region. By applying the magnetic field along symmetry directions 
and measuring the field-dependent strain parallel to the field (ell) and perpendicu- 
lar to the field (e l )  one can eliminate any possible volume strain. Calculating the 
induced anisotropic strains for B parallel to [001] and [111] one obtains magneto- 
elastic and quadrupolar coupling constants for concentrated systems. Therefore, 
this method is equivalent and complementary to the measurement of the elastic 
constant. A typical example is shown in fig. 9. 

(ii) Another method is the determination of the third-order magnetic suscep- 
tibility (Morin and Schmitt 1981b). Similar to the parastriction method, a 
magnetic field induces a quadrupole moment which affects the magnetic suscep- 
tibility in higher order. Plotting the induced magnetization M as M / B  against B z 

yields the third-order susceptibility as the initial slope. From such measurements 
one obtains the total coupling constant g~ + g 2. A typical example is shown in fig. 
10. 

It should be emphasized that the quantitative interpretation of all these 
methods relies on the molecular field approximation, ie., it neglects any fluctua- 
tion effects. The same remark holds for the treatment of the ordered phase, the 
phase diagram obtained using exchange and quadrupolar interactions (Koetzler et 
al. 1979, Morin and Schmitt 1983). 

For our purpose of a survey, comparative investigations of different systems are 
especially valuable. For example, a variety of Tm compounds (TmZn, TmCd, 
TmCu, TmAg, TmMg) have been studied, see Giraud et al. (1985). Another 
series are the RCd compounds (A16onard and Morin 1984) and the RZn 
compounds (Morin et al. 1977). Of these compounds two, TmCd and TmZn, are 
particularly interesting because they undergo a structural phase transition at a 
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temperature T o higher than the magnetic phase transition. This structural transi- 
tion will be discussed in more detail in sect. 2.4.3. A comparison of the various 
coupling constants determined from the different experiments will be given for 
TmCd and TmZn in sect. 2.4.3, table 3. In addition, the magnetoelastic coupling 
constant gr3/~j for the RZn system is shown in fig. 8 together with coupling 
constants from the other series discussed above. Again gr3/aj for the CsCl-type 
compound does not change very much across the series. 

2.4.1.4. The rare-earth hexaborides (RB6). This class of compounds has been 
studied in less detail. Experiments have been performed for CeB 6 (Goto et al. 
1983, L/ithi et al. 1984), CexLal_xB 6 (Winter et al. 1986), and for NdB 6 and PrB 6 
(Tamaki et al. 1985a, b), see also Pofahl et al. (1987). CeB 6 is a dense Kondo 
compound and will be discussed in sect. 4. Of particular interest for our purpose 
are the measurements of the dilute CexLa1_xB6 compounds with x = 1%, 3% and 
10%. In fig. 11 we show the temperature dependence of the symmetry modes c44 , 
c11- c12 for these compounds together with a single-ion strain susceptibility fit 
(Winter et al. 1986). Above T = 2 K the agreement is very good. The magneto- 
elastic coupling constants deduced from this fit agree, within the limits of error, 
with those of the concentrated compound CeB 6 (L/ithi et al. 1984). 

The dilute hexaborides are a nice example illustrating that a single-ion approxi- 
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mation is never quite correct, even for concentrations as low as 1%. If the 
temperature is low enough ( T - 2  K in this case) the effects of the quadrupolar 
interionic coupling can be seen in the elastic constants (Lemmens et al. 1989). 
From a low-temperature fit with eq. (38) one then obtains g~ in the dilute series 
Lax_xCexB 6 (x = 0.01, 0.03, 0.1) for the c44 and cll - c12 modes. Together with g~- 
for the concentrated (x = 0.5, 1.0)systems the concentration dependences of the 

! r quadrupolar coupling constants gr3 and gr5 can be plotted as in fig. 12. On a 
logarithmic scale they are linear functions of concentration x with a slope of one 
third, e.g., g ) ( x ) ~  x 1/3 

In contrast to g~(x) the magnetoelastic coupling constants are independent of x 
and were found to be gr3 = 50 K and gr5 = 190 K, see Winter et al. (1986). 

It is no accident that such studies of single-ion effects are performed with C e  3+ 

ions. The value of a j (  r 2 ) f o r  this ion is exceptionally large due to the spatial 
extent of its 4f I wavefunction (see table 1). This was noticed before in a study of 
the CsCl-structure material CexLal_xAg (L/ithi et al. 1982). However, the 
concentrated compound (x = 1) CeAg does not exhibit magnetoelastic effects 
because of strong anharmonic interactions that lead to a martensitic phase 
transformation at 15 K (Takke et al. 1981a). 

2.4.1.5. Rare-earth metals. In the light rare-earth metals, especially in Pr, CEF 
effects can be observed, see Greiner et al. (1973). Liithi et al. (1973b), and 
Palmer and Jensen (1978). However, the high magnetic transition temperatures 
prevent the observation of similar CEF effects in the elastic constants of the heavy 
R metals. The large magnetic anisotropy in these metals is, of course, a 
consequence of the strong CEF potential. This matter has been reviewed in a 
previous volume (Scott 1978), by Coqblin (1977) and by Rhyne (1972). 
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2.4.2. Higher-order effects 

Thus far we have discussed elastic constant effects due to magnetoelastic 
coupling described by quadrupolar (l = 2) operators O~-. In analogy with the 
cubic crystal field Hamiltonian where one has l = 4 and I = 6 terms [eq. (2)] one 
can ask whether in addition one has l = 4 coupling terms in the magnetoelastic 
Hamiltonian [eqs. (9), (14)]. So far such higher-order terms have been uniquely 
identified for two cases in the paramagnetic region: PrSb and PrPb 3 (Lfithi et al. 
1982, Niksch et al. 1982b). 

In PrSb the c44 mode exhibits a minimum at T = 25 K, whereas the calculated 
quadrupolar strain susceptibility has a minimum at 60 K. With the addition of 
terms of the order  of O~- =4 in the magnetoelastic Hamiltonian one obtains better  
agreement with the experiment (fig. 13). 

Following Callen and Callen (1963) one can generalize the magnetoelastic 
Hamiltonian [eqs. (8), (9)] by including terms with l = 4. 

n m e  - E  (2) 2 ~(4) f~41 ~ [ ~(2)/32 ~(4)/-i 41 = {e2[gr3 0 2 ~ t 3  Jr- gr3 t J2 l i  -}- e3 tgr3  v 3  + gr3 w'31i 
i 

i-~(2)/-b 2 ~ ( 4 ) ~ 4  ] 
+ ~xytgr5 Uxy + ~r5 ~'xyli + "" "} , (43) 

where 

0 4 = zx {[7j  z2 _ j ( j  + 1) - 5](J 2 + j2_) + ( j 2  + j2_)[7j 2 - J(J + 1) - 5]} , 

Ox 4 = ¼i{[7J~ - J(J + 1) - 5](J 2 - j 2 )  + ( j 2  _ j2_)[7j2 _ j ( j  + 1) - 5]}. 

The strain susceptibilities of these operators are again given by eq. (36). As a new 
free parameter  one has the ratio 6 - -  $r~(4)~gr~-(2)- This ratio is varied to obtain the 
best fit to the experiments. In fig. 13 the two cases of PrPb 3 (Cll - c12 mode) and 

_(4)/_(2) 1/135 leads to the observed PrSb (C44 mode) are shown. In PrPb 3 6 = ~r3 ~gr3 = 
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minimum in the cll - c 1 2  mode at 7 K and in PrSb 3 = ~(4)/~(2) st5 '~5 = -1 /45  shifts the 
c44 minimum from 60 K (with l = 2 quadrupolar strain susceptibility only) to the 
observed one at 25 K. 

It should be emphasized that these effects occur in the paramagnetic region 
where other interactions such as the interionic quadrupole coupling cannot 
explain these additional structures in cr(T ). It is not surprising that the P r  3+ ion 
leads to these higher-order effects. P r  3+ with J = 4, L = 5 and S = 1 has a large 
orbital contribution and therefore l = 4 contributions in the magnetoelastic cou- 
pling can become sizeable. 

2.4.3. The cooperative Jahn-Teller ( CJT) effect and quadrupolar phase 
transitions 

A structural instability caused by the electron-phonon interaction with local- 
ized electrons was first investigated in transition-metal compounds, see Dunitz 
and Orgel (1957), Kataoka and Kanamori (1972), Gehring and Gehring (1975) 
and Kugel et al. (1982). This type of structural transition has been studied with a 
wide variety of techniques experimentally and theoretically after its discovery in 
insulating rare-earth compounds, namely the rare-earth zircons (Elliott et al. 
1972, Melcher 1976, Gehring and Gehring 1975). Here we discuss the analogous 
structural transitions in R intermetaUics. 

In table 2 we list rare-earth compounds that have a structural transition at a 
temperature T o driven by the interactions discussed in sect. 2.3. Some of these 
compounds also have magnetic transitions at temperatures lower than T o . 
Common to all is a partial softening of a symmetry elastic constant. It can be 
described with the molecular field formula, eq. (38), discussed before. The fits, to 
experimental results for TmCd and TmZn are shown in fig. 14 (Lfithi et al. 1979). 
From this the quadrupolar coupling constant g~3 and the magnetoelastic coupling 

~ 2  • • 
constant gr3 can be obtained. Figure 14 shows that eq. (38) describes the 
temperature dependence of the soft elastic mode (Cr3 in this case) very well. The 
inclusion of interionic quadrupolar interactions is necessary for intermetallic 
rare-earth compounds to describe the cooperative structural transition. In fact for 
TmCd , ~2 • and TmZn gr3 > gr3, as shown in table 3. This is in contrast to insulators 
where generally g~. < g~ (Lfithi 1980b), DyVO a and CsCuC13  being the excep- 

TABLE 2 

Iutermetallic R compounds with cooperative Jahn-Teller  or quadrupolar phase transitions 

Material Structure To T N T c Soft mode Electronic 
(K) (K) (K) ground state 

T m C d  CsC1 3.16 - -  - -  Cll - c12 ~5 

T m Z n  CsC1 8.55 - -  8.12 c n - ca2 F~ 

T m G a 3  C u 3 A u  4.29 4.26 - -  F 5 

P rPb  3 C u 3 A u  0.37 - -  - -  c n - c 1 2  F 3 

P r C u  2 o r t h o r h o m b i c  7.3 c55 singlet  

CeB 6 cubic  3.35 2.31 F 8 
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Fig. 14. Temperature dependence of 
(C11--C12)/2 mode for TmCd and 
TmZn. Full line is a fit with eq. (38) 
(L/ithi et al. 1979). 

tions. The appearance of strong interionic quadrupolar interactions in metallic 
systems means that, in addition to the sf-exchange interaction, an aspherical 
Coulomb scattering of conduction electrons by the quadrupolar moment  of R ions 
is important  here (see discussion in sect. 2.2.2). If g~.>-2  gr  one speaks of 
quadrupolar-induced structural phase transitions, in the opposite case of a true 
cooperative Jahn-Teller effect, see Levy et al. (1979). 

For TmCd and TmZn a variety of techniques have been applied to determine 
t N 2  , 

the important  coupling constants gr3 and gr3, they are listed in table 3. In addition 
to the temperature  dependence of the symmetry elastic constant cr(T ), the 
parastriction method,  the third-order susceptibility and the magnetic field depen- 
dence of the structural phase transition temperature To(B ) have been used. The 
different experimental methods have been described in sect. 2.4.1. It is seen from 
table 3 that the coupling constants determined with these different methods are in 
good agreement with each other. 

TABLE 3 
Electron-phonon coupling constants for TmCd and TmZn (F 3 mode). 

oSz g, g2 + g, (mK) 
(inK) (mK) 

Cl  1 - -  C l  2 T O To(B ) P a r a s t r i c t i o n  

TmCd 0.7 8.5 9.2 11.3 11.3 12 
TmZn 3.6 24.3 27.9 25.5 25.7 25 
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Although TmCd and TmZn are the best characterized materials exhibiting a 
quadrupolar phase transition, there are other interesting examples (see table 2): 
TmGa 3 again has a quadrupolar-type phase transition at 4.29 K followed by an 
antiferromagnetic transition at 4.26 K (Czopnik et al. 1985, Morin et al. 1987). 
This means that the aspherical quadrupolar scattering is just a bit stronger than 
the RKKY interaction. PrPb 3 has the same Cu3Au structure as TmGa 3. Strong 
higher-order magnetoelasti c interactions (sect. 2.4.2) and the low transition 
temperature T o = 0.37 K prevent the determination of the quadrupolar coupling 
constant g~-. In addition, the small structural distortion and CEF splitting could 
not be measured by neutron scattering techniques (Niksch et al. 1982b). An 
interesting case is PrCu 2 because the high-temperature orthorhombic crystal 
structure, allows only singlet CEF states. Therefore the structural transition at 
T o = 7.3 K is of an induced nature, see Andres et al. (1976). The same is true for 
Pr3Te 4 where the point symmetry is again low (Bucher et al. 1976). Finally, we 
mention CeB 6 where an elastic constant analysis has suggested an antiferroquad- 
rupolar phase transition at 3.35 K (g~.< 0 in analogy to antiferromagnetic O N < 
0), L/ithi et al. (1984), which has been verified by neutron scattering experiments 
(Effantin et al. 1985). For CeB 6 see also sect. 4. 

With the exception of CeB 6 all rare-earth compounds exhibiting structural 
3+ 3+ transitions of quadrupolar type have Pr or Tm ions as rare-earth constituents. 

For both ions (pr3+: J = 4 ,  L = 5 ;  Tm3+: J = 6 ,  L = 5 )  the orbital angular 
momentum L is rather large, making aspherical Coulomb charge scattering a 
dominant mechanism which in turn leads to a large value of g~. This was also 
shown by magnetoresistance measurements in metals with rare-earth impurities 
(Fert et al. 1977), see discussion in sect. 2.2.2. Indeed for Pr 3+ and Tm 3+ the 
quadrupolar scattering dominates exchange scattering. The results of magneto- 
resistance measurements for the heavy R alloys are shown in fig. 15. It is seen that 
IEol > IEex] for the Tm ion. 

There are examples of structural transitions of intermetallic rare-earth com- 
pounds where the magnetoelastic and/or quadrupolar interaction is not the 
responsible mechanism. A prominent example is CeAg which exhibits a structural 
transition at T o = 15 K followed by a ferromagnetic one at 7 K (Takke et al. 
1981a). The strong softening of the Cr3 elastic constant follows a ( T -  To) -1 law 
similar to the Lal_xInxAg compounds (Knorr et al. 1980). In analogy, this 
martensitic type of transition is triggered by a softening of a zone boundary 
phonon caused by conduction-electron-phonon interaction. Somewhat related is 
the case of PrAgl_xCu x [see Abu-Aljarayesh et al. (1986) and references 
contained in it]. 

A structural phase transition driven by magnetoelastic and quadrupolar interac- 
tions can be well described by molecular field theory because the range of these 
interactions is large. Therefore the critical fluctuations near T o should be small. 
One test is, of course, the static response function cr(T ) (fig. 14). Another is the 
ultrasonic attenutation near T o. There is only one experiment for TmZn which 
shows an attenuation a = Bo~2(T- To)-" with exponent n = 1.5 in good agree- 
ment with theory, see Leung et al. (1979). Theoretical discussions of the 
attenution are also given by Leung and Huber (1979) and Becker et al. (1979). 
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So far we have studied elastic constants in the high-symmetry phase of the 
various compounds. The elastic constants play the role of an order parameter 
susceptibility [eqs. (35), (38)], indicating which type of structural phase transition 
can occur at lower temperatures. For T < To, T N only a few elastic constant 
measurements exist mostly because in a multidomain state they cannot contribute 
much to the knowledge of the ordered state. For example, in some pnictides 
(SmSmb, GdSb, DySb, ErSb), see Mullen et al. (1974), the elastic constants 
decrease with decreasing temperature for T < T N and increase only in an applied 
field where a single-domain state is formed. On the other hand, in HoSb the 
temperature dependences of c l l -  c12 and c44 are normal for T <  T N. For 
Jahn-TeUer compounds only a few elastic constant measurements for T < T o 
exist. 

However, order parameter measurements for T < TQ, T N have been performed 
for a number of rare-earth compounds. In the first place one has to mention X-ray 
diffraction experiments for various monopnictides where tetragonal distortions 
were found in CeSb, NdSb, DySb, DyAs, DyP, HoSb, HoAs, HoP and HoN, and 
trigonal distortions in TbSb, TbAs, TbP and ErSb while no distortions were found 
in GdSb and TmSb (L6vy 1969). This is in complete agreement with the findings 
and analysis given in sect. 2.4.1. Unfortunately, the determination of TQ in this 
work was not accurate enough so that the impression that T o > T N was given for 
several compounds. Subsequent work on DySb (Bucher et al. 1972), Tb mono- 
pnictides (Koetzler and Raffius 1980), RZn compounds (Morin et al. 1977), the 
monochalcogenides NdS, DyS, ErS (Tao et al. 1974) and others, however, have 
shown that for monopnictides and monochalcogenides T o = T N and for RZn 
To = T c (except for TmZn). 
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(inset) compared to self-consistent computations (Koetzler and Raffius 1980). 

As examples of direct order parameter measurements we show in figs. 16 and 
17 results for TbSb and DyZn, respectively. In TbSb the trigonal distortion was 
measured using X-ray diffraction (L6vy 1969, Hulliger and Stucki 1978) and the 
results were interpreted with a trigonal molecular field distortion model, (Koet- 
zler and Raffius 1980). In DyZn the length changes were measured parallel and 
perpendicular to the magnetization in a small magnetic field of 1 kOe. In both 
cases the quadrupolar order parameter for T ~< TN, T c was determined. 

These few results indicate that the coupling constants obtained in the high- 
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Fig. 17. Thermal variations of 
relative length changes e¢, e a 
in DyZn. The paramagnetic 
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0 K, Morin et al. (1977). 
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symmetry phase ( T >  To) via elastic constants, third-order susceptibility or 
parastriction experiments can explain the expected unit cell distortions for 
T <  To, even in the case T o = T N or T o = Te. 

2.5. Thermal expansion and magnetostriction 

The magnetoelastic coupling in rare-earth compounds leads to pronounced 
effects in the various symmetry elastic constants as discussed previously in 
sections 2.3 and 2.4. We considered mainly cubic compounds where the elastic 
constants of F 3 and F s symmetry exhibit these effects. The F~ symmetry elastic 
constant, i.e., the bulk modulus c B is associated with the volume strain e v. It also 
shows magnetoelastic effects which, however, are caused by a coupling of e v to 
the higher multipolar operators Otq(l >~ 4) allowed by cubic symmetry. Because 
they are fully symmetric their thermal average ( Olrl ) is different from zero, which 
leads to a temperature dependence of the volume strain e v and therefore a 
magnetoelastic contribution to the thermal expansion. We shall discuss both 
cB(T ) and fl(T) for cubic and hexagonal intermetallic R compounds. 

The volume thermal expansion coefficient, 

[3 = -~ - ~  p \ O T / p  - K V  O ~  ' (44) 

can be calculated from Hme as, Ott et al. (1976, 1977) and Lfithi (1980a), 

K 1 
fi- v-~ kBT ((EZY)- <E)(ET)). (45) 

Here K = c~' is the compressibility, the averages are given by eq. (34) and 
% = - ( 0  In En/O In V) define electronic Gr/ineisen parameters for a given CEF 
level. The close correspondence between fl and the Schottky specific heat has 
been emphasized before (Ott et al. 1976, 1977, L/ithi 1980a). The latter is 
described by a corresponding formula 

C -  1 vckBT-------- 5 (<E2> - <E)2). (46) 

As for elastic constants, the CEF effects in thermal expansion and the Schottky 
specific heat are especially pronounced in TmSb, see fig. 18. Equations (45) and 
(46) give a good fit to the data, (Ott and L/ithi 1976, 1977) with 74 = 3'5 = -1.2  as 
seen from fig. 18. The CEF Gr/ineisen parameters measuring the volume depen- 
dence of the CEF levels turn out to be of the order of one. In this way a number 
of cubic compounds have been studied so far: TmSb, PrSb, SmSb, ErSb, CeTe 
and TmTe (Ott and L/ithi 1977), and TmCu, TmZn and TmCd (Morin and 
Williamson 1984). 

Of particular importance is the case of hexagonal substances where one finds 
thermal expansion coefficients of different signs depending on the crystallographic 
direction. In fig. 19 we show the case of PrNi 5 where the linear expansion 
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coefficients o~ a and a c have opposite signs (Lfithi and Ott 1980). The equivalent 
magnetoelastic Hamiltonian (Callen and Callen 1965) is given by 

Hme - E  0 . B3e30o(i)] (47) = [ B r a v O 2 ( 0  + 
i 

from which one can determine the temperature dependence of bc/ 
c = e~z = l (e  v + e3) and ~a/a = l(2ev - e3) by calculating the strain-dependent 
energy levels and the equilibrium strains. The result is a similar expression as eq. 
(45) with prefactors that depend on the compliances for the different directions. 
The fit to experimental results for PrNi 5 as shown in fig. 19 is quite successful with 
a single set of CEF Gr/ineisen parameters. The opposite signs for a a and a c arise 
from different compliances. Other examples analyzed are Pr (L/ithi and Ott 1980) 
and Mg:R (de Jong et al. 1982). 

Unlike thermal expansion, there is little information about CEF effects in the 
bulk modulus CB(T ) because higher-order multipolar terms l~>4 in //me are 
generally weak. For a critical discussion see Morin and Williamson (1984). 

Finally, we discuss the parastriction (or magnetostriction) effect. In an applied 
magnetic field the magnetoelastic coupling induces strains because of the field 
dependence of the quadrupolar moments of the rare-earth ions according to 

1 
er(B, T )= ~ - -  gr (Or)B ,v .  (48) 

CFU e 

Neglecting the volume magnetostriction ev(B ) one can have tetragonal F 3 and 
trigonal F 5 strains depending on the direction in which the magnetic field is 
applied. The case of compounds has been mentioned in sect. 2.4.1 (parastriction 
method). There are also a number of experiments for various dilute R alloys. It is 
important to perform these experiments on single crystals in order to avoid 
averaging problems. Typical examples of single-crystal work are Ag:R, Au:R 
(Creuzet and Campbell 1981) and Y:Tb (Pureur et al. 1982). For the problem of 
averaging spontaneous symmetry strains in polycrystalline materials see the case 
of LaA12:Ce (Zieglowski et al. 1986). For a review see Creuzet and Campbell 
(1982). The volume magnetostriction is rather small and we shall discuss it only 
for unstable-moment compounds where the effects are larger (sect. 4). 

2.6. Magnetic field effects in sound propagation 

A magnetic field leads to a Zeeman splitting of CEF multiplets into singlets and 
also to a mixing of their wavefunctions resultings in new eigenstates. Because of 
the magnetoelastic interaction this can have profound consequences for ultra- 
sound propagation. The most obvious is a field dependence of the elastic 
constants which may be due to the Zeeman splitting and/or to field-induced 
quadrupolar matrix elements. More dramatic are symmetry breaking effects 
caused by the field in which the twofold degeneracy of high symmetry sound 
modes (e.g., transverse modes along a cubic axis) is lifted by magnetoelastic 
interactions. These are known as the Voigt effect (magnetoacoustic 
birefringence), the Faraday effect and the rotational invariance effect depending 
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on the field direction as well as the propagation and polarization directions of the 
sound modes considered. The former can be understood with magnetoelastic 
interactions that are of first order in the strain ekt only, which were used up to 
now. The rotational invariance effects, however, are due to magnetoelastic 
interaction terms that include the rotational tensor ~Okt [eq. (6)]. To treat these 
contributions consistently, i.e., to ensure rotational invariance for zero field one 
has to include all terms up to second order in the rotational tensor. A short 
pedagogical review of these effects has been given by Fulde (1978b). 

2.6.1. Magnetic field dependence of  elastic constants 
In a magnetic field one obtains Zeeman-split CEF levels with new eigenstates of 

the total Hamiltonian, 

Her f : HCE v + gl~BB ~ J(i) . (49) 
i 

These are admixtures of the zero-field CEF states. As an illustration the split level 
scheme for a Fy(0)-Fs(A ) system is shown in fig. 20. In practice one is always in 
the l imi t /~B ~ A. The field-dependent elastic constants can be computed from 
eq. (35) or eq. (38) with the quadrupolar susceptibility given by eq. (36) where 
En(B), In) now denote the field-dependent Zeeman levels and eigenstates of 
He~f. Note that now in general (O r )  ~ O, it is therefore essential to use O r = 
O r - ( O r )  in the Curie term of eq. (36) to ensure X~r(T)---~O as T---~0 where 
only the lowest Zeeman level is populated. Two main causes for the field 
dependence of cr(T, B) can be distinguished: 

2t - 

A 

Fig. 20. Zeeman splitting of the Ce 3+ (J = ~ ) CEF states FT(0 ) and Fs(z~ ) in a magnetic field parallel 
to a cubic axis. 
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(i) The ground state is orbitally degenerate and O r has matrix elements. One 
therefore has a CJT transition at a temperature T O (see sect. 2.4.3). A Zeeman 
splitting of the ground state strongly reduces the Curie term in Xr(T, B) and thus 
leads to a continuous increase in cr(T, B) with increasing field strength. If B is 
large enough it may completely suppress the softening of cr(T, B) above T o and 
thus prevent the CJT transition. For example, this type of behaviour has been 
found in HoSb (fig. 21) which has a F 3 ground state, Mullen et al. (1974). A 
different behaviour, namely To(B)> To(0), has been observed, however, for 
TmCd and TmZn (L/ithi et al. 1979, L/ithi and Lingner 1979). 

(ii) In a singlet ground state system the low-temperature behaviour of c r is 
determined by Van Vleck contributions. Due to the mixing of CEF states in a 
magnetic field, selection rules for quadrupolar matrix elements may change 
leading to additional contributions in Xr. This is especially pronounced in singlet 
ground state systems which have a field-induced quadrupolar matrix element to 
the first excited state like I{r loFIr,)12-B 2 for small fields in F1-F 4 systems 
(e.g., PrSb and TmSb). These field-induced transitions determine cr(T, B) at low 
temperatures. An example of this effect is shown in fig. 22 for Pr3Te 4 which, 
however, has a lower than cubic symmetry with two singlets as lowest states 
(Bucher et al. 1976). 

2.6.2. Magnetoacoustic birefringence and Faraday rotation: theory 
Compounds with an n-fold rotation axis (n > 2) have doubly degenerate sound 

modes with propagation vector k along the symmetry axis. For example, in cubic 
systems with kH[001] one has two degenerate c44 modes with v = (C44/P) 1/2 whose 
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Fig. 21. Temperature and magnetic field dependences of ( c l l -  c12 )/2 mode for HoSb (Mullen et al. 
1974). 
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polarization e may be chosen perpendicular, e.g., e x = [100] and ey = [010]. Due 
to the magnetoelastic coupling an applied field may lift this degeneracy; ex- 
perimentally this is observed as a change of sound wave polarization along the 
propagation direction. Depending on whether BJ_k or B tlk one observes mag- 
netoacoustic birefringence or Faraday rotation of soundwaves (fig. 23). The 
former is simply due to a different effect on B on the sound velocities Vll(B ) and 
v± (B),  corresponding to polarization parallel and perpendicular to the field. The 
latter is a real finite-frequency effect, it was predicted by Kochelaev (1962) for 
paramagnetic spin-½ systems and discussed in detail by Tucker (1973). The theory 
for CEF-split R systems was given by Thalmeier and Fulde (1978). 

In the Voigt or Co t ton -Mouton  (CM) configuration the unequal sound vel- 
ocities vii(B) and v l ( B  ) lead to different wave numbers kll -- o)/vll and k I = o) /v i  
(o9 is frequency) for the two eigenmodes with polarizations parallel and perpen- 
dicular to B. To be specific we assume BII[0101 and kll[0011. The displacement 
field of a sound wave initially polarized along [110] at z = 0 is then given by 

u(z ,  t) = [(cos ½~P)e+ + i(sin ½~P)e_] exp[i(~ot - kz ) ] ,  

e± = 1 /V~(e  x -+ ey), k = ½(kll + k±),  ~o = (kll - k ± ) z .  (50) 

This describes an elliptically polarized sound wave with major axis e± where the 
CM phase shift ~ determines the ellipticity Uy/U x = tan ½~p. The phase shift per 
unit length can be obtained experimentally and is given by 

( ~  1 )  27r 
q~(B)/z  = w I v± Av(0) [ v l ( B )  - vII(B)]. (51) 
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Fig. 23. The geometry of the propagation (k), polarization (e) and magnetic field (B) vectors for the 
Voigt or Cotton-Mouton (CM) and Faraday (FA) effects. The change of polarization state of 
transverse c44 modes is indicated. For clarity the polarization is not shown in perspective, q~ is the CM 
or FA rotation angle. 

2 • 
The sound velocities o~ = pc~4 and u± = pc44 are given by eq. (35). The corre- 
sponding strain susceptibilities Xr~(B) and xY~(B) are obtained f rom the F 5 
quadrupolar  operators  Oxz = JxJ= + JzJx and Oyz = JyJz + J~Jy, respectively. For 

X Z  zero field Xr5 and xY~ and hence vii and o± must be identical due to cubic 
symmetry;  for B = Bey this symmetry  is broken.  

In the Faraday configuration (Bllk) the fourfold rotational symmetry  around 
the cubic axis is preserved contrary to the previous situation. The lifting of the 
degeneracy is now directly due to the breaking of t ime-reversal  invariance. The 
new eigenmodes are left- and right-handed circularly polarized, which are de- 
scribed by polarization vectors 

1 1 
e L = - ~  (e x +iey), eR = ~/~ (G -- iey). (52) 

The  phase velocities (but not the group velocities) of the L and R modes will be 
different,  therefore  the difference of wave numbers  k L - k  R for a sound fre- 
quency ~o will itself be proport ional  to o~. This follows because it must change sign 
under  t ime reversal, i.e., w ~ - w  and R ~ L. A sound wave originally linearly 
polarized along G can be written as the superposition and L- and R-polarized 
modes.  If  their wave numbers  k L and k R differ slightly the displacement field will 
be given by 

u(z, t) = (cos ~e~ + sin q~ey) exp[i(ogt - kz ) ] ,  

1 k = ½(k L + kR) , q0 = ~(k L - kR)Z. (53) 

This describes a linearly polarized sound wave whose polarization rotates during 
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propagation (fig. 23). The 'Faraday rotational angle' per unit length is q~/z and 
can be obtained from Dyson's equation for the L and R modes as 

"/T( O0 ~2 2 xz,yzz 
~/z  = ~- \ v ( B ) /  gr5 Im Xr5 tw, B, T) .  (54) 

The mixed quadrupolar susceptibility for Oxz and Oy z vanishes identically for 
B = 0 because of cubic symmetry. One obtains, in explicit terms, 

~r( o0 ~2 2 
~/z  = -~ \ v ( B ) /  gr5 

Z '  w(p , - -pm)  1 
× . . . .  7 , 2  ((m[Oxz[n)(n[Oyzlm) - (nlOxzlm) 

n,m ( E n -  Em) 2i 

× (mlOyzln)) .  (55) 

The summation is restricted to E n ~ Em. En and In) are again the field-dependent 
eigenstates of Hef f [eq. (49)]. Note that the products in parentheses are purely 
imaginary. Furthermore, v(B) is the renormalized sound velocity. In practice, 
one may have to include finite linewidths I~nm for the various contributions in eq. 
(55). The Faraday rotation should be of the order of 60 2, since h = 2zrv/w contrary 
to the CM phase shift which is of the order of o~. It should be large in CEF 
systems with magnetic ground states and quadrupolar matrix elements, i.e., a I'8 
ground state would be the most favourable. A model calculation for TmTe has 
been given (Thalmeier and Fulde 1978), but no experiments were performed on 
this compound. In CeA12, the only paramagnetic R system studied so far 
experimentally, there is a serious discrepancy to the above single-ion theory for 
q~/z as discussed below. 

2.6.3. Magnetoacoustic birefringence and Faraday experiments' 
The first of these experiments was performed in insulators. The magnetoacous- 

tic analogue of the Faraday effect was first observed in yttrium iron garnet 
(Matthews and LeCraw 1962), the analogue of the Cotton-Mouton or Voigt 
effect in gadolinium iron garnet (Liithi 1965) and magnetite (Lfithi 1966). For a 
review see Lfithi (1980a). 

In intermetallic rare-earth compounds there exist a few studies of magneto- 
acoustic birefringence and Faraday effects. In CeA12 the circular birefringence 
(Voigt effect) were observed (Liithi and Lingner 1979) in the paramagnetic region 
at 4.3 K. Furthermore, in NdB 6 and PrB 6 the Voigt effect has been found, see 
Tamaki et al. (1985a). 

In fig. 24 relative velocity changes for the various c44 modes in the presence of a 
magnetic field are shown in CeA12 in the Voigt geometry. With u k denoting the 
displacement vector component the figure demonstrates very nicely the symmetry 
breaking due to a magnetic field: the strong effect for the (u x, kz) mode (C66 like) 
and the corresponding c44-1ike modes (Uy, kz) and (Uz, ky) with magnetic field in 
the y-direction. In addition, the much smaller effect due to rotationally invariant 
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Fig. 24. Magnetic field de- 
pendence of the three c44 
modes for T=4.3K in 
CeAI 2. Full lines are strain 
susceptibilities for (ux, kz) 
and (uy, kz) modes. 
Broken lines indicate rota- 
tionally invariant magneto- 
elastic interaction (Lfithi 
and Lingner 1979). 

magnetoelastic effects for the two c44 modes (uy, kz) and (uz, ky) is also seen. It 
will be discussed in sect. 2.6.4. The symmetry breaking into c44 and c66 modes is 
due to the magnetoelastic interaction. The corresponding strain susceptibilities 

x z  y z  • Xr5 and Xr5 are different and explain the experiment semiquantitatively. The lack 
of complete quantitative agreement between experiment and theory is probably 
due to the vicinity of the magnetic phase transition at T N -- 3.8 K and Kondo-like 
phenomena occurring in this compound at low temperatures (see sect. 4.1). 

From the velocity difference of the modes (ux, kz) and (Uy, kz) follows the 
linear birefringence of the medium. By placing the shear transducer in the 
xy-plane with polarization 45 ° to the x-, y-axes, the different velocities seen in fig. 
24 give rise to an amplitude-modulated signal because of the resulting phase 
change. 

The phase change is ~ for subsequent maxima and minima of the received 
acoustic signal in this Voigt geometry. In fig. 25 the amplitude signals for the two 
configurations (Voigt and Faraday) are shown for CeA12 at 4.3 K. Whereas the 
amplitude modulation is almost 100% in the Voigt case, the Faraday case shows a 
much weaker modulation effect. This may be significant for the understanding of 
the latter. From the extrema of the amplitude signals one can plot the phase q~/z 
as done in fig. 26. Five different frequencies were used to determine this phase 
curve. To obtain the total phase change we took a phase difference of 1 ~. between 
subsequent minima and maxima for the Faraday effect and ~ for the Voigt effect. 
In fig. 26 we also make quantitative comparison with the results of fig. 25 using 
eq. (51). The full line shows a good agreement up to 7 T. The disagreement for 
B > 7 T arises from the splitting of the echoes due to the different velocity 
components (L/ithi and Lingner 1979). 

Much more serious is the discrepany between theory and experiment in the case 
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2 of the Faraday effect. Whereas theory predicts a phase change proportional to o) 
[eq. (55)] in the paramagnetic region, the results of fig. 26 lead to a strictly linear 
w-dependence. This discrepany cannot be explained with the fluctuations caused 
by the vicinity to the magnetic phase transition and is as yet unexplained. 

Another system studied with the Voigt effect is N d B  6 in the antiferromagnetic 
phase (T N = 8.6 K) at 4.2 K (Tamaki et al. 1985a). Again the effect is propor- 
tional to the frequency. However, no further quantitative analysis was made. 
Magnetoacoustic birefringence experiments have also been performed with acous- 
tic surface waves in CeA12. CEF effects have been observed for both CeA12 and 
SmSb in the surface acoustic wave velocity and the magnetoacoustic analogue of 
the Voigt birefringence effect has been also studied, see Lingner and L/ithi 
(1981). All these effects could be accounted for quantitatively by calculating 
renormalized elastic constants in the equation for the surface acoustic wave 
velocities. 

One can expect, in analogy to sound waves, similar effects for optical phonons. 
The splitting of the Eg optical phonons in CexLa l_xF3 using Raman scattering has 
indeed been observed for the Cotton-Mouton, Voigt and the Faraday geometries 
(Ahrens and Schaack 1980). 

2.6.4. Rotational invariance effects 
All previous discussions were restricted to magnetoelastic interactions that are 

of first order in the strain ekl only. Contributions of the rotational part o)kt in the 
total deformation tensor [eq. (6)] to the interactions were neglected. The 
meaning of the rotational part is illustrated in fig. 27 for the case of transverse c44 
modes in cubic crystals. Its neglect in the interaction between the 4f ions and the 
lattice leads to a magnetoelastic Hamiltonian which is not rotationally invariant. 
This invariance requires that the interaction of a magnetic ion with angular 
momentum J, with the strained and rotated crystal is equal to the interaction of 
the purely strained crystal with the ion whose J has been rotated in the reverse 
sense. For B = 0, neglect of rotational contributions has no consequences because 

+ 

l Z ~zx 
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~ . .  . . . . . . . . . . . .  j } 
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WXZ 

Fig. 27. Contributions to the total deformation tensor Vkl 
for two transverse c44 modes propagating along a cubic axis. 
The rotational part wkt has opposite sign for the (k~, ux) 
and (kx, u~) modes (Wzx = -wxz)- 
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in the long-wavelength limit the rotational tensor describes homogeneous rota- 
tions of the crystal which cannot influence the elastic constants. For a finite 
magnetic field, however, the quadrupolar moments are 'pinned' by the field and 
cannot rotate freely with the crystal, therefore the rotational contributions in the 
interaction should also influence the elastic constants. Rotationally invariant 
effects for sound propagation were first discussed by Melcher (1970, 1972). The 
complete theory of rotational effects has been developed by Dohm and Fulde 
(1975) who showed that it is necessary to include all terms up to second order in 
%~ in the interaction Hamiltonian. A restriction to linear rotational terms would 
lead to spurious effects in the elastic constants at zero field. 

Here we concentrate on the discussion of rotational effects for the two c44 
modes (Ux, kz) and (Uz, kx) which should still be degenerate in an external field 
B = B£, if the interaction has only strain contributions. To derive the rotational 
interaction part we use an elegant method due to Goto et al. (1986), starting from 
the rotational invariance principle as formulated above 

n(J ,  E, o)) = H(O-1J, E) . (56) 

Here D is the matrix for a rotation around 33 by an angle O~zx. Its components are 
Dxx = Dzz = 1 and Dzx = -Dxz = %x. The effect of this rotation can be described 
by a unitary operator R(%x)= exp(i%xJy ) which acts on the CEF states. Then 

H(J, ~, co) = R+H(J, ~.)R = R+ (HcEF + H~,r)R . (57) 

Here 

nstr = -gr5 ~ ezx(i)Ozx(i) (58) 

is the first-order strain contribution to Hme used previously. Expansion of eq. (57) 
up to second order in the rotation leads to a total magnetoelastic Hamiltonian 
Hme =//s t  r + Hro t with 

Hrot = - - Z  [wzxAzx + grse=%xg2zx + hzxW~]i , (59) 
i 

and 

azx = i [ J y ,  HCEZ] = 2 0 B 4 [ ( J  2 - ]~)(LL + L L )  + ( L L  + LL)U~z - J ~ ) l ,  

hzx = ½i[Jy,  Azx ] = 4 0 B 4 [ ( J  2 - j 2 ) 2  _ ( L L  + LL)2],  

ozx = i[J~, Ozx] = 2(Jz  ~ - Jx~). (60) 

The explicit expressions are valid for a CEF potential 

HCEF _ 2 0 B  4 £ 2 2 = J i l l  , k , l = x , y , z ,  
k~l 

which has only fourth-order terms as, e.g., in Ce compounds. Note that Hro t does 
not contain any new coupling constants, all terms are determined by the strain 
coupling gr5 and  the CEF parameter B 4. 
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The effect of /-/me = n s t  r - [ - n r o  t on the elastic constants czx and Cxz for the 
modes (u z, kx) and (ur, kz) can be obtained in the usual way by Green's function 
techniques (Dohm and Fulde 1975) or calculation of the free energy as explained 
in sect. 2.3.1. (Wang and Liithi 1977). The last term in Hro t together with//st  r 
renormalizes both czx and c= by the same amount, however, the terms in Hro t 
which are linear in %, =-Wxz lead to a correction equal in magnitude but 
opposite in sign for both constants. This is due to the opposite sense of rotation 
with respect to the field direction in both modes, see fig. 27. The difference is 
given by 

Czx - Cxz N 
Co - Sc ° (x_(B, T ) -  x+(B, T)+ 4grs(Oz,)), (61) 

where X_+ are quadrupolar susceptibilities of the operators O_+ = grsOz, +-Azx , 
respectively, and (f2zx) denotes the thermal average. For zero field X+ = X- and 
{ 12zx } = 0, leading to identical C,z = c~x = G4. 

Furthermore, looking at Czx and Cxz directly one may show (Dohm and Fulde 
1975) that for B = 0 the contributions of the first term %xA~x and the last term 
hzxWZz, cancel exactly. This shows the necessity of going beyond the linear 
approximation in %~ for a consistent theory without spurious rotational effects for 
zero field. 

Sound propagation experiments testing rotational invariance were first per- 
formed by Melcher (1970, 1972) in MnF e at low temperatures in the anti- 
ferromagnetic state and later on for R V O  4 by BonsaU and Melcher (1976) and 
Goto et al. (1986), and in CuPt alloys by Rouchy et al. (1980). In intermetallic R 
compounds such experiments have been carried out in TmSb and Pr3Te 4 (Wang 
and L/ithi 1977) and in CeA12 (Liithi and Lingner 1979). For CeA12, c44 is given 
in fig. 24 together with a calculation based on eq. (61). Because of the vicinity of 
the magnetic phase transition (T N = 3.8 K, experiment performed at 4.2 K) the 
agreement between theory and experiment is not complete. 

A particularly clear example is TmSb, see Wang and Lfithi (1977). As pointed 
out in sect. 2.4 the single-ion picture is a very good approximation for this 
compound. In addition, crystal field parameters and magnetoelastic coupling 
constants have been experimentally determined (see, e.g., fig. 7). Therefore, no 
adjustable parameters are taken for a comparison of theory and experiment in fig. 
28. The discrepancy between theory and experiment of about 20% is therefore 
considered to be very good. However, two words of caution are in place: as 
pointed out by Dohm (1976) second-order strain interactions are as important as 
rotational interactions and may also contribute to the strain susceptibilities. They 
can only be estimated using point-charge calculations. In addition in TmSb the B 6 
terms in the CEF Hamiltonian are small but not negligible. This means that 
similar but more complicated terms than those in eq. (59) had to be included in 
the strain susceptibilities. They could well make up for the 20% difference 
observed in fig. 28. 

In addition to the c44 mode discussed here and shown in figs. 24 and 28, 
rotationally invariant effects can also exist for the c n - c12 mode, Wang and Lfithi 
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Fig. 28. Relative sound velocity changes for 
the c44 mode  in TmSb at T = 2 K  in high 
magnetic  fields, indicating the  magnetoelas-  
tic rotationally invariant effect (Wang and 
Liithi 1977). 

(1977). Again as in the case of magnetoacoustic birefringence, surface acoustic 
waves (SAW) can also be used to test the rotationally invariant magnetoelastic 
interaction. In CeA12 this effect for SAW was observed and found to be of the 
same order of magnitude as in the bulk case, see Lingner and Lfithi (1981) and 
Camley and Fulde (1981). 

For ferromagnets, theories of rotational invariance effects have been developed 
(Southern and Goodings 1973, Rouchy and du Tr6molet de Lacheisserie 1979). 
However, the situation is much more complicated than in paramagnets, see, e.g., 
Rouchy and du Tr6molet de Lacheisserie (1979). Here one has an additional 
coupling of sound waves to spin waves and morphic effects due to the magnetiza- 
tion dependence on the crystallographic axis. One must also be sure to have a 
single-domain state. In ferromagnetic rare-earth metals such an investigation has 
not been performed in any detail. The only complete study of a ferromagnetic 
metal has been carried out for a Co-Pt alloy, see Rouchy et al. (1980). 

Recently, the influence of dipolar interactions on rotational invariance effects 
has been studied by Jensen (1988). It was found that the agreement between 
theory and experiment for TmSb (fig. 28) is improved. 

2.7. Coupling of high-frequency phonons and CEF excitations 

The magnetoelastic anomalies in sound velocities as discussed in previous 
sections are only the long-wavelength limit of 4f electron-phonon coupling 
effects. Very interesting consequences of this coupling also occur for high- 
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frequency phonons, especially when they are in resonance with inelastic CEF 
transitions. The latter are, in addition, coupled by effective dipolar (exchange) 
and quadrupolar interactions and therefore form magnetic or quadrupolar "ex- 
citon" bands, respectively (for a review see Fulde and Loewenhaupt 1986). If the 
magnetoelastic coupling is not too strong one may observe "mixed-mode" 
excitations of (acoustic) phonons and excitons in the region of q-space where their 
dispersion curves cross. In inelastic neutron scattering experiments this is ob- 
served as an "anticrossing" or repulsion of phonon and exciton bands: 

(i) The mixing of acoustic phonons with quadrupolar excitons has been ob- 
served in the insulating materials PrA10 3 (Birgeneau et al. 1974). TbVO 4 
(Hutchings et al. 1975) and TmVO 4 (Kjems et al. 1975). In the latter case an 
external magnetic field is needed to give a finite energy to the quadrupolar 
excitation. In intermetallic R compounds this type of mode mixing has never been 
observed directly. Indirect evidence for it has been claimed by Aksenov et al. 
(1983) in PrNi 5. 

(ii) Mixing of phonons with magnetic excitons in an external magnetic field or 
in the molecular field of a ferromagnetically ordered compound. Without such a 
field, mixing cannot occur [in the random-phase approximation (RPA)] due to 
time reversal invariance. 

Experimentally this has been found in dhcp Pr (Houmann et al. 1979, Jensen 
1976) and PrA12 (Purwins et al. 1976). Various theoretical methods have been 
used to describe mixed-mode excitations: pseudospon techniques, (Elliott et al. 
1972), diagrammatic methods (Thalmeier and Fulde 1975) and equation of 
motion techniques (Morin et al. 1980b, Aksenov et al. 1981). In the RPA all 
these methods lead to mixed excitations of infinite lifetime. Lifetime effects can 
be included in a phenomenological manner, see, e.g., Becker et al. (1981). For a 
microscopic treatment of linewidth effects beyond RPA the projection operator 
technique is more suitable (Huggins et al. 1984). 

In this RPA mixed-mode picture one assumes that the self-energy corrections of 
local CEF excitations due to the interaction with phonons are simply constants. 
The shifted CEF excitations then turn into exciton bands caused by interionic 
interactions. However, if the interaction with phonons is very strong the dynami- 
cal nature of the self-energy may no longer be neglected and it may lead to a 
completely different excitation spectrum consisting of bound states between CEF 
excitations and phonons. Such a strong coupling excitation spectrum was indeed 
experimentally observed in CeA12 and also in its diluted alloys CexLaa_xA12 with 
x t>0.07 (Loewenhaupt et al. (1979). We shall discuss both mixed modes and 
bound states in the following. 

2.7.1. Mixed modes: phonons and excitons 
The quadrupolar exciton dispersion oJQ (q) is given by the poles of the dynami- 

cal susceptibility Xr(q, o~) of the system of R ions coupled by quadrupolar 
interactions. Its theoretical derivations by diagrammatic methods is given in 
appendix A. Using eq. (A7) as obtained from fig. 59 one has for only one Kr(q): 
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1 - Kr(q)xr(q, wQ(q)) = 0. (62) 

For a two-level system F,, F, (like El, U s etc.) with non-vanishing quadrupolar 
matrix elements On r (n, m E F~, Ft~) one obtains an exciton dispersion 

( 2MZ°Kr(q) F(T)) ,  (63) 
= 2 1 

where F(T)= p , (T)-p t3(T)  is the thermal occupation [eq. (34)] difference of 
both levels and A = E~ - E~, their CEF energy difference. For a singlet-singlet 
system one would have 

F(T) = tanh(A/2T).  

Furthermore, 

2 Z F 2 Mo = IOnml 
n , m  

is the total F~-F~ quadrupolar transition strength. As already mentioned in sect. 
2.2.2, quadrupolar excitons unlike their magnetic counterparts cannot be ob- 
served directly by inelastic neutron scattering experiments because the scattering 
cross-section is determined by the dipolar dynamic susceptibility if one neglects 
magnetic octupole scattering contributions (Levy and Trammell 1977). However, 
if they form mixed-mode excitations with phonons of an appropriate polarization 
h that produce local distortions of F-symmetry they should be visible in the 
phonon cross-section near the crossing point q0 where O~o(q0 ) = O)q0 a (phonon 
frequency). The mixed-mode dispersions are given by the poles of D(q, A, 0)) in 
eq. (A10). For the two-level system above one obtains the two mixed-mode 
branches 0)+_ (q) as solutions of 

0)2 2 2 - °°qa)(0)- W2o(q))= 4A°)qAl ~r(q, A)IZM2QF(T) • (64) 

Here ~r(qA) is the coupling in the magnetoelastic Hamiltonian, eq. (14). At the 
crossing point q = q0 the mixed modes show a splitting 

0)+ -- 0)-- = 2  2 4lffr(qch)lMo[A0)q0aF(T)]l/2 
As mentioned previously this mixing of phonons and quadrupolar excitons due to 
magnetoelastic interactions has so far been found only in insulators but not in 
intermetallic R compounds. 

The experimental situation is more favourable if we consider magnetic exciton 
bands. They result from magnetic CEF excitations coupled by an interionic 
(Heisenberg) exchange 

Hex = - ~ ~ Jex(i, ]) J(i) .J(]) .  (65) 
i] 

In a completely analogous way to fig. 59 one obtains an RPA expression for the 
dynamic magnetic susceptibility 
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v(w) (66) 
Xra( q, o~) - 1 - I( q)v(w) ' 

where 

I(q) = Ns 1 ~ J~x(i, j) exp[iq. (R i - -  R:)] 
ij 

and v(w) is the dipolar single-ion susceptibility which is the equivalent of Xr(o)) in 
eq. (38) but now with dipolar matrix elements. For a two-level system F~, F~ with 
non-vanishing matrix elements (e.g., F 1, F4) one has (v(w) = Vzz(W)) 

2M2A 
v(oo)- 092  AZ F(T), (67) 

with 

M 2= ~ [J•ml2 
nm 

and A, F(T) as before. The magnetic exciton dispersion ooM(q) is obtained from 
the poles of eq. (66) and is the same as in eq. (63) with M2oKr(q) replaced by 
M2I(q). For zero magnetic field there is no coupling of phonons and the (in this 
case threefold degenerate) magnetic excitons within the RPA approximation. This 
situation is shown in fig. 29 for the F 1, F 4 model by broken lines. However, if an 
external field is applied or if a molecular field below a ferromagnetic phase 
transition is present a coupling is induced via susceptibilities of mixed dipolar- 
quadrupolar character (Thalmeier and Fulde 1975), e.g., 

F z 

wzF(o)) = 2 OnmJmn 
En¢Em o)__(En__Em)+i~ (Pn- -Pm) '  0 9 5 0 ,  (68 )  

_ . . . . . . .  i 

Fig. 29. Mixing of F~ and F4 magnetic excitons and the [101] transverse acoustic phonons in a magnetic 
field. A model parameter co(qo ) / a  = 3 where qo = V-2~/a was used (Thalmeier and Fulde 1975). 
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which is zero for zero field because J changes sign under time reversal whereas O r 
does not. Now In) and E n are the eigenstates and energies of the mean-field 
Hamiltonian including HCE F and a Zeeman term due to the molecular field 
glxBB + I(O)(Jz).  In the F~, F 4 model this field splits the three magnetic exciton 
branches, one of them mixes with the phonons and shows an anticrossing due to a 
non-vanishing contribution of the order of Wr(W)2[1 - I (g)v(w)]- t  in the plaonon 
self-energy. One obtains a mixed-mode equation 

0)2 2 2 2 
- - 0 ) M ( q ) ]  = 4 0) qA][ (D A0)qa[~r(qA)12M2~i2oG(B, T) (69) 

where G(B, T ) - B  2 for small ( ~ B B < A )  fields and AIQ= O r  n is a diagonal 
quadrupolar matrix element for one (n = 2) of the three F 4 states. The mode 
mixing described by this equation thus occurs via field-induced quadrupolar 
matrix elements between F1, F 4 states which have only dipolar matrix elements in 
zero field. The anticrossing of acoustic phonons and magnetic excitons is shown in 
fig. 29 for the F~, F 4 model. The splitting increases linearly with B for small fields. 

Experimentally this effect has been found in dhcp Pr (Houmann et al. 1979) 
and in PrA12 (Purwins et al. 1976). The latter has cubic site symmetry and the 
ground and first excited states are F 3 (0 K) and F 4 (27.4 K). It orders ferromag- 
netically at T c = 33 K. At  low temperatures (T  < Tc) only three of the field-split 
F3-F  4 magnetic excitons are seen (fig. 30) and those with J+_ polarization show a 
strong anti-crossing effect with a transverse acoustic phonon mode in the [001] 
direction. Detailed model calculations for this mixed-mode spectrum were per- 
formed by Aksenov et al. (1981) using an equation of motion approach. 

2.7.2. Bound state of  CEF excitations and phonons 
In compounds with weak interionic exchange the magnetic exciton bands are 

quite flat and one observes essentially local excitations between CEF states in 
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Fig. 30. Mixed-mode dispersions in ferromagnetic 
PrA12 at T = 4.4 K for the [001] direction. Full points 
represent experimental data from Purwins et al 
(1976), full curves are calculations by Aksenov et al. 
(1981), TA stands for transverse acoustic phonon, and 
Jz and J_+ are exciton branches with different polariza- 
tions. 
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inelastic neutron scattering experiments that allow the determination of the 
energies and symmetries of those states. The latter can be classified according to 
the representations of R-site symmetry which gives the possible number and types 
of multiplets for any R ion. With the help of LLW tables this can be done quite 
uniquely for any cubic system. Surprisingly this was not possible for the inter- 
metallic compound CeA12 and some of its alloys. It showed a CEF excitation 
spectrum which was apparently incompatible with the tetrahedral site symmetry 
of Ce 3+ ions, see Loewenhaupt  et al. (1979a). It was found that this is due to a 
very large 4f e lec t ron-phonon coupling which leads to bound states between a 
CEF excitation and phonons (Thalmeier and Fulde 1982, Thalmeier 1984). 
Contrary to the systems discussed in sect. 2.7.1 the dynamical nature of the 
magnetoelastic self-energy of CEF excitations plays an essential role in this 
compound. 

The intermetallic Laves phase CeA12 has a unit cell as shown in fig. 31. The Ce 
ions are in an almost integer 3+ valence state with J = 5. Due to the tetrahedral 
site symmetry this should be split into a F 7 doublet and a F 8 quartet by the CEF. 
From the c44 elastic constant softening (Lfithi and Lingner 1979) a splitting 
FT(0 ) - Fs(Zl ) of A = 100 K was deduced for the Ce 3+ 4f states. However ,  inelastic 
neutron scattering, Loewenhaupt  et al. (1979), revealed a striking anomaly: 
instead of a single F 7 ~ F 8 transition in the magnetic cross-section, two clearly 
separated peaks at /t I = 100-110K and /I 2 = 180-200K have been found (fig. 
32a). This seems to be in conflict with the cubic symmetry of the compound. 
However ,  a splitting of the F 8 quartet  into two doublets due to a static lattice 
distortion was ruled out by X-ray diffraction, which showed that CeA12 is cubic 
with an accuracy of Aa/a = 10 -5 (Steglich et al. 1979). The following experimen- 
tal facts point to the origin of this anomalous magnetic excitation spectrum: 

\ e 

) 

© o 
Ce At 

Fig. 31. Conventional cubic unit cell of RA12. The R 
ions form a diamond-type sublattice. The AI ions are 
placed on the corners of tetrahedrons. For CeA12 the 
lattice constant is a = 8.062 fi~. 
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Fig. 32. (a) Magnetic scattering rate as a function of 
energy transfer in CeA12 at T = 60 K (Loewenhaupt et 
al. 1979a). (b) Phonon density of states of the lowest 
LA, TA and LO, TO modes in CeA12 at room tem- 
perature (Reichardt and Nticker 1984). Average ener- 
gy h% = 140 K. 

(i) The total intensity /in of both inelastic lines has a value (relative to the 
quasielastic intensity le0 that is equal to the value Iin/Ie] = 3.2 expected for a 
conventional FT-F 8 system. The Q-dependence of the scattering intensity is given 
by the magnetic form factor F(Q).  

(ii) Both inelastic peaks show only a weak dispersion. Recently this has been 
reanalyzed by polarized neutron scattering, Loewenhaupt et al. (1987), with the 
conclusion that interionic exchange is responsible for this dispersion. 

(iii) The double-peak structure of the excitation spectrum does not change 
qualitatively in the alloys La~_xCexA12 (x >0.06) and Scl_xCexA12 (x >0.6) 
where Ce is replaced by non-magnetic ions. 

These observations suggest that one still observes localized excitations which 
can be understood within a single-ion picture. Neutron scattering experiments by 
Reichardt and Niicker (1984) gave the clue to the origin of the anomalous 
magnetic excitation spectrum. They showed that the phonon density of states at 
room temperature has a sharp peak at an energy ho) 0 = 140 K (1 meV = 11.605 K), 
see fig. 32b. These phonons correspond to the vibrations of the heavy diamond- 
type Ce sublattice (fig. 31). Figure 32 shows that the sharp phonon peak lies just 
in between the inelastic magnetic excitations at d~ and zl 2. It should be mentioned 
that phonon and magnetic contributions to the total cross-section can be sepa- 
rated by the different Q (momentum transfer) dependences. If we assume 
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A = l ( a  1 + A2)-----140 K for the original unperturbed CEF gap, we see from fig. 
32b that in CeAI 2 the Fv-F s excitation is degenerate with a phonon band of width 
h w  b ~ 40 K centered at ho) 0 = 140 K. A strong 'magnetoelastic' coupling between 
these modes then leads to the excitation spectrum observed in CeA12 which we 
discuss now. 

The phonons of interest correspond to vibrations of the diamond-type Ce 
sublattice, i.e., three acoustic and three optical branches. These branches are very 
flat and almost degenerate near the zone boundary and thus produce a sharp peak 
in the phonon density of states at h~o 0 of width h w  b. The magnetoelastic 
interaction of these phonon modes (qA)(A is the branch index, q is the wavevec- 
tor) can be decomposed into contributions transforming like the representations 
of the tetrahedral site group T d. Point-charge calculations (Cullen and Clark 
1977) and ultrasonic experiments (Lfithi and Lingner 1979) suggest that only F 5 
(Tz)-type distortions are important. Then the model Hamiltonian is given by 
H = H 0 + Hme with 

Uo = Z . Iro)(rol  + Z hwqa(aq~aqA + ½) E r F + , 

a r  qA 

Hm e 7- - - ~  g s ( q A ,  "r)(aqA ~- aq\)Os(Ri~ ) e x p ( - i q .  Ri~ ) . (70) 
qAs 
i'r 

In H0, a denotes the multiplet, r the degeneracy index and E~ = E~ = multiplet 
energy (E 7 = 0, E s = A). In Hme ei~ a r e  the Ce 3+ sites, g~ are the coupling 
constants and { O~, s = 1, 2, 3} are quadrupolar operators transforming like a F 5 
triplet, O~ = 0 ~ (s = y z ,  x z ,  xy). The O s [eq. (8)] describe which CEF transitions r5 
couple to phonons; the most important are the F7-F s transitions which are 
characterized by a matrix element 3/0 = (40) 1/2. 

We now consider the influence of this coupling on the CEF excitation spectrum. 
For this purpose we use Abrikosov's technique as described in appendix A. The 
renormalized pseudofermion Green's function asociated with any CEF state 
[n)  = I/ '2 ) is given by the Dyson equation of fig. 33. This leads to (basis index ~- 
suppressed) 

G(i,  n, w,) = [iw 1 - ai - E ,  - Zo(i, n, w~)] 1 (71) 

in which Z~ is the second-order (with respect to Hme ) self-energy of a CEF 
pseudofermion state In) which is due to the virtual excitation of phonons with 
arbitrary (qa) and a simultaneous virtual transition In) <--> [rn ). This formation of 
a virtual 'phonon cloud' occurs independently at any site i in the approximation of 
fig. 33. One has 

~c(i, n, co) /3 -~ Z lgs(qA)121 ...2 . = O. [ G0(t, m, w')Do(qA , w - to') (72) 
moo' 
qA ,s 

Explicit calculation and analytic contintuation leads to (for k B T  ~ h~oo): 

g~(qh)l IO.ml 
qA ,sm O) - -  E~ - Wqx + i~ ' 

G(n, w) = (w - E.  - 2c(n, w) + i~) -1 , (73) 
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Fig. 33. (a) Dyson equation for the pseudofermion propagators of CEF states n, m (broken lines). 
Phonons are indicated by wavy lines. Open circles represent the magnetoelastic interaction vertex. 
(b) Bubble diagram for the dynamical magnetic susceptibility using renormalized propagators. Open 
squares represent the dipolar operator J. 

where we have defined G(n, o)) = G(n ,  o) + A) and Xc(n, o)) = 2c(n, o) + A). The 
site index has now been deleted. For zero coupling (Xc = 0) G has poles at the 
unperturbed CEF energies E ,  ( E  7 = 0 ,  E 8 = Z~), i.e., its spectral function 

Sc(n , o)) = - 7r Im G(n, o)) 

is a &function at E, .  If Hme is included a finite self-energy will change this 
spectrum. For this purpose we assume an average coupling constant gs (qA)~  go 
in eq. (73). Then one obtains 

2c(H., O)) =g2~m (~s 107m]2) g(o)- Era) 
= 21(n, o)) + iX2(n , o)), (74) 

where 

H(o)) = H~(o)) + iH2(o) ) = P -/ D(___w')___; do)' - iTrD(o)). (75) 
J O)--O) 

The real part H,(o)) is the Hilbert transform of the phonon density of states which 
has an approximately triangular shape with the center at ho) 0 = 140K and a 
phonon band width of ho)  b = 40 K. The renormalized energies of CEF sates are 
then given by the solutions of 

o) - E ,  - ~l(n,  o)) = 0.  (76) 

If 21(n, o)) is small and only weakly frequency dependent around o) = E,  the CEF 
energy is simply shifted by a small amount. This is the case for the F 7 state. 

The more interesting case is the F 8 Green's function because the resonant 
o)-behaviour of 2(F8, o)), which is due to virtual phonon emission, now becomes 
important. One has 

g o i 2 ( r s ,  o ) )= 2 . 2 y 0Hi(o)) - 1~y oD(o)) .  (77) 

This leads to renormalized energies given by 

a 2 ( o ) _ A ) = H l ( o )  ) ,  2 : g o Y o 2  2. (78) 
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The solutions of this equation can be found graphically as shown by Thalmeier 
(1984). Two cases are possible: 

(i) For weak coupling (small) one has only a shifted ( A ' =  al + a2H(A)) and 
broadened ( F =  a2D(a ' ) )  F 8 level. 

(ii) For a sufficiently strong coupling (a 2 large) and if the bare level A is 
degenerate with phonons two solutions all, 2 exist above and below the phonon 
continuum. These solutions corresponds to a bound state (A2) and antibound 
state (A1).of a/'7-->/'8 excitation and the phonons with % < co < 0~2, which we call 
~2 and F8~ respectively. They lead to pole contributions in the renormalized 
Green's function according to 

(.0 A 1 + b7 + ' (79) - -  O.) - -  A 2 + b? 

where /1,2 = ] 1 -  c~2H~(AI,2)I 2 are the weights of bound and antibound states 
poles. In the perfectly resonant case where k = h %  it follows that Z 1 = Z 2. 
Furthermore, Z~ + Z 2 < 1 because part of the spectral density is associated with a 
cut of G(/'8, z) in the region where D ( w ) >  0. The coupling strength a must 
exceed a critical value in order that one has (anti)-bound state solutions. One 
obtains 

c ( ° °o-A)  1/z 
ac = g0% = ACOb 1 + 2 - -  

a = (2 In 2 ) 1 / 2 / 2 ,  To = V ~ .  (80)  

It is also useful to consider the dispersionless limit h%--+0 where CEF 
transitions couple to a local oscillator mode of unique energy h%.  In this case 

Hl(W ) = P f w-°~ ¢D(--~-t)- do~' = (w - %)  1 , (81) 

and the solutions of eq. (78) are given by 
2 211/2 A1,2 = 1(~[ + hf.D0) _% [ I ( A  __ h(.o0)2 + g0Y0] • (82)  

Furthermore, Z1,2 - ->  21- for h%--+0 and k = h%.  

These bound states poles directly show up in the magnetic cross-seetion and 
explain the double-peak structure of fig. 32a. According to standard theory the 
magnetic cross-section is of the order of F(Q2)S(w) where F(Q) is the 4f form 
factor and S(¢o) the dynamic structure factor: 

S(oo) = (1 - e - ~ )  -I Im v(w) 

v(ro) =fo ([Jz(t)' Jz]> e i (W+in ) t  , "q--+ 0 . (83) 

The dynamic magnetic susceptibility can in principle be obtained from the 
renormalized G(n, w) by the diagram shown in fig. 33b which leads to (M,m = 
(nlJzlm)) 
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o ( w )  2 , , = IM.ml G(m, we)G(n, w e + We). (84) 
n m  

This can easily be computed if one uses the pole approximation of eq. (79). One 
obtains 6-peaks in Im v(w) at w = 0, Zia, /I 2 with respective intensities ]M77] 2, 
ZxlM781 z and Zz]M78] 2 at low temperatures (summation over degeneracies im- 
plied). If hw 0 = zl and go is appreciably larger than the minimum go, which is the 
case for C e A I 2 ,  o n  has Z 1 = Z 2 = ½. This explains naturally the observed intensity 
ratio because 

I,,, Z11MTsl 2 + Z~IM7,I ~ 1M7812 
ie 1 : 1M7712 -IM771  = 3.2.  

In reality the peaks in S(w) are broadened by an exchange interaction of strength 
Iex with conduction electrons. By including this effect S(w) has been calculated 
within the dispersionless model (Thalmeier and Fulde 1982). The result is shown 
in fig. 34 for the symmetrical case hw 0 = a .  The adjustable parameters are go and 
Iex. The coupling strength go = 6.3 K is chosen such that the splitting 31 - z i  2 = 
80 K corresponds to the observed double-peak structure and IexNc(0 ) = 0.06 was 
obtained from the T-dependence of the quasielastic linewidth. There is good 
qualitative agreement between figs. 34 and 32a. To relate the coupling strength go 
to the gr5 obtained from the elastic constants c44(T ) (Liithi and Lingner 1979) one 

2 0 
has to c o m p a r e  grfC440c = 368 mK (v c = volume per Ce atom) with 
g~/hw o = 283 mK. The difference is only thirty per cent; this underlines that both 
elastic anomalies and the magnetic double-peak spectrum in C e A I  2 have their 
origin in a very strong magnetoelastic coupling in this compound. In fact, gr5 for 
CeA12 is larger by at least a factor of ten compared to the other RAI 2 compounds 
(Lingner and Lfithi 1983). 
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0.O3- 

SlW)oo 2. _ 

0 .Ol - 
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T= 60K 

8'0 ' 1 '0 160 200 21,0 
"hto [K] 

Fig. 34. Magnetic structure 
function for CeA12 calculated in 
the dispersionless model. 
Broadening of (anti-) bound 
state peaks is due to an ex- 
change interaction with conduc- 
tion electrons of strength 
IexUc(O ) = 0.06. 
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The average phonon energy h w  o = 140 K corresponds to the peak in the phonon 
density of states of the six lowest branches measured at room temperature where 
the renormalization due to magnetoelastic interaction is quite small. At lower 
temperatures (77 K, 4 K) some typical branches have also been investigated by 
neutron scattering (Reichardt and N/icker 1984) and a pronounced softening was 
found. Because it is absent in LaA12 it must be caused by magnetoelastic 
interactions in CeA12. A theoretical discussion has been given by Thalmeier 
(1984). The zone center F~- optical phonon has been measured in great detail by 
Loewenhaupt and Reichardt (1984). Its temperature behaviour is given in fig. 35, 
which shows the softening very nicely. In addition one can notice a broadening of 
this phonon with decreasing temperature. This is very uncommon and probably 
also due to the increased effectiveness of magnetoelastic coupling at low tem- 
perature. 

Furthermore, it should be noted that the presence of a bound state (but not the 
antibound state) has also been seen in Raman scattering experiments (G/intherodt 
et al. 1983, 1985). No phonon softening was observed, however. This discrepancy 
to neutron scattering results are attributed to different typical probing times for 
those techniques. 

Finally, we mention that the effect bound states on the magnetization and 

t -  

o 
U 
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'rico (meV) 

Fig. 35. Temperature dependence of the zone 
center P~ phonons in CeA12. The data were 
obtained at different momentum transfers. The 
phonons at 20 meV (220 K), which involve vibra- 
tions of Ce and A1 atoms, are temperature in- 
dependent (Loewenhaupt and Reichardt 1984). 
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susceptibility has been investigated by Aarts et al. (1985). Using the bound state 
model they showed that their experimental data can be explained by using CEF 
parameters that before seemed to contradict other experiments. 

3. Conduction electron-phonon coupling 

The electronic structure of rare-earth atoms with the configuration 
(Xe)4fn5d16s 2 gives rise to conduction bands with 5d and 6s character in the 
intermetallic compounds. The d bands can have a rather large density of states. 
Therefore the coupling of phonons to these itinerant electrons can be quite 
strong. In this chapter we review experimental effects caused by the interaction of 
conduction electrons with sound waves. These experiments mainly concern the 
anomalous temperature dependence of symmetry elastic constants and the pres- 
ence of magnetoacoustic quantum oscillations observed in sound velocity and 
attenuation. 

We first introduce the concept of deformation potential coupling which is 
applied to calculate the temperature dependence of elastic constants, followed by 
a presentation and discussion of relevant experimental data. Afterwards we shall 
present examples for magnetoacoustic quantum oscillations in rare-earth inter- 
metallics. 

3.1. Deformation potential coupling in rare-earth compounds 

Deformations of the lattice caused by sound waves or phonons modify the 
charge distribution and lattice potential, which leads to a coupling between the 
conduction electrons and the phonons. It causes a temperature dependence of 
elastic constants, provides an ultrasonic attenuation mechanism and is responsible 
for magnetoacoustic quantum oscillations in R intermetallics. It is very difficult to 
calculate the matrix elements of this interaction for phonons of arbitrary wave- 
length (Ziman 1960). In the long-wavelength limit, however, the influence on 
electronic states can be treated within a "deformation potential" approach. In this 
case the deformation can be described by a slowly varying local strain, therefore 
the electronic energy bands E°(k )  (u is the band index) are changed adiabatically 
to 

e (k) + (s5) Ev(k, g i )  = o ~ • 
k,1 

These position-dependent energy bands are only a useful concept if the 
wavelength is many times larger than the lattice spacing. The "deformation 
potential" dkg (k) (if the band index v is suppressed) in this limit is identical to 
that for homogeneous strains. It can be split into two contributions. Consider a 
constant-energy surface (E) in k-space. The induced strain ekt causes an adiabatic 
change Ak(n ~) (n is the normal component) of wavevectors lying on the surface. 
The resulting surface is in general not yet a constant-energy surface and still has 
to relax by an amount Ak(~ 2) at every point. This will happen if wz ~ 1 holds for 
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the ultrasonic wave (~- is the conduction electron lifetime). Then the total change 
Ak n = Ak(n 1) + Ak(~ 2) of every normal wavevector component is given by (Pippard 
1960, Fawcett et al. 1980) 

A k  n = ~ }tklEkl , } t k l ( k  ) = - - kk l ' l  l -t- r k l ( k ) ,  (86) 
kl 

where r/l are the components of the surface normal vector. The two contributions 
in Akt correspond to the Ak(n 1) and Ak~ 2) changes, respectively. A complete 
pointwise determination of Akt(k ) has not been performed for any metal but 
certain orbital averages can be obtained from the strain dependence of Fermi 
surface cross-sections in de Haas-van Alphen (dHvA) experiments, see Fawcett 
et al. (1980). Using AE = h v n ( k )  A k  n where v , ( k )  = h -1 ( O E / O k . )  is the normal 
velocity component we obtain for the deformation potential: 

aE(k) 
dk t (k  ) - - -  - b y e ( k ) [ -  k k n  ~ + r k l ( k ) ] .  (87) 

0 ekt 

One can also form linear combinations d r of these components that correspond 
to the symmetry strains %. For isotropic bands with E ( k ) =  E(Ikl) the deforma- 
tion potential dq  of a purely dilational strain el-, = ev  = exx + eyy + ezz has no 
relaxational part of the order of rkt because e v only changes the radius or 
constant-energy spheres, not their shape. One then has 

dq n _ 2 0 
- -  ~ E  F , N c ( E O )  (88) 

where n is the electron density and E ° the Fermi energy in the unstrained crystal. 
The last identity holds only for parabolic bands. To study the influence of a 
deformation potential coupling on elastic constants one needs to compute the 
strain dependence of the conduction electron free energy (sect. 3.2). In this 
quantitiy band energies always enter as counted from the strain-dependent Fermi 
energy E v ( e r )  = E°v + d r e  r ,  d r = a E v / a e  r where d r is an average of d r ( k  ) over 
the Fermi surface, in which case 

E ( k )  - E v = E ° ( k )  - E ° + D r ( k ) e r ,  

D r ( k  ) = d r ( k  ) - 3 r . (89) 

This can be written as 

Dr(k ) = ~rEv - Or(k)E(k ) , (90) 
where 

- O l n  E(k) d r ( k )  
a F ( k )  - - E ( k )  

is called the 'electronic Gr/ineisen parameter '  of conduction bands subject to a 
symmetry strain e r .  Note that {2 r = - d r / E  v is not equal to the Fermi surface 
average of O(k). Because in general Or(k ) # I~F for a k-vector on the Fermi 
surface, D r ( k  ) will be non-zero on it. However, for an isotropic band O r ( k  ) = {2 F 
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on the Fermi surface and in the vicinity one can approximate in eq. (90): 

D A k  ) = S2r(e - e ( k ) ) .  (91)  

This vanishes at the Fermi surface, therefore the deformation potential coupling 
to a single isotropic band does not influence elastic constants (see sect. 3.2). It 
leads to an observable effect for 

(i) degenerate isotropic bands (spherical Fermi surface) with different g~(r ") (u is 
the band index); this is commonly called 'band Jahn-Teller coupling'. 

(ii) a single anisotropic band with anisotropic deformation potential coupling 
d r ( k  ) ¢ d r .  This situation is illustrated in fig. 36. 

The deformation potential is subject to restrictions required by crystal symmet- 
ry (Gray and Gray 1976). One has 

E dr (k )  = 0, 
{k} 

f o r F C F  1 

d r = 0 ,  (92) 

w h e r e  {k}  d en ote s  the star of  the k-vec tor  and F is the fully s y m m e t r i c  
representat ion .  For  cubic  s y m m e t r y  e r l  = e v is the only  dilatational  ( v o l u m e  
changing) strain. Thus eq. (92) holds for any volume conserving strain (tetragon- 
al, trigonal) in cubic systems. An illustration for the star sum rule in eq. (92) is 
given in fig. 36b. 

\ 

Xx 

E(k) / 

r-  

Xy Xz k 

t t 

. j  I 
[ - -  , X y i  . . . .  
i t I 

I 

I 

,'-g£~-, r .:: > 
I , ', 

1 ; , 1 
i i i 
i I i 
. . . .  

Fig. 36. Illustration of the effect 
of an orthorhombic strain on 
electron pockets at the three X- 
points in LaAg. Full lines, un- 
strained state; dashed lines, 
strained state. (a) E ( k )  for the 
three X-points, (b) X-point 
Fermi surface pockets (Niksch 
et al. 1987). 
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The most detailed information about the deformation potential is obtained 
from the analysis of strain dependence of extremal cross-sectional area A(er )  in 
dHvA experiments (Griessen and Sorbello 1974, Fawcett et al. 1980). For volume 
conserving strains one has 

dl k = f Ar(k ) dl k , (93) 

where dl k is the line element of the extremal orbit and Ar(k ) denotes the 
symmetry combinations of components in eq. (86). Ab initio calculations of these 
orbital averages within KKR and OPW band structure methods have been 
attempted for noble metals. See the references given above. The derivatives in 
eq. (93) also determine the amplitude of magnetoacoustic quantum oscillations 
(MAQO) as discussed in sect. 3.3. 

3.2. Deformat ion  potential  coupling and elastic constants 

In intermetallic rare-earth compounds the residual resistivity is of the order 
1 p~F/cm, which leads to electronic relaxation times smaller than 10 -12 s. For a 
sound wave propagating in such a material with frequency w/27r < 100 MHz this 
means that w~-~ 1 and ql ~ 1 where co, q are the frequency and wavevector of 
sound wave, respectively. The ultrasonic attenuation has been calculated in the 
various limits (Akhiezer et al. 1957, Pippard 1960), for a review see Rayne and 
Jones (1970). In the limits given above the ultrasonic attenuation for both 
longitudinal and transverse waves is proportional to q2l. The attenuation coeffi- 
cient for longitudinal waves expressed with d r as introduced above [eq. (89)] and 
the density of states No(0 ) is (E  F ~-0) 

at = A o d2U~(O) - -  q 2 l ,  (94) 
pVV F 

where A 0 is a factor of order one. Equation (94), shows that unless No(0) and the 
frequency w = vq are very large, a I is very small (Lfithi 1985) and of little 
significance. 

However, elastic constants can show observable effects. In the limits given 
above the electrons experience a quasi-static strain induced by the sound wave. 
The resulting energy shift d r ( k ) e  r is the net shift with electron relaxation 
processes already included, as discussed in sect. 3.1. One can calculate the 
isothermal elastic constants using the free-energy density of band electrons, 
(Ziman 1960): 

E e l  = n E  F - k B r Zk In 1 + exp ~ - ~  , (95) 

where E F is the Fermi energy and n is the number of electrons per unit volume. If 
the particle number is conserved, 

On _ 0 N" 
Oe r Oe r ~ fk = 0 ,  
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one obtains eq. (89) 

[Ir - OEF -- • fk( 1 -- f k ) d r ( k ) / ~  fk( 1 - fk)-  (96) 
Oer 

With 

OFF -- Z fk OE(k) 
Oer k Oer 

one obtains for the isothermal elastic constant 

02F o 32E(k) l ~ 2 
= C F "~- E A 2 ~ fk( 1 (97) = _ _  - A ) D r ( k )  

Cr 0 e 2 k 0 e r k B T 

and with (96) 

02E(k) 1 W 2 
0 + E L 2 ~ dr(k) f , (1  - f k )  C F = C F 

k 3er kBT 

1 [~ dr (k ) fk (1- fk )12  
+ - -  (98) 

kBT A(1 -A) 
Here  

[ ; E(k)  - G ] -1 
A=[l+exp k /J 

is the Fermi distribution function and c o denotes the background elastic constant. 
Equation (98) has the same structure as eq. (33) of sect. 2.3. The first term with 
the second derivative 02E(k)/3e2r corresponds to the Van Vleck term and the rest 
with the strong 1 / T  temperature  dependence to the Curie term. In deriving eq. 
(98) particle conservation was assumed, i.e., On/Oe r = 0, from which we obtain 
the strain dependence of the Fermi level OEv/Oe r [eq. (96)]. 

To evaluate eq. (98) additional assumptions have to be made. For our purposes 
we shall discuss two models: the so-called rigid band and the Gr/ineisen parame- 
ter models. The latter will be important  for intermetallic compounds with 
unstable rare-earth ions. We shall postpone its discussion until sect. 4. 

In the rigid-band model one assumes that dr(k  ) = d r is independent  of k, i.e., a 
given band shifts as a whole under the influence of a strain e r. Consequently, the 
Van Vleck term does not contribute. In a rigid one-band model the deformation 
potential coupling does not lead to any change in the elastic constant because 
Dr(k  ) = 0, eqs. (89) and (97) , which is equivalent to a concellation of the two 
last terms in eq. (98). The reason is that due to particle conservation the energy 
band and the Fermi energy shift correspondingly. 

In a rigid two-band model (A, B) with constant density of states NA, N B one 
obtains 

NANsfAfn  
= o _ (d A _ riB)2 gAlA  + N s f s  c r c r , (99) 

and for the special case of NA, s = No(0 ), d A = - d B  = dr ,  n = 2Nc(0)(E F - Eo) 
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one obtains the so-called band Jahn-Teller  formula 

- cO  _ e x p  
k B T  / J  • 

E 0 is the bottom of the conduction band and No(0 ) the DOS at E v. Such a 
formula was successfully applied to the temperature dependence of Cr3 in the A15 
compounds, see Testardi (1974). 

The name "band Jahn-Teller  effect" suggests that one deals with degenerate 
bands of say eg or t2g symmetry. However, such a degeneracy is not necessary. 
What one needs are only identical Fermi surface pieces which deform differently 
under the action of a symmetry strain. This is shown in a simple but realistic 
example in figs. 36a, b. We show a two-dimensional cross-section of the Fermi 
surface and the change of the Brillouin zone under the symmetry strain er3 = 
Exx - -  E y y .  This orthorhombic strain has an opposite effect on the Fermi surface 
pieces A and B. In fig. 36b this is shown for E ( k )  in the two cases. In the limit 
o~-~ 1 the different Fermi surface pieces are in equilibrium and eqs. (99) and 
(100) can be interpreted without using band Jahn-Teller  concepts. Such a 
situation actually occurs in LaAg, an intermetallic compound discussed thorough- 
ly by Niksch et al. (1987). It is a consequence of the sum rule eq. (92). 

Equation (100) shows that effects on cr (T ) can be expected if E F - E 0 is of the 
order of k B T, i.e., the energy difference between Fermi energy and bottom or top 
of the band should be typically smaller than 500 K. This condition, together with a 
large d r and a large density of states, is important in order to observe deforma- 
tion potential effects in c r ( T  ). These ideas will now be discussed more quantita- 
tively. 

Anomalous temperature dependences of elastic constants due to deformation 
potential coupling has been observed before in d-band metals. Examples are Pd 
(Rayne 1960) and Pd,Ag~ x (Walker et al. 1970). Here we discuss these effects 
for intermetallic rare-earth compounds. In figs. 37 and 38 we show temperature 
dependences of elastic constants for LaAg (Assmus et al. 1978, Knorr et al. 1980) 
and for the Th3P 4 structure material La3S 4 (Wruk et al. 1985), respectively. In 
both figures it is seen that the c~1- c12 mode has an anomalous temperature 
dependence. 

In LaAg the ca~ - c12 mode can be fitted with eq. (100) over a region of more 
than 400 K. While the deformation potential coupling constant is of the same 
order as those found from magnetoacoustic quantum oscillations, the Fermi 
energy E v - E o needed for the fit in fig. 37 is somewhat smaller than that obtained 
from band structure calculations (Niksch et al. 1987). drN c ( O  ) for LaAg is too 
small to induce a structural transition. The LaAgxln~_ x system exhibits a structur- 
al transition (Ihrig et al. 1973); however, as shown by inelastic neutron scattering 
this structural transition is not due to deformation potential coupling because the 
soft mode is a zone corner phonon (Knorr et al. 1980). 

The same conclusions hold for the Th3P 4 structure materials La3S4, La3Se4, 
Pr3Se 4 and Pr3Te 4 illustrated in fig. 38. The Cax- c12 mode of these materials 
exhibits strong softening that can be described quantitatively by formula (100). 
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TABLE 4 
Density of states, Nc(EF) , for various compounds. 

Material LaSb LuN LaS LaAg La3Se 4 
Structure NaC1 NaCI NaCI CsCI Th3P 4 
y(mJK 2tool 1) 0.95 0.6 3.28 7.7 6.3 
Nc(eV -1 atom -1) 0.2 0.13 1.39 1.65 0.9 

However, the first-order structural transition temperatures TQ are too high for 
this mechanism to be operative. A remarkable sensitivity on the stoichiometry of 
TQ has been noted (Bucher et al. 1976). Since the Th3P 4 structure is rather 
complicated, so are the phonon spectra and the band structure; a quantitative 
analysis is therefore very difficult. 

Deformation potential coupling constants are of the order of Ev, (Ziman 1960). 
To observe deformation potential effects in the temperature dependence of elastic 
constants several conditions have to be met as discussed above: dZrNc(O) must be 
large and E F - E 0 has to be of the order of k B T. This excludes normal metals and 
only d-band metals with rather narrow bands can exhibit this behavior. Typical 
examples have been given above. In intermetallic rare-earth compounds simple 
density of states arguments show why elastic constant effects can be observed only 
for CsCl-type and Th3P4-type materials. In table 4 electronic specific heat values 
are listed for various rare earth compounds. This is an updated list of a previous 
work, see Lfithi et al. (1982). This table indicates that monopnictides and 
monochalcogenides have smaller values of 3' than CsCI- and Th3P4-structure 
materials, i.e., the 5d band of the former structure is more hybridized than in the 
latter. 

3.3. Magnetoacoustic quantum oscillations (MA QO ) 

De Haas-van Alphen (dHvA)-type quantum oscillations as observed in the 
sound velocity and sound attenuation provide important information about the 
Fermi surface and the electron-phonon interaction (Roberts 1968, Fawcett et al. 
1980). This technique has been successfully applied to intermetallic rare-earth 
compounds as discussed below. Recent progress in dHvA techniques for heavy- 
fermion materials (Taillefer et al. 1987, Reinders et al. 1986) should make similar 
MAQO experiments also possible. Compounds studied so far are LaAg, LaB 6, 
L a A I 2 ,  R B  6, C e S n 3 ,  C e B  6, C e C u  6 and CePb 3. 

The free-energy expression for conduction electrons in a magnetic field with 
quantized Landau levels was given by Lifshitz and Kosevich (1956): 

C c Aex ) 
Fos c = G c o s \  eB +3' , 

( e B  ~3/2 (A , :x ) - I /2  (2~2kBX~ (101) 
G=2kBT 2--~ch/ sinh(2~.2kBT/hCoc) exp ~ / ,  
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where Aex is the extremal Fermi surface cross-section, we= eB/m*c is the 
cyclotron frequency and X is the Dingle temperature (Shoenberg 1984). 

2 2 
One obtains the isothermal velocity change Cos c = 0 FoJOe r, 

Co~ ~ = g(B, T) cos(FB -1 + Y) 

(OAex~ 2 chA~x 
g(B, T) = \~--e-~er / G ,  F -  - - e  ' (102) 

where the strain dependence of the extremal Fermi surface cross-sectional area 
OA/Os r is the coupling constant. For parabolic bands eq. (93) leads to 

OA 27rm* OE F 2~'m* 
0 s ~ -  h ~ 0 e ~ -  h ~ d r .  (103) 

Equation (102) shows that MAQO can provide important information about the 
electronic parameters (extremal Fermi surface cross-sectional area, effective 
masses, electronic relaxation times) and about the electron-phonon interaction 
(strain derivatives of the cross-sectional area for different symmetry strains). With 
the help of this technique, combined with de Haas-van Alphen susceptibility 
measurements, one can put the deformation potential interaction and the tem- 
perature dependence of the elastic constants, discussed above in sect. 3.2, on a 
solid basis. In the following we discuss some compounds. 

3.3.1. LaAg 
Of all the intermetallic rare-earth compounds this is the compound which has 

been studied most thoroughly with MAQO techniques (Niksch et al. 1982a, c, 
1987): dHvA oscillations and MAQO have been measured for a whole range of 
magnetic field directions. Figure 37 gives a comparison between cr (T  ) and 
Acosc(B), indicating that only the F 3 mode exhibits an anomalous temperature 
dependence and MAQO. The longitudinal mode 

C L = C B ~- 31Cll - -  Q2/2 + C44 

shows oscillations with the weight of the F 3 mode in the linear combination. Using 
eq. (102) and performing a Fourier analysis we obtain values for the frequencies 
F = c h A / e  as given in fig. 39. They are compared with a scalar relativistic band 
structure calculation with the spin-orbit interaction included. It is seen that the 
agreement between experiment and calculation is quite satisfactory. Although not 
all Fermi surface sections could be observed, the good agreement with sizeable 
parts of the Fermi surface makes the band structure calculation reliable. 

The effective mass ratios measured are of the order of one. The deformation 
potential coupling constants vary between 0.5 x 104K and 3.8 x 104 K. That 
deduced from the temperature dependence is 10 4 K. From the band structure for 
LaAg it was conjectured that the phase transition in the LaAgIn compounds 
could be due to a nesting feature of the Fermi surface, which gives large 
electron-phonon matrix elements for the observed M-point phonons (Knorr et al. 
1980, Niksch et al. 1987). 
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with the calculated values (full lines) (Niksch et al. 1987). 

The fact that only the F 3 strain has an appreciable electron-phonon coupling 
can be understood from the simple coupling argument in sect. 3.2 (fig. 36). The 
observed Fermi surface pieces as the X and M points (fig. 39) are sensitive to F 3 
strains but not to F s strains (Niksch et al. 1987). 

3.3.2. L a B  6 

Magnetoacoustic quantum oscillations have been observed in this compound for 
the cll mode (Lfithi et al. 1984) and for the c44 , and the cl1 - c~2 modes (Suzuki 
et al. 1985a, Ewert et al. 1987). The observed frequencies are very small, 
however, typically F - 5 - 6  T. They arise from tiny flat electron ellipsoids within 
the necks along the [110] directions in the simple cubic Brillouin zone (Suzuki et 
al. 1985a, Onuki et al. 1988). Until now, higher frequencies have not been 
observed in MAQO techniques. 

An interesting observation was made for LaB 6 (Suzuki et al. 1985a), as shown 
in fig. 40. MAQO have been measured for the c44 and ca~- c12 modes for the 
geometries (kiln, el_B) and (k_LB, eIIB) where e denotes the polarization vector. 
For the c44 mode the MAQO look almost the same but not for the Cll - c~2 mode. 
While the oscillation frequency is the same for the two geometries because they 
involve the same orbit, the amplitudes for the two cases are rather different. This 
might be the analogue of the rotational invariance phenomenon discussed in the 
case of the magnetoelastic interaction in sect. 2.6. Here it would be caused by 
deformation potential coupling to itinerant electrons. A quantitative theory is still 
lacking. 
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3.3.3. Dilute alloys: Lat_xCexB 6 
The temperature and field dependences of MAQO (and also dHvA) amplitudes 

is commonly described by the Lifshitz-Kosevich (LK) formula, eq. (102), which 
is then used to extract values for m* and ~- from experimental data. However, this 
can only be valid if the conduction electron lifetime is a constant for electron 
energies in a shell IE - EFI  < kBT around the Fermi level, see, e.g., Shoenberg 
(1984). This assumption is well justified for pure metals like, e.g., LaB 6. Here the 
lifetime is due to electron-phonon scattering and hence ~-(E) varies on an energy 
scale set by the Debye temperature O o that is usually much larger than the 
temperature T at which the M A Q O  experiments are performed (T < 10 K). 

However, in the case of a dilute alloy with unstable-moment inpurities (e.g., 
Ce 3+) many-body effects lead to the existence of narrow Kondo resonance states 
above the Fermi level as discussed in detail in sect. 4. This leads to a strongly 
energy-dependent scattering rate for conduction electrons F(E) = 1/'r(E) that is 
directly proportional to the density of many-body resonance states (see fig. 46). 
The energy scale for the ~-(E) dependence is now the Kondo temperature T K 
which can be comparable with T. Therefore, in this case one should expect that 
M A Q O  and dHvA amplitudes may deviate from the LK formula. Experimentally 
this effect has been quite elusive. One of the rare cases where it was actually 
observed is the dilute alloy Lal_xCexB6 (x--0.10),  see Thalmeier et al. (1987). 
Figure 41 shows the T-dependence of M A Q O  amplitudes for a very small 
extremal area with F = 6.5 T or 

Aex = (2¢re/h)F = 6.2 x 1012 c m  -2  , 

which presumably corresponds to the ellipsoid structures in the Fermi surface 
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ment ioned before as obtained in band structure calculations on LaB 6 (Har ima  et 
al. 1989). The experimental  results (triangles) are seen to disagree strongly with 
the dashed curve predicted by the LK formula. In the tempera ture  range relevant 
in fig. 41 the (LaCe)B 6 alloys also display a variety of 'Kondo  anomalies '  in the 
thermodynamic and transport  properties,  e.g.,  Bickers et al. (1985). Thus it 
seems likely that the anomalous M A Q O  amplitude is also caused by the many- 
body effects due to scattering by Ce impurities. In a phenomenological  approach 
one can describe this anomaly by assuming that eq. (102) is still valid if one uses 
an effective Dingle tempera ture  X(T) which itself depends on tempera ture ,  see 
fig. 42. For  the dilute La0.99Ce0.01B 6 a strong T-dependence of X(T) is obtained 
with a max imum around 1 K. For comparison the observed Dingle tempera ture  of 
pure  LaB 6 is constant as it should be. In a proper  microscopic description of 
M A Q O  amplitudes one must include the effect of a resonant scattering rate 
F(E) = 1/"r(E). This leads to an expression (Engelsberg and Simpson 1970), 

exp( ,,:o -F~-~ [~"  + ~(i,,.,n , ( lO4) 

where ~o, = (2n + l)TrkBT and ~ = i~(itOn) where ~ is the analytically continued 
electron self-energy. The essential part  ~'(ioJn) is der ived as (Thalmeier  et al. 
1987), 

O~0~r (Z) (c 'Dn  -~- C )  (105) C ' ( i w . ) =  (o~ + C )  2 + e ~  

Here  a o = ½cTo/Nc(O ) determines the strength of the impurity scattering (c  is the 
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concentration) and 6 n r ( T  ), which is the normalized resonance weight (fig. 46), 
determines the temperature dependence. Furthermore, er, F r and T O -- T~: are the 
parameters that characterize the resonance DOS (see sect. 4.2.1). If ff(iwn) were 
taken as constant the LK formula [eqs. (101), (102)] is readily retained. A proper 
numerical evaluation of eqs. (104) and (105) with c = 0.01, T O = 1 K and Nc(0 ) = 
0 . 0 9 8  eW -1, i.e., s 0 = 72.7 K 2 leads to the full curve in fig. 41. The depression of 
the M A Q O  amplitude by resonant scattering is seen to have the proper mag- 
nitude; however, the overall T-dependence is not reproduced very well. This is 
possibly due to polarization effects by the external field of B = 3 T that would 
require a spin- and field-dependent ff'(io)n, B) while eq. (105) is only strictly 
valid for zero field. 

3.3.4. CeSn 3 
Preliminary studies have also been made for the compound CeSn 3 that is a 

borderline case between a mixed-valent compound and a Kondo lattice compound 
(see sect. 4). M A Q O  have been observed for the c11, c44 and (cll - c12 ) modes 
(Niksch et al. 1985, Suzuki et al. 1987a). Because the experiments were per- 
formed for T > 1 K only small Fermi surface pieces have been observed with 
normal electron masses. Heavy masses observed by conventional de Haas-van  
Alphen experiments (Johannsen et al 1984) have not be detected so far. As in the 
case of LaB 6 the Cll - -  C12 mode also exhibits for CeSn 3 the rotational invariance 
phenomenon (Suzuki et al. 1987a). 
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3.3.5. C e P b  3 

Recently MAQO experiments have also been performed for the Kondo lattice 
compound CePb3, see Nikl et al. (1987). Figure 43 shows relative velocity 
changes for the Cll - c12 mode for BHk in the temperature range between 0.38 K 
to 1.7K. For magnetic fields from 18-23T a clear MAQO with frequency 
F = 617 T is observed with an effective mass m*/m = 4.3. More extensive experi- 
ments have to be performed in order to determine the Fermi surface geometry. 
The complicated B-T  phase diagram will be discussed in sect. 4. 

Very little work on other systems has been done. MAQO were found in LaA12 
and CeNi 5. Unsuccessful attempts to find MAQO have been performed for 
CePd3, LaPd3, PrPb 3 and YbA12 (Niksch 1986, Lfithi 1986). 

Very recently MAQO work has been performed for heavy-fermion compounds 
also below 100 mK. In C e B  6 a n  oscillation with F--1.26 MG and an effective 
mass of m = 7.2m 0 was found (Suzuki et al. 1987b). In C e C u  6 a t  T ~< 510 mK and 
for fields B ~<8T oscillations were found which, however, do not follow eq. 
(102), indicating an instability under a magnetic field, see Goto et al. (1987). 
Finally, MAQO have also been observed in S m C u  6 (Endoh et al. 1987). 

It is clear that MAQO technique is very powerful and that in coming years such 
research will be done especially in heavy-fermion compounds using low tempera- 
tures and high magnetic fields. 
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4. Unstable-moment compounds 

The instability of magnetic moments in intermetallic R compounds belongs to 
the most interesting many-body phenomena in condensed matter physics. It is 
very widespread among cerium compounds but also exists in Yb, Eu and Sm 
compounds. Many of these compounds have a non-magnetic ground state despite 
the existence of free 4f moments at elevated temperatures; this observation gave 
the name to the class of compounds discussed in this chapter. In simplified terms 
the Curie-like high-temperature susceptibility saturates below a "fluctuation 
temperature T*" in an enhanced Pauli-type susceptibility characteristic for a 
non-magnetic Fermi liquid ground state. As already mentioned in the intro- 
duction the microscopic origin of this behaviour lies in the interplay between the 
hybridization of localized 4f and itinerant (5d6s) electrons and the intrasite 
Coulomb repulsion of 4f electrons. Unstable-moment systems can roughly and 
somewhat arbitrarily be divided into two classes: (A) Kondo lattice and (B) 
mixed-valent (MV) compounds. 

(A) In this case the 4f level lies well below the Fermi level (fig. 1), charge 
fluctuations are suppressed and the 4f occupation n~ is almost integral. The 
fluctuation temperature T* is then given by the single-ion Kondo temperature T K 
which is of the order of 1 -10K in Ce compounds. Furthermore, below T K 
coherent heavy-electron bands may develop in some compounds with thermal 
effective masses up to m* = 200m 0 and a band width of the order of T K. In other 
cases to be discussed later, moment instability and heavy-band formation is 
ultimately intercepted by the magnetic order of already reduced moments. There 
are also compounds where the heavy electron bands develop a spin splitting with 
very small resulting magnetic moments, /x ~< 0.1/o%, below T*. 

Heavy-fermion systems have been extensively investigated recently and several 
review articles exist, see Stewart (1984), Steglich (1985), Lee et al. (1986), Fulde 
et al. (1988) and Fisk et al. (1988). 

(B) In MV compounds the 4f level is closer to the Fermi level and real charge 
fluctuation processes lead to a non-integer occupation nf. T* ranges from a few 
hundred Kelvins in the weakly MV compounds to a few thousand Kelvins in the 
strongly MV compounds. In the latter case, T* corresponds directly to the 
hybridization width F. Reviews have been cited in the introduction. 

We first begin with a short survey of the basic experimental evidence in sect. 
4.1. The basic physical properties of the unstable-moment systems will be 
surveyed. In order to discuss their elastic and lattice dynamical properties that are 
of central interest here an outline of current theoretical concepts to describe 
unstable-moment systems, especially heavy-fermion compounds is given first 
(sect. 4.2). Because in heavy-electron compounds T K is much smaller than the 
CEF splittings they exhibit magnetoelastic anomalies as described in sect. 2. 
However, in addition, Grfineisen parameter coupling to the heavy-electron bands 
leads to elastic effects below T K. For a few typical Ce compounds this is studied 
within a microscopic model calculation in sect. 4.3. A more complete discussion 
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of the elastic properties for heavy-electron compounds based on a phenomeno- 
logical approach and a scaling ansatz are given in the following, sect. 4.4. Finally, 
sect. 4.5, electron-phonon coupling in MV compounds will be discussed. Due to 
their large values of T* no CEF effects survive, and Grfineisen parameter 
coupling is present although less spectacular. On the other hand, MV compounds 
show interesting anomalies in high-frequency phonons of the breathing type 
caused by their coupling to charge fluctuations in the 4f shell. 

4.1. Basic experimental properties of  unstable moments 

We want to recall experimental evidence for the two unstable-moment regimes: 
the local-moment regime leading to Kondo and Kondo lattice behaviour and the 
mixed-valent case. In the introduction we have given a qualitative discussion of 
the two cases. In the first part we want to give general evidence for these 
phenomena. In doing so we rely heavily on existing review articles. In the second 
part we give typical evidence for electron-phonon coupling effects. 

As pointed out in the theoretical sect. 4.2 the two regimes are characterized by 
two quite different fluctuation temperatures. In the single-ion Kondo case or the 
Kondo lattice case the Kondo temperature is typically T K < 10 K. This implies by 
virtue of T K - 1 -  nf [eq. (113)] almost integral valence, and anomalies of the 
physical quantities only at low temperature T <  T K. On the other hand, the 
mixed-valent regime (nf non-integer) has a fluctuation temperature typically 
larger than T*~> 100 K. Therefore, anomalies can be observed even at room 
temperature as discussed below. 

4.1.1. Mixed-valence case, general experimental evidence 
A detailed experimental review on this subject can be found in Lawrence et al. 

(1981). One of the most frequently used methods to determine a mixed-valent 
compound and its valency is a lattice constant measurement. This technique 
assumes the validity of Vegard's law, i.e., the linearity between lattice constant 
and valence, as well as knowledge of the lattice constants ao(n ) and ao(n - 1) of 

n n 1 compounds where the rare earth is in the configurations 4f and 4f - ,  respective- 
ly. In this way the intermediate valency of Ce compounds (a-Ce, CeBe13, CePd3) , 
of Sm compounds (SmS, StuB6) , of Tm compounds (TmSe) and of Yb com- 
pounds (YbA12) was determined [see Lawrence et al. (1981) and Penney (1984)]. 

In addition, other experimental techniques help to characterize this mixed- 
valence state. Related to the anomalous lattice constants the thermal expansion 
also shows pronounced anomalies in the same temperature range as the magnetic 
susceptibility. Transport properties give additional information. Of great signifi- 
cance are spectroscopic techniques. The field of photoemission (X-ray and 
ultraviolet spectroscopy and bremsstrahlung isochromat spectroscopy) has ma- 
tured considerably, see Gunnarson-Sch6nhammer (1987). In some cases intracon- 
figurational and interconfigurational excitations could be resolved with Raman 
spectroscopy (Gfintherodt et al. 1981). The isomer shift in M6ssbauer spec- 
troscopy helps to determine the valence (Coey and Massenat 1977, Nowik 1977) 
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and the quasielastic linewidths in neutron scattering give a measure of the 
fluctuation temperature, see Loewenhaupt  et al. (1979b). 

4.1.2. Kondo alloys and Kondo lattice compounds 
As mentioned in the introduction dilute alloys with Ce 3-- impurities and some 

Ce compounds belong to this category. A relevant review can be found by Maple 
et al. (1978), and references listed in the introduction to sect. 4. Because of the 
small fluctuation temperature only low-energy methods can help to characterize 
this state ( thermodynamic properties, transport properties, ultrasonics). 

Typical Kondo-like resistivities of Ce 3+ impurities have been observed in Y by 
Sugawara and Eguchi (1967), in YLa by Winzer (1977), in LaA12 by Felsch et al. 
(1975) and in LaB 6 by Samwer and Winzer (1976). 

Kondo-like resistivities can also be observed in concentrated Kondo com- 
pounds. Typical examples are CeA13 (Buschow et al. 1971), CeA12 (Buschow et 
al. 1969), CeCu2Si2, (Steglich et al. 1985) and CeSn 3 (Gschneidner et al. 1985). 
A characteristic property is the low-temperature specific heat or its y-value, 
y = C/T,  which has very large values of the order of 1 J Mo1-1 K -2 (see table 5). 
This large value for y, expressed in electron density of states or effective masses 
m * / m  (of the order of 200) have led to the name of heavy-fermion compounds 
(Stewart 1984). 

In this chapter we want to focus on the e lec t ron-phonon effects in the 
mixed-valence and heavy-fermion compounds. In the mixed-valence compounds 
one usually observes an extremely low bulk modulus c B (table 6). As an example 
the case of SmxYl_xS is given in fig. 44, see Penney and Melcher (1976). In 
addition, the so-called Poisson ratio v is negative in these compounds (see table 
6). Analogously, certain phonon branches exhibit anomalies. A detailed discus- 
sion and explanation of these facts and related experiments will be given in sect. 
4.5. 

TABLE 5 
Physical properties of unstable Ce compounds. 

Material y r K TQ T N TNL Crystal 
(mJ mo1-1 K -2) (K) (K) (K) (K) structure 

CeA13 1200 3 - -  - -  - -  hex. Ni3Sn 
C e C u  6 1450 4 - -  - -  - -  orthorh. 
CeRuzSi  z 385 15 - -  - -  - -  tetr. 
CeCu2Si z 1100 5 - -  - -  0.7 tetr. 
CeA12 135 6 - -  3.8 - -  C-15 
CeAg 15 5.3 (To) - -  CsC1 
CeZn CsC1 
CeB6 260 7 3.3 2.1 CaB6 
CePb 3 225 2 - -  1.1 Cu3Au 
CeIn 3 260 - -  10 - -  Cu3Au 
CeSn 3 42 260 - -  - -  - -  Cu3Au 
CePd 3 220 - -  - -  - -  Cu3Au 
CeBe13 340 NaZn13 
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TABLE 6 
Bulk modulus c B and Poisson ratio v for unstable-moment compounds. 

Material Temperature at c B Poisson ratio, 
which CB, V are (101~ erg cm -3) v 

given (K) 

Smo.75Yo.25S 300 0.83 -0.671 
SmB 6 300 9.33 -0.195 
TmSe 300 2.17 -0.467 
Ceo.74Tho.26 150 0.1 -0.75 
CeBe13 150 8.16 0.005 
YbA12 290 4.67 0.102 
CePd 3 300 10.25 0.312 
CeB 6 290 16.8 0.033 
CeA13 0.5 4.58 0.175 
CeA12 300 6.89 0.168 
UTe 300 3.45 - 0.16 
UPt 3 300 20.9 0.19-0.48 
UBe13 300 16.1 0.05 
Cu 300 14.45 0.42 

In  the  case of  K o n d o  lat t ices  s t rong  t e m p e r a t u r e - d e p e n d e n t  anoma l i e s  in 
t he rma l  expans ion  and  long i tud ina l  e las t ic  cons tan ts  a re  obse rved .  A s  an  e x a m p l e  
we show in fig. 45 for  CeA13 the  y -va lue ,  y ( T ) ,  the  t h e r m a l  expans ion  coeff ic ient ,  
/3(T) ,  and  the  bu lk  modu lus ,  CB(T ). A l l  quant i t i es  exhib i t  d is t inct  anoma l i e s  for  
T < 1 K. The  i m p o r t a n t  po in t  to be  m a d e  and  d iscussed  l a t e r  is tha t  the  so-ca l led  
Gr i i ne i s en  p a r a m e t e r  /2 = ~cB/C can have  g igant ic  va lues  for  smal l  T in such 
c o m p o u n d s  (e .g . ,  in CeA13 ~ = - 2 2 0  for  T < 0.5 K) .  The  t h e r m a l  expans ion  can 
also be  la rge  for  m ixed -va l ence  c o m p o u n d s ,  howeve r ,  the  m a g n i t u d e  cha rac te r -  
ized  by  O is a lmos t  an o r d e r  of  m a g n i t u d e  sma l l e r  than  for  K o n d o  la t t ice  

10 
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Fig. 44. Bulk modulus for Sml_xYxS at 
300K as a function of x (Penney and 
Melcher 1976). 
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TABLE 7 
Electronic Grfineisen parameter for various substances. 

Material Temperature at which O 
g2 is given (K) 

Cu 2 1.4 
Pd 4 2.5 
TmSb <20 1 
CeA13 <0.5 -200 
CeCu 6 <1 Oo = 70, J2 c > 120 
CeRuzSi 2 <5 Oa = Oc = 120 
CeCueSi 2 <8 75 
CeS% <50 10 
CeNi <50 10-20 
UPt 3 10 65 
UBea3 <10 94 
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compounds (see table 7 and fig. 45). For concentrated Ce compounds that have 
no low-temperature phase transition (CeAI3, CeCu6, CeRuzSi2) longitudinal 
elastic constants exhibit strong anomalies in the temperature dependence, where- 
as transverse elastic modes only exhibit crystal-field effects for T > T K. The 
anomalies for the longitudinal modes can be described again with a Gr/ineisen 
parameter coupling. In addition, strong magnetic field effects are observed in 
longitudinal elastic constants and magnetostriction as discussed below (sect. 4.4). 
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Fig. 45. Specific heat, thermal expansion and bulk modulus for CeA13 at very low temperatures. 
Adapted from Andres et al. (1975), Ribault et al. (1976) and Niksch et al. (1980). 
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4.2. Origin and theory of  unstable moments and quasiparticle bands 

A theoretical description of electron-phonon coupling effects in unstable- 
moment compounds demands a thorough understanding of their electronic excita- 
tion spectrum. It has already been qualitatively described in the introduction. In 
this section we give a firmer theoretical foundation to these concepts for the 4f 
impurity case as well as the periodic lattice of 4f ions in a metallic compound. For 
the Ce or Yb systems the physics for these two cases is adequately described by 
the (degenerate) Anderson and Anderson lattice Hamiltonians respectively. For a 
single impurity it reads (nm =ftmfm) 

/-/A = Z * EkCkmCkm + Z Emn m 
km m 

t + Z V(k)(CCkmfm +fmCkm) + U Z nmnm,. (106) 
km m#m' 

• and fm create conduction electrons in total angular momentum states m Here c m 
around the impurity site and a 4f electron at the site, respectively, with band 
energies E k and 4f energies E~ =-E m < 0. They are split due to spin-orbit 
coupling and a CEF potential. Furthermore, V ( k ) ~  V(kF) is the hybridization 
strength of localized 4f and conduction electrons and U is the on-site Coulomb 
interaction which sets the largest energy scale in the problem (fig. 1). The total 
number of 4f states involved is Nf, thus 1 ~< m ~< Nf. The ground state degeneracy 
is denoted by N. For Ce compounds one has Nf = 14 due to the J = 25- , 7 angular 
momentum multiplets. They are separated by a spin-orbit energy Aso = 0.25 eV. 
Depending on the degree of CEF splitting of the lowest multiplet (J = ~) one has 
a ground state degeneracy N = 6 (no CEF splitting), N -- 4 (cubic F s ground state) 
or N = 2 (Kramers doublets). In the Kondo limit with Ef sufficiently far below the 
Fermi level, a Schrieffer-Wolff transformation of H A leads to the Coqblin- 
Schrieffer-Hamiltonian (Coqblin and Schrieffer 1969), where the hybridization 
and Coulomb terms are eliminated and replaced by an effective exchange-type sf 
scattering of strength /ex~ IVl2/Ef < 0  ( g>~ lEd) • Both Hamiltonians can be 
treated with a variety of methods. 

(i) The impurity model. Bethe ansatz techniques yield exact solutions and 
from these thermodynamic quantities have been computed (Wiegmann 1980, 
Andrei 1980), also including orbital degeneracy and CEF effects (Schlottmann 
1983, 1984, Okiji and Kawakami 1986). However, dynamical quantities cannot be 
computed with this technique. For this purpose approximate 1/N expansion 
methods for a generalized U = m Anderson model have been developed (Col- 
eman 1984, Read 1985, Cox 1985) which allow the computation of the electron 
excitation spectrum. For a review, see Bickers (1987). Its most important feature 
is a Kondo resonance just above the Fermi level whose width is of order T K. It is 
responsible for all the low-temperature (T < TK) thermodynamic and transport 
anomalies in dilute Kondo alloys. Thermodynamic quantities derived from this 
agree well with the exact Bethe ansatz solutions (Cox et al. 1986). 
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A self-consistent perturbation theory which leads to similar results has also 
been developed, e.g., Kuramoto (1983) and Kojima et al. (1984). A different 
variational approach has been used by Gunnarson and Sch6nhammer (1983, 
1987) to discuss high-energy properties like photoemission spectra. 

(ii) the Lattice problem. For the Anderson or Kondo lattice model that can be 
used to describe the MV and HF compounds the theory is much less developed. 
The 1/N expansion has been used to derive a phase diagram for the Kondo lattice 
(Lacroix and Cyrot 1979, Lacroix 1985). It is determined by a competition of the 
Kondo effect which tends to compensate the individual 4f moments below T~ 
because of an effective antiferromagnetic sf exchange Iex < 0 and the associated 
interionic RKKY interaction, which tends to order the 4f moments at low 
temperatures. If a = [Iex]Nc(0) exceeds a critical value ao the ground state of the 
Kondo lattice is non-magnetic. A schematic phase diagram was given by Lacroix 
(1985). From theory one expects a critical parameter a c >0.5 to achieve a 
non-magnetic ground state. The experimental values in cerium compounds are 
always smaller than this. Furthermore, anisotropy seems to favor a non-magnetic 
state because the cubic Kondo compounds CeAI2, Celn3, CePb 3 and CeB 6 are all 
magnetic whereas the non-cubic compounds CeA13, CeCu6, CeCu2Si 2 and CeR- 
u2Si 2 are all non-magnetic or have moments /x ~ tz B (Vettier et al. (1986), (see 
table 5). It is not certain that the Kondo lattice model is appropriate for the 
non-magnetic Ce compounds; the effect of charge fluctuations, i.e., non-integer 4f 
occupation may be essential for the existence of a non-magnetic state, see Lacroix 
(1987). 

In this case the Anderson lattice model is a more appropriate starting point. A 
qualitative phase diagram for the U = oo Anderson model was suggested by 
Ohkawa (1985) with a non-magnetic ground state if the 4f occupation nf is smaller 
than a critical value estimated as n~ r--- 0.9-0.99. Assuming a non-magnetic state, 
Coleman (1985) has derived the excitation spectrum for this model by using a 
mean-field approximation that is exact only for N---~ oo. In the Kondo limit he 
obtains narrow quasiparticle bands whose width is of the order of T K. They are 
identified with the heavy-electron bands found in several Ce compounds as 
discussed in sect. 4.2.2. An attempt to compute the excitation spectrum of the 
Anderson lattice model beyond mean-field theory for all temperatures has been 
made by Kuramoto et al. (1987) and Kim et al. (1987). 

A different approach was used by Razafimandimby et al. (1984), d'Am- 
brumenil and Fulde (1985) and Fulde et al. (1988) for the Kondo lattice to 
calculate quasiparticle bands. They start from the observation, Nozirres (1974), 
that for T ~ T K a Fermi liquid description can be used for the scattering by 
Kondo ions. Its phase shift is assumed to have a resonant behaviour around the 
Fermi energy, with T~: defining the energy scale. A periodic lattice of resonant 
scattering centers then leads to narrow quasiparticle bands, which have been 
calculated within the KKR formalism. In the simplest approximation they are 
equivalent to those obtained from the mean-field approximation of the Anderson 
lattice. The method of Razafimandimby et al. has been used for a realistic 
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semi-empirical calculation of heavy-electron bands in CeA13 and CeCu2Si 2 (Sticht 
et al. 1986, Zwicknagl 1988). 

4.2.1. Excitation spectrum of  the Anderson impurity, the Kondo resonance 
For Ce-based systems the intrasite Coulomb interaction U is large compared to 

all other relevant energies (fig. 1). and will be taken to be infinite for simplicity. 
In this case the last term in eq. (106) may be dropped if one introduces the 
boundary condition that only 4f ° and 4f 1 configurations can occur at any impurity 
site, 4f 2 states are completely suppressed. This infinite-U constraint can be 
incorporated into the model by introducing a charge carrying slave-boson field b i 
at site Ri with [bi, b~] = 1 such that the above constraint is now equivalent to a 
conservation law for the total charge Q = (~'m f*mfm 4- btb) at every impurity site. 
In the Bose field representation the U = ~ "generalized" Anderson Hamiltonian 
then reads (Coleman 1984): 

/ - ) = Z  t 
EkCkmCkm 4- E ? E f f  mfm 

km m 

+ ~ V * * f~ fm + b'b).  (107) (C~mf~b 4-hc)+ A ( E  * 
km m 

Here we have only included the N-fold degenerate 4f states that constitute the 
members of the lowest CEF multiplet (1 ~< m ~< N) at El. This is appropriate for 
discussing low-energy and low-temperature phenomena, provided the Kondo 
temperature T K is much smaller than the excitation energy~to higher CEF 
multiplets. In the Hamiltonian above a rescaled hybridization V = X/NV, which 
leads to F = NF (F = ¢rNc(O)V 2) has been used that is convenient for implement- 
ing the 1 /N expansion. This Hamiltonian can be treated with conventional field 
theoretical methods. We identify f*m [0) and b* ]0) with the physical states [4f 1, m ) 
and ]4f °) respectively, where [0) is the vacuum state. Thus b* creates a 4f hole. 
The total f charge Q commutes with H; therefore its corresponding state space 
consists of subspaces of definite total charge Q = 0, 1, 2 , . . . .  By construction the 
space of physical (f0, fl)  configurations corresponds to the Q = 1 subspace. 
Therefore, a fourth term with a Lagrange parameter h is added in eq. (107), 
which is used to project to the physical subspace by taking h to infinity at the end 
of the calculations. In appendix B we describe how the calculations are actually 
performed. Here we only discuss the result for the 4fl--~ 4f ° excitation spectrum, 
which is denoted as p4"~(w). Its properties can be described as follows (see also 
introduction to sect. 1). 

4.2.1.1. Case A: Local moment regime (Nr < levi). For r < T K there are two 
contributions to P4f. 

(i) A broad 'charge fluctuation' p e a k a t  an energy corresponding to a relaxed 
4f level near El. Its width is given by F = NF because the Hamiltonian defined 
above includes only hybridization with the 4f ground state. One should keep in 
mind, however, that the width seen in a real photoemission experiment is given 
by N f  . 
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(ii) The second contribution is a narrow "spin fluctuation" peak or "Kondo"  
resonance at an energy T O = aW exp(~-Ef//~) = aTK above the Fermi level, with a 
resonance width F r (T=O)=IrTo/N. Except for a numerical factor 
a = (F/~rN]E~]) 1Is of order unity, T O equals the Kondo temperature T K. The 
Kondo resonance is caused by an infrared singularity whose physical origin lies in 
the collective excitation of the low-energy particle-hole pairs that accompany the 
decay of a 4f hole. The weight gG(T) of the resonance vanishes for T >> T K and 
has a zero-temperature limit of 

~G(0) = ~rT° < 1 
F 

Therefore, the occupied charge fluctuation peak carries most of the weight and 
the 4f occupation number 

nf(T) = ~ f dw p~f(~o)f(o)) (108) 

is only slightly less than one in the local-moment regime. An example for p4"~(w) 
is given in fig. 46 that clearly shows these features. From the numerical solutions 
(Cox 1985) one concludes that the Kondo resonance around o ) -  0 (the Fermi 
level) may be approximated by a Lorentzian 

7 T - 1 F r ( T )  a / ' l r ( T )  = anr(T),Or°(¢.o) , (109) 
P r ( ( ' 0 )  = ( 0 )  - -  S r )  2 "1- F2(T) 

where G = To is the resonance position and F~(T) its width, which increases with 
temperature according to a power law. The resonance weight gG(T) decreases 
monotonically with increasing temperatures as shown in the inset of fig. 46. The 
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Fig. 46. Spectral density P4~ of 4fl--~4f ° excitations for a degeneracy of N =  6 with parameters 
W/I" = 10, IEd/_v = 2. Here  F = ~@2Nc(0 ) = NF, where V is the rescaled hybridization strength in eq. 
(107). (From Coleman 1984.) Inset shows the temperature variation of the normalized Kondo 
resonance weight grit(T) = gnr(T)/gnr(O ). This is a universal function of T/To, independent  of model 
parameters in the Kondo regime. (From Cox 1985.) 
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resonance becomes sharper as the degeneracy N increases and the value of [Efl 
increases; i.e., as the 4f level lies deeper below the Fermi level. 

4.2.1.2. Case B: the strongly MV regime. Now the charge fluctuation peak has 
moved near to the Fermi level thus making real 4f I ~ 4f ° + e- processes possible 
(see fig. 1). This leads to a decrease in the 4f occupation, nf(0), and to a vanishing 
of the Kondo resonance peak. However, there is no sharp separation between the 
MV and local-moment regimes; the transition is gradual. Down to nf(0) --- 0.86 
the Kondo resonance still dominates the low-energy properties (Cox 1985). 

Knowing the excitation spectrum one can compute the thermodynamic prop- 
erties. In the local-moment regime they exhibit low-temperature ( T ~  < TK) 
"Kondo anomalies" that are due to the resonance states. For example, the static 
magnetic susceptibilty x(T), the specific heat, various transport coefficients and 
also dynamical quantities (photoemission spectra, dynamical structure function 
for neutron scattering) have been calculated (Bickers et al. 1985, Cox et al. 1986). 
An excellent model system for comparison with experimental data are the dilute 
(La, Ce)B 6 alloys because of a fourfold degenerate F s ground state of cerium 
(Zirngiebl et al. 1984). 

4.2.2. Quasiparticle bands in the Anderson lattice 

It is suggestive that the narrow Kondo resonance states of individual 4f 
impurities will form heavy quasiparticle bands in a periodic lattice of 4f ions. A 
satisfactory microscopic theory of heavy-band formation has yet to be developed. 
The Hamiltonian of eq. (107) can be generalized to the lattice by introducing a 
Bose field b i at every lattice site. However, in this model it is no longer 
practicable to restrict to physical states with Qi = 1 at every site. The most 
successful approach so far consists in a mean-field approximation for the Bose 
field (Coleman 1985, 1987, Newns and Read 1987) that is valid for large N and 
T ~ T~. It can be applied both for the impurity and the lattice model. It starts 
from the observation that in the limit N--~ w with Qi/N = qo fixed, the rescaled 
Bose fields bi = b~/V~ become classical variables. The square I(/~)12 is the 
probability of having a 4f ° configuration at site i and its availability for hybridiza- 
tion with conduction electrons. Therefore they can be considered as moving in a 
classical field ~ = (/~) governed by an effective single-particle Hamiltonian: 

umf + Z  * = EkCkmCkm E f f i m f i m  
km mi 

+ Z (Z(k)[~C~mf~m exp(-ik" Ri) + ~r* f~mCkm exp(ik" Ri) ] 
kmi 

To avoid the difficulty of projecting to appropriate angular momentum channels 
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in the lattice, it is assumed that conduction electrons have a spin S with 
N = 2 S + 1 .  

The minimum free energy resulting from Hmf corresponds to a constant and 
homogeneous field or = r0 e'~ whose overall phase is set to zero. The minimum 
conditions lead to self-consistent equations for the amplitude r 0 and the Lagrange 
parameter A in terms of the mean-field expectation values. They are evaluated by 
introducing quasiparticle states created by at:rest (s = -+) which diagonalize Hmf to 

nmf = 2 eksa~msat:ms, 
],:ms 

with 

ckm : E "kakm,, E v,a,ms, (111) 
s s 

where 

fkm = N~ -1/2 ~ f~,, e x p ( - i k - R i ) .  

There are two quasiparticle states per spin channel. Defining/~f = Ef + A as the 
renormalized f level one obtains the quasiparticle dispersion e~(k): 

e+(k) = ½(El + Ek) +- [¼ ( /~f -  E~) 2 + rZlT(k)2] a/2 , (112) 

where Ve(k)= ro(T)V(k ) is the effective hybridization. Note that each of the 
quasiparticle bands is still N-fold degenerate. Umklapp terms, which would lead 
to a dispersion of the renormalized f level, have been neglected. 

The minimum conditions for T =  0 now lead to, Coleman (1985), 

/~f ~-- Ef + A = W exp(1rEf//~) = TK, 

r~(0) = 1 - nf(0) = qo~TK/F < 1. (113) 

The first equation shows that the center of the quasiparticle bands lies at an 
energy T K above the original conduction band Fermi level. This should be 
compared with the position To = aTK of the Kondo resonance in the impurity 
model. The second equation simply results from the charge constraint Q / N  = qo, 
which is now enforced only on the average in contrast to the impurity model. The 
occupation nf(0) is obtained by setting q0 equal to the actual value of 1/N. The 
q uasipartic~ bands s~ are the result of a hybridization with an effective strength 
Ve = ro(T)V. Here r~(r) is the average fraction of sites without f occupation, 
which are therefore available for hybridization with conduction states. This is a 
crude way to describe the electronic correlations which give rise to the narrow 
quasiparticle bands. The density of states N*(e) of the quasiparticle (qp) bands 
given by eq. (112) is shown in fig. 47. It shows two narrow spikes and a 
hybridization gap both with a width of O(TK). The Fermi level is pinned in a 
region of large N*(s) where the states have mostly f-like character but are 
nevertheless true coherent band states. They can be assigned an effective mass m* 
via m*/m = N*(O)/N~(O)>> 1, which justifies calling them heavy-electron bands. 
From specific heat experiments one obtains masses of m*/m ~200 (Stewart 
1984). The existence of a true hybridization gap is an artefact of this model that 
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Fig. 47. Schematic quasiparticle density of states N*(e) as obtained from the mean-field dispersion, 
eq. (112). They lead to a hybridization gap centered a round /~  = T K and two peaks in N*(e) whose 
width and separation is also of order T K. The Fermi level (0) is pinned in this region. The temperature 
dependence of the effective hybridization ~2 is given by the function k2(T)= ro(T)/ro(O , 2  2 N = 2) as 
shown in the inset (Coleman 1987). W is a slightly renormalized band width [a square DOS of width 
W has been used for the bare No(e)]. 

neglects the influence of anisotropy and fluctuations. It is probable that in reality 
even for T = 0 only a 'pseudogap' structure with two peaks but non-vanishing 
N*(e) in between them exists. Specific heat data in CeAl3, CeCu 6 and other 
compounds have been analyzed with such a model (Bredl et al. 1984). 

The effective hybridization is temperature dependent and vanishes at the 
transition temperature T K (see insert of fig. 47). Above this temperature quasipar- 
ticle bands cease to exist and in this mean-field model one is left with bare 4f and 
conduction band states. This phase transition is an artificial feature of the 
mean-field approximation. It will be suppressed by fluctuations in the phase q~ of 
the Bose field and a smooth cross-over from the strong coupling (T ~ TK) to the 
weak coupling regime (T/> TK) results. For low temperatures, T ~ T K one can go 
one step beyond the mean-field theory, which corresponds to the N = ~ limit and 
includes fluctuations to order 1/N (Coleman 1987, Millis and Lee 1987a). This 
leads to effective interactions between the heavy quasiparticles. They may 
actually cause an instability of the normal, non-magnetic mean-field ground state. 
The true ground state may be completely different, e.g., superconducting or 
magnetically ordered (Tesanovich and Valls 1986, Auerbach and Levin 1986, 
Doniach 1987, Millis et al. 1987b). The assignment of a single m* as discussed 
above is much oversimplified. In reality the masses of heavy quasiparticles are 
rather anisotropic as seen in table 8 which gives the results of dHvA experiments 
in CeCu 6 see Reinders et al. (1986). A similar result was found for UPt 3 
(Taillefer et al. 1987). 
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TABLE 8 
Extremal Fermi surface areas F and effec- 
tive masses for CeCu 6 (from Reinders et al. 

1986). 

F[ T] m*/m o 

1300 -+ 20 24 - 2 
1034 -+ 75 40 - 2 
740 -+ 10 23 --- 1 
638 ± 10 14 ± 1 
210 -+ 10 - • • 
122 --+ 2 6.0 -+ 0.2 
40+4 11_+3 

4.3. Microscopic theory of electron-phonon coupling in heavy-fermion 
compounds 

The effects of e lec t ron-phonon  coupling on sound propagation in heavy- 
electron (HF)  compounds can be studied within a similar phenomenological 
model of deformation potential coupling characterized by Griineisen parameters 
as has already been discussed for normal R intermetallics (sect. 3). This approach 
will be used in sect. 4.4. However ,  in principle that is only valid for T < T K where 
well defined quasiparticle bands exist. If the temperature is raised these coherent  
states are destroyed and evolve into incoherent resonant states at higher tempera- 
ture (T  >/T~:). The corresponding effect on e lec t ron-phonon coupling has been 
considered within a microscopic theory (Thalmeier 1987, 1988). 

Microscopically, an important  contribution to the Griineisen parameter  cou- 
pling in HF Ce compounds comes from a strong volume dependence of the 
sf-hybridization strength V(k) (Allen and Martin 1982, Razafimandimby et al. 
1984). Therefore ,  sound waves of compressional character, e.g., longitudinal 
modes modulate the mixing term in the Hamiltonian of eq. (107) and conse- 
quently couple to electronic states. For small displacements one can write 

l/(Ui) = l~ + ( 0 1 ~ ) e v ( i  ) ev( i )=divui ,  (114) 
0E v 

where u i is the phonon displacement field and ev(i ) the corresponding local 
volume strain. Transformation to phonon coordinates leads to 

ev(i ) = - i  ~ (2NsMcoJqA)-x/Z(q • eqA)¢q~ exp( iq .  R i ) .  (115) 
qA 

Insertion into the mixing part of eq. (107) yields an additional term, 

r "Yqx t t 
Hph = -- ~ ~ q~qACkm( b fm) + hc ,  (116) 

km,qA 

describing the phonon coupling to the interacting electronic system, i.e., ultimate- 
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ly to the resonant states at site e i = 0. The coupling constant is given by 
(;7= V--NV): 

yq, = iI ~' (q ' eq2)  l~' = (0~eV) (117) 
(2McN o)q2) 1/2 ' kv" 

Because it was assumed that l~ depends only on the volume changing strain 
e v = exx + eyy + ezz, a scalar product ( q .  eq2 ) a ppe a r s  in eq. (117) and therefore 
YqT = 0 for transverse modes and YqL = il~'l q t (2McNs O)qL)- 1/2 for the longitudinal 
modes. In the long-wavelength limit it is convenient to define I eLI 2 := I rqil2/v0q 
(q  = I ql), where v 0 is the longitudinal background sound velocity. Using v~ = C o/p 
and p = Mc/v c (c o is the longitudinal elastic constant, p is the mass density, Mc is 
the unit cell mass, v~ is the volume per Ce atom and Ns is the number of Ce 
atoms) one obtains 

ITLI 2 ~--- (z'2/2CoVcNs. (118) 

Here CoY ~ has the meaning of an elastic energy scale. One can relate this to the 
more phenomenological Grfineisen parameter ~2. Since T ~ e x p ( E f / N ~ ( O ) ( z 2 )  
one obtains 

1~'2=1~2 ( /~ )2 1 (OTK]  (119) 

The impurity Hamiltonian Hph describes the promotion of an f electron into the 
conduction band by absorbing (emitting) a phonon and creating a 4f ° hole. If this 
coupling is generalized to the lattice model within the mean-field approximation 
one obtains from Hmf [eq. (110)]: 

Hph -- (roYq~UkVk-q)akm~ak qms,%A + he . (120) 
qA km 

ss' 

Here the transformation to the quasiparticle operators of eq. (111) has already 
been performed. As before only the longitudinal modes have a non-vanishing 
coupling: 

i~Z'( q " e qL) (121) = " " • - 

ro(r )TqLUkOk-q  , 7qL 2NsMo)qL 

r Due to these interactions, Hph and Hqh p, the phonon frequencies are renormal- 
ized by virtual-electron excitations. As indicated before this is done separately in 
the quasiparticle and resonance regimes. In the former (T ~< TK) the phonons will 
be renormalized by the coupling to quasiparticle hole excitations. This leads to a 
longitudinal phonon self-energy: 

2 2  T f 0 f ( e ) ; f ( ; )  (122) ~(qz) = U , l ~ , L I  r0( ) de do) Nc(e)pfp(o)) z + - ' 

where z = u + i~/ and f(o)) = (e ~°~ + 1) -1 and the f-projected DOS is given by 

pf0p(o)) ---- n s l  Z s 2 s [Vkl 6(o) - ek) .  (123) 
ks 
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It will be approximated by a Lorentzian corresponding to a pole z 0 = - T o + iF r in 
the complex-energy plane. 

In the long-wavelength limit the renormalized and bare longitudinal phonon 
frequencies OqL and %L are given by OqL = v lq[ and ~OqL = Voq where v 0 and v are 
the background (including magnetoelastic contributions) and the renormalized 
sound velocities, respectively. Then 

o(T) [ c(T) 1/2 ~r'( q, O) 
- / ! = 1 + ( 1 2 4 )  

v0 , c 0 J  

where c o = v~/p and c = vZ/p are the longitudinal elastic constants, and p is the 
mass density. Because no relaxation mechanism was included c(T) describes the 
elastic constants in the isolated regimes. Using eq. (122) it is given by 

Here q~(z) = d In F(z)/dz is the digamma function and W is the band width of the 
Lorentzian conduction electron density of states. Furthermore, O(T) is the 
effective temperature-dependent coupling strength of the longitudinal sound 
waves to quasiparticles. It may be written as 

 126) 
1 

The Grfineisen parameter ~2 has been introduced via eqs. (118) and (119). Similar 
formulae hold in the resonance regime (T >i TI~) and an interpolation may be 
used for intermediate temperatures (Thalmeier 1987). 

Note that c o is the longitudinal background elastic constant, which is obtained 
by extrapolation from the high-T magnetoelastic region down to T = 0. The 
maximum depression at T = 0 due to coupling to quasiparticles is from eq. (125): 

c o -4~"  ~ In ~ . (127) 

The temperature dependence of c(T) is given by a monotonic function of T/T K 
only. 

The theoretical value of cL(T ) has been compared with the experimental results 
for some Ce compounds, namely CeCu6, CeRu2Si 2 and CeAI 3. There are 
essentially two parameters to be fixed: T K and O which determine the onset and 
depth of the cL(T ) depression. The quasiparticle DOS was approximated by the 
Lorentzian resonance DOS as indicated after eq. (123). The theoretical curve is 
not very sensitive to this assumption. For Ef and W standard Ce values are used, 
and F is computed from TK, Ef and W. Because of the low symmetry of all the 
compounds the Ce 3+ (J = ~) splits into three Kramers doublets, e.g., E_+3/2(0 K), 
E+5/z(18K ) and Eel/z(90K) in CeAI3, therefore the effective degeneracy is 
N = 2. This is one reason why the theory can only qualitatively describe the 
experiments. Because the crystal-field splittings are quite large compared to the 
Kondo temperatures in all compounds the magnetoelastic anomalies as described 
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T 
Fig. 48. Schematic tempera ture  variations of adiabatic longitudinal elastic constants  in Ce HF 
compounds.  In the various regimes c~(T) is de termined by anharmonic  effects ( T =  0D), magnetoelas-  
tic coupling (T ~ A = CEF gap) and Gr/ineisen parameter  coupling (T  < T*).  c, ,  c o are extrapolations 
from the anharmonic  and magnetoelast ic  regimes,  respectively. 

in sect. 2.3 have already reached a plateau when the depression due to the 
Gr/ineisen parameter coupling sets in, (see figs. 48 and 51). 

This is clearly seen for c11(T ) in CeCu 6 (fig. 49). Here T K = 4 .4K is most 
reasonable and J2 = 5 7  was deduced from the maximum depression Ac11(0)/ 
c11(0 ) =0 .11%.  This is fairly close to the value of J2 = 71 used by Weber et al. 
(1987). The comparison of experimental data and theory is given in fig. 49. 

The compound CeRu2Si 2 also shows a well developed depression caused by 
coupling to heavy quasiparticles. The same procedure as above leads to values of 
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Fig. 49. Tempera ture  dependence 
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cll in CeCu 6. Data  points are from 
Weber  et al. (1987). Full line: 
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T K = 4 . 4 K  , W = 2 e V ,  E f = ~ W ,  
N = 2, c o = 12.766 × 1011 erg cm -3 
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constant  c33 in CeRu2Si 2. Data  
points are from Weber  et al. 
(1989). Full line: calculation with 
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TI~ = 14 K and O = 115. The latter agrees well with the value of g~ = 120 obtained 
by Kouroudis e( al. (1987). It leads to a maximum depression AC33(0)/ 
c33(0 ) = 2.7%. The comparison of data and theory is shown in fig. 50. 

The first evidence of Grfineisen parameter coupling in elastic constants was 
originally found in polycrystalline CeA13, and in CeSn 3 (Takke et al. 1981b). The 
same comparison as above leads for CeAI 3 to T K = 3 K and [I21 = 230. The 
depression obtained is AcL(O)/cL(O ) =2%.  The sign of Y2 (compare sect. 4.4) 
cannot be determined in this context. The agreement for CeA13 is less satisfactory 
because cL(T ) and the bulk modulus CB(T ) (fig. 45) show an additional minimum 
at T=0 .5  K, whereas the theoretical curve is always monotonically increasing. 

It should be emphasized that in the present microscopic context E2 is a constant 
independent of temperature and has to be compared to the T=  0 value of the 
phenomenological Grfineisen parameter E2(T), which is obtained directly from 
thermal expansion experiments as discussed in the following section. It is possible 
that an improved theory which includes vertex corrections and fluctuations 
beyond the mean-field model would lead to a strongly renormalized and tempera- 
ture-dependent Grfineisen parameter. 

4.4. Phenomenological treatment of electron-phonon coupling in heavy-fermion 
systems 

In the introduction (sect. 1.2) as well as in sections 4.1 and 4.3 we discussed the 
main electron-phonon coupling mechanism in heavy-fermion systems. Here we 
give another discussion for the anomalous cerium compounds, leaving the case of 
mixed valence to sect. 4.5. In contrast to the previous sect. 4.3 the discussion here 
is phenomenological and not microscopic. However, we discuss scaling ap- 
proaches as well as physical effects typical for the large Gr/ineisen parameter 
coupling occurring in these systems. 
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4.4.1. Crystal-field effects and phase transitions 
In cerium heavy-electron compounds one observes for T > T K magnetoelastic ef- 

fects in elastic constants as described in sect. 2 (Liithi 1985, Liithi and Yoshizawa 
1987). As examples we show the various elastic constants for CeCu 6 (fig. 51). The 
c11, c33 and c44 modes exhibit clear CEF effects (Weber et al. 1987, Suzuki et al. 
1985b). For the other modes the strain susceptibility is too small. Other examples 
for CEF effects on elastic constants are CeAI 2 (L/ithi and Lingner 1979), CeA13 
(Niksch et al. 1980), CeB 6 (L/ithi et al. 1984, Goto et al. 1985), CePb 3 (Nikl et al. 
1987), CeRuzSi 2 (Kouroudis et al. 1987), LaCeAg (L/ithi et al. 1982) and CeIn 3 
(Gao et al. 1985). For T < T K the Van Vleck part of the strain susceptibility can 
still be operative because only the low lying excitations of the CEF-split J = ~ sys- 
tem are strongly modified by the Kondo interactions. 

For the cerium compounds with a cubic crystal structure (CeAI2, CeB6, CePb3, 
CeAg) one observes low-temperature magnetic and structural phase transitions 
(see table 5). CeA12 was discussed in detail in sect. 2.6, see also sect. 4.5. CeB 6 
has two consecutive phase transitions, one of the antiferroquadrupolar character 
at 3.35 K and a lower magnetic one at 2.31 K.These transitions and the CEF level 
scheme were investigated with Raman scattering (Zirngiebl et al. 1984), with 
ultrasound (L/ithi et al. 1984) and with neutrons (Effantin et al. 1985). The B - T  
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phase diagram has not been explained completely at the present time. CePb 3 has 
a very large negative magnetoresistance (Lin et al. 1985) which, however, does 
not lead to field-induced supercondutivity (Welp et al. 1987). CePb 3 exhibits a 
magnetic phase transition (Vettier et al. 1986) and a complicated B - T  phase 
diagram (fig. 43), (Nikl et al. 1987), which has not been discussed theoretically 
yet. The case of CeAg was briefly dealt with in sect. 2.4.3. Here the structural 
phase transition is of martensitic type, Takke et al. (1981a), see also Morin 
(1988). 

As mentioned already at the beginning of this section, a small magnetic 
moment has been observed for some low-symmetry crystals at low temperatures 
(CeA13, CeCu2Si2). 

4.4.2. Griineisen parameter  coupl ing 

For T < T K a Grfineisen parameter coupling for longitudinal strains is dominant 
in the cases where no magnetic or structural phase transitions occur (see tables 5, 
7), i.e., for CeCu6, CeA13 and CeRuzSi 2. For the cubic cases CeA12, CeB6, 
CePb3, Celn 3 and CeAg experimental evidence for Griineisen parameter coupling 
is difficult to obtain because of the low-temperature phase transitions. Electronic 
Grfineisen parameters have been introduced before for transition metals (Chan- 
drasekhar and Fawcett 1971) where they are, however, small. 

Introducing the deformation potential coupling E k = E ° + d r ( k ) e  r as in sect. 
3.1 [see eq. (89)], one can define dr l (k  ) = - O k E  ° or O k = - d i n  Ek /Oe  v [(eq. 
(90)]. The coupling constant is of order d q  ~ O E  v ~ O T K. For a one-band model 
the Grfineisen parameter O is equivalent to the usual definition in terms of 
thermodynamic quantities (Wallace 1972), 

O - /3cB 
C (128) 

with/3 is the volume thermal expansion and C is the specific heat. For a two-band 
model, see below. According to eq. (128) O is determined solely from experimen- 
tal quantities and is thus model independent. With /3(T) and C ( T )  O will in 
general also be temperature dependent. 

Notice that O can have very large values for heavy-fermion systems for T < T K 
where /3 and C are predominantly of electronic origin. In table 7 we list the 
O-values at low temperatures for normal metals Cu and Pd, for CEF-split 
localized electrons, for mixed-valence systems and for heavy electrons. It is seen 
that O is of order unity for the former cases and very large for heavy electrons. In 
figs. 52 and 53 we show ~2(T) for CeAI 3 and CeCu6, respectively. These values 
were obtained from eq. (128) and from the scaling relations described below. In 
fact the large absolute values of O(T) for T ~ T K in CeAI 3 were the starting point 
for the thorough investigation of the electron-phonon coupling in heavy-fermion 
materials (Takke et al. 1981b, Flouquet et al. 1982). It is interesting to note that 
O(T--+0) determined from eq. (128) or from scaling relations agrees very well 
with the corresponding O used in the microscopic theory (Thalmeier 1987) as 
illustrated in table 7. The large negative values of O(T) in CeA13 for T ~ T K have 
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been the subject of theoretical investigations (Fetisov and Khomskii 1985, Bastide 
and Lacroix 1986, Lang et al. 1987). 

4.4.3. Sound propagation effects 
The heavy-fermion state with its high density of quasiparticle states and large 

Gr/ineisen parameters has a profound influence on sound propagation and 
thermal properties. Here  we mention some typical effects (Yoshizawa et al. 1986, 
Lfithi and Yoshizawa 1987, Becker and Fulde 1986, 1987a, b). 

(a) Using the relation 
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one can write for the average Gr/ineisen parameter g~: 

[3c B _ (Oln T] 
~2 - C \ - ~ e v  / s " (129) 

This means that a strain wave is accompanied by a temperature wave. With 
O - 1 0 0 ,  e v -  10 4 and T=  1K, this leads to a temperature amplitude A T -  
10 mK that should be detectable. The resulting temperature gradient VT can also 
be of importance for ultrasonic attenuation effects (Mfiller et al. 1986). 

(b) In the heavy-fermion state the sound propagation is adiabatic. For q l  ~ 1 a 

local thermodynamic state can be defined (q is wave number, l is electron mean 
free path) and the adiabatic sound propagation means that the sound wave period 
is much smaller than the energy diffusion time (Yoshizawa et al. 1986). Therefore 
tot ~ (3/27r)(Vs/VF) 2, which is valid for heavy-fermion metals with electron relaxa- 
tion times 7 -  10-12s and sound velocities vs of the same order as the Fermi 
velocity v v. The same estimate shows that for normal metals under the same 
conditions sound propagation is isothermal. Actually it has been argued that in 
heavy-fermion systems one is even in the isolated region, i.e., the sound wave 
period is much less than the particle diffusion time (Becker and Fulde 1987a, b). 

(c) Another consequence is the large difference between the adiabatic and the 
isothermal longitudinal elastic constants. Because of c s - c r = ~ 2 T c 2  / C = ~ 2 2 T C  

one obtains a relative change in the elastic constant 

c s - c r ~ Q 2 T C  
- - -  (130) 

C T C B 

For the values used above this leads to ( c  s - C r ) / C  r ~ 1% even at low tempera- 
tures of 1 K, whereas for a normal metal like Cu at 1 K ( c  s - C r ) / C  r - 10 -8, i.e., 
the difference between c s and c r has no consequences in normal metals. 

(d) The large difference between c s and c r leads to central-peak phenomena, 
i.e., an anomalously large Landau-Placzek ratio which determines the ratio of the 
quasielastic line and the Brillouin lines (Becker and Fulde 1986, 1987a, b). 
Experimental verification of this fact has been obtained recently for UPt 3 (Mock 
et al. 1989) but not yet for Ce compounds. 

(e) Yet another important consequence is a possible ultrasonic attenuation 
mechanism similar to what is found in fluids, (Becker and Fulde 1986, 1987a, b, 
Pethick et al. 1987, Schotte et al. 1986). For UPt 3 an attenuation peak has been 
found at T -  12 K, but its origin is not yet entirely clear (Mfiller et al 1986). Such 
a peak has also been found in the heavy-electron cerium compound CeRu2Si 2 
(Weber et al. 1991). 

4.4.4. T h e  s c a l i n g  a p p r o a c h  

A simple description of the thermodynamic quantities such as the thermal 
expansion and the elastic constants can be given in the framework of Gr/ineisen 
parameter coupling by using scaling concepts. The first approach assumed a 
parametrization of the free energy F ( T ,  ev)= - k T N f ( T / T K )  where the volume 
strain dependence enters only through TK(ev). The resulting electron-lattice 
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coupling is expressed by the Grfineiseo parameter (Takke et al. 1981b) 

12 = - 0  In T K / O e  v . (131) 

Relations between the isothermal elastic constant CT, the thermal expansion/3 and 
the specific heat C can be obtained: 

/3 = 0 C / c  B , 

0 _ 0 2 T C  
C T - -  C T = 

o = _ O c B T / 3  (132) C T - -  C T 

where the first relation is identical to the original Grfineisen parameter definition, 
eq. (130). From two of the three eqs. (132) 12 can be determined experimentally. 
This has been done successfully for a number of systems, e.g., CeA13 and CeSn 3 
(Takke et al. 1981b). 

A generalization has been given using eq. (131) and taking as scaling parameter 
A = e -a~v (Yoshizawa et al. 1986). A coupling to the strain is then caused by a 
change in the energy scale of the electron states. The density of states of 
quasiparticles can be scaled as N ( E ,  ev) = N ( E / A ,  0)/A. From this one can obtain 
expressions for the thermodynamic quantities. Within a two-band model for cubic 
systems one obtains (band indices 1, 2): 

specific heat ,  C = C 1 + C 2 ; 

thermal expansion, /3 = (~'~IC1 q- ~~2C2)/c B ; (133) 

elastic constant, c s = 1 2 2 U  1 + 1 2 ~ U  2 - T(121 - 122)2CAC2/C 

and average Gr/ineisen parameter, 12 = (121C1 + 122C2)/C. 

Evidence for a validity of the scaling approaches has been observed in a 
number of heavy-electron compounds. From the data of fig. 45 for CeAI 3 one can 
determine 12(T) as shown in fig. 52. It is seen that the scaling relations, eq. (132), 
are well obeyed for T < 0.5 K and lead to the large absolute value of 12 (table 7). 
Using the two-band model eq. (133) one can also determine 12(T) for CeCu 6 (fig. 
53). Obviously for the cll mode 12(T) is close to the value obtained from the 
microscopic approach, sect. 4.3 and fig. 49. For the c33 mode, 12(T) is close to the 
values obtained from thermal expansion results of a polycrystalline sample (Ott 
1987). Another interesting compound is CeRuzSi 2 (Haen et al. 1987): this is a 
tetragonal compound with a crystral structure as shown in fig. 54. Elastic 
constants can be fitted again using eq. (133) and as before 12 = 115 is very close to 
the value used in the microscopic description (fig. 50) for c33. Finally, it should be 
mentioned that a two-band scaling approach [eq. (133)] has been sucessfully 
applied to the heavy-fermion compound UPt 3 (Yoshizawa et al. 1986). 

The phenomenological Gr/ineisen parameter electron-phonon coupling for the 
heavy-fermion compounds is very successful in describing the thermal expansion 
and temperature dependence of elastic constants. The parameters deduced from 
the different experiments agree with each other and they agree also with the 
parameters used in the microscopic description, sect. 4.3. 
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() 

O C ¢  C) Ru • $i Fig. 54. Unit cell for CeRu2Si 2 (Haen et al. 1985). 

Since the heavy-fermion systems discussed are anisotropic (CeCu 6 ortho- 
rhombic-monoclinic, CeRu2Si 2 tetragonal) one should introduce anisotropic 
Griineisen parameters for the description of thermal expansion, elastic constants, 
magnetostriction etc. This can be done most conveniently by generalizing equa- 
tion (133) to anisotropic Grfineisen parameters. In the case of tetragonal and 
hexagonal systems it is sufficient to introduce (Weber et al. 1990). 

0In T K 01n T K 
~ a  -- - -  , ~c -- (134a) 

0•11 0e33 

One obtains for the thermal expansion coefficients in the a-, c-directions, 

dl~ii -- 2 Sq d2F 
~8i - d T  dejj  d T  ' 

(Liithi and Ott 1980, Weber et al. 1990), 

~a = (Sl l  -}- Sl2)•a C -[- S13~(~c C ' 

tic = 2s130a C + s3392c C , (134b) 

where the sij are the elastic compliances (as used in sect. 2.5) and C the specific 
heat. Because the off-diagonal compliance components can also be negative this 
can lead to opposite signs in the thermal expansion coefficients as observed before 
PrNi 5 (fig. 19) and UPt 3. From eq. (134b) one obtains a very useful expression 
for the volume Griineisen parameter by using 

0 = [~CB/C = CB(2~a q- ,~c)/C 

(Weber et al. 1989) 

0 = CB[2Oa(Sl~ + S~2 + S13) + Oc(S33 + 2S13)] (135a) 

with c B = 2cll + 2c12 + 4C13 + C33. 
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Finally, for the elastic constants C~a and c33 one can obtain analogous aniso- 
tropic Grfineisen parameter expressions: 

Cl l  = O 2 U ,  C33 = Oc2U. (135b) 

The aforementioned calculations have been performed with this formula. In 
addition, the values for S2 a and g2 c listed in table 7 have been obtained in this way. 
Finally, the fits given in figs. 49 and 50 using the microscopic approach correspond 
to expressions such as eq. (135b) (Thalmeier 1988). 

4.4.5. Magnetic field effects 
Another aspect to this Gr/ineisen parameter coupling in the Kondo lattice was 

added when magnetic field effects on elastic constants were investigated. Particu- 
larly convincing results were obtained for UPt 3 and CeRu2Si 2 (Kouroudis et al. 
1987). These compounds exhibit an anomaly in the magnetization at B c = 21 T 
and B c = 8.1 T, respectively, i.e., a peak in the differential susceptibility for B 
along the easy axis (see table 9) (Franse et al. 1984, Besnus et al. 1985). For an 
explanation of this "metamagnetic behaviour", see Bruls et al. (1990a). Likewise 
the Cll mode for UPt 3 and the c33 mode for CeRuzSi 2 exhibit very strong 
softening. Figure 54 shows the crystal structure of CeRu2Si 2. In fig. 55 c33(T , B )  

for CeRu2Si 2 is shown. At 1.3 K the relative velocity change at B e (maximum 
susceptibility) is more than 15%. On the other hand, the cll mode with magnetic 
field along the a-axis does not exhibit any field dependence. 

One can explain these phenomena again with a Gr/ineisen parameter mechan- 
ism. Defining an appropriate thermodynamic potential 

F=Fo- f MdB 
and taking the electron lattice coupling by scaling M(B/Bc) with ~2 B = - a  In BJ 

2 2 0e v we obtain for the isothermal elastic constant c--0  F/ae v approximately 
(Kouroudis et al. 1987): 

2 2 
C = C O - -  f ~ B  B Xm " (136) 

Here Xm = OM/OB is the differential susceptibility and we have neglected terms 

TABLE 9 
Physical properties of UPt 3 and CeRu2Si 2. 

Material UPt3 CeRu2Si2 
Crystal structure hexagonal tetragonal 
specific heat y-values 420 380 
(mJ tool -1 K 2) 
Fluctuation temperature, T*(K) 25 15 
Magnetic easy direction a, b-plane c-axis 
Critical field, Bc(T ) 20.35 8.07 
for Xm anomaly 
Soft longitudinal acoustic mode Ca1 c33 
Magnetic Grfineisen parameter, J'/B 65 117 
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Fig. 55. Magnetic field depen- 
dence of longitudinal %3 mode in 
CRu2Si 2 for different tempera- 
tures (Kouroudis et al. 1987). 

2 2 with 0 B ¢ / O e  v. Formula (136) can also be obtained from a generalized scaling 
F (  T /  T K ,  B / B ¢) by introducing 

0 In T K 0 In Be 

0 e v 0 e v 

(Thalmeier and Fulde 1986). For T < T K and O r = T2B, formula (136) is again 
obtained. It is seen that eq. (136) gives a very good description of the experimen- 
tal results and the near equality of g~8 = 117 and O r = 115 used in fitting c33(T ) in 
fig. 50. This shows the internal consistency of this description. Similar agreement 
is obtained for UPt 3. 

The analysis of these magnetic-field-dependent results is again carried out using 
anisotropic Grfineisen parameters 

0 In B c 0 In B c 
0 a - _ _  0 c - 

B ~ B 
19l?.11 0e33 

(Weber et al. 1991) as outlined in sect. 4.4.4. For CeRuzSi z the Grfineisen 
parameter O~ quoted above is O~ and ~ ,  respectively (see also tables 7 and 9). 
In analogy to eq. (135a) one can obtain similar formulae for the linear magneto- 
striction coefficients. The interesting point is that the magnetostrictive strains e a 
and e C should have opposite signs if /3a and /3¢ have opposite signs. Recent 
magnetostriction results for UPt 3 (de Visser et al. 1987) do not show this effect 
although the volume magnetostriction gives a volume Griineisen parameter of the 
expected size. The discrepancy for the linear magnetostriction is not understood 
yet. In CeRuzSi e linear thermal expansion and magnetostriction give the same 
sign, however (de Visser et al. 1987, Puech et al. 1988). 

Apart from the soft c33 mode for CeRu2Si 2 the cll mode shows analogous soft 
behaviour for magnetic fields applied along the c-axis (Weber et al. 1988, Bruls et 
al. 1990a). The Gr/ineisen parameters obtained from this give O K - g2~ (table 7). 
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In addition to the effects displayed in fig. 55 attenuation peaks have been 
observed as a function of field in CeRu2Si 2 and UPt 3 (Weber et al. 1988, 1991). 
These effects can be accounted for with a Landau-Khalatnikov type of formula 
for the attenuation 

o~ = - ( A c /  c)~o % / 2 v  s , 

where it turns out that the relaxation time 7 is very long (~10 -9 s) for CeRuzSi 2 
and T = 1.2 K. 

Finally various elastic modes exhibit oscillations in the presence of magnetic 
fields (Weber et al. 1987). The oscillations for the transverse modes in CeRuzSi 2 
and UPt 3 reported earlier, (Kouroudis et al. 1987), could, apart from a strong 
anomaly at B e , no longer be observed in new crystals of larger size. They were 
due to mode conversion effects in the original crystals (Weber et al. 1991). 

In addition, volume magnetostriction experiments have been performed for 
polycrystalline samples of the heavy-fermion materials CeCu 6 and CeA13, see 
Zieglowski et al. (1986). The approximate temperature and field dependences of 
the volume strain e v - B 2 / ( T  + T*) 2 can again be explained by a Grtineisen 
parameter coupling (Thalmeier and Fulde 1986). For these heavy-fermion materi- 
als the volume magnetostriction is much larger (because of the large value of 12) 
than for R compounds with stable magnetic ions (sect. 2.5). 

4.5. Elec tron- la t t i ce  coupl ing in mixed-valence  sys tems 

As discussed before (sections 1.1 and 4.1) magnetic ions with unfilled 3d or 4f 
shells are often found in different valence states. The resulting state is said to 
exhibit interconfigurational or valence fluctuations. Examples are Fe2+-Fe 3+ ions 
in spinel compounds (inhomogenous valence fluctuations) or Sm2+-Sm 3+ ions in 
cubic rare-earth compounds (homogeneous valence fluctuations). By applying 
pressure or by alloying a valence instability transition can occur (Parks 1976, 
Lawrence et al. 1981, Penney 1984). A famous example is SmS which collapses to 
an intermediate-valence state under pressure or by alloying with Y, As ect. Large 
volume changes can be observed with no change in lattice symmetry, because the 
trivalent and divalent ions have quite different ionic radii. 

For a microscopic model that describes the valence transition one has to add 
the electronic and elastic energies. The appropriate "order parameter" for a 
valence transition is the volume strain e v and the associated "soft mode", the bulk 
modulus. But this is not all. Because of the large volume changes one can expect 
an anomalous Poisson ratio v, i.e., an uniaxial pressure can give rise to lateral 
contraction, i.e., v =-e</e l l  can become negative ( e l ,  ell strains perpendicular 
and parallel to the applied pressure). This fact shows the strong contrast between 
the Kondo lattice (KL) and the mixed-valence (MV) compounds: in the former 
there is approximately particle conservation in the heavy-fermion band, whereas 
in the latter we have a transfer of f electrons to the conduction band thereby 
reducing the screening and making v < 0. The lateral strain e< can be estimated as 
e± = ~ n f / ( Z  - n f )  with n~, ~nf the number and its change under pressure of the f 
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electron and Z an effective number of unscreened nuclear charges of the ion 
(Liithi 1985). 

Examples of clear-cut effects for c B and ~ as discussed above are found in 
Sml_xYxS (Penney et al. 1976), TmSe (Boppart et al. 1980), SmB6, (Tamaki et 
al. 1985b) and Cel_xTh x (Wehr et al. 1981), (see table 6 and fig. 44). Less clear 
examples are YbA12 (Penney et al.), CeBea3 (Lenz et al. 1984) and CePd3, 
(Takke et al. 1981b). 

In some of these compounds a small hybridization energy gap opens at the 
Fermi energy giving rise to a large increase in resistivity as discussed in sect. 1.2. 
In table 6 we list materials which can be classified as a mixed-valent compounds 
and Kondo lattice compounds. It is seen that c B is usually small for MV materials 
compared to their two and three valent neighbors and normal for Kondo lattice 
(KL) compounds. Likewise the Poisson ratio v is negative or exceptionally small 
for MV systems and positive for the KL case in agreement with the qualitative 
consideration given above. 

Pressure studies have been performed on the SmS and Sm~_~YxS system with 
the aim of establishing the phase diagram. For a review see Jayaraman (1978) and 
Grewe et al. (1980). Furthermore, Sm substitution by Y gives analogous effects. 
As an example we show in fig. 44 the bulk modulus for Sma_xYxS as a function of 
x (Penney et al. 1976). It is seen that at the semiconductor-metal transition for 
x -  0.2, c B is practically zero. In addition some phonon modes in the measured 
phonon dispersion spectra of Sm0.75Y0.25S exhibit anomalies (Mook et al. (1978). 
These are particularly strong for longitudinal phonons in the (111) direction as 
shown in fig. 56. The fact that WLA(k ) < 0~TA(k ) for small k is again evidence for 
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Fig. 56. Phonon spectra for the Sm0.75Y0.25S system for various symmetry directions (Mook et al. 
1978). 
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2 negative Poisson ratio (c12 < -c44 ) (L/ithi 1985). From p u  L • 1 (ell q_ 2c~2 + 4c44 ) 
2 

and pWr = ½(cll + c 4 4 -  c12) follows for vL< vT again c12<-c44 , i.e., u =  c12/ 
(c u + c12 ) < 0. Detailed calculations of the phonon dispersion spectra have been 
performed (Wakabayashi 1980, Bilz et al. 1979, Grewe et al. 1978, Pastor et al. 
1987). The phase transition line V ( p )  for SmS has been discussed elsewhere, see 
Hirst (1974). Another system which shows phonon anomalies as found by neutron 
scattering is CePd3, see Severing et al. (1988). 

TmSe is another interesting example for anomalous elastic properties. TmSe 
with the two magnetic configurations 4f13(Tm 2+) and 4f~2(Tm 3+) exhibits an 
antiferromagnetic ordering at T N - 3  K. As seen from table 6, c B is small and 
v < 0. Very illustrative is the semiconductor-metal transition in the TmSe-TmTe 
system (Boppart 1985). In fig. 57 the phase diagram p - V - x  exhibits close 
similarities to the common liquid-gas transition (TmSel_xTex). The critical point 
is givey by x c - 0.45, Pc - 0.8 GPa. Because of the same symmetry between the 
two states a critical point is expected for this solid state transition. For x < Xc, one 
observes a first-order semiconductor-metal transition. The phase transition shows 
mean-field behaviour with classical critical exponents as expected for long-range 
elastic interactions with a soft bulk modulus at Pc. 

Very similar behaviour to the TmSe-TmTe system has been observed for the 
Ce~_xTh x system (Lawrence et al. 1977, 1981) with critical parameters x c = 0.265 
and T c = 148 K. Again a very small bulk modulus and a negative Poisson ratio has 
been observed (Wehr et al. 1981). 
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Fig. 57. The p-V phase diagram for 
TmSea xTex system at 300K, (Boppart 
1985). 
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In SmB 6 a considerable temperature softening of c B of 5% is observed. In 
addition v < 0. Furthermore, a Debye-type dispersion of c l l -  Ca2 and c44 was 
observed for temperatures 100 K < T < 200 K (Tamaki et al. 1985b). These 
attenuation and dispersion effects are due to thermal hopping of 4f electrons 
between different Sm 3+ and S m  2+ configurations. 

The other examples of MV compounds are less spectacular in their electron- 
phonon effects. Both YbA1 z and CePd 3 do not show very anomalous behaviour in 
c B and l,. This is probably related to the particular crystal structure (Laves phase 
for YbAI 2 and Cu3Au structure for CePd3). Simple elastic force constant effects 
may overshadow the anomalous elastic behaviour in these cases. 

Theories for electron-phonon effects in mixed-valence compounds, which take 
into account a breathing mode coupling of nearest neighbors to the rare-earth ion, 
have been developed (Sherrington and Molnar 1975, Hewson 1979). They were 
used to explain phonon spectra in systems like Sm0.vsY0.2sS (Mook et al. 1978). 

More information can be gained from a discussion of the charge fluctuation 
rate. This can be calculated similar to the spin fluctuation rates (Miiller-Hartmann 
1981, Schmidt and Miiller-Hartmann 1985). Unlike the spin fluctuation rates, 
which can be measured with quasielastic neutron scattering, charge fluctuation 
rates can be determined only indirectly via the phonon spectra. Depending on 
whether the phonon frequencies Wq are larger than the charge fluctuation width F 
(hwq > F) or smaller (htoq < F) different effects can be observed, see Mock et al. 
(1986), and Zirngiebl et al. (1986). In the first case the lattice vibrations of the 
mixed-valent compound sample a static distribution of two-valent and three- 
valent ions and therefore the phonon frequencies are intermediate between the 
two integral-valent cases. A typical example are the F~,  F 3 and F~ phonon 
modes (to >700 cm -1) in S t u b  6. In the other limit (htoq < F) one observes a 
softening of the phonon modes because the charge fluctuation can follow the 
movement of the ions. Examples for this behaviour are the F 4 mode in S m B  6 

(to - 172 cm-1) and, in the quasi-static limit, the softening of the bulk modulus in 
the compounds discussed above. 

Of particular interest is the transition from the Kondo lattice regime to the 
mixed-valence state. This could be done by taking a KL compound and investigat- 
ing its physical properties as a function of applied pressure. Such experiments 
have been performed for a number of substances. In C e R u z S i 2 ,  discussed in sect. 
4.4, one observes an increase of the fluctuation temperature on applying pressure 
(Thompson et al. 1985). The increase is so large that crystal-field effects dis- 
appear. However, no transition to a mixed-valence state is observed. In C e A I  2 

recent measurements, correcting previous experiments, again do not exhibit an 
abrupt transition from the KL to the MV state up to a pressure of 20 GPa (Vedel 
et al. 1987a). The bulk modulus (Penney et al. 1982, Lingner and Ltithi 1983) 
does not change substantially throughout the whole pressure range. From the 
reduction of the unit cell volume a continuous valence change can be deduced. 
Similar results have been found for CeIn 3 (Vedel et al. 1987a). Thus in Ce- 
compounds the y - a  transition, as discussed before for SmS and TmSe (fig. 57), 
does not take place. Therefore instead of a promotion model (4f--> conduction 
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band) an explanation with a strong electronic Griineisen parameter should be 
sought. A true y - a  transition has been observed in elemental Ce (Koshenmahi 
and Gschneidner 1978), its alloys with La and Th and in CeP (Vedel et al. 1987b). 

5. Outlook 

Whereas the electron-phonon interaction is well understood for stable R 
compounds as outlined in sections 2 and 3, this is not the case for unstable ions. 
Several developments can already be anticipated. 

There is increasing evidence that most non-magnetic heavy-fermion compounds 
develop weak magnetic moments at low temperatures. For URu2Si 2 at T < 17.5 K 
a magnetic moment of about 0.03 ~x B appears (Broholm et al. 1987) and CeA13 
below 2 K develops a magnetic moment of 0.05 ~B (Barth et al. 1987). This new 
development, carried out with the help of neutron scattering and/~-spin preces- 
sion experiments, clearly contradicts standard ideas of the singlet ground state of 
heavy-fermion systems. On the other hand, C e C u  6 and CeRu2Si 2 do not exhibit 
long-range magnetic order but pronounced magnetic correlations which saturate 
below their respective fluctuation temperature (Rossat-Mignod et al. 1988). 

The question will then arise whether in the electron-phonon interaction 
additional terms of, e.g., exchange striction type will contribute to the Griineisen 
parameter coupling. 

With respect to the magnetic and thermal Grfineisen parameters OB, O r (sect. 
4.4) it has recently been shown that O B > I2~ for transition-metal compounds with 
strong Stoner enhancement, (Kaiser and Fulde 1988). Since the Sommerfeld- 
Wilson ratio, 

l ('n'kr312 Xm 
R = 3 \  I.~ / y ' 

is small for heavy-fermion systems, OB = S2:~ is expected as has been observed in 
some cases (sect. 4.4.4). The relation between the enhancement factor and g2 B 
may help to obtain a better microscopic understanding of the Gr/ineisen pa- 
rameter. 

Another important problem is the relation between heavy-electron masses as 
obtained from measurement of the specific heat y-value and from the dHvA 
experiments. For example, in CeCu 6 the former shows a strong field dependence, 
Stewart et al. (1988) whereas the latter seems to be field independent (Reinders 
et al. 1986). For CeB6, however, both the thermal and the cyclotron masses show 
pronounced field dependences (Joss et al. 1987). 

Superconductivity in heavy-fermion cerium compounds has been observed only 
in CeCu2Si2, Steglich et al. (1979). Recently, single crystals of CeCu2Si 2 of 
sufficiently good quality could be grown to perform acoustic experiments. There- 
fore, acoustic propagation could be studied as in, e.g., UPt 3 (Mfiller et al. 1987) 
or UBe13 (Golding et al. 1985). The first experiments determined the B - T  phase 
diagram for the superconducting and magnetic phases for two crystals (Bruls et al. 
1990b,c, Assmus et al. 1990). In a crystal with T c = 0.18K the two phases are 
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Fig. 58. C1~ as a function of temperature 
for single-crystal CeCu2Si 2 ( T c = 0 . 7 K ) .  

separated, whereas with the one with T c = 0.7 K the phase diagram looks much 
closer to the one determined from susceptibility and NMR experiments (Naka- 
mura et al. 1988). Similar experiments, together with magnetoacoustic quantum 
oscillations, have been performed in URuzSi 2 (Bruls et al. 1991). As a final 
illustration of the various elastic effects discussed in this review we show the 
global temperature variation of c u (fig. 58) for single crystal CeCu2Si 2 with a 
superconducting T c = 0.7 K. 

Recently, in analogy to the magnetic Kondo effect, a quadrupolar Kondo effect 
was suggested (Cox 1987). Prominent candidates for this effect to exist are the 
UBe13 and Ce systems with F 8 ground states. Clearly temperature- and magnetic- 
field-dependent elastic constants can help to clarify the situation of this effect. 
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Appendix A 

In this appendix we discuss a very convenient method to calculate electron- 
phonon coupling effects for stable-moment compounds, i.e., with integer 4f 
occupation. It is based on diagrammatic perturbation theory and will be used 
extensively in sect. 2. It is especially suitable for the calculation of finite-frequency 
phenomena like quadrupolar excitons and their mixing with phonons (sect. 2.7). 
In this 'pseudofermion' method invented by Abrikosov (1965) and then adapted 
to CEF problems (Fulde and Peschel 1972) the transition operators Ln~ = ]n }(m[ 
that form the "standard basis" for operators acting within a given CEF system are 
replaced by pseudofermion operators fn according to Lnm ~ f*n f~. Unlike the Lnm 
they obey Fermi commutation rules {f, ,  f'm} = •mn" In this basis HcE F and Hm~ of 
eqs. (2) and (9) read 
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t 
HCE F = E ( E  n At- a , ) f  . i f . i ,  

i,n 

Hme N-1/2E ~ grQr(q ,  "'~ " * = -- A)O F (t)fnifmi~Pqx e x p ( - i q - R i )  , (A1) 
F,i qA 

n,m 

where we have replaced 

Or(i)__~ ~ [)nm ~_t t: ~ 'F Jn iJmi  
n , m  

with Or  m = (n]O r[m) .  However, this substitution introduces unphysical states 
where more than one CEF state is occupied simultaneously. These states can be 
projected out by taking the chemical potential A(i) to be added in Hc~ v to infinity 
at every site i. This means that thermal averages are performed according to 

( A )  = lim Z -1 exp(/3Ai)(A)x i (A2) 
Ai---~oo 

at the end of any perturbation calculation. In this way only configurations with 
one occupied CEF state per site are left. Expressed differently, one is projecting 
to the physical subspace which has the "f  charge" 

Qi Z t = fmif~i = 1. 
m 

Using the pseudofermion representation for Hme and a similar one fo r /4o  we 
can now calculate the phonon propagator renormalized by this interaction: 

D( qA, ~') = - i  ( T%x (r) q~qA (0 ) ) .  (A3) 

For this purpose we also need the bare pseudofermion propagator whose Fourier 
transform is [w 1 = ¢r/3-1(2l + 1)] 

0 • (A4) G.O,  i%) = (iw z - A i - En) -1 , 

and the bare phonon propagator (l, l = 7rfi-al) 

Do(qA , i~)  • 2 2 -1 = 2WqA[(lv,) - wqa ] . (A5) 

If we restrict to modes which have Qr(qA) # 0 for only one F the self-energy of 
phonons due to Hme + H o is given 

7r(qA, ivl) = - g 2 l O r ( q ,  A)l~r°(q, iul). (A6) 

Here Xr ~ (q, ivy) is the dynamical quadrupolar susceptibility of the system of RE 
ions coupled by H o. In the RPA approximation whose corresponding diagrams 
are shown in fig. 59b we have (ivl--~ oJ + iT) 

Xr(W) (A7) 
X °r(q, w) : 1 - fi;r( q)Xr(W) ' 

where the dynamical single-ion susceptibility Xr(W) is given by 

Xr(iv,) = - l i m  2 -1 exp(/3A)/3-' ~] E I Or~,~m ] Gin(l% ) 2  0 • o • + , G . ( , %  ivt) (A8) 
A - -~c~  n m  a~ k 
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Fig. 59. (a) The Dyson equation [eq. (A10)] for the phonon propagator. (b) The RPA approximation 
for the quadrupolar susceptibility with respect to the quadrupolar interaction Kr, see eq. (A7). Circles 
represent the quadrupolar operators O r. 

corresponding to the first diagram in fig. 59. Summation and the identity 

o r  = o ~ m ( 1 - - ~ m ) + V r  om 

leads to the final result (i~--~ to + iv) 

Xr(W) = E Iorml 2 P~--Pm + 1 ~ 0 , , 2  
n,m to --  ( E  n - Era )  "k i v ~ B T  Pn r ] 6~,o" (a9) 

En•E m 

Together with eq. (A7) this defines the dispersion of collective quadrupolar 
excitations that is given by the zeros of the denominator in eq. (A7). The 
renormalized phonon propagator is now obtained by Dyson's equation (fig. 59a) 
as 

D(qA, to)-i = Dol(q, A, co) - ~-(qA, to). (A10) 

The dynamics Of the coupled phonons and quadrupolar excitons is determined by 
eqs. (AT), (A9) and (A10). The corresponding excitation spectrum of "mixed 
modes" is discussed in sect. 2.7.1. 

We now focus on the low-frequency limit for sound waves. Note that Xr(to) of 
eq. (A9) behaves singularly at ¢o = 0, namely, 

XIr(T) = lim Xr(to) # Xr(to = O) = Xr(T) 
to-->O 

with 
1 

Xr(T) = XIr(T) + ~B T ~ pnlOrml 2 • (Al l )  

Here Xr(T) is the isothermal susceptibility of eq. (36) and xI (T)  is the "isolated 
susceptibility" that is identical to the Van Vleck contribution xVrV(T) in eq. (36). 
They differ by the Curie contributions of the degenerate CEF states. The latter 
are due to the thermal repopulation of those states when they are split by a static 
external strain. Eq. (A9) seems to suggest that even an arbitrary small sound 
frequency, to # 0, is too high to allow for repopulation of states. Thus Curie terms 
would be absent and the isolated quadrupolar susceptibility would determine the 
T-dependence of the sound velocities at finite frequencies. However, this singular 
behaviour of Xr(tO) in eq. (A9) is an artifact of the RPA approximation used, 
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which assumes a coupling of sound waves to unperturbed "isolated" CEF 
excitations without a relaxation mechanism, which leads to a finite linewidth 
Fnm = h/Z,m of the CEF transition In } --> [m }. Their inclusion (Young 1975) leads 
to a Curie contribution in eq. (A9) that is of the form 

c 1 ~ 1 
= , ,  O.n[ l _ i 0 ) z  n " Xr(0)) ~B T P,]"  2 (A12) 

- 1  Now for 0)~ Zn~ Xr(0))-~ Xr(T) ,  the isothermal susceptibility of eq. (36). Here 
z,n is a phenomenological relaxation time which determines how fast each level 
reaches its thermal equilibrium population. In metallic R compounds the 
dominating relaxation mechanism is the exchange interaction with conduction 
electrons. At low temperatures it leads to a Korringa behaviour h/z,n = cT for 
normal compounds [see, e.g., Becker et al. (1977)] and to a constant rate 
h/~n, ~ TK for Kondo compounds. In any case one has 0)~,, ~ 1 in the tempera- 
ture (T~>0.5K) and frequency (0)/2~r~<100MHz) regions where ultrasonic 
experiments are performed. Therefore, it is the isothermal and not the isolated 
susceptibility which determines the sound velocities in this regime. From eq. 
(A10) we now obtain the renormalized phonon frenuencv 0) 2, =(0)0 )2+ 

0 • • 0 ~ "1 a q ^  "~ q~  
20) q~ ~r(qA, 0)q~). In the long-wavelength hmlt 0)q~ = Vo(qA)] q[ and 0)q = v( 0A)l q], 
where v 0 and v are the background and renormalized sound velocities, respective- 
ly, (0 = q/lq]). Using eqs. (A6) and (A7) this yields 

( v ~ )  = 1 - ~ 2  g2rlO_r(4A)l~xrQ(O, 0). (A13) 
\DO/  qh F 

The Or were defined by eq. (13). For sound modes (0, A) that generate only one 
symmetry strain s r this simplifies to 

[ v Z ] _  c r _  1 - ( g ~  + g'r)Xr(T) 
(A14) 

o 1 - g'rXr(T) ' CF 

where g: = gr/CrV: , 2  0 gr'-- fi£r(0) and x r ( r )  is the isothermal single-ion suscep- 
2 tibility of eq. (36). Furthermore, c r = Vr/p etc. and v: is the volume per R ion. 

This formula will be used extensively in sect. 2.4. 

Appendix B 

The computational technique used to treat the generalized Anderson impurity 
model in the slave boson representation will be described in some detail. For an 
extensive discussion see Coleman (1984). In Appendix A we represented the CEF 
states of stable 4f n shells (i.e., with integer occupation n) by pseudofermions. In 
the present case of unstable shells with possible 4f a and 4f ° configurations we need 
an additional slave boson field for the 4f ° state. The interesting physical quan- 
tities, static as well as dynamic, can be calculated in terms of the fully renormal- 
ized fermion and slave boson Matsubara Green's functions 

GT(z  ) = ( Tfm(z)f *m) ~ , (B1) 
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and 

Da(r) = ( Tb(r)b*) a . 

The average is taken with respect to t h e g r a n d  canonical ensemble whose 
partition function is Za( f l ,  A ) = T r e x p ( - f i H )  [see eq. (107)]. These Green's 
functions are computed in a self-consistent perturbation expansion to all orders in 
IP/V~. For a constant 1~ this amounts to a 1/N-expansion of G and D to infinite 
order where vertex corrections are neglected (Coleman 1984). Their Fourier 
transforms are then given by 

m • m • - 1  aa ( l (-On) = [i(.o n - -  Ef - /~ - ~ A  ( l O ) n ) ]  , 

and 

Da(ip~) = [iu n - h - ~ a ( i v n ) ]  - 1  . (B2) 

After taking the limit A--+ ~ the fermion and boson self-energies X, rr satisfy a 
set of coupled T-dependent integral equations central to this theory Own --+ o) + b7 
etc.): 

,22 
Xm(O) + bT) = -~- ~ [1 -- f(E~)ID(o) + E k + i~/), 

and 
9 2 

7r(v + bT) = ~ -  ~ f (Ek)Gm(P + Ek + b/).  (B3) 
k,m 

Their numerical solution yields the spectral functions 

Am(w ) = _~.-1 Im Gm(w + b/) 

and 
BOO = _~.-1 Im D(v + i~/), 

from which all the interesting quantities may be computed (Coleman 1984, Cox 
1985). For example, the real electronic excitation spectrum is described by the 
"real" 4f Green's function 

G4'f(r ) = }im ( Tbt(r)fm(r)f*mb)a/ Q ) ~ ,  (B4) 

which has a spectral representation 

f m , m • P4f(('O ) do)' 
G 4f(1 (-On) . . . .  ( B 5 )  

i% - a/  

Here p 4 f ( ¢ O ' )  describes the spectrum of electronic 4f°~.~4f I excitations; it is 
obtained as a convolution of Am(a 0 and B(v): 

p4f(tO') = f ~  dw' [Af(w + w')B(~o')][e -e(°'+~') + e ,o,,]/ZMv(fl), (B6) 

where 

ZMV(fl) = do) (~m A~(o)) + B(o))) e -m° (BT) 
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is the partition function of the 4f impurity. An example for this spectrum is shown 
in fig. 46. 
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electrons 
resolvent (Green function) of 
ionic state [M), with a thermal 
average on band states 
[according to eq. (7)] only 
total energy of band electrons in 
a specific unperturbed state 
unperturbed total energy of 
ionic state [m) 
total Hamiltonian operator 
self energy associated with the 
resolvent ~M 
thermal average with respect to 
conduction (band) electrons 
unperturbed resolvent of ionic 
state I M)  
threshold energy, connected with 
the onset of spectral weight in 
ionic resolvents ~M 
spectral density (DOS) of ionic 
states as derived from the 
resolvent ~M 
Coulomb-repulsion strength of 
two f-electrons on the same 
ionic shell (Hubbard repulsion), 
also: electrical voltage 
total partition function 
unperturbed partition function of 
band electrons 
inverse temperature in energy 
units; also: coefficient of the 
cubic specific-heat 
cont r ibut ion-  T 3 
scattering operator-matrix 
element (T-matrix) for band 
electrons off f-shells from band 
state ko- to kkr '  at energy z 
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T~Az) 

6~(z) 

k, q 
(o) Gk~ (z) 

Gk~ (z) 

eft G~ (z) 

Z~o(Z) 

z:'~(z) 

I, I' 

f(to) 
~(to) 

Re, Im 

a ,  or, a ~ 

P 
P0 

P 
J 

AcF 

Tmax 

X( q, ~') 

F(T) 

T ° 

diagonal matrix element 
appropriate for a lattice-periodic 
system 
Green function of a band 
electron in state k,o- 
(lattice-) wave vector 
unperturbed band electron 
Green function 
Green function of f-electrons in 
state k, c~ (derived from local 
state a)  for a lattice-periodic 
system 
Green function of local f- 
electrons in state a for a 
fictitious ("effective") impurity, 
designed to mimic f-electrons in 
a lattice-periodic system 
self energy of f-electrons in state 
k, a for a lattice-periodic system 
self energy of local f-electrons in 
state a for a fictitious 
("effective") impurity designed 
to f-electrons in a lattice- 
periodic system 
integral operators appearing in 
NCA (LNCA) equations 
Fermi function 
transport relaxation time 
transport integrals, l and m 
indicating powers of r and to 
real and imaginary parts of a 
complex quantity 
expansion coefficients of T 2 and 
(E - EF) 2 terms 
electrical resistivity 
residual resistivity (value at T = 
0 due to lattice imperfections) 
hydrostatic pressure 
quantum number for total f-shell 
angular momentum 
crystal-field splitting energy 
generally position of a maximum 
in a temperature-dependent 
experimental quantity, like, e.g., 
C(T) 
magnetic susceptibility due to 
the presence of f-moments 
width (FWHM) of the quasi- 
elastic line observed in magnetic 
neutron scattering 
estimate for T*, as derived from 
a comparison of the incremental 
experimental specific heat curve 
to a Bethe-ansatz calculation for 
impurity spin S = ½ 

S 

~max 

T • 
ap  

Pm 
S(T) 
RH(T) 
l 

aft(B) 

BK 
I x 

g~f f  

B* 

Tx 

AM 

toc 

e 

C 

v0 

& 

ax, 
G 

L f  + 

Vol 
r ;  
~(r) 

quantum number for f-shell spin- 
angular momentum 
maximum value of the 
Sommerfeld coefficient 
~,(T) = C(T)/T 
position of Ymax 
incremental resistivity p - Pref,sys. 

magnetic resistivity 
thermoelectric power 
Hall coefficient 
quantum number for (one- 
electron) orbital angular 
momentum; also: electron 
mean-flee path 
magnetoresistivity 
[= (p (B)  - p(0))/p(0)] 
Kondo magnetic field 
magnetic saturation moment of 
an ion, like, e.g., U 3+ 
magnetic saturation moment in a 
heavy-fermion compound 
scaling parameter for the 
magnetoresistivity of a Kondo 
lattice 
characteristic magnetic field of a 
Kondo lattice in the Fermi 
liquid phase 
crossing temperature for a sign 
change of Aft(T, B) at fixed low 
field B as function of 
temperature 
oscillatory variation of the 
magnetization in the de Haas-  
van Alphen effect 
cyclotron frequency 
absolute value of the electron 
charge 
speed of light 
equilibrium value of 
hybridization matrix element V 
for undistorted crystal unit cells 
electron-phonon coupling 
constants 
(relative) ionic displacements 
effective electron-phonon 
coupling constant for breathing 
interaction; also: symmetry 
group of the superconducting 
order parameter 
f-electron destruction and 
creation operators 
Grfineisen parameter 
unit-cell volume 
phonon mode 
thermal-expansion coefficient; 
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mo 
~TB 
y* 

K( q, v) 

x°"O,) 

eft Tk~ (z) 

aL(~)  

g 
~ s  
H ¢ 

eff p~ (o,) 

pL(o~) 

K(h)(q, v) 

T~ ) 

kF 

TRKKY 

Y 
o) 0 

also: ultrasonic-attenuation 
coefficient 
effective exchange integral 
between local and band electron 
bare electron mass 
magnetic Grfineisen parameter 
fictitious value of the 
Sommerfeld coeffecient y, when 
extrapolated through a phase 
transition to T = 0 
(negative) contribution to the 
inverse susceptibility due to 
quasiparticle interactions 
susceptibility of local f-electrons 
for a fictitious ("effective") 
impurity, designed to mimic f- 
electrons in a lattice periodic 
system 
scattering operator diagonal 
matrix element, as derived via 
G elf z ( ) for a lattice periodic 
system 
cumulant band Green function 
as defined in LNCA theory 
gyromagnetic factor 
Bohr magneton 
local quasiparticle interaction 
vertex, depending on three 
external energy variables 
spectral density of one-particle 
excitations (DOS) as derived 
from G~ ff 
spectral density of one-particle 
excitations (DOS) as derived 
from G]  
contribution to K(q, v) from 
high-energy quasiparticle- 
interaction processes only 
fictitious magnetic transition- 
temperature as calculated from 
high-energy quasiparticle- 
interaction processes only 
fictitious magnetic transition- 
temperature as calculated from 
low-energy quasiparticle- 
interaction processes only 
wave vector from the Brillouin- 
zone center to a point on the 
Fermi surface 
energy scale characteristic for 
high-energy (RKKY) interaction 
processes 
abbreviation for X ~fe K 
characteristic magnetic excitation 
energy in neutron-scattering 

a 0 

tp 

u~ 
C, a 

R 

C(Co, C~) 

Aa, AG etc. 
Bcz(T) 

B ~ 2  

K 

A 

n¢~(T) 

A 

q~ 

l 

PII, P± 

j~ 

D" 

hF 

P 

(TI) -~ 
% 

spectra; also: Josephson 
frequency 
characteristic magnetic 
modulation wave vector 
normalized pressure-derivative of 
the Nrel temperature 
general symbol for a magnetic 
phase-transition temperature 
muon Larmour frequency 
crystallographic axes 
ideal gas constant; also: 
electrical resistance 
heat capacity or specific heat (at 
constant volume or pressure) 
increment of a quantity a, G etc. 
upper critical magnetic field of a 
superconductor 
Debye temperature 
(negative) slope of Bc2(T ) at 
T=Tc 
superconducting coherence 
length 
= A/C, Ginzburg-Landau 
parameter 
penetration depth of a magnetic 
field into a superconductor 
lower critical magnetic field of a 
superconductor 
vector potential 
velocity of the superconducting 
condensate 
electric potential 
prefered axis of an anisotropic 
superconducting order 
parameter in a crystal 
projectors along and 
perpendicular to a given 
direction 
superconducting current density 
tensor of superconducting 
condensate density 
density tensor of quasiparticle 
excitations in the presence of an 
anisotropic superconducting 
condensate 
electron-scattering rate due to 
impurities 
spatial inversion (parity 
operator) 
thermal conductivity 
spin-lattice relaxation rate 
coefficient of the linear specific- 
heat term (in T) for an 
anisotropic superconducting 
state 
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As 

U s 

OF 

~o 

T ~ 

Rn 

K(x) 

L 

M~ 

coefficient of the linear thermal- 
conductivity term (in T) for an 
anisotropic superconducting 
state 
(average) sound velocity 
(average) Fermi velocity 
superconducting transition 
temperature in the undoped 
material \ 
position of the low-temperature 
maximum in the resistivity p(T) 
of a Kondo-lattice system 
normal-state resistance of a 
Josephson contact 
complete elliptical integral of the 
first kind 
Josephson current 
superconducting to normal 
transition temperature in a 
Josephson contact 
tunnel matrix element for 
electrons through a barrier, 
connecting pseudo spin-states 
and/3 on either side, 
respectively 

13 

mo~ m 

dr 

17 , 1~ t, I~ ~ 

Ao, At 

BM 

ac0 

electron velocity 
components of ~/-= (M.~) along 
1 and ~r, respectively 
vector of Pauli matrices (often 
supplemented by the two 
dimensional matrix 1) 
singlet-singlet, singlet-triplet 
and triplet-triplet components 
of the Josephson current I c 
components of the 
superconducting order-parameter 
matrix in pseudo spin space 
along 1 and dr, respectively 
position of the inflection point in 
a field-dependent magnetization 
curve M(B) 
position of the maximum in a 
temperature dependent 
susceptibility curve x(T) 
specific-heat jump at the 
superconducting to normal 
transition in the undoped 
material 

1. Introduct ion 

In the field of transition-metal physics, the lanthanide systems are of particular 
interest: in some of them, the 4f states contribute to crystal binding via hybridiza- 
tion with the delocalized band states. In most lanthanide compounds,  the 
contribution of 4f states to the binding energy is negligible due to a large 
valence-excitation energy. In these cases the direct exchange and crystal-field 
(CF) effects determine the low-temperature state, which mostly involves magnetic 
order. Lanthanide ions near the ends and the middle of the 4f series may exhibit a 
valence instability. In fact, there are several Ce, Sm, Eu or Yb compounds for 
which the valence-excitation energy is so small that hybridization of 4f states with 
Wannier orbitals at neighbouring sites can lead to a homogeneous intermediate- 
valent (IV) phase [for review articles on the IV phenomenon,  see: Wohlleben and 
Coles (1973), Wohlleben (1976), Jefferson and Stevens (1978), Robinson (1979), 
Grewe et al. (1980), Lawrence et al. (1981)]. For this phenomenon the term 
valence fluctuations is often used, implying that charge fluctuations destabilize the 
local 4f moments. The result is non-magnetic behaviour characterized by en- 
hanced Pauli paramagnetism. 

The strength of these hybridization effects is measured by Anderson 's  width 
A = ~V2NF which involves an appropriate average of the hybridization matrix 
element V and the conduction-band density of states (DOS) N F at the Fermi level 
E F. In the IV phase, A = 10 2-10-1 eV is typically of the same order as the 
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valence-excitation energy. Roughly, hybridization causes scattering resonances 
near the Fermi level of an IV system leading to virtual bound states of width A 
and to an enhanced total DOS of order A -1. For this reason A in many 
experimental properties has to be viewed as an effective band width. It is typically 
smaller than the conduction band width by up to a factor of 100. The result is a 
correspondingly drastic enhancement of the thermodynamic quantities, e.g., the 
Sommerfeld coefficient of the electronic specific heat, % and the Pauli suscep- 
tibility, X0. Values found for the prototypical IV compound CePd 3 are 
3' = 37 mJ K -2 mo1-1 and X0 = 2.5 x 10 - s m  3 mo1-1, which substantially exceed 
even the corresponding values 3' = 9.4 mJ K -2 tool -1 and X0 = 1.2 x 
10 -8 m 3 mo1-1 of the nearly magnetic d-band metal Pd. 

Heavy-fermion compounds [for existing review articles, see: Stewart (1984), 
Brandt and Moshchalkov (1984), Varma (1985a), Steglich (1985a), Lee et al. 
(1986), Ott (1987), Fulde et al. (1988)] exhibit a considerably more stable 4f 
configuration although the 4f occupancy still deviates slightly from integral values. 
They derive their particularly interesting properties at low temperatures from 
dramatically sharper scattering resonances near E v. The anomalies in 3' and Xo are 
thus further enhanced by typically an order of magnitude over the IV systems. 
For CeA13, 3' amounts to 1 . 6 J K  -2 mo1-1 and X0 to 4.5 x 10 -7 m 3 mo1-1. In these 
systems, the valence-excitation energy usually exceeds the Anderson width con- 
siderably, and no simple explanation of this phenomenon in terms of a one- 
particle picture is available. The narrow scattering resonances at the Fermi level 
are due to many-body effects. They lead, within the framework of Landau's 
Fermi-liquid theory, to strongly renormalized electronic quasiparticles with, e.g., 
very heavy masses. The formation of the heavy quasiparticles takes place at low 
temperatures. In dilute alloys the characteristic energy k B T K related to the width 
of the resonance at E F is commonly connected with the Kondo effect. This 
"Kondo temperature" T K is typically in the range of a few kelvins. In many 
respects, concentrated heavy-fermion systems show striking similarities with dilute 
Kondo systems. Most properties may again be understood via one characteristic 
energy scale T*, which can be surprisingly close to the value of kBT K of the 
corresponding dilute system. As in the dilute case the electrical resistivity of 
heavy-fermion compounds has a negative temperature coefficient above T*. 
Hence, these materials have been labelled "Kondo lattices". Marked deviations 
from the saturated maximum of the Kondo-impurity resistivity as T-->0 are 
generally found below T*. The resistivity of such compounds exhibits a maximum 
near T* > 0  and drops towards T =  0. In high-quality samples the resistivity 
decrease can be drastic and the residual value comparable to that found for pure 
transition metals. In a lattice-periodic system the ground state, even if not 
magnetic or superconducting, should be coherent, and the low-lying excitations 
should obey the well known laws of Landau's Fermi-liquid theory. In particular, 
the transition to a T2-behaviour of the resistivity well below T* defines a 
"coherence temperature" Too h. Although a Fermi-liquid description of the low- 
temperature phase of heavy-fermion compounds is possible in principle, a 
straightforward application of the formulae of Sommerfeld's theory for a one- 
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component, non-interacting Fermi system can be quite misleading. The structure 
of quasiparticles results from an interplay of two kinds of very different electronic 
states, i.e., well localized ionic f-states and rather delocalized conduction-band 
states, both in general anisotropic. Thus, the number of Fermi-liquid parameters 
required to understand the experimental observations is not small as in simple 
metals, even transition metals. In addition, interactions between quasiparticles 
are apparently very important in heavy-fermion compounds. Energies due to 
interactions between the heavy quasiparticles can be as large as the effective band 
width kBT* as inferred, e.g., from cooperative effects found in these systems. It 
has been unanimously proven that superconducting and magnetically ordered 
phases are formed within heavy-quasiparticle liquids. The corresponding ordering 
temperatures are again in the range of a few kelvins. Superconductivity of heavy 
fermions below T c = 0.7 K was first discovered for CeCuzSi 2 and CeAI2, the latter 
being the prototypical magnetically ordered heavy-fermion system with T~ = 
3.9 K. In both cases an explanation of these phenomena is not possible in a 
straightforward way via the application of standard theories. 

In addition, the surprisingly high effective masses of the quasiparticles, in 
particular the exotic properties of the cooperative states of heavy-fermion sys- 
tems, have triggered much excitement among solid-state physicists and initiated 
the development of novel theoretical concepts for highly correlated electron 
systems. A variety of interesting magnetic phenomena, e.g., modulated struc- 
tures, spin-density waves (SDW) and reduced moments challenge the theory of 
magnetism in the whole span between localized-moment behaviour and the band 
magnetism of the heavy quasiparticles. For the superconducting heavy-fermion 
systems, strong deviations from BCS theory have been measured. This has not 
only invoked the investigation of strong coupling effects, bu t -because  of the 
similarities with the phenomenology of liquid 3He - also speculations about exotic 
superconducting states, notably triplet pairing. A particularly interesting possibili- 
ty involves the pronounced magnetic tendencies of heavy-fermion systems to 
produce a non-phononic pairing mechanism for the superconducting phases. 
Magnetic order can even coexist with heavy-fermion superconductivity as found, 
e.g., in URu2Si 2. Heavy-fermion behaviour demonstrates in a particularly pro- 
nounced fashion the impact of strong correlations on classical condensed-matter 
concepts. In view of such phenomena as the quantized Hall effect, metal- 
insulator transitions and high-T c superconductivity the study of strong correlation 
effects opens an exciting perspective. 

2. The normal, paramagnetic state 

2.1. About the origin of  heavy masses 

The most important experimental quantity with which to recognize heavy- 
carrier masses is the Sommerfeld coefficient y of the electronic specific heat. In 
Fermi-liquid theory (Abrikosov et al. 1963, Nozi6res 1964, Baym and Pethick 
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1978), y is proportional to quasiparticle DOS a t  E F or to the effective mass. The 
former connection follows from an exact equation (Luttinger 1960), 

2 2 

rr k B E 6 ( E v  -- e~). (1) 
3'-- 3 k,~ 

Equation (1) expresses y in terms of a sum over a partial DOS 

r r Nv = ~ 6(E~ - Ek) 
k 

for quasiparticle bands characterized by an index r, containing in general a 
pseudospin variable o-, which crosses the Fermi surface at E v. It is quite common 
to extrapolate the quasiparticle bands down to k = 0 by assuming a parabolic 
free-electron dispersion, 

e k = h 2 k 2 / 2 m  * , (2) 

thereby defining m* in terms of the total quasiparticle DOS 

N F Z N  r F 
r 

at the Fermi surface. For this purpose, the true Fermi surface is replaced by a 
sphere that preserves the total volume. Then, the flee-electron formula, 

2 2 
q'l" 2 kB 

3' = -~- k B N F  = ~ k F m * ,  (3) 

• 2 2 , is used to give m*. At  the same time a fictitious Fermi energy E v = h k v / 2 m  is 
introduced reflecting a changed energy scale for phenomena taking place near the 
Fermi surface. Note that the Fermi wave number k v is determined by the 
conduction-electron concentration and the lattice constant alone and is typically 
of order 1 A -1. This corresponds to the fact that according to Luttinger's theorem 
(Luttinger and Ward 1960, Luttinger 1960) the volume inside the Fermi surface is 
not changed by interactions. In general, the fictitious energy E v is larger than the 
characteristic energy scale kBT*(~10 K) found experimentally: employing, e.g., 
"y ~ 1 J K  -2 tool -1, one obtains E F ~ 5 0 0 K  (Steglich et al. 1982). In addition, 
these numbers imply an effective mass m* of order 300m0, where m 0 is the 
bare-electron mass. It is to be emphasized that the natural limit for the validity of 
the Fermi-liquid picture used above is T* rather than E F :  Fermi-liquid theory 
becomes exact only for T ~ T*. Roughly, T* is a measure for the width of those 
structures in the one-particles DOS near E v that are induced by correlations. It 
determines the steepness of the quasiparticle dispersion and, therefore, scales 
with the inverse of m* or N v. 

The temperature dependence of the Sommerfeld coefficient of the electronic 
specific heat is shown in fig. 1 for CexLa~_xCu 6 with varying Ce concentrations 
(Onuki and Komatsubara 1987). It is striking that these data, in units per mole of 
Ce, are independent of x, falling on the same curve. This demonstrates that the 
correlation effects causing the steep increase of y below 10 K are essentially due 
to a single-ion behaviour. This point is illustrated likewise by the susceptibility 
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Fig. 1. Temperature dependence of 4f-derived 
specific heat per mole of cerium as Cm/T plotted 
against T for CexLal_xCu 6 with x = 1 (O),  0.8 
([3) and 0.5 ( x )  (Onuki and Komatsubara 1987). 
Inset shows low-T data (Steglich et al. 1985). 
Dashed curve indicates result for an S = ½ Kondo 
impurity with T K = 4 .2K (Andrei et al. 1983). 

data (see fig. 2), which show, when scaled to one mole of Ce, very few deviations 
up to 90 at. % Ce. Quite generally, thermodynamic data hint at the importance of 
single-ion effects: systematic deviations found on dilution could in all cases be 
understood quite conventionally, i.e., by changes of the lattice parameters. The 
most drastic variations have been found for Cel_xLaxAl 2 where T* decreases by 
more than one order of magnitude upon dilution (Bredl et al. 1978a). Apparently, 
the main influence on this decrease derives from the larger La volume rather than 
from the elimination of the Ce-Ce interactions. This fact is substantiated in fig. 3 
for Cel_xYxA12: dilution with smaller Y ions leads to an increase in T*, in spite 
of the decrease in Ce concentration (Aarts et al. 1981). 

As a result of the dominance of single-ion effects in the thermodynamics of 
heavy-fermion systems, the origin of heavy masses has to be traced back to the 
physics of strong local correlations as studied in connection with magnetic 
impurities in metals. In particular, the Kondo effect has been invoked (Kondo 
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Fig. 2. Temperature depen- 
dence of the magnetic suscep- 
tibility per mole of formula 
unit for CexLa I xCu6 (Onuki 
and Komatsubara 1987). 
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Fig. 3. Lattice parameter  (right-hand scale) and characteristic temperatures  (left-hand scale) of 
Ce 1 xYxA12 as functions of Y concentration.  Characteristic temperatures  are plotted on logarithmic 
scale (upper left) as obtained by neut ron scattering (l~) and thermopower  ( . ) .  N6el temperatures  T N 
as determined by specific heat  (Q)  and susceptibility peaks at B ~< 0.5 T (~7), as well as the spin-glass 
temperatures  T G (A) determined by zero-field susceptibility peaks, are plotted on a linear scale (lower 
left). Note that,  for x > xor = 0.54, no cooperative magnetism exists and, for x >10.9, the lattice 
parameters  fall slightly below Vegard's straight line, indicating an IV state (Aarts et al. 1981). 

1964, 1966, Grfiner and Zawadowski 1974, Wilson 1975). The thermodynamics of 
a "Kondo impurity" has been calculated exactly in the framework of the s-d  
exchange model (Kondo 1964) via the Bethe-ansatz technique (Andrei et al. 
1983, Tsvelik and Wiegmann 1983) and can be understood intuitively via a local 
Fermi-liquid picture (Nozibres 1974). The corresponding theoretical specific-heat 
curve is shown for comparison in the inset of fig. 1, where the low-T data for 
CeCu 6 (Steglich et al. 1985) are displayed. The apparent good agreement with the 
experimental data above T = 0.3 K indicates the relevance of the Kondo effect for 
the heavy-fermion behaviour of these systems. The theory of the Kondo effect 
bears out the importance of one single energy scale T K that allows an understand- 
ing of all the anomalous properties in a universal picture. 

Many properties of the s -d  model, or more generally of an underlying 
Anderson model (Anderson 1961, Schrieffer and Wolff 1966, M/ihlschlegel 1968), 
can be understood as a consequence of the formation of a narrow resonance in 
the one-particle DOS near EF, usually called Abrikosov-Suhl resonance (ASR) 
(Abrikosov 1965a, Suhl 1965, Griiner and Zawadowski 1972). Although the 
Kondo effect is of a true many-body nature and the calculational procedures 
become rather involved, the essence of this phenomenon can be easily under- 
stood: the formation of a singlet ground state requires the local magnetic moment 
to be screened by a spin polarization of the surrounding conduction electrons. 
This magnetic screening mechanism involves low-lying particle-hole excitations, 
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thereby introducing a narrow scattering resonance in the one-particle spectrum 
near E v (Krishna-murthy et al. 1975, 1980a, b, Nozibres 1978). A convenient tool 
for exploiting the consequences of the screening effect is given by Friedel's sum 
rule (Friedel 1952). In its most general form, which is based on Fermi-liquid 
theory (Langer and Ambegaokar 1961, Schrieffer and Mattis 1965, Langreth 
1966, Yoshimori and Zawadowski 1982), it relates the total number n e of 
electrons localized due to the presence of a magnetic impurity to the scattering 
phase shifts 6~ with local quantum numbers a: 

1 
ne = - -  E 6 ~ .  ( 4 )  

"/T 

Due to Anderson's compensation theorem (Anderson 1961), which holds for 
sufficiently structureless bands, n e may be identified with the number of electrons 
residing in the partially filled shell of the impurity. The phase shift 6~ in 
Fermi-liquid theory is given by 

arctan(EF A~ ) 
- e ~  - R a 

in terms of the self energy 

2~ (E F + in) = n ~  - iA~ 

of the localized electrons. Via the standard relation 

N~ (o~) = --7]" -11m G ~ ( w  + i n ) ,  

which connects the partial local DOS in channel a to the one-particle Green 
function G~, one expresses N~ at E v in terms of the phase shift (Langreth 1966, 
Haldane 1981): 

1 
N~ (EF)= ~ sin2(6~). (5) 

Equations (4) and (5) establish a relation between the DOS at E F and the 
number of localized electrons. For a degenerate ionic doublet state (B = 0, a = o" 
labelling the z-component of the corresponding pseudospin) the result is 

1 ( ? )  N~(EF) = ~-5 sin2 " (6) 

Typically, n e is near to one for Ce systems with the bare f-level well below E F- 

Note that the Anderson width A is much smaller than that conduction-band 
width, so that N~(EF)  is indeed large when compared with the bare conduction- 
band DOS. On the other hand, it should be clear that singlet formation via an 
indirect exchange coupling cannot transfer much spectral weight from the bare 
local level ~ up to E F. Thus, a narrow resonance near the Fermi level of 
maximum height (~-A) -1 and width k B T K ~ A arises. It should be emphasized that 
the local DOS considered here is not the quasiparticle DOS that is used in 
Fermi-liquid theory to express thermodynamic quantities via flee-particle for- 
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mulae and that is observed in thermodynamic measurements (see fig. 1). When 
applying Fermi-liquid formulae, back-flow effects at all energies are projected 
into the low-energy properties of the particles. Roughly, this leads to an increase 
of the spectral weight of order kB T~/A of the ASR to weight one of a full particle, 
corresponding to the increase of the resonance height of order 1/A by a factor of 
A/kBTK, i.e., to 1/kBT K (Kaga and Kubo 1988). The difference between 
N,, ( Ev ) ~ 1/ A and Nop( Ev ) ~ 1/ kB T K explains the difference between spectro- 
scopic and thermodynamic data: whereas in photoelectron spectroscopy, which 
probes the bare local one-particle states with high energies (Gunnarson and 
Sch6nhammer 1987), an appropriate small spectral weight is found near EF, the 
presence of heavy-mass quasiparticles dominates the thermodynamic, i.e., the 
low-energy, properties completely. 

The preceding theoretical considerations refer to T = 0. They cannot be used to 
explain the pronounced temperature dependences of heavy-fermion properties. 
For the latter purpose one has to report to specific theoretical models that can be 
solved with the many-body techniques developed over the last few years. [For 
review articles see: Keiter and Morandi (1984), Bickers et al. (1987), Newns and 
Read (1987).] The temperature-dependent thermodynamic coefficients of the 
Anderson impurity model and some of its generalizations can be completely 
derived from the Bethe ansatz (Schlottmann 1985b, Desgrange and Rasul 1985, 
Okiji and Kawakami 1986, Coleman and Andrei 1986). Dynamic properties like 
one-particle spectra, including also the thermodynamics, can be studied to a good 
approximation by direct perturbation theory with respect to the hybridization 
between local and band states (Keiter and Kimball 1971, Keiter and Czycholl 
1983, Grewe 1983a,b, Kuramoto 1983, Kuramoto and Kojima 1984, Lee and 
Zhang 1984, Zhang and Lee 1984, Coleman 1984, Bickers et al. 1985, Cox et al. 
1985, 1986). The formation of the ASR as a function of temperature, e.g., is 
clearly borne out of such a calculation (Grewe 1983b, Kojima et al. 1984) see fig. 
4a. The relevance of these model calculations of temperature-dependent one- 
particle excitation spectra for the physics of heavy-fermion materials has been 
beautifully demonstrated by high-resolution photoelectron spectroscopy (Patthey 
et al. 1987). The system C e S i  2 with a crystal-field doublet ground state and a 
characteristic temperature of about 35 K is at the verge of a valence instability and 
thus exhibits enough spectral weight near E v to be observed with this technique. 
The structure found, including the temperature dependence as well as the 
spin-orbit and crystal-field (CF)-level splittings, can be fitted well by a perturba- 
tive calculation on the basis of a generalized Anderson impurity model, as 
demonstrated in fig. 5. 

Calculations of the spectral properties for theoretical models containing a 
simplified version of f-shell dynamics usually aim at the resolvents ~M(z) of ionic 
many-body states [M) (Kuramoto 1983), 

1 ) 
z + E 0 - H cond 

M denotes a collection of ionic quantum numbers, including the number of 
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Fig. 4. Spectrum of localized 
electrons for an Anderson model 
with an ionic one-particle level at 
e 1 = -3A and an infinite Coulomb 
repulsion U, calculated at four 
different temperatures k BT = A / 
/3. Energies are given in units of 
the Anderson width A = zrV2NF . 

(a) NCA calculation for an im- 
purity, k sT~0 .02A.  At the 
lowest temperature k B T = A / 
90 < k s T  K the ASR near to = 0 is 
nearly saturated with a peak value 
of P~0 ~ (TrA) -1- The original ionic 
resonance at e~ is broadened on 
the scale A. (b) LNCA calcula- 
tion for the lattice on an extended 
scale, showing the formation of a 
coherence gap in the ASR. 

electrons n occupying the f shell and  angular  m o m e n t a  according to H u n d ' s  rules 
as well as p roper  CF  level indices.  H is the full H a m i l t o n i a n ,  incorpora t ing  the 
f-shell dynamics ,  a set of bands  and  a hybr id iza t ion  be tween  the two groups of 
states. ~M is to be  in t e rp re ted  like a p ropaga to r  in  o rd inary  q u a n t u m  mechanics .  
It  conta ins ,  in par t icular ,  all the in fo rma t ion  abou t  the t ime evolu t ion  of states 
[M ) and the cor responding  spectral  propert ies .  The  only  n o n - s t a n d a r d  feature  of 
the def ini t ion (7) is the the rmal  average (--")oond over  b a n d  states, which 
effectively reduces  the p rob l em to that  of an ion in the complex  poten t ia l  ~M(z).  
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Fig. 5. Comparison between experimentally de- 
rived [(a)-(d)]  and computed [(e)-(i)]  f-spectra 
of CeSi 2 (Patthey et al. 1987). The theoretical 
curves (e) - (h)  are the result of an N C A  calcula- 
tion for the corresponding temperatures  includ- 
ing 4f 1 spin-orbi t  and 4f~n crystal-field splittings. 
They also account, other  than curve (i), for the 
instrumental  resolution. 

Since [M ) is taken to be an eigenstate of the ionic part of H alone, EM arises from 
the hybridization with band states. The shift of the energy variable z by the 
appropriate unperturbed band energies E 0 under this trace leaves only the ionic 
part of the excitation energy and thus guarantees a uniquely defined ionic energy 
scale• Due to the repeated conversion of local electrons to band electrons via 
hybridization, the analytical character of the resolvents NM, which originally was 

• ( 0 )  -~ determined by a simple pole at eM only, i.e., ~M (Z)= (Z- aM) , changes 
drastically (Miiller-Hartmann 1984). For all states ]M) that can be constructed 
from the f-shell vacuum via hybridization processes from the band, a common 
threshold energy E~ develops which, e.g., appears in the spectra 

pM(W) = "/r -1 Im ~M(W -- b/) .  

Placing the Fermi level at E F = 0, band electrons with energies e < Ea experience 
no absorption when scattering on the f-shell at T = 0. Thus, E G is the analogue 
(Menge and Mfiller-Hartmann 1988) of the long known threshold encountered in 
X-ray absorption (Haensel et al. 1969, 1970). In fact, the algebraic power law 
decay, which rules the PM not too far above the threshold, is also connected to 
this well studied many-body problem (Nozi~res and de Dominicis 1969). 

Numerical calculations of the ionic spectra PM rely on a systematic skeleton 
expansion, defined via perturbation theory, with respect to the hybridization 
based on band states and ionic many-body states. This perturbation technique 
results in integral equations of the type ZM = I({ ~M' }), which are usually solved 
in iteration procedures. The most recent version (Pruschke and Grewe 1989), 
which is appropriate for the Anderson model with finite or infinite Coulomb 
repulsion U, uses a generalization of the so-called non-crossing approximation 
(NCA) (Keiter and Kimball 1971). For an asymmetric Anderson model with 
U = 31ell it gives the spectral density of ionic states shown in fig. 6. The threshold 
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Fig. 6. Spectral density of ionic states for impurity-Anderson model with/3 = 50, i.e., T~ T~, and 
e 1 = -3A, U = 9A (Pruschke and Grewe 1989). E G is a common threshold energy, as known from the 
X-ray problem. The broad maxima in the M = 0 and M = 2 curves indicate resonances originating 
from the removal or addition of an electron in the M = l~r state, respectively. Units as in fig. 4. 

energy E G connects in the right way to the dynamic energy scale kBT K as 
calculated f rom renormalizat ion and Bethe-ansatz techniques. The decay expo- 
nents, however,  come out slightly wrong in this approximation (Menge and 
Mfil ler-Hartmann 1988). Thermodynamic  data are obtained f rom the parti t ion 
function, which is expressed via the PM in an intuitive form (Grewe 1983a): 

= ~ o  E f de e-~'pM(e) . (8) 
M 

The Bol tzmann factor e -~" is weighted by the spectral density at energy e for each 
renormalized ionic state I M}. Likewise, ionic Green  functions for 
f-electrons (Kuramoto  1983, Grewe 1983b, Pruschke and Grewe 1989) and local 
susceptibilities (Kuramoto  1983) are represented as convolutions of the ionic 
resolvents. The reconstruction of G ,  with local one-particle quantum numbers  a 
f rom such ionic Green  functions is straightforward only in simple models for the 
f-shell dynamics. In realistic cases, complicated linear combinations have to be 
taken,  according to the angular m o m e n t u m  and crystal-field coupling schemes 
encountered.  For all of these quantities a generalized NCA,  although not f lee 
f rom problems (Grewe and Keiter  1981, Grewe 1982, 1983b), resulting f rom the 
inaccurate threshold exponents of the ~M, has turned out to be a sensible first 
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Fig. 7. The two sequences of pictures show the growth of correlations with increasing Coulomb 
parameter  U in the Kondo regime e 1 = -3,:1 of  an Anderson  impurity (a) and a lattice (b). The  
characteristic temperatures  T K and T*,  respectively, that vary with U and are largest for the impurity 
with U = 16 [last picture in (a)], i.e., k B T  K ~ 0.02zl, exceed in all cases the  temperature  k B T = 0.02zl 
chosen. For the lattice, the band DOS  (dark dashed) is shown in addition to the DOS of the localized 
electrons. Both curves exhibit s imultaneous formation of the coherence gap with decreasing tempera-  
ture. A comparison with the  Har t r ee -Fock  solution of the  model  (broken curves) gives an est imate of  
the many-body nature  of  all the features,  which is small for U < z~ and very essential for large U ~> zL 
Units  as in fig. 4. 
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approximation (Kuramoto and Kojima 1984, 1985, Bickers et al. 1987, Pruschke 
and Grewe 1989). It is possible, e.g., to study the growth of correlations in the 
Kondo regime of the Anderson model, as the Coulomb parameter U increases. 
The sequence of pictures in fig. 7a visualizes the pronounced deviations of the 
one-particle spectrum of local electrons from the one obtained via the Hartree-  
Fock solution when U grows far beyond A. Clearly visibly is the formation of the 
ASR and the removal of weight belonging to the doubly-occupied states from the 
spectrum in the form of a narrow resonance, when 2 e  I + U exceeds the upper 
band edge. These results are based on a skeleton expansion for the ~M that 
includes vertex corrections beyond the simple NCA to account for finite-U effects 
(Pruschke and Grewe 1989, Pruschke 1989). Although it may be necessary and is, 
in fact, possible to go further beyond the NCA, a numerical evaluation of the 
resulting expanded system of integral equations seems difficult at the moment. 

2.2. The Kondo-lattice state and coherence 

Whereas the thermodynamic properties of heavy-fermion compounds are de- 
termined to a large degree by single-ion effects, transport properties reveal the 
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growing importance of coherence in the low-temperature state of heavy-fermion 
materials with increasing concentration of the f-ions. As an illustration, the 
incremental resistivity of CexLal_xCu 6 is shown in fig. 8 for varying Ce concen- 
tration x. In the dilute limit (low Ce concentration) one recognizes a negative 
temperature coefficient over more than four decades, with a nearly logarithmic 
dependence above the characteristic temperature of about 4 K. This is the 
hallmark of the Kondo effect. The behaviour of the resistivity can be traced to the 
presence of the ASR: since the T-matrix for band-electron scattering is directly 
proportional to the Green functions G~ of localized states (Langreth 1966), 

Tk~,k,~,(z) = ~ V,..~Vk,,.,,~G,~(z), (9) 
oz 

the large imaginary part of G~, i.e., N~(EF), causes strong resonant band- 
electron scattering at E = E F (Yosida and Yamada 1970, 1974, Yamada 1974, 
1975). 

In the Fermi-liquid phase of a periodic compound this strong resonant scatter- 
ing disappears with T->0,  as is observed, e.g., for CeCu6, see fig. 8. The 
suppression of elastic local scattering has its formal correspondence in a vanishing 
imaginary part of the local-electron self-energy ,Y,,~ at E F and T = 0 (Ohkawa 
1984): the impurity contribution zI~ is cancelled in the lattice by a corresponding 
term of non-local origin (Grewe 1982, Cox and Grewe 1988). Thus the T-matrix 
at Er, being diagonal in k and proportional to the Green function G,~ for local 
states, has no imaginary part and quasiparticle decay cannot contribute to the 
resistivity at T = 0 (Yoshimori and Kasai 1983, Grewe and Pruschke 1985). The 
model calculation furnishing the one-particle spectrum of fig. 4a can be extended 
to the lattice (Grewe 1984a, 1987) and shows a corresponding decrease of the 
DOS in the middle of the ASR below a temperature T*, i.e., the formation of a 
pseudogap, see fig. 4b. The disappearance of elastic scattering as well as gap 
formation for temperatures small compared with T* both occur in approaching 
the coherent ground state of the system that obeys lattice-translational invariance 
(Martin 1982). The growth of correlations in the spectrum for local electrons with 
increasing U in the lattice is visualized in fig. 7b, where again the Hartree-Fock 
curves are shown for comparison. 
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Fig. 8. Temperature depen- 
dence of the magnetic resistiv- 
ity per mole of cerium for 
CexLa 1 xCu6 (Onuki and 
Komatsubara 1987). 
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From a technical point of view, calculations for a lattice-periodic Anderson 
model in the Fermi-liquid phase account for the coherent action of many 4f-shells 
as scattering centers in the following way (Grewe 1987, Grewe et al. 1988): 

(i) The T-matrix for band-electron scattering, defined by 

= Gk~ (z )  + Gk, ~ ( z ) T k ~ ( z )  kor ( z ) ,  Gk,~(z ) (0) (0) G(0) (10) 

is, as before, essentially the f-electron Green function, 

Tk,~(z) E 2 = I e k e ( z ) .  
ot  

Gko r now includes the possibility that an electron, created on the f-shell at a first 
site 1 moves, after a hybridization process, via a band state to a second different 
site, and so on, until it is finally destroyed in the f-shell of the last site n. The 
resulting picture envisages Gk~ as a sequence of local scattering events (Elliott et 
al. 1974, Grewe 1982): 

Gk,~(z ) . ~ f f ,  , Ge f f ,  \ , ( 1 ~  (0))V,  .--~ eff," x = t.r~, I,z) + ,~ I,z) ~'~ Vk,~,~ Gkor(o) (z )  - ~ Gk, ~ (z)  k,~,~tr,~ I z)  
or 

= [ ~-~effi x--l__ ~ Igko.a 12 (G (O) (z) ~1 ~k t'-J~(0)(Z))I -1 + - . -  [o~  (z)  - ~k,~ • 

(11) 

For simplicity, conservation of the local quantum numbers a has been assumed 
here, as well as pseudospin conservation. 

G eff which describes an ionic state (ii) The superscript of the Green function v~ , 
a on an effective site of the lattice, indicates the modified local renormalizations 
as compared to the impurity problem: local electrons, when emitted into the 
band, can experience scattering off the f-shell at different lattice sites before they 
are reabsorbed. Thereby a different, effective, band DOS is probed locally that 
leads to a moderate increase of the lattice-energy scale k B T *  (Kuramoto 1985, 
Grewe et al. 1988). This effect has been termed "collective enhancement of the 
Kondo effect" (Kim et al. 1987). The effective DOS can be expressed via a kind 
of renormalized band Green function, so that a complete self-consistency circle is 
obtained, leading to new equations of the form ZM = I'({~M}) for the effective- 
site problem (Grewe 1987). 

We illustrate the formation of coherence in the one-particle DOS again in fig. 
9a for the band states. The calculation, like the ones before, is based on the 
lattice version of the NCA technique (LNCA), which has been outlined above. It 
leads to temperature-dependent spectra for both kinds of electrons, cf. also fig. 
4b. The band states do not reflect the enhancement of the DOS, which is due to 
the local states, but they react simultaneously by the formation of a gap of the 
same size to the increase of local scattering at all lattice sites with decreasing 
temperature. Clearly the change in DOS near Er reflects the characteristic 
temperature T*, which can roughly be determined from the size of the gap. For 
comparison, a calculation for the IV regime of the periodic Anderson model is in 
addition shown in fig. 9b. The spectrum is less temperature dependent, due to the 
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Fig. 9. Comparison of coherence gap 
formation in the band DOS for the 
Kondo regime (a) and the IV regime 
(b) of the Anderson lattice. Parame- 
ters are U = ~ and E 1 = - 3 A  (imply- 
ing kBT*=0.03A) for (a), EI= 
-0 .5A for (b), units as in fig. 4. The 
characteristic energy scales, kBT* for 
(a) and A for (b), are apparent from 
the widths of the features as well as 
from the saturation behaviour of the 
temperature variations in the spectra. 
Considerable many-body effects be- 
come apparent even in the IV case, 
e.g., the temperature variation itself. 
For E1---~0 the dynamic scale kBT*, 
however, merges with the scale A for 
one-particle resonant scattering. 

reduced importance of many-body correlations, and the characteristic scale for 
both, temperature variation and size of the gap, has changed to A. Although 
infinite U has been assumed in these examples, the technique also works for 
reduced correlations, i.e., U < ~ (Pruschke and Grewe 1989). Such model studies 
are useful for an understanding of the basic phenomena in heavy-fermion physics. 
They also lend support to semi-phenomenological approaches, like the renormal- 
ized band scheme, which improve on conventional band-structure calculations in 
the self-consistent LMTO (Jarlborg et al. 1983) or the LDA scheme (Oguchi and 
Freeman 1986) by accounting for a large effective-mass enhancement factor 
(Sticht et al. 1986, Strange and Newns 1986, Fulde et al. 1988). Here the proper 
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crystal structure is included in the calculation and detailed realistic Fermi surface 
structures can be obtained (Zwicknagl 1988, Hofmann and Keller 1989). 

Transport coefficients are given in terms of the following moments of the 
transport relaxation time ~-(o9) (Abrikosov 1965, Kozarzewski 1973): 

For a wavevector independent self-energy I; in the carrier Green function 

a k ( Z  ) = [Z -- •k -- " a ~ ( Z ) ]  - 1  ' 

and a smooth density of band states this ~- is approximated by (Keiter and 
Kurkijfirvi 1977, Yoshimori and Kasai 1983) 

1 
~-(o9) = 2 Im ~(w - bT) " (13) 

In the Fermi-liquid phase, the self-energy can be expanded as (Yoshimori and 
Kasai 1986, Yamada et al. 1987, Yoshimori 1976, Shiba 1975, Nozirres 1974) 

Im X ( T ,  • - iv) = a T 2 + a ' ( •  - Ev)  2 (14) 

near E F and for low temperatures. In the presence of impurities Im X acquires a 
small energy- and temperature-independent residual value. Eq. (13) and (14) lead 
to a positive qudratic increase of the resisitivity of low temperatures, p = 
Po + aTZ, with a -  a and a '  independent of the impurity concentration (Grewe 
and Pruschke 1985, Cox and Grewe 1988). This behaviour is observed in all 
heavy-fermion compounds. For an example, see  C e C u  6 (fig. 10). 

Above T*, the self-energy rapidly approaches that of independent impurities 
(Yoshimori and Kasai 1983). As a result, the resistivity exhibits a maximum near 
T*,  followed by the logarithmic decrease known from the dilute systems, see fig. 
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as a function of T 2 for three different mag- 
netic fields applied along [001] (Amato et al. 
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8. In agreement with the strong energy dependence on the small scale T*, the 
self-energy acquires strong variations due to lattice defects (Cox and Grewe 
1988). According to fig. 8, the low-temperature coherent phase is efficiently 
disturbed by substitution of non-f ions. Given the smallness of T*, the influence 
of an impurity in the coherent state will extend over several lattice spacings as a 
consequence of the uncertainty principle. 

The pronounced effect of coherence in the resistivity can find its correspond- 
ence even in the thermodynamic properties: CeA13 shows, at temperatures much 
smaller than T*, a maximum in the Sommerfeld coefficient y ( T )  (fig. 11), in 
striking contrast to the Bethe-ansatz result for a single Kondo ion (see dashed 
curve in the inset of fig. 1). According to the model calculation of fig. 4b, this can 
be attributed to the reduced DOS in the pseudogap of the Fermi-liquid phase. 
Such a qualitative argument (Bredl et al. 1984b) is supported by calculations of 
the quasiparticle band structures, using the LDA scheme combined with a 
strongly energy-dependent phase shift at E v (Sticht et al. 1986, Strange and 
Newns 1986, Zwicknagl 1988). One typically finds pronounced features in the 
DOS, including such pseudogaps near Ev,  cf. fig. 12. In the framework of 
band-structure theory the existence of flat portions of (quasiparticle) bands near 
E v connected with pseudogaps is guaranteed by Luttinger's theorem (Luttinger 
1960, Martin 1982). Without any local Coulomb repulsion of f-electrons, the 
Fermi energy E F would be situated at the nearly dispersionless localized f-state, 
i.e., low in the band but consistent with a large value of the Fermi momentum. In 
the presence of the local interaction, E v becomes shifted to a value fairly far 
above the f-energy in order to deplete the local level. In the corresponding 
formation of quasiparticle states, the conduction bands develop flat portions near 
the new E v in order to guarantee conservation of the k-space volume inside the 
Fermi surface (Brandow 1986, 1988). 

It is interesting to study the formation of coherence under application of 
pressure, as has been done, e.g., in the case of C e C u  6 (Thompson 1987). In fig. 
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energy-dependent f-scattering 
phase shift. (a) Brillouin zone 
of the body-centered tetragon- 
al CeCu2Si 2 crystal structure. 
(b) Quasiparticle bands on a 
large energy scale, Heavy- 
fermion bands form on the 
line representing the Fermi 
level E F. (c) Neighbourhood 
of E v with high energy resolu- 
tion along some symmetry di- 
rections, shown in (a), with 
apparent hybridization gaps. 
The whole structure is highly 
anisotropic. 

13 scaling is r emarkab ly  well obeyed  at t empera tures  T > T*, i .e. ,  the normal ized  
resistance curve R/Rma x is a funct ion of  the reduced  t empera tu re  T~ T * ( p )  alone. 
This p roper ty  even seems to apply for  T < T*, i .e. ,  in the region where  coherence  
effects start to  have a distinct influence on scattering. It  can be taken  as suppor t  
for  theoret ical  considerat ions indicating that  T* also sets the scale for  coherence  
effects (Grewe  1984a, Grewe  et al. 1988). This fact should no t  be confused  with 
the possible re levance of  an independen t  scale Too h < T*, which is used to limit 
the small regime near  T = 0, where  a T2-power  law as characterist ic  for  inelastic 
excitations in a coheren t  Fermi  liquid close to its g round  state is observed,  see 
below. A n  increase of  T* with pressure is also established in CeA13 via measure-  
ments  of  the specific heat  (Broda le  et al. 1986). Since a plot  of  C / T  against T 
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Fig. 13. Resistance normalized by its maximum value as a function of reduced temperature for C e C u  6 

at five pressures (experimental sequence as indicated by the numbers in the parentheses) between 
1 bar and 17.4 kbar. Tmax, the temperature at which the resistance maximum occurs (inset), increases 
montonically with pressure from 15 to 51 K (Thompson 1987). The p = 0 value of Tr.,x exceeds the 
characteristic temperature T* by a factor of 3.5. 

already develops a plateau at moderate  pressure p > 0 (Brodale et al. 1986), a 
corresponding shift of the coherent  region of the Fermi-liquid state is difficult to 
assert. In the actinide system UBe13, on the other hand, the picture is consistent 
again, resembling the case of CeCu6: scaling of R/Rma x as a function of T/T*(p) 
exists from 1 K to well above T* (Thompson 1987). T* = 2.3 K, taken here as the 
position of the resistivity peak, shifts upwards with pressure, and so does the 
specific heat peak, which is located at 2.4 K at ambient pressure (Thompson 
1987). The latter effect, in particular, demonstrates the increasing band-like 
behaviour in the coherent  system of heavy quasiparticles. 

2.3. Energy scales 

The novel characteristic features of heavy-fermion physics involve the low- 
energy excitations. At  high excitation energies or temperatures,  heavy-fermion 
systems behave in accord with the well-known physics of conventional lanthanide 
systems such as Gd metal. In particular, most of the features seen in photoelec- 
tron spectroscopy can essentially be understood in terms of ionic energy schemes 
and normal band structures (Gunnarsson and Sch6nhammer 1983, 1987). These 
ionic energies result from the electrostatic interactions among the f-shell eletrons 
and their spin-orbi t  coupling (Hirst 1978). Thus, one finds localized magnetic 
moments according to Hund's  rules. The corresponding effective Coulomb repul- 
sion on the f-shell is of order  10 eV, the direct exchange coupling of order  1 eV, 
and the spin-orbit  interaction of order  0.1 eV. Crystal-fields (CF) acting on the 
localized 4f-electrons of lanthanide ions are typically smaller by another order of 
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magnitude (Chan and Lam 1974, Fulde and Loewenhaupt 1985). This clear 
hierarchy of ionic energies is different from the 3d metals, where the order of 
spin-orbit and CF interactions is reversed. The light actinides, on the other hand, 
do not exhibit a good separtion of energy scales: CF effects on the less localized 
5f-electrons are comparable to the action of spin-orbit coupling, and direct 
exchange interactions in general just barely exceed both, preventing the applica- 
tion of Hund's rules. 

It is well known that the 5f-states of light actinides, e.g., U and Np, in a 
metallic environment are usually subject to considerable hybridization with 
neighbouring ligand states (Koelling et al. 1985, Crabtree 1985, Oguchi and 
Freeman 1986). Though according to the Hill plot (Hill 1970), direct 5f-5f 
wavefunction overlap is negligible in the actinide-based heavy-fermion com- 
pounds, e.g., UBe13 and NpBe13, it is this 5f-ligand hybridization that gives rise to 
the concept of an intrinsic "5f-band width". Depending on the nature of the 
ligand atoms and their coordination, one expects -on  the basis of modern 
band-structure theory-clear  trends in the chemical and physical properties of 
5f-compound materials (Freeman and Darby 1974), in accord with experiment. In 
the typical heavy-fermion systems, this mechanism at best gives narrow and highly 
correlated "f-bands": in the absence of considerable direct overlap between such 
ligand states, the system usually realizes the localized side of a Mott transition 
(Mott 1974, Brandow 1977) in these "f-bands". Therefore, it is in general a good 
starting point for understanding the physics of heavy-fermion compounds to 
consider the f-electrons as being localized and being subject to a rather weak 
hybridization with the broad conduction bands formed by a superposition of 
ligand states and the d-states of the respective lanthanide or actinide atom. 
Although this hybridization energy is definitely smaller for actinide compounds 
than the ionic energies mentioned above, i.e., CF and spin-orbit energies of 
order several tenths of an electron volt, it is the essential parameter in heavy- 
fermion physics. Variations both in the anisotropy and strength of the hybridiza- 
tion can result in drastic phenomenological differences between actinide-based 
heavy-fermion compounds (Crabtree 1985). As an illustration, the temperature 
dependence of the electrical resistivity of the two U-based heavy-fermion super- 
conductors UBea3 and UPt 3 is shown in fig. 14. It is remarkable that the resistivity 
curve for UBe~3 resembles that of the Ce-based heavy-fermion superconductor 
CeCu2Si 2 which is also included in the figure. Since the 4f electrons in Ce-based 
systems are definitely well localized, this supports the local nature of the 
heavy-fermion phenomena in actinide-based compounds. 

In contrast to the situation in lanthanide compounds, a unique characterization 
of the low-lying ionic energy levels for actinide heavy-fermion systems is generally 
not at hand. The case of U compounds is particularly intriguing. We shall argue 
below that in all known cases it is the conventional Kondo effect-properly 
modified for a lattice system- which provides the heavy masses; the essence of the 
argument being based on the sensitivity of magnetic probes and the consistency of 
different, i.e~, the magnetic and non-magnetic characterizations of a characteristic 
low-energy scale. This implies a magnetic ionic ground state or, as may be 
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Fig. 14. Resistivity as a function of temperature for CeCuzSi2, UBe13 and UPt 3 (Steglich 1989). 

considered for U 4+, at least low-lying magnetic levels. It has been pointed out, 
however, that a U 4+ ion in a cubic, and possibly also tetragonal, environment 
could exhibit a non-Kramers ground doublet and no possibility for low-energy 
magnetic excitations. In this situation an alternative mechanism, called the 
"quadrupolar Kondo effect" could account for the heavyness of quasiparticles 
(Cox 1987b-1988), which originates from a coupling of ionic to band-electron 
electric quadrupole moments and may formally be mapped onto a multichannel 
Kondo problem. In addition to an apparent insensitivity to magnetic couplings- 
weak effects are only expected from Van Vleck contributions-the quadrupolar 
Kondo effect, e.g., involves a logarithmically divergent (quadrupolar) suscep- 
tibility and specific-heat coefficient y(T). Thus it should be possible to discrimi- 
nate it experimentally from the conventional Kondo effect. Although in our 
opinion the evidence for, e.g., UBe13 as the strongest candidate is against this 
possibility, see, e.g., fig. 29 and the corresponding discussion of the magneto- 
resistance, the quadrupolar Kondo effect is an interesting concept that may well 
be important in the broader field of actinide physics. 

In the following we concentrate on heavy fermions in Ce-based compounds. 
The Hund's rule ground state of Ce 3+ (J = ~ ) is sixfold degenerate. In the crystal 
environment it can potentially split into three Kramers doublets or, in cubic 
symmetry, into one F 7 doublet and one F 8 quartet. Inelastic magnetic neutron- 
scattering spectra on compounds like CeA13 (Murani et al. 1977), see fig. 15, and 
CeCuzSi 2 (Horn et al. 1981a), are commonly understood in terms of CF splittings 
of typical order 100 K. Since for these metallic systems a simple interpretation of 
CF effects via point charges does not work, CF schemes are essentially of 
phenomenological character and not part of any a priori theory for heavy-fermion 
systems. In particular, hybridization and CF effects cannot necessarily be sepa- 
rated. Whereas in IV systems CF resonances are smeared out by the large 
hybridization, they are generally sharper and may well be identified in heavy- 
fermion systems. An extreme case is CeRuz.16Ge2 where, according to fig. 16a, 
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Fig. 15. Scattered intensity of time-of-flight 
spectra plotted against energy transfer, E,  for 
polycrystalline CeAI 3. Thick continuous line 
shows result of fit constructed from various 
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background, nuclear elastic line, inelastic 
magnetic lines at E = 5 .2meV and 7.5 meV, 
respectively (Murani et al. 1977). 

the CF excitations lie well above (ZlCF/k B -~ 500 and 700 K) the low-temperature 
regime that is dominated by a ferromagnetic transition at T m = 7 K (Felten et al. 
1987). Hybridization in this case does not significantly contribute to a broadening 
of the excited CF levels, which is demonstrated by a nearly perfect Schottky fit to 
the high-temperature specific-heat data (cf. solid curve). More typical is the case 
of CeCuzGe 2 where a lower-lying excited CF level ( A c F / k  B = 170 K) gives rise to 
a considerably broadened specific-heat anomaly, see fig. 16b. 

For CeCu2.2Si 2 (Bredl et al. 1985) and CeA13 (de Boer et al. 1985) strong 
electronic correlations produce a pronounced anomaly at the low-temperature tail 
of the CF peak in C against T. The whole feature can still be explained via two 
separated energy scales: kBT* and ZlCF. The shape of this curve can be fitted 
surprisingly well by a superposition of the Bethe-ansatz result for spin 21- and 
Kondo temperature T* = T K = 9 K and 4 K for CeCu2.2Si 2 and CeA13, respective- 
ly, and the CF-derived Schottky anomaly for excitations into higher CF states. 
Within Bethe-ansatz theory the interference of Kondo effect and CF excitations 
has been taken into account (Schlottmann 1984a, b, 1985a, Desgranges and Rasul 
1985, 1987, Okiji and Kawakami 1986, Desgranges 1987) and leads to curves very 
similar to the ones observed, see fig. 16. It is remarkable that the specific heats of 
the two U-based heavy-fermion superconductors resemble the Ce-data as is 
obvious from figs. 17a and 17b. Whereas CF effects are rarely observed in 
metallic U systems, UBe13 may well be compared with CeCu2Si2, and UPt 3 may 
be described by the theoretical curve in fig. 18 for AcF/kBT K = 1. In the 
Bethe-ansatz parts of these specific-heat fits the entropy corresponding to the CF 
ground states can be obtained from the area below the curve of C against In T 
between T---> 0 and the peak position T = Tin, which amounts to almost half of the 
full value. For all systems mentioned before one finds the latter to be R In 2 
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corresponding to a doublet CF ground state. In addition, since Tma x is related to 
T K via Tin, x = 0.66TK (Andrei et al. 1983), the characteristic low-energy scale 
k B T * ~ - k B T  K -~ k~10K lies well below the CF excitation energy AcF ~ 100K. 

The most important energy for heavy-fermion systems is the characteristic 
temperature T*. It plays a number of different roles, depending on the particular 
question addressed. 

(i) It separates a high-energy (temperature) from a low-energy (temperature) 
regime (Nozibres 1974). The degrees of freedom in the former are still the 
magnetic moments of the 4f/5f shells and the conduction electrons, both with 
moderate renormalizations, and the dynamics can be derived via low-order 
perturbative corrections due to their mutual interactions. At excitation energies 
w, k B T < k B T*, however, magnetic moments and conduction electrons appear as 
strongly coupled objects, itinerant though with highly increased mass and mag- 
netic though only as objects obeying Fermi statistics, i.e., Pauli paramagnetic. 

(ii) k B T* plays the role of an internal binding energy for these new degrees of 
freedom, known as heavy fermions. It is, e.g., the energy needed to strip off the 
spin compensation cloud from the local moments, and as such is often addressed 
as a singlet-triplet excitation energy (Brandow 1988). Seen from the point of 
view of quasiparticle band structure theory it gives the energy spread of that part 
of the band structure near Ev,  in which the dispersion is anomalously reduced by 
correlation effects, i.e., the quasiparticle-band width. An excitation of a quasipar- 
ticle beyond this range liberates it from the strong scattering off the local 
moments and from its participation in the spin-compensation clouds. It thus 
leaves essentially a low-mass band electron. 

(iii) T* also sets the scale for the magnitude of quasiparticle interactions at 
small energy transfer (Lee 1985, Grewe and Pruschke 1985, Zhang et al. 1987, 
Grewe 1987, Keller et al. 1989). This interaction strength reflects the local 
susceptibility, i.e., X-1 _ T*, of an f-moment bound to a spin-compensation cloud 
that retains a considerable magnetic polarizability. In simple terms, the corre- 
sponding local interaction mechanism can be described as follows: an external 
quasiparticle, placed on a lattice site, induces a magnetic moment on the local 
f-shell via the indirect exchange coupling mediated by the hybridization. In view 
of the spin-compensation cloud this may be regarded as an induced polarization of 
the composite object. A second quasiparticle then experiences a net exchange 
field on this site. Due to its local nature this direct quasiparticle interaction 
vanishes (in leading order) for equal spins as a consequence of the Pauli principle 
and is repulsive for opposite spins since then the second quasiparticle is subject to 
an exchange field of unfavourable direction (Lee 1985, Grewe 1987). As a 
consequence of this direct local interaction, indirect non-local quasiparticle 
interactions arise which may be the source of collective effects like magnetism 
and, possibly, superconductivity (Zhang et al. 1987, Grewe et al. 1988). The 
effective interactions are in general not connected to the single scale k B T*; they 
may introduce additional energy scales characteristic of collective effects. 

(iv) T* to a certain extent also marks the transition from single-ion to 
coherent-state behaviour (Lavagna et al. 1982a, Grewe 1984a, Brandow 1988, 
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Grewe et al. 1988). This is inevitable for a concentrated system since the 
compensation clouds extend over several lattice spacings and have to be superim- 
posed constructively, in order to keep the admixture of states far from the Fermi 
level into the many-body ground state small (Nozi6res 1987). For the same reason 
this ground state should not be seen as a mere collection of local moments, each 
with its individual spin compensation cloud. The adjustment of single-particle 
states, enforced by the need for coherent spin compensation, introduces magnetic 
correlations between f-moments on different sites into the ground state. Singlet 
formation in the concentrated system is not a local process any more. It involves 
clusters of sites with characteristic diameter of the order of the lattice spacing 
divided by (NFkBT*) 1/3, i.e., that of spin-compensation clouds. The temperature 
at which local elastic scattering becomes ineffective and the Fermi-liquid regime 
characterized, e.g., by a T2-1aw for the resistivity is approached depends, 
however, on the detailed nature of the low-lying excitations, i.e., on the possible 
collective scales, as well. Therefore, a different kind of coherence temperature, 
called Tco h < T* in the foregoing section, in general is encountered in real 
lattice-periodic heavy-fermion systems. 

In model calculations using, e.g., the LNCA technique in connection with the 
periodic Anderson model, T* is most easily extracted from the width or the 
position of the ASR in the local one-particle spectral density (Kuramoto and 
Mfiller-Hartmann 1985, Bickers et al. 1987, Pruschke and Grewe 1989). It 
coincides with the Kondo temperature TI~ for an f-impurity and acquires some 
modest corrections for the lattice case (Grewe et al. 1988). The aforementioned 
characterizations of T* are, to a large degree, substantiated by such calculations, 
too. Collective effects in heavy-fermion systems pose a much harder problem for 
solid state theory, which has met only partial success until today. 

kBT* as the characteristic energy scale of heavy-fermion systems at low 
temperatures has been studied extensively with various experimental and theoreti- 
cal methods. Neutron-scattering results have proven to be of particular impor- 
tance. In fig. 19 the half width (HWHM), 1F(T), of the quasielastic magnetic 
neutron line is shown for a number of nearly trivalent Ce compounds. In contrast 
to the almost temperature-independent value of ½F(T) established for many IV 
systems (Loewenhaupt and Holland-Moritz 1979), a characteristic negative curva- 
ture is found for the trivalent counterparts. This T-dependence is also at variance 
with the Korringa behaviour, ½F(T)-T, commonly observed for stable RE 
moment systems (cf. Fulde and Loewenhaupt 1985). In particular, a finite value 
for ½F is obtained as T approaches zero. The wavevector-independent contribu- 
tion to ½F has been measured by neutron scattering down to ultralow tempera- 
tures for C e A I  3 (Murani et al. 1980), and C e C u  6 and CeRu 2 S i  2 (Rossat-Mignod 
et al. 1988). It turns out as a good measure for the characteristic lattice Kondo 
temperature T*, see table 1. Residual linewidths for other Ce compounds as 
extrapolated from T > 2 K are also listed in the table. Additional estimates for T* 
are derived from different experimental information: T c results from a com- 
parison to the Bethe-ansatz specific-heat curve for an S = ½ Kondo impurity 
(Andrei et al. 1983), the other two temperatures, T p and T S, from low-T maxima 
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in the transport coefficients resistivity, p(T),  and thermopower, S(T) .  Values of 
both the Sommerfeld coefficient and Pauli susceptibility included in table 1 give 
information about the quasiparticle DOS and roughly scale with the inverse of 
these temperatures. 

In many heavy-fermion intermetallic compounds pronounced structures can 
even be found below the temperature scale T*. These are connected with the 
onset of coherence and with cooperative phenomena in the heavy-electron liquid. 
In particular, magnetically ordered and superconducting phases will be discussed 
in separate sections (3 and 4, respectively). There exists a reciprocal relation 
between the carrier masses and the magnitude of the effective magnetic moments: 
the formation of the heavy-Fermi liquid exhausts the local magnetic degrees of 
freedom (Doniach 1977, Nozi6res 1985). On the other hand, conventional order 
among the local magnetic moments needs the band electrons as intervening 
particles and prevents them from forming a liquid (Rudermann and Kittel 1954, 
Kasuya 1956, Yosida 1957, Yosida and Watabe 1962, Goncalves da Silva and 
Falicov 1972). This competition between an RKKY phase and the magnetically 
compensated heavy-fermion phase is felt even at high temperatures. In many 
cases short-range antiferromagnetic correlations are frozen in at temperatures 
relatively high compared to T* (see sect. 3). 

In those cases where the magnetic moments are sufficiently quenched with 
decreasing temperature, the remaining residual interactions can be described as 
quasiparticle interactions in a heavy Fermi liquid (Grewe and Pruschke 1985, 
Auerbach and Levin 1986, Millis and Lee 1987, Zhang et al. 1987, Grewe et al. 
1988, H6hn and Keller 1988). Thus, any magnetic ordering phenomenon well 
below T* is to be understood as a collective effect in the coherent heavy-fermion 
bands. Here as well as in the heavy-fermion superconductors one can observe the 
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TABLE 1 
Low-temperature single-site and lattice properties of some selected normal heavy-fermion compounds. 
Sommerfeld coefficient % (as T--~ 0) and Ym,~ (T = Tr), (intrinsic) Pauli susceptibility X0 (as T---~ 0), 
characteristic temperature T* as measured via T p (position of o(T) peak), T ~ (position of S(T) 
anomaly), T ° (derived from either % = 0.68 R/T ~ or Tm~ x = 0.66 T ~, Tin,x: position of C(T) peak 
(Andrei et al. 1983)) and T "= F/2kB (as T---~0), F(T): quasielastic magnetic neutron line width 
(FWHM);/:  not existing; n.d.: not determined; n.m.: evaluation not meaningful. 

3'o Ym,~ Xo T° T~ 

System (J/K 2 mol f-ion) (10 -9 m3/mol f-ion) (K) 

T ~ T" T ~ 

C e C u  6 1.6" / 940 b 10 ~ 6d 4.2 d 5 e / 
CeA13 1.25 f 1.6-1.83 f 345 g 35 h,* 3.8 d 3.8 g 6 i 0.32-0.47 f 
CeCu2Siz§ 0.6 j'k 0.8_1.25 j,k 80 l,m 20" 20" 9 ° 10 p 0.35-0.42 j,k 
CePtSi 0.81 q 0.84 q 2390 q / n.d. 6.7 q n.d. 0.5 q 
CeRu2Si 2 0.35 a 0.36 ~ 200 ~ / 25 d 16 d 23 ~ 2 ~ 
UBe.  0.72-0.8 TM / 190 ~ 2.3 ' <0.9 ~ 7.1-7.9 ~'" 140 w'* / 
UPt 3 0.425 ~'y'~ / 53(B [[c); 104(B ± c) ~ / 8 d'** 80 ~'* 110 ~ / 
UA12 0.145 e / 55 ~ / 16 .... n.m. 280 ~ / 

"Satoh et al. (1988); bOnuki and Komatsubara (1987); COnuki et al. (1984); dSteglich et al. (1985); 
eRossat-Mignod et al. (1988); fSteglich (1985b); gde Boer et al. (1985); hOtt et al. (1985b); ~Murani et 
al. (1980); JBredl et al. (1984a); kBredl (1985); ~Lieke et al. (1982); mSteglich (1985a); "Franz et al. 
(1978); °Bredl et al. (1985); PHorn et al. (1981a); qRebelsky et al. (1988); rMayer (1986); SThompson 
et al. (1985); tOtt et al. (1983); UMayer et al. (1986a); "Gottwick et al. (1987); WGoldman et al. 
(1986); XStewart et al. (1984a); YFranse et al. (1985); ZSulpice et al. (1986); ~Frings et al. (1983); 
~Rietschel et al. (1988); VAeppli et al. (1988); ~Trainor et al. (1975); ~Armbrfister et al. (1979); 
~Loewenhaupt et al. (1979). 
§superconducting (poly- and single-crystalline) samples only. 
*Probably due to CF-effects. 
**Probably indicating "coherence effects". 
tFrom comparison with theoretical result by Desgranges and Rasul (1985). 

onse t  o f  cohe rence  in va r ious  quant i t ies .  In  the  c o h e r e n t  r eg ime ,  r e s o n a n t  
sca t te r ing  is f rozen  ou t  and  quas ipa r t i c l e  in te rac t ions  d o m i n a t e ,  l ead ing  to  the  
charac te r i s t i c  Fe rmi - l i qu id  fo rm,  eq. (14),  of  the  se l f -energy.  The  coeff ic ients  a 
a ' , 2 

nd a in eq.  (14) scale wi th  ( T ) -  ( G r e w e  and  P ruschke  1985, A u e r b a c h  and  
Lev in  1986, Cox  and  G r e w e  1988) so tha t  the  sca t te r ing  b e c o m e s  smal l  on ly  at  
T ~ T*. Thus ,  a l t hough  in the  mos t  s imple  s i tua t ion  no  add i t i ona l  ene rgy  scale  
Too h en te r s ,  it  is on ly  in this  r eg ime  tha t  p r o n o u n c e d  c o h e r e n c e  effects  a re  
obse rved .  In  severa l  c o m p o u n d s ,  e .g . ,  the  S o m m e r f e l d  coeff ic ient  y ( T )  = C ( T ) / T  
exhibi ts  a m a x i m u m  well  b e l o w  1 K (cf. fig. 11). The  dec rease  of  y ( T )  for  T---~ 0 
has  b e e n  asc r ibed  to the  f o r m a t i o n  of  a p s e u d o g a p  in the  quas ipa r t i c l e  dens i ty  of  
s ta tes ,  which  ind ica tes  c o h e r e n c e  ( B r e d l  et  al. 1984a). T h e  m a x i m u m  va lue ,  Ymax, 
t o g e t h e r  wi th  its pos i t ion ,  T r, as o b s e r v e d  for  severa l  c o m p o u n d s ,  is also l i s ted  in 
t ab le  1. A s  has  b e e n  m e n t i o n e d  above ,  the  res is t iv i ty  a p p r o a c h e s  its r e s idua l  va lue  
v ia  a T 2 law,  which is much  smal l e r  than  the  un i t a r i ty  l imit ,  the  l a t t e r  se t t ing  the  
scale for  the  m a x i m u m  va lue  a r o u n d  T*,  cf. fig. 8. E v e n  m o r e  p r o n o u n c e d  
f ea tu re s  at  low t e m p e r a t u r e s  a re  f o u n d  in two o t h e r  t r a n s p o r t  p rope r t i e s :  sign 
changes  o f t en  occur  in the  t h e r m o p o w e r  (fig. 20) and  nega t ive  p e a k s  in the  Ha l l  
cons t an t  (fig. 21).  A s t r a igh t fo rward  e x p l a n a t i o n  w o u l d  invoke  b a n d - l i k e  be-  
hav iou r  of  the  quas ipar t i c les  ( S p a r n  et  al. 1985). This  p ic tu re  is s u p p o r t e d  by  a 
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Fig. 20. Low-temperature  thermopower  as a function 
of tempera ture  for CeA13 (Steglich et al. 1984). Solid 
line is guide to the eye. Dashed  lines are extrapola- 
tions to T = 0, 

sign change in the magnetoresistance, the latter being negative at elevated 
temperatures (T > T*) as characteristic of local moments, but becomes positive 
for T---~ 0 as expected for band electrons after the onset of coherence (Edelstein 
et al. 1977, Remenyi et al. 1983), see fig. 22. Further empirical features signalling 
the completion of the coherent low-temperature state have been reported for 
T < Too h ~ 0.2 K in CeCu6, e.g., a Korringa law in the spin-lattice relaxation rate 
(Onuki and Komatsubara 1987). 

The preceding discussion of energy scales was based on a conceptually simple 
isotropic situation, essentially in order to point out the hierarchial structure of 
different physical phenomena. It is able to explain qualitatively a number of 
experimental findings. The necessary precautions may be characterized via the 
magnetic field dependence of the 3/-coefficient as an example. For CeB6, 3/for not 
too small magnetic fields of B > 1.5 T (for lower fields CeB 6 is antiferromagneti- 
cally ordered) smoothly decreases with increasing B (fig. 23), and the correspond- 
ing characteristic scale B* of a few tesla agrees well with the magnitude of the 
"Kondo field" B~=(kB/gl.q3)T* [ T * - 3 K ,  Horn et al. (1981b)]. One has to 
realize, however, that the strong anisotropy found in heavy-fermion systems may 
preclude such clear distinctions in most realistic cases. We would like to exemplify 
this fact via the magnetic field dependence of the linear specific-heat coefficient 
for CeCu 6 using fig. 24. In its orthorhombic low-T phase CeCu 6 exhibits strong 
anisotropies in most of its electronic properties (Amato et al. 1987b). A magnetic 
field parallel to the c-axis strongly reduces the heavy masses. The scale of this 
initial decrease of about 5 T compares well with T * =  4 K for the lattice Kondo 
temperature. The decrease, however, is reduced at higher fields and leaves a 
value of about 200 mJ K -2 mo1-1 at B = 23 T (Stewart 1989). This insensitivity of 
3/(B) at high fields and the insensitivity of the 3/(T) curve for B applied in the 
basal (a, b) plane up to 7.5 T seemingly lack any manifestation of the scale T*. In 
this connection one may cite two typical speculations about the role of aniso- 
tropies and the features of a realistic material: 

(i) A destruction of the Kondo-compensation mechanism by an applied field 
may induce anisotropic magnetic correlations and may increase the 3/-value. 
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Fig. 21. Temperature dependences on 
logarithmic scales of (a) resistivity and 
(b) Hall constant for single crystalline 
CeCu 6 with current in the orthorhom- 
bic b-direction and field applied paral- 
lel to the c-direction (Milliken et al. 
1988). 

(ii) For a renormalized Fermi surface with strongly anisotropic effectNe masses 
the response to an applied field in particular directions mainly involves light 
carriers and does not affect the anisotropic moment compensation and the large 
y-value. 

Altogether the competition between moment compensation and magnetic correla- 
tions for a highly anisotropic material could well lead to strong directional 
dependences of the characteristic energy scales. 
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Fig. 22. Relative transverse magnetoresistivity 
Afi(B)~--Ap±/pB=o=(p~±-pB_o)/PB_o as a 
function of temperature. Inset: temperature Tx, 
at which Ap±(T) changes sign, as a function of 
magnetic field B (Remenyi et al. 1983). Lines 
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2.4. Transport phenomena 

Among transport coefficients the resistivity most clearly reflects the basic 
physics of heavy-fermion compounds. For a discussion we refer to the experimen- 
tal results (Assmus et al. 1984) on two CeCuzSi 2 single crystals (fig. 25) which had 
been subject to different heat treatments. The significant differences introduced 
by disorder are a drastically higher residual resistivity and a more pronounced 
maximum near T = 20 K ,  which agrees with the characteristic temperature T* to 
within a factor of two. Similar differences are observed if CeCuzSi 2 is doped in a 
controlled way by either La or Y (Steglich et al. 1987b). These experiments 
demonstrate, in particular, the sensitivity of the low-temperature resistivity 
against disturbances of the coherent state at the Ce sites. The corresponding 
changes can apparently be of the same order of magnitude as the increment in 
resistivity due to scattering from single Kondo impurities. Regarding the coher- 
ence in the low-temperature state of the Kondo lattice, this effect caused by the 
absence of 4f-scatterers on Ce sites has been labelled "Kondo-hole" scattering 
(Lawrence et al. 1985, Pethick and Pines 1986, Hirschfeld et al. 1986, Schmitt- 
Rink et al. 1987, Miyake 1987). The picture implied rests upon the following 
observation (Cox and Grewe 1988): the imaginary part of the self-energy 

Im 2 ( z )  ~ Im Z~ ff - A 

of band electrons in a Kondo lattice near the Fermi energy z = e - bl, e ~ E v is 
sensitive to lattice imperfections at low temperatures, because of a cancellation 
which guarantees the proper Fermi-liquid behaviour Im 2(z)--->0 (e--+ e~) in the 
fully periodic system. The constant part - A  serves to eliminate an equally large 
contribution in Im z~ff that is due to resonant scattering and leads to the ASR of 
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Fig. 25. Temperature dependence of the electrical resistivity for t w o  C e C u 2 S i  2 single crystals, one 
mesured unannealed (O, O) and the other one after annealing (4 days, 1000°C: i ,  r~). Residual 
resistivities P0 in p,f~cm: 53 (O), 51 (O) and 4.5 (R). Closed (open) symbols: current parallel 
(perpendicular) to tetragonal c-axis (Assmus et al. 1984). 

the impurity problem. It is, according to eqs. (10) and (11), due to propagation 
through the periodic lattice and is efficiently reduced by any inhomogeneity in the 
coherent  pattern of scattering. As a result of a fractional Ce-deficiency x, a 
Nordheim relation for the residual resistivity arises, e.g., Ap -- x(1 - x), which for 
small x has a coefficient as large as that observed for the Ce impurities, i.e.,  x ~< 1, 
due to the Kondo effect in a reference system. 

The drastic differences between La and Y doping in CeCu2Si 2, which have 
been observed near the resistivity maximum (Steglich et al. 1987b), may have to 
be attributed to the different electronic structures of these impurities: whereas 
both La and Y likewise do not contribute M-conduction band mixing, Y with 
4d-valence states in addition causes drastic changes in the anisotropic local band 
structure based upon 5d-states. We would like to propose that the effect is not 
due to ordinary additional impurity-potential scattering, but rather that the 
resonant scattering off the Kondo-hole is altered by the change in anisotropy 
(Ahlheim et al. 1988a). 

Above the low-temperature region, two maxima are recognized in p(T). The 
first one can be attributed to the transition from coherent  to incoherent scattering 
off the Ce sites (cf. sect. 2.2), whereas the second one reflects the excited CF 
states of Ce 3+ (J = ~-) with a total splitting of 360 K (Horn et al. 1981a). The 
latter effect may be understood in the following way (Cornut and Coqblin 1972, 
Kashiba et al. 1986). Coming from high temperatures,  a logarithmic increase of 
the resistivity corresponding to the fully degenerate lowest spin-orbi t  level is 
found. In the vicinity of the CF-splitting energy, transitions from the CF ground 
state into excited CF levels gradually become frozen out. They continue, via 
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virtual processes, to renormalize the coupling constant and the band structure 
(Yamada et al. 1984, Hanzawa et al. 1985), but at lowest temperatures the results 
essentially correspond to Kondo scattering from the lowest CF doublet only. This 
has reduced degeneracy leading to a reduced logarithmic slope compared to the 
behaviour at high temperatures (Tsvelik and Wiegmann 1983). 

The thermoelectric power, S(T), furnishes very useful additional information 
about the nature of heavy-fermion systems (Brandt and Moshchalkov 1984), since 
it is proportional to a higher transport integral, i.e., an energy-weighted average 
over the scattering rate, see eq. (12). For a typical system like C e C u z S i  2 this 
reveals (Franz et al. 1978) an even more detailed structure than the resistivity 
according to figs. 20 and 26. The most remarkable facts, in addition to a 
CF-derived positive peak at elevated temperatures, are the two pronounced 
extrema in the low-temperature region: a positive maximum (Steglich et al. 1984) 
at about 0.2 K, which is well below T* ~ 10 K, followed by a change of sign and a 
minimum near 20K. Quite similar results, i.e., a positive maximum at T ~ T* 
and an extremum in a range near T* are obtained for, e.g., paramagnetic CeA13 
(Steglich et al. 1984, Jaccard and Flouquet 1985), and antiferromagnetic CePb 3 
(Gottwick et al. 1987) as well as C e C u  6 and C e R u 2 S i  2 (Steglich et al. 1985). In 
the last two systems a third positive maximum is observed instead of the negative 
minimum. Due to the enhanced scattering above the Fermi energy in the vicinity 
of the ASR, existing calculations (Sparn et al. 1985, Kawakami and Okiji 1987, 
Cox and Grewe 1988) for simple models furnish positive-definite thermoelectric 
powers increasing from S = 0 at T = 0 to a peak at about T*. Coherence only 
modifies the low-temperature increase somewhat (Cox and Grewe 1988). For an 
explanation of the second extremum near T*, band-structure effects have been 
invoked, such as excitations involving the bare f-states considerably below E F and 
the energy dependence of, as well as the anisotropy in, the hybridization matrix 
elements (Keiter and Kurkijfirvi 1977, Cox and Grewe 1988). One could also 
think of interaction effects, i.e., finite-U or f-hole screening (the calculations cited 
are for the U = ~) and of CF excitations (Kawakami and Okiji 1987), the latter 
certainly being responsible for the high-temperature structure of the ther- 
mopower. Theoretical calculations for transport coefficients, based on a perturba- 
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tional treatment of the six-fold degenerate Anderson model with U = ~, are 
presented in fig. 27. They show the different influence of coherence on resistivity, 
thermopower and Lorenz number (Cox and Grewe 1988). 

Magnetic-field effects in the transport coefficients are of particular interest 
because of the magnetic character of the f-scattering. Due to the enhanced local 
susceptibility, the Hall effect and the magnetoresistance can be of anomalous size. 
Figure 21 shows the Hall coefficient Rn(T) of CeCu 6 in comparison with the 
resistivity p(T) (Milliken et al. 1988). Two main features are intriguing besides 
the larger size of Rn: 

(i) RH(T ) peaks near the characteristic temperature as does p(T), thereby 
presumably separating an incoherent scattering regime at high T from a Fermi- 
liquid regime for T--~ 0. 
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Fig. 27. Resistivity p(T) (a), thermoelectric power S(T) and Lorenz number L(T) (b), calculated 
with LNCA techniques for a sixfold degenerate Anderson lattice model in the Kondo regime (Cox and 
Grewe 1988). Impurity results, scaled with concentration are shown for comparison. The resistivity 
results exhibit the logarithmic increase with decreasing temperature and the coherence-derived 
decrease below T* ~ T o to the residual value due to impurities, which is quadratic in the Fermi liquid 
regime T ~ T*. S(T) is positive definite for the simple model situation chosen. 
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(ii) Two changes of sign and an additional peak near 0.3 K indicate a more 
complex structure of the Hall coefficient. 

The coherence effect is well substantiated by La doping (Onuki and Komatsubara 
1987). Whereas the sign and the particular temperature dependence of R H at low 
temperatures is strongly sensitive to the material, the large maximum near T* and 
the positive sign for T/> T* appear to be a universal feature for both Ce- and 
U-based compounds (Fert and Levy 1987). 

Theoretical explanations for the complex behaviour of RH(T ) have been 
proposed on the basis of impurity models and, thus, may be applied to the region 
T > T* only (Lorek (1990) has made a first step towards a lattice theory). They 
are based on a linear approximation with respect to the magnetic field and invoke 
an interference between l = 2 and l = 3 scattering channels. The well-established 
skew-scattering mechanism (Fert and Jaoul 1972, Fert 1973, Ballentine and 
Hubermann 1977) incorporates changes of the z-component of the angular 
momentum by one unit during the scattering event via the action of the magnetic 
field. It typically involves the interference between f- and d-channels through a 
term proportional to sin(263 -62 )  in the expression for R H. A large prefactor 
reflects the drastic changes in the DOS caused by a splitting of the ASR in the 
magnetic field (Coleman et al. 1985, Fert and Levy 1987, Levy et al. 1988). 

It has been pointed out (Levy 1988) that the effect linear in B also includes 
extraordinary contributions to the current operator. These can arise via strongly 
anisotropic mixing matrix elements and via spin-orbit coupling. An analogous 
possibility has been mentioned above in connection with structure in the ther- 
mopower S(T). In the final result for Rn(T), the extraordinary contributions also 
show up via an interference of the l = 2 and l = 3 channels, but with different 
combinations of the two phase shifts, e.g., cos(~63 -32 )  with a = 1, 2 and 3 
(Levy 1988). The strong dependence of the f-channel phase shift on temperature 
and degeneracy of the lowest spin-orbit multiplet can in principle account for 
much of the rich structure of RH(T ). 

The change in resistivity parallel or perpendicular to an applied magnetic field 

[p(B) - p(0)]/p(O) = Aft(B), 

commonly known as the magnetoresistivity, establishes another sensitive probe 
for the electronic structure of heavy-fermion systems. The reason lies in the fact 
that the magnetic field affects the fine details of the DOS near E F. In general, the 
resistivity of a Kondo impurity decreases monotonically in a magnetic field (Okiji 
and Kawakami 1982, Horvatib and Zlati6 1984, Hanzawa et al. 1987, Schlottmann 
1987). A good example is shown in fig. 28a. Aft(B)+ 1 for Ce 3+ impurities in 
LaB 6 (Samwer and Winzer 1976) approaches zero rapidly when the Kondo 
magnetic field B K is exceeded. In a field of this magnitude, scattering of 
conduction electrons is suppressed: the lowest Zeeman level of the impurity 
f-shell is being populated much stronger than the others, and the density of 
low-energy excitations between the different spin channels decreases. This is 
borne out by the NCA calculations shown in fig. 28b-d, implying not only a 
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splitting of the ASR but also an essential reduction of its height, with B increasing 
beyond B K. The occupation numbers shown in fig. 28b agree well with those 
derived from the Bethe-ansatz [Schlottmann (1985b); see also Cox (1987a)], and 
in addition a slow logarithmic saturation of the majority occupation is recovered 
(Cox 1987a), as opposed to the exponential saturation of a free ion. 

Even for a concentrated system like UBe13 this picture seems qualitatively 
appropriate as apparent from the Bethe-ansatz fit in fig. 29a. For a compound, Aft 
is also defined as above; all resistivities appearing, however, are corrected by the 
ordinary residual value P0 = p(B =0 ,  T =  0), i.e., p---~p-Po (Steglich et al. 
1987c, Rauchschwalbe 1987). For T > T * =  8 K (Felten et al. 1986), the results 
can well be described by the universal curve 

Af  = Ao(T/T*, B/B*) 

of the impurity model where B* = ( /x/ks)  T* and/~ is the saturation moment of 
U 3÷ in the CF doublet ground state. For a fixed temperature T, the functional 
dependence on magnetic field is correspondingly 

B 
Af= Af(,*(1 + r/r*)) 

With the denominator Beff---B*(I+ T/T*) treated as a fit parameter, the 
experimental data of fig. 29a are well described. The curve of Beff plotted against 
T thus obtained, however, goes to zero with decreasing T at about 0.2 K (fig. 
29b). This can be taken as a signature of coherence in the following way: the 
decrease of the temperature-dependent resistivity of a Kondo lattice below T* 
that results from the decrease of elastic scattering can formally be described via a 
curve 

_ T 

with T*(T) going to zero with T. Using this T*(T), B* and Bef f also decrease 
with T, which is consistent with the results shown. There are no data at small Beff 
due to the superconducting transition. Extrapolation hints at the existence of a 
region of positive magnetoresistivity at low temperature, cf. also Rauchschwalbe 
et al. (1986), and thus to an even more fundamental difference between dilute 
and lattice-periodic Kondo systems than would be apparent from the assumption 
of this temperature-dependent T* only. Existing theoretical investigations 
(Ohkawa 1986, Kawakami and Okiji 1986) are not able to explain this detailed 
behaviour, although at higher temperatures qualitative agreement is obtained. In 
particular, the negative maximum of Aft(T) seems to be another good empirical 
measure of the lattice Kondo temperature T*. The continuation to a positive 
magnetoresistivity at the lowest temperatures is consistent with a temperature- 
induced increase of the magnetoresistance in a lattice-periodic Fermi-liquid. It is 
well known (see, e.g., Kittel 1963) that the carriers are forced onto closed or open 
orbits in transverse directions, which increases the resistivity as long as scattering 
is small. We take this behaviour as further evidence for the formation of a 
coherent Fermi-liquid state in these systems at the lowest temperatures. 
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(d) Spectrum of electrons in the second lowest Zeeman level m = - ~ ,  parameter  values as in (c). 
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Fig. 29. Magnetoresistivity of UBe13. (a) Fit of Bethe-ansatz results by Schlottmann (1983) to Ap 
against B curves for differing temperatures (top-bottom): 4.0 K, 3.5 K, 3.0 K, 2.5 K, 2.0 K, 1.5 K 
(Steglich et al. 1987c, Rauchschwalbe 1987). (b) Effective magnetic field Bef ~ = (kB//x)T*(1 + T/T*) 
as a function of temperature (Steglich et al. 1987c, Rauchschwalbe 1987). Dashed line gives result by 
Batlogg et al. (1987) as obtained from Ate(T, B), see text. 

This interpretation of the magnetoresistivity data of UBe13 is in accord with 
measurements on C e f u  6 (Onuki and Komatsubara 1987) and CeAI 3 (see fig. 22, 
Remenyi  et al. 1983). With the application of pressure to CeCu 6 the negative 
maximum of Aft(T) shifts to higher values of T, see fig. 30, as does the 
characteristic temperature  T*. At  the same time the crossing temperature  Tx, at 
which Aft(T) becomes positive at low B, and Bx, at which the decrease of T x sets 
in (see inset), both increase indicating a more band-like behaviour. 

Measuring in the low-temperature regime (tens of millikelvins) where, most of 
the scattering is frozen out by coherence,  and using high-purity single crystals, a 
few groups succeeded in resolving de Haas-van  Alphen (dHvA) oscillations in 
UPt  3 (Taillefer et al. 1987, Taillefer and Lonzarich 1988, Lonzarich 1988), CeCu 6 
(Reinders et al. 1986, Springford and Reinders 1988), CeRu2Si: (Lonzarich 
1988), CeA12 (Lonzarich 1988, Springford and Reinders 1988, Reinders and 
Springford 1989) and most recently, CeCu2Si 2 (Hunt  et al. 1990), CeB 6 (Joss et 
al. 1987; Mfiller et al. 1988, Springford and Reinders 1988, Wasserman et al. 
1989, Onuki et al. 1989). According to the standard result for the oscillatory 
variation of the magnetization (Lifshitz and Kosevich 1956, Stamp 1987, Rasul 
1989), 

T ( (7rkvl)[sinh(2~2kBT~]-~ (15) AM = ~ wc~-/ 

the signal is severely weakened by the heavy mass, m * =  eB/wcC, in the de- 
nominator.  The product  wc~- = eBl/chkv, on the other hand, does not contain the 
heavy mass. In order  to obtain the necessary condition wc~->> 1 for the obser- 
vability of dHvA oscillations, a mean free path of order l/> 1000 A is required as 
usual. The particular difficulty in heavy-fermion systems is, however,  that apart 
from a small prefactor the predominant  inelastic scattering contribution due to 
e lectron-electron interactions has to be strongly reduced, in addition to a very 
low residual resistivity, in order  to obtain such large values of l. 
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Fig. 30. Transverse magnetoresistivity At7 against T (on logarithmic scale) for CeCu 6 at B = 7.5 T for 
different pressures. Inset shows magnetic-field dependence of T x, the temperature at which A~ 
changes sign, for p = 0 and 10 kbar, respectively (Onuki and Komatsubara 1987). Lines through data 
points are guides to the eye. 

The analysis of dHvA amplitudes, as plotted in figs. 31 and 32, for both UPt 3 
and CeCu 6 reveals detailed information. In particular the effective masses, as 
extracted from the slopes of the curves in figs. 31a and 32, are highly anisotropic 
and largely enhanced; the mean free paths, as read off from the inverse slopes of 
the curves in fig. 31b, are actually quite large, i.e., of order l/> 1000 ,&. From 
these data Fermi surfaces can be mapped out, see fig. 33. These results are 
remarkable at least in two respects: 

(i) The detailed anisotropic Fermi surface agrees well with the band structure 
results by Oguchi et al. (1986). Consequently, the strong quasiparticle renormali- 
zation at low temperature already seems to be compatible with the crystalline 
symmetries as incorporated in the LDA formalism. This is not necessarily so in 
the renormalized band calculations where the low-energy dynamics are added via 
phase shifts with symmetry appropriate to the f-electron ground state. As has 
been pointed out recently (Zwicknagl 1988), interference of CF excitations on the 
energy scale kBT* may change such results drastically. The latter formalism, 
however, accounts for the magnitude of the effective masses in a better way. 

(ii) The masses actually measured are strongly enhanced, being much larger 
than the ones calculated within the LDA formalism (Sticht and Kfibler 1985, 
Wang et al. 1987), but do not quite reach the high values extracted from 
thermodynamic measurements and expected from renormalized band theory. This 
latter discrepancy is particularly pronounced in CeCu6, reaching a factor of six 
(Reinders et al. 1986). It can, to a large extent, be traced back to the strong 
magnetic-field dependence of the specific-heat-derived effective mass (see fig. 24). 
This reduction has been demonstrated by several groups, cf. Stewart et al. (1988) 
and Satoh et al. (1988). The mass enhancement found for C e C u  6 is well described 
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Fig. 33. (a) Dependence of de Haas-van Alphen frequencies on orientation of the external magnetic 
field in the crystallographic planes a-b,  a-c and b-c  for UPt 3 (Taillefer and Lonzarich 1988). 
(b) FALM section through the Fermi surface of UPt 3 as derived from an LDA calculation (Oguchi et 
al. 1986). 

by a uniform coefficient for the whole Fermi surface in seeming contrast, 
however, to conclusions from specific-heat measurements (fig. 24). 

2.5. Elastic effects 

Electronic excitations involving 4f/5f-states can lead to interesting elastic 
anomalies as a consequence of strong coupling to lattice degrees of freedom. 
Even though these states are well localized, the f-electrons determine the ionic 
radius and the bonding to nearest-neighbour atoms in the crystal to a large extent. 
They influence the anisotropic potential felt by the outer valence electrons very 
strongly. These facts are well known in the field of IV physics (Grewe et al. 1980, 
Kuramoto and Miiller-Hartmann 1981): real charge fluctuations on the f-shells 
can cause phase transitions with considerable volume changes (Falicov and 
Kimball 1969, Hirst 1974, Varma 1976, Grewe and Entel 1979) and anomalies in 
phonon dispersions and elastic constants (Giintherodt et al. 1978, Mook et al. 
1978, Ghatak and Bennemann 1978, Grewe et al. 1978, Bilz et al. 1979, Entel et 
al. 1979). In compounds with stable 4f-shells magnetoelastic effects are observed 
and can be explained via directional reorientations of electronic states (Liithi 
1985). Between the two extremes, heavy-fermion compounds exhibit the full scale 
of these phenomena,  though in weaker form: charge fluctuations are mainly 
virtual and the CF levels are less well defined. We do not want to give a broad 
discussion here (which is found in chapter 96 of this volume), but to point to some 
basic and characteristic features, which can shed some light on the nature of 
heavy fermions and their collective behaviour. 



HEAVY FERMIONS 391 

In the spirit of a unified picture for IV and heavy-fermion phenomena, which 
has been promoted above, we ascribe elastic anomalies in these systems to a 
dependence of basic electronic parameters, like the position of f-levels and their 
hybridization strength with band states, upon the location of neighbouring atoms 
in the crystal. An expansion of the form (Grewe et al. 1980) 

V= V o + E g jhXj ,  AXj-b~q + b*~_q, (16) 
J 

e.g., accounts for changes of the hybridization due to displacements AXj of the 
neighbours, expressed via phonon operators baq and multiplied by directional 
coupling constants gj. For a so-called "breathing-interaction" the gj point along 
the equilibrium bonding directions and lead to a change of V with the volume of 
the local unit cell. The electron-phonon coupling mechanism introduced via eq. 
(16) in a Hamiltonian 

H ~ Vf*c ~ Vof*C + Gf*c(b + b*) 

induces a local interplay of lattice deformations and electronic excitations with 
characteristic energies like the Anderson width A = zrV2NF or the Kondo-lattice 
temperature T* ~ exp(-y[el[ /A),  which rule the quasiparticle renormalizations in 
IV or heavy-fermion systems. Thus, one can expect a strong effective deforma- 
tion-potential coupling: roughly speaking, local lattice deformations change, via 
z I - V  2, the quasiparticle DOS T * - I - N  F. For heavy-fermion systems pro- 
nounced effects are therefore to be expected at temperatures T < T* (Grewe 
1985). 

A phenomenological coupling between heavy quasiparticles and lattice degrees 
of freedom can in fact be described via the following Grfineisen-type parameter 
(Lfithi 1985) 

0 In T* 0 In N~ 
nv = 0 Vo~ - 0 Vo~ (17) 

This assumes exceptionally large values of order 102 in some heavy-fermion 
compounds (Razafimandimby et al. 1984). The logarithm of the characteristic 
lattice temperature T* involves the bare breathing-interaction coupling constants 
defined in eq. (16) via the one-particle resonance width A -  V 2. The precise 
connection is clarified by microscopic investigations of an extended Anderson 
model (Grewe 1984b, Keller et al. 1989): a local lattice deformation modifies the 
ASR near the Fermi level, thus changing the local scattering potential. A phonon 
with well defined wave number thereby couples coherently to the quasiparticle 
bands. The effect is a deformation potential for the heavy quasiparticles. The 
same local mechanism lies at the heart of the so-called "Kondo volume collapse" 
(Allen and Martin 1982, Lavagna et al. 1982b). It refers, with the Ce metal as the 
classical example, to a spontaneous change of the lattice constant upon variation 
of, i.e., pressure, which is accompanied by a drastic modification~of the quasipar- 
ticle properties. It includes changes of the residual interactions, e.g., additional 
contributions from magnetic short-range correlations due to the RKKY inter- 
action in the phase with more stable moments. In the extreme, a transition 
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between a heavy-fermion and an IV regime occurs, corresponding to a change of 
the energy scale kBT* ~--~A, which rules the scattering resonances. The energy 
balance responsible for this transition, which may be discontinuous or of a smooth 
nature, acquires highly non-linear contributions from the complicated way in 
which the bare coupling [see eq. (16)] enters the quasiparticle-band structure and 
the contribution of effective interactions (Grewe 1985). 

C e B e l 3  and Cel_xLaxBe~3 are compounds in which a softening of the F~ mode, 
corresponding to a breathing deformation of the unit cell, is detected by Raman 
spectroscopy (Blumenr6der et al. 1985). A comparative study of the bulk moduli 
c B for various RE compounds via Brillouin scattering (Mock et al. 1985) reveals a 
strong softening in the IV systems EuCu2Si 2 and YbCu2Si2, see fig. 34. The 
heavy-fermion compound CeCu2Si 2 still shows a considerable effect, whereas 
systems with stable valency like GdCuzSi 2 follow strictly a universal linear 
connection between c B and the local charge per unit-cell volume. Particular 
anomalies at low temperatures, which are presumably connected with the forma- 
tion of coherent heavy-fermion bands, are observed in C e S n  3 and CeA13: the bulk 
modulus rapidly decreases near T* and can exhibit a minimum for T ~ T*, see 
fig. 35a for CeA13 (Lfithi and Yoshizawa 1987). Strong Fermi-surface anisotropies 
may be the reason for anomalies seen in other elastic constants such as in C e S n  3 

(Niksch et al. 1985), CeCu 6 (Suzuki 1985), and CeB 6 (Lfithi 1985), see fig. 35b. 
The last two materials exhibit structural phase transitions at temperatures below 
150 K. For CeCu 6 also a softening of the corresponding transverse phonons is 
observed (Noda et al. 1985). 

Elastic anomalies in actinide-based heavy-fermion systems are most pro- 
nounced for U P t  3. The temperature dependences of two representative elastic 
modes are shown in fig. 36 (Yoshizawa et al. 1985). Unlike the case of UPd3, CF 
effects as a possible source do not seem very likely. The phonon dispersions of 
UBe13 , as measured by neutron scattering (Robinson et al. 1986), do not show 
strong anomalies. The elastic constant c12, however, is negative at low tempera- 
tures, similar to some IV compounds. Remarkably, UBe13 possesses a low Debye 
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Fig. 34. Bulk modulus c B of 
RCu2Si 2 plotted against the 
ratio Q/V of the valency Q of 
the rare earth (R) ion and the 
unit-cell volume V of the lat- 
tice (Mock et al. 1985). The 
stable-valent RCu2Si 2 follow a 
linear c B against Q/V relation. 
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temperature (Goldman et al. 1985) similar to the isostructural IV compound 
CeBe13 , which is consistent with speculations about a low U - B e  potential due to 
a strong hybridization between U-5f and the neighbouring Be-s orbitals (Over- 
hauser and Appel 1985). 

The negative coefficient ~ of thermal expansion in CeA13 (Andres et al. 1975, 
Ribault et al. 1979) establishes another interesting elastic anomaly connected with 
the heavy-fermion state at low temperatures. In a study of Cel_xYxA12 this 
negative value disappears in the IV regime that is approached for large y- 
concentrations, see fig. 37 (Schefzyk et al. 1985c). It therefore seems to be 
characteristic for the Kondo regime. The volume dependence of the quasiparticle- 
DOS N F alone cannot account for the phenomenon: N F presumably decreases 
with decreasing volume, i.e., the hybridization increases, and thus a/T--rlv > O. 
Several explanations have been put forward: exchange of particles with additional 
bands (Fetisov and Khomskii 1985), pseudogap formation at low temperatures 
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(Bast•de and Lacroix 1986), local quasiparticle interactions as established in the 
case of liquid He 3 (Misawa 1986), and finally the zero-point pressure of the local 
Fermi liquid of heavy quasiparticles as being formed with the growth of the ASR 
near the Fermi energy (Lang et al. 1987). The last two possibilities are in accord 
with measurements on the Kondo system Cel_xLaxA12 in the dilute Ce limit 
(Lang et al. 1987), which suggests that the negative value of o~ is a single-site 
phenomenon. In general, a competition between the different effects mentioned 
would lead to both signs of a. In normal (n)-state CeCu2Siz, e.g., a is positive 
and very anisotropic (Assmus et al. 1990, Steglich et al. 1990) and becomes rather 
small in the c-direction, similar to UCd u and U2Zn17 , where however magnetic 
phase transitions may dominate the thermal expansion (Fisk et al. 1984). 

The Kondo-volume collapse effect in Ce metal involves a discontinuous transi- 
tion between the a-phase and the y-phase (Coqblin 1982, Allen and Martin 1982, 
Lavagna et al. 1982a, b), see fig. 38c. The Ce valency stays close to 3+ so that 
promotional models, favouring considerable changes in the f-occupation (Falicov 
and Kimball 1969, Ramirez et al. 1970, Hirst 1974), can be excluded. Current 
explanations aim at correlation effects and are based on the volume dependence 
of the effective exchange integral J -  A/]el] between localized and delocalized 
electrons, which determines both T* and the RKKY-interaction strength 
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Fig. 37. The 4f-derived contribution, Aa, to the thermal expansion of Cel_xYxA12 against tempera- 
ture for various concentrations x (Schefzyk et al. 1985c). Full squares, x = 0.05; empty circles, x = 0.2; 
full triangles, x = 0.35; empty squares, x = 0.5; full circles, x = 0.6. The formation of a heavy Fermi 
liquid with large zero-point pressure is signalled by the negative sign of Aa at low temperatures.  For 
x/> 0.6 the compound approaches the IV regime. 

(Thompson et al. 1983, Martin and Allen 1985). In general, such "volume- 
collapse" transitions occur in a variety of lanthanide and actinide materials 
(Benedict et al. 1986, Franceschi and Olcese 1969), see figs. 38a and b, with IV 
SmS as a different characteristic case, where real charge fluctuations play a more 
important role (Grewe et al. 1980). In C e C n  6 (Thompson and Fisk 1985) the 
f-occupation in the Kondo-lattice state is mildly reduced by pressure. Here, as in 
a number of other cases (Lawrence et al. 1984), external or lattice pressure can 
also cause continuous transitions with considerable volume changes as is, e.g., 
apparent from fig. 38d. 

Absorption of ultrasound can be used to probe the electron-lattice coupling 
and the quasiparticle DOS (Abrikosov 1972). Although the attenuation coeffi- 
cient in the normal state of UPt 3 and UBe13 close to the superconducting 
transition temperature is not drastically enhanced compared to ordinary metals 
(Batlogg et al. 1986), it exhibits, at least in UPt3, interesting temperature- 
dependent anomalies for higher T (Mfiller et al. 1986a). In particular, a pro- 
nounced longitudinal absorption peak is observed at about 12 K, see fig. 39. Since 
the transverse absorption does not show this effect, it points to dissipation of 
energy via coupling of a breathing mode to electronic excitations. The scale of 
12 K lies below the characteristic temperature of UPt3, ranging from 26 K up to 
80 K (Rietschel et al. 1988), so that it is natural to involve the heavy fermions and 
the coupling mechanism discussed above in connection with other elastic 
anomalies. A straightforward extension of a Boltzmann-equation treatment of 
ultrasound absorption to this type of coupling (Schotte et al. 1986) can reproduce 
the peak structure. The physical picture envisages the sound wave changing the 
height and width of the ASR locally, which leads to a relaxation via f-electron 
density excitations. Again, a measure for the coupling strength is the change of 
the characteristic energy scale for the many-body effects with varying lattice 
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constant, thus involving the Griineisen-type parameter eq. (17) (Lfithi 1985, 
Yoshizawa et al. 1986, Grolle et al. 1987). 

The particular kind of relaxation discusssed above becomes ineffective at higher 
temperatures, T > T*, so that the enhanced absorption decreases. At low tem- 
peratures, deformation of the ASR by the sound wave has no great effect on the 
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remaining quasipartMes near E F. This leads to a decrease of absorption and 
qualitatively explains the maximum (Schotte et al. 1986). The magnitude of the 
absorption coefficient and the importance of a coupling to the density fluctuations 
compared to a relaxation via heat transfer has been elucidated recently by a direct 
inspection of the phonon self-energies (Becker and Fulde 1987). In the hydro- 
dynamic regime, the self-energy can be completely reduced to thermodynamic 
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coefficients, although contact can be made to microscopic calculations, as well. 
An interesting result of this calculation is the existence of a second quasi-elastic 
peak in the phonon DOS (besides the usual Rayleigh line due to heat conduction) 
that is produced by the slow density fluctuations of the heavy Fermi liquid and 
should be appreciably wider than the first peak by a factor of order m * / r n  o. For 
large enough wave number this mode can be characterized as propagating instead 
of diffusing. Such a quasi-elastic peak has recently been found in UPt 3 and was 
interpreted along these lines (Mock and G/Jntherodt 1989). The situation reminds 
one of the coupled electron-phonon excitation found in the IV regime (Grewe et 
al. 1978). Collective modes in the heavy-fermion liquid are quite generally an 
interesting subject of current studies. In particular, different kinds of plasmons 
are being investigated (Becker and Fulde 1987, H6hn and Keller 1988). 

The influence of high magnetic fields on elastic properties of heavy-fermion 
materials can lead to interesting effects. One might think of three possible sources 
for anomalous behaviour: 

(i) The magnetoelastic coupling can become quite strong at the verge of 
stability of the f-shell. On the one hand, CF levels are then still well defined 
reflecting the pronounced anisotropies, and coupling to elastic degrees of freedom 
should be strong. On the other hand, virtual charge excitations of the f-shell are 
not completely prohibited and can contribute considerably to the response to 
magnetic fields. An interesting interplay might result. 

(ii) The magnetic field may break the Kondo singlets in the Fermi-liquid 
regime at low temperatures and thereby, via the breathing-mode coupling, cause 
anomalies in longitudinal elastic constants, i.e., a pronounced magnetic field 
dependence. 

(iii) The nature of the low-temperature phase might change in a more drastic 
way in strong magnetic fields. Transitions to magnetic phases or the formation of 
SDW can be induced. 

Apparently all of these effects have been observed experimentally: CF transitions 
seem to determine the peculiar magnetoelastic effects in CexLal_xCu6 at inter- 
mediate temperatures T >  T K (Winter et al. 1986). The anomalously large 
volume magnetostriction of a number of Ce, Eu and Yb systems with a weakly 
unstable or nearly stable 4f-shell displays scaling properties in strong magnetic 
fields and at low temperatures, which depend on the low-energy scale in a 
characteristic way (Zieglowski et al. 1985), see fig. 40. In UPt 3 a pronounced 
softening of the Cll mode at a few kelvins is observed near B = 20 T, and a similar 
result holds for CeRu2Si 2 (Kouroudis et al. 1987), see fig. 41. The magnetic 
Griineisen-type parameter 

O In B* 
rl~ = - O Vol ' (18) 

where B* is the characteristic field analogous to T*, corresponds to r/v, see eq. 
(17), as is to be expected from the theory of the Kondo effect (Tsvelik and 
Wiemann 1983). An interesting novel feature is the magnetoacoustic quantum 
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oscillations of the elastic constants as a function of the applied magnetic field in 
UPt 3 and several Ce systems (L/ithi 1985, Kouroudis et al. 1987, Nikl et al. 1987, 
Thalmeier et al. 1987, Goto et al. 1988). 

3. Magnetism 

3.1. The competition between Fermi-liquid formation and magnetic order 

In order to clarify the role which magnetic phenomena play in heavy-fermion 
systems one may start from two well defined limiting cases: stable-moment 
behaviour and intermediate valence. In the first case, the energy gained by 
moment compensation is so small that in the observable temperature range the 
magnetic degrees of freedom are stable and well defined. The corresponding 
moments comply with the CF effects, and their dynamics is ruled by indirect 
exchange interactions. Typically the RKKY interactions then lead to magnetic 
order that, depending on Fermi momentum and lattice structure, is usually 
antiferromagnetic. In IV systems, on the other hand, the hybridization broaden- 
ing of localized f-states is large and prevents, via real charge fluctuations, the 
formation of a local magnetic moment at all temperatures of interest. Here no 
natural distinction between local and itinerant degrees of freedom exists, and a 
Fermi-liquid description is appropriate from the outset. 

The interesting regime, in which heavy-fermion behaviour and magnetism can 
compete, lies in between these two extremes. A continuous lowering of the 
magnetic transition temperature relative to the low-energy scale, determining the 
energetics of moment compensation, is to be expected when leaving the stable- 
moment regime (Doniach 1977). Two qualitatively different situations can be 
visualized using long-existing experimental information on the compounds NpSn 3 
(Trainor et al. 1976) and CeA12 (Barbara et al. 1977, Bredl et al. 1978a). In the 
first mentioned actinide compound a magnetic phase is formed in the heavy 
Fermi-liquid. According to fig. 42, the Sommerfeld coefficient in the paramag- 
netic regime just above the Ndel temperature of 10 K is already constant at a large 
value of about 250 mJ K 2 tool-1. The ordered moment is, according to neutron- 
diffraction studies (Trainor et al. 1976), largely compensated down to a value of 
about 0.3 p.B/Np atom. The large y-value of about 100mJK -2tool -1 in the 
ordered phase as T---~ 0 points to an interpretation of this phenomenon in terms of 
the band magnetism of heavy quasiparticles (Trainor et al. 1976). In CeA12 the 
ratio TN/T* is of order one, i.e., much higher than in NpSn 3. Above the 
transition at T N -~4K, the 3,-value still shows a considerable increase which 
extrapolates to 3'* = 1.7 J K -a  tool -~, fig. 43. Such an extrapolation simulating a 
fictitious Fermi-liquid with compensated moments can be made using T*-~ 5 K 
from, e.g., neutron-scattering results (Steglich et al. 1979b), and correcting for 
short-range order effects via the theoretical curve for S = ½ obtained by means of 
the Bethe-ansatz technique (Andrei et al. 1983). Compared with this value of 3'*, 
the observed y-value as T--~ 0 is reduced by an order of magnitude, consistent 
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with only a small reduction (about 10%) of the average ordered moment 
(Barbara et al. 1977). The magnetically ordered phase still involves the original 
magnetic degrees of freedom frozen into the magnetic state via the intervention of 
the original band electrons. Both sets of degrees of freedom show some re- 
normalization due to their mutual influence. 

Information about the magnetic behaviour of heavy-fermion systems is con- 
tained in the wavenumber- and frequency-dependent magnetic susceptibility 
x(q,  ~'). In less strongly correlated metals, X is usually expressed via Stoner's 
formula [for critical reviews on itinerant magnetism and Stoner theory see, e.g., 
Moriya (1979), Gautier (1982), Stamp (1985)], 

, ¥ ( q ,  p ) - i  = , ¥ 0 ( q ,  /])  1 __ K(q, v), ( 1 9 )  

where X0 is appropriate for a non-interacting gas of quasiparticles and K accounts 
for the quasiparticle interactions as a result of an RPA treatment. Such an 
expression has been used in a phenomenological way for a description of the 

t',/I \ 

0 5 T(K) 10 

Fig. 43. Specific heat as C / T  against T for CeA12 (Bredl et 
al. 1978b). Solid line through data points is guide to the 
eye. Thin horizontal line indicates low-temperature value, 
% = 0.135 J K 2 mol-1. Dashed line is Bethe-ansatz result 
for S = ½ Kondo impurity with T K = 0.68 T* = 3.5 K (An- 
drei et al. 1983). 
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magnetic response of heavy-fermion systems, as well (Pethick and Pines 1988). In 
fact, it can be shown that the LNCA version of perturbation theory (Grewe and 
Pruschke 1985, Grewe 1987, Grewe et al. 1988, Kuramoto and Watanabe 1987, 
Kuramoto 1989, see also: Lee 1985, Zhang et al. 1987, Auerbach et al. 1988) 
furnishes a justification for this approximation as well as a definition for the 
quantities X0 and K; compared to the theory of conventional band magnetism they 
have, however, a somewhat different meaning (Grewe et al. 1988): X0--+ x~tf(v) is 
the local susceptibility of an effective site in the lattice, and 

1 
= T k (lw)Gk(lto)Gk+qOW + IV) lk+qtlW + iv) (20) K(q,  iv) 3' ~-~ ~2 eff . . . . . . . . .  ff z. 

io),k 

results from correlations between lattice s i t e s .  X elf is already renormalized as a 
result of local and quasilocal processes, as are the one-particle band Green 
functions G c [the superscript stands for a cumulant subtraction due to site 
exclusion (Grewe 1987)] and the local scattering matrix 

T2ff(iw) = [ g k l 2 G e f f ( i ( . o )  . 

The indices a and o- are left out here for convenience. 3' is a constant of order one 
(we have extracted a common factor (g/xB) 2 in order to deal with energy units 
only), originating from an approximate treatment of the fully retarded local 
quasiparticle repulsion, iv and i(o are Bose and Fermi frequencies, respectively, 
13 = (k s T) -1 and N is the number of lattice sites. Equation (20) has a straightfor- 
ward interpretation: non-local magnetic correlations arise as a result of local 
spin-flip excitations, coupled via itinerant electron-hole pairs. The amplitude K 
contains an electron-hole propagator G¢G ~' and one T-matrix, T elf for spin-flip 
scattering at each of the two lattice sites. A chain of repeated local interactions of 
an electron-hole pair at intermediate sites involves powers of FICG¢G ~',//c being 
the local quasiparticle vertex. Equation (19) is the result of a mean-field-like 
decoupling of this retarded interaction, i.e., Fie--> 3"xeffTeffT eff, a n d  of a summa- 
tion of the resulting geometric series. 

An evaluation of K (Grewe 1988a, b) uses the spectral representations 

f f pk( ,c' Geff(io)) = d w '  Peff ( ( ' ° '~)  G~(iw) = d~o' (21) ) 

i o - w '  ' i w -  ~o' ' 

and the well-known structure of the spectra pelf (Grewe et al. 1988) and p~, see 
also fig. 9a. Thereby different contributions to K can be identified, i.e., high- 
energy processes, characteristic of an RKKY-type interaction between local 
moments, and low-energy processes, producing exchange interactions between 
the heavy quasiparticles (Grewe 1988a, Kuramoto 1988). The high-energy pro- 
cesses alone would favour a modulated magnetic state with wavevector q and 
hypothetical transition temperature T~ ) 

0 = k B T ~  ) - K ( h ) ( q ,  iP)li , ,_+o , (22) 
T = T(m h) 
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where Xe~f~l/kBT has been used in this range. Such an RKKY instability 
actually occurs for stable-moment systems where T* is low and T~ ) >> T*. The 
relative order of these two characteristic energies is determined in general by a 
number of factors, in particular the position of the bare f-resonance, hybridization 
strength, orbital degeneracy and crystal anisotropies (Coleman 1983, Read et al. 
1984, Varma et al. 1986, Rice and Ueda 1985, 1986, Fazekas 1987, Doniach 
1987a, b, Vulovid and Abrahams 1987, Fazekas and Brandow 1987). In the 
heavy-fermion regime T* and T(~ ) become comparable. Then the saturation of 
the susceptibility X e~f at a value of order 1/T* due to moment compensation can 
lead to a situation in which T* > r(m e) > r ~  ) , where r(m e) is calculated analogously 
to T~ ), via the low-energy processes only and using X ~ff ~ 1/kBT* for T < T*. 

~ "  T (h) defines the crossover to a different kind of The condition, T* T(m e) ~ m  , 

magnetic instability, that is connected with an exchange splitting of the heavy- 
fermion bands, i.e., to true magnetism of the heavy fermions (Grewe 1988a, 
Kuramoto 1989). Given the peculiar dispersion of the hybridized quasiparticle 
bands and the underlying strong anisotropy of the original band structure, the 
q-dependence of K is important and should lead, as is observed, to in homoge- 
neous forms of magnetism. In particular, low-energy excitations near the hybridi- 
zation points of the quasiparticular band structure, see fig. 44, would favour small 
q-vectors (Grewe and Welslau 1988). A competition of small q-instabilities with 
q = 2k F modes, which are characteristic for RKKY magnetism and heavy-fermion 
magnetism as well (Tsvelik 1979, Grewe and Keiter 1981, Lee 1985), could help 
to explain the tendencies for complicated magnetic structures in heavy-fermion 
systems at low temperatures. 
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Fig. 44. Transitions across hybridization gaps of the quasiparticle band structure (a) can, depending 
on the position of the chemical potential (assumed inside the pseudogap for this calculation), and on 
the other band-structure features, give rise to pronounced structures in the non-local interaction part 
Y = x ° f f K  of the Stoner denominator  [compare eqs. (19) and (20)] at small wavevectors (b). In (b) 
a = y/It  2 with 3' defined in eq. (20) is varied somewhat around its proper  value of 2/~r 2 (Grewe and 
Welslau 1988) to exhibit the strong tendency towards a magnetic instability occurring for r(qcrlt, 
v = O ) = l .  
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Characteristic differences arise in the electronic excitation spectrum of heavy- 
fermion magnets in the different regimes. For a magnetic state with well localized 
moments and only moderate enhancement of ~/(i.e., of order 0.1 J K -2 mo1-1) as 
in CeAI2, the following picture has been proposed (Doniach 1977, Nozi6res 
1985): starting from band electrons and ionic f-states, the quasiparticle renormali- 
zations stop when spin order of somewhat renormalized moments occurs. The 
corresponding RKKY interactions with energy scale TRKKy are mediated by 
moderately renormalized band electrons. Note that the relevant saturation tem- 
perature is usually the one at which short-range magnetic clusters are formed 
above the cooperative phase-transition temperature TN (h) -- T m . For CeA12, e.g., 
TRKKY exceeds T N ~ 4 K by more than an order of magnitude (Steglich et al. 
1979b). From then on, spin-flip scattering is frozen out and the band electrons 
move in the fixed modulated exchange field provided by the moments. Although 
the DOS near E F changes due to an exchange-split incipient ASR, see fig. 28, no 
electronic excitation gap develops anywhere on the Fermi surface. Typically the 
specific heat well below TN follows C = yT + ~ T 3 with a cubic magnon contribu- 
tion. For a heavy-fermion magnet in the itinerant regime, on the other hand, the 
magnetism can be described in the language of quasiparticle-band theory. In 
particular a spin density wave (SDW) instability (Doniach 1987a) may open an 
electronic excitation gap on parts of the Fermi surface, a situation strongly 
favoured by the nesting properties (Fawcett 1988). In  such strongly anisotropic 
cases the density of quasiparticle excitations is reduced at low temperature and an 
exponential decrease of y(T) can result below T N. In pure compounds like UPt~, 
where this type of phase transition possibly occurs, no C(T) anomaly has been 
observed, in accord with the small entropy connected with the tiny ordered 
moments. In the disordered systems U(Pt~_xPdx) 3 (de Visser et al. 1986), 
(Ul_xThx)Pt 3 (Ramirez et al. 1987, Stewart et al. 1986) and Ce(CUl_xAgx) 6 
(Gangopadhyay et al. 1988, Fraunberger et al. 1989, Germann and von 
L6hneysen 1989), on the other hand, a distinct anomaly is observed. This hints at 
disorder-induced formation of large local moments, which, in fact, have been 
observed for the (_U, Th)Pd 3 system via neutron diffraction (Aeppli et al. 1988). 
Concerning a reduction of the one-particle DOS due to SDW formtion, it may be 
difficult to discriminate this experimentally from a gap in the magnetic excitation 
spectrum, as characteristic of anisotropic local-moment magnets. The latter has 
been observed, e.g., for CeCu 2 (Gratz et al. 1985). 

Realistic heavy-fermion systems are typically situated in a crossover regime 
between these two limiting cases. We shall nevertheless try to stress certain 
tendencies observed by assigning, e.g., CeA12 to the class of local-moment 
systems and discussing (_U, Th)Pt 3 as an itinerant system. One should realize, 
however, that these tendencies, as resulting from a balance between energies like 
TRKKy and T*, can be influenced, e.g., by alloying. We shall discuss the situation 
within a somewhat broader context by considering the influence of composition 
changes on energy scales in general. 

A particularly simple case, where no cooperative magnetic order is involved, is 
furnished by UPts_~Au ~ (Ott et al. 1987a, Quitmann et al. 1988). Substitution of 
Pt by Au up to x -=- 1 leads to an increase of the low- T effective mass as shown by 
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y(T- -> 0), i.e., from 85 mJ K -2 mo1-1 (x = 0) to approximately 900 mJ K - :  mo1-1 
(x = 1) (Quitmann et al. 1988). In principle, alloying can have a twofold effect on 
T*. Variations of the band structure and of the chemical potential cause changes 
of the DOS at EF, and variations of the average lattice spacing may, in addition, 
alter the hybridization. In UPts_xAu, ,  Quitmann et al. (1988) ascribe the 
apparent decrease of T* to a decrease of the DOS at E F. 

More typical for heavy-fermion systems are those cases where composition 
changes induce a transition between the magnetic and the non-magnetic regimes. 
A recent example is UCu4+xAls_ x for which T N (=29 K for x = 0) vanishes with 
increasing Cu content near x = 1.5 (Geibel et al. 1990). Beyond this composition 
the ground state is a heavy Fermi-liquid with y - 800 mJ K -2 mo1-1 (x = 1.75). A 
reduction of the unit-cell volume with increasing x suggests a growing value of the 
characteristic temperature T* and an explanation of the transition in terms of the 
composition dependence of two characteristic energy scales, T* and TRKKY. 
Further evidence is furnished by the system Cel_xYxA12 (see fig. 3). This idea fits 
well into the theoretical discussion given above, which will be summarized in a 
theoretical phase diagram at the beginning of the next section. 

The case of CeCu2Si 2 demonstrates the usefulness of the unit-cell volume as a 
parameter discriminating different ground states in a particularly clear fashion. 
Figure 45 incorporates the effect of three different ways of changing the volume: 
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Fig. 45. Magnetic-ordering temperatures T m (closed symbols, left-hand scale) and superconducting 
transition temperatures T c (open symbols, right-hand scale) of CeCu2Si 2 and homologues as a function 
of relative volume change AV/V o = ( V -  Vo)/Vo with V= a%. V 0 = 167.43 ~3 is the unit-cell volume of 
"stoichiometric" single crystals at ambient pressure (Assmus et al. 1984): O, O, "stoichiometric" 
single crystals at p ~> 0 (Aliev et al. 1983, Assmus et al. 1984); [3, single crystal grown from 26 at. % Cu 
excess; V, polycrystals prepared either with 10at.% Cu excess (T c = 0.68K) or stoichiometrically 
(To<0.5 K), V, polycrystal of CeCul.9Si2; ik, polycrystals of Cel_xLaxCu2Si2; V, interpolated 
between V = 169.25 * for LaCu2Si 2 and V 0 (Aliev et al. 1984). Dashed lines are intended as guides to 
the eye. Note that a "stoichiometric" single crystal shows a antiferromagnetic transition at T m = 3.5 K, 
but no superconductivity at T > 20 mK (Steglich 1985a). 
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La doping and Cu deficit ( A V / V  o between 0 and 10-2), Cu excess 
(--0.3 X 10 -2 ~ A V / V  0 ~ 0) and hydrostatic pressure ( -1 .2  x 10 -2 ~< A V / V  o <~ 0).  

Again, decreasing unit-cell volume can be associated with an increasing T*, as 
supported by resistivity measurements under pressure (Aliev et al 1983, Bellarbi 
et al. 1984). The samples with large volume and lower T* are magnetic. The 
apparent spin-glass properties (Aliev et al. 1984, Rauchschwalbe et al. 1985a) may 
be explained by dilute magnetic moments induced by disorder. The samples with 
low volume and higher T* exhibit heavy-fermion superconductivity and, in 
addition, pronounced coherence effects in n-state properties (of. fig. 72 and the 
corresponding discussion). Many open questions associated with the complex 
ternary Ce-Cu-Si  phase diagram remain (Ishikawa et al. 1983, Spille et al. 1983, 
Braun and Jorda 1985, Sun et al. 1990), such as the unusual pressure dependence 
of the superconducting transition temperature T c (Aliev et al. 1983, Bellarbi et al. 
1984, Bleckwedel and Eichler 1985) and the possible coexistence between super- 
conductivity and itinerant antiferromagnetism, which will be resumed in sect. 4 
(cf. fig. 64). Note that single crystals grown from stoichiometric melts ( A V / V  o = O) 

still show unexplained features in the susceptibility (fig. 62) and the specific heat, 
suggesting an antiferromagnetic transition near 3.5 K, but no superconductivity 
(Steglich 1985a). 

A change from a non-magnetic heavy Fermi liquid to a ferromagnetically 
ordered ground state was found in CeSi x upon decreasing the Si concentration 
near x=1.85,  i.e., precursive to a tetragonal to orthorhombic transition at 
x = 1.80 (Yashima et al. 1982), as summarized in fig. 46. In this case, the increase 
of T* with x is not connected with a volume compression in any obvious way (Lee 
et al. 1987). 

A particularly interesting phase diagram has recently been established for the 
system Ce(CUl_xNix)zGe 2. Whereas the system C e C u z G e  2 fits well into the class 
of local-moment systems with a low T* = 7 K ,  coinciding with TRKKV, the 
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temperature at which short-range ordering effects become noticeable (de Boer et 
al. 1987, Knopp et al. 1989), CeNi2Ge 2 is a Kondo lattice with a non-magnetic 
ground state ( , / =  0.4 J K -2 mo1-1) and T* = 30 K (Knopp et al. 1988). Figure 
47a shows the Ni-induced increase of T* in Ce(Cul_xNix)2Ge2, which becomes 
particularly pronounced for x/> 0.75, possibly related to both a volume compres- 
sion and a DOS increase. Depending on composition, two very different spin 
structures have been discovered for Ce(Cut_xNix)2Ge2. A combination of various 
bulk measurements (Sparn et al. 1988, Steglich et al. 1989) has established (fig. 
47b) the following facts: 

(i) a strong depression of the N6el temperature TN~ that is 4.1 K for CeCu2Ge 2 
and extrapolates to TN1 = 0 for x = 0.2; 

(ii) at this concentration the evolution of a second type of antiferromagnetic 
order below TN2(x ) that becomes a maximum (--4 K) near x = 0.5 and can be 
followed up to a Ni concentration of approximately x = 0.75, beyond which 
magnetic order seems to be absent; 

(iii) the occurrence of two phase-transition anomalies in the intermediate 
composition regime 0.02 ~< x ~< 0.3. 

Neutron diffraction measurements have, in fact, identified two incommensurate 
antiferromagnetic structures, one with a long modulation vector ql = (0.28, 0.28, 
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Fig. 47. (a) Lattice Kondo temperature T* read off positions of broad peaks in both the thermal 
expansion, a(T) (~q), and resistivity, p(T) (A), as well as residual quasielastic linewidths (HWHM), 
F(T), extrapolated from T > 50 K to r = 0 K (O). In order to match the a(T) and p(r) results, p(T) 
peak positions are scaled by a factor of 1.25. (b) Positions of extrema, indicating antiferromagnetic 
phase transitions, in a(r) (A, A, x),  specific heat, C(T) (V, V, +), p(r) (E3) and DC susceptibility 
( I ,  ©). Closed symbols refer to onset of "local-moment ordering" below T~l(x), open symbols 
indicate formation of "itinerant magnetism" below TN2(X), crosses are ascribed to the superposition of 
two modulated structures at intermediate composition (hatched) (Steglich et al. 1990, Loidl et al. 
1990b). 
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0.54) for x = 0, the other one with a short q-vector, q2 = ( 0 ,  0 ,  0.14) for x = 0.5 
(Steglich et al. 1990, Loidl et al. 1990). For the intermediate composition x = 0.1, 
the low-T spin structure is best described by q =  q~-  q2 = (0.28,0.28,0.41), 
which suggests that both structures may be superposed in the intermediate regime 
0.02 ~< x ~< 0.3. A steady reduction of the ordered moment from 0.74 ixB/Ce for 
x = 0  to ~<0.3txB/Ce for x~>0.65 supports the interpretation that for 
Ce(CUl_xNix)Ge 2 the alloying-induced transition, between a local-moment-type 
magnetic ordering (with long q) and a non-magnetic Fermi liquid, passes through 
an itinerant type of antiferromagnetic state characterized by a short q-vector 
(Welslau and Grewe 1990). 

3.2. The role of magnetic correlations in the heavy-fermion liquid 

The preceding considerations stress the importance of magnetic correlations in 
heavy-fermion systems. Though being generated naturally in the formation of 
heavy quasiparticles they do not necessarily lead to magnetic ground states 
(Jullien et al. 1979, Jullien and Martin 1982, Scalettar et al. 1985). Short-range 
correlations, however, should always be present, even if the Fermi-liquid remains 
stable at low temperatures (Grewe and Keiter 1981, Rasul 1986, Saso and Seino 
1986, Shiba 1986, Auerbach et al. 1988, Chen and Callaway 1988, Norman et al. 
1988, Fazekas 1988, Fye and Hirsch 1988). They are necessary for a complete 
quenching of local moments in the lattice (Nozi&es 1985). This quenching is 
initiated at high temperatures T ~> T* by the local action of the Kondo effect 
alone. Gradually with decreasing temperature the quenching is supported by the 
antiferromagnetic couplings developing via the RKKY mechanism. There seems 
to exist a rather detailed balance between these two main influences: if the 
itinerant degrees of freedom near the Fermi surface become exhausted too early, 
RKKY correlations finally grow in distance and lead to a magnetic instability with 
well defined local moments. If the growth of local compensation is dominant, 
non-local RKKY correlations do not develop beyond a short-ranged distance. The 
compensation process may, as is the case near the IV regime, be complemented 
by real charge fluctuations, so that even fictitious local moments are destabilized 
at higher temperatures. The different regimes are sketched in fig. 48. In the 
stable-moment regime a rough estimate of the quantity Y= XeffK, which de- 
termines the susceptibility-enhancement factor (1 - y ) - i  in eqs. (19) to (20), has 
the form Y =  Cx2e ~/x, with the dimensionless indirect local exchange coupling 
x = NFJ and a constant C, somewhat smaller than, but of the order of, one 
(Kuramoto 1981, Grewe and Pruschke 1985). This functional form of Y reflects 
the competition between the RKKY exchange energy of order x 2 and the singlet 
binding energy e -~/x due to the Kondo effect (Doniach 1977). The intersection 
point Y = 1 roughly marks the transition from a magnetic ground state of RKKY 
type at small x to a region where the two competing energy contributions are 
typically of the same order of magnitude and where the nature of the ground state 
depends critically on the detailed form of the renormalizations, band structure 
and critical wavevectors. We identity this range of small, but not too small, x < 1 
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Fig. 48. Depending on the Value of the dimensionless indirect local exchange coupling constant 
x = Nr:J three different types of low-temperature behaviour are encountered: for x < 1 RKKY 
magnetism with stable moments occurs, indicated by a non-local interaction part Y = Xe~eK > 1 of the 
Stoner denominator [compare eqs. (19) and (20)] that is roughly of the form given by Doniach (1977) 
(full curve). In the heavy-fermion regime (intermediate values x < 1), Y remains typically of order 
one, indicating a tendency towards itinerant magnetism of heavy quasiparticles. The true function 
Y(x) should decrease montonically (broken curve) for increasing x so that a Fermi liquid ground state 
always occurs in the IV regime x > 1. 

as the heavy-fermion regime. Here typically T~ ) and T* are comparable to each 
other and to T (e) and the collective low-energy scale T (e) may indeed determine a m  ' --m 
the ground state via an exchange splitting of the heavy quasiparticle bands. Due 
to the onset of real charge fluctuations, the order-of-magnitude estimate for the 
true susceptibility-enhancement function Y starts to deviate considerably from 
Doniach's curve at x ~< 1. It should decrease monotonically so that in the IV 
regime for x > 1 no magnetic ground state occurs. A clear demonstration of these 
ideas by experimental observations is given by the phase diagram of Cel_xYxA12 
(fig. 3), which shows a steep decrease of TN followed by a "spin-glass" regime 
due to disorder-induced magnetic moments and finally the transition to an 
intermediate-valence state (x ~> 0.9) through a Fermi-liquid regime. 

Before actual magnetic ground states of different kinds are discussed in the next 
two subsections, we want to substantiate the ideas concerning the role of magnetic 
correlations by referring to neutron-scattering measurements o n  C e C u  6 and 
CeRu2Si 2 (Rossat-Mignod et al. 1988). These materials are representative of the 
full span of mass enhancement with 3' = 1500mJK -2 mo1-1 and T*-~4K for 
CeCu 6 and Y = 350 mJ K -2 mo1-1 and T* ~ 25 K for CeRu2Si 2. Among the set of 
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detailed information obtained (Rossat-Mignod et al. 1988), the following facts 
seem particularly relevant for the present discussion. Both systems show strong 
anisotropies in their magnetic response and develop short-range correlations 
along certain preferred axes with definite q-vectors. At low temperatures the 
magnetic spectrum shows two contributions, of which one is independent of q. It 
can be accounted for by a quasielastic Lorentzian and gives the local response of 
the f-moments. Its half width leads to the Kondo temperature cited above in both 
cases. The second contribution is peaked at two different characteristic wavevec- 
tors in both materials and is, furthermore, concentrated at a characteristic energy 
transfer o90, being of order of the respective kBT*. This energy w 0 ~ 3 k  B K for 
C e C u  6 and % = 16k B K for CeRu2Si 2 is taken as an effective exchange coupling 
strength to the nearest neighbours. Since the wavevectors have incommensurate 
components, anisotropy and band-structure effects should play an important role. 
Figure 49 shows the temperature dependence of the correlation lengths observed 
in C e C u  6. The strong anisotropy found may be due to an anisotropy of effective 
exchange interactions and/or of an anisotropy of the moment-compensation 
mechanism, underlining the discussion at the end of sect. 2.3. A distinct increase 
of these lengths with decreasing T is recognized for T ~< T*, followed by a 
saturation at typical nearest-neighbour distances. The dominance of the local 
compensation effect in C e C u  6 is further substantiated by the small weigth of 
about 10% for the non-local magnetic-scattering contribution. The temperature 
dependences of the energy widths for both contributions in fig. 50 illustrate the 
freezing of nearest-neighbour magnetic correlations into the ground state, which 
leads to a strongly temperature-dependent narrowing of the inelastic line below 
T*. These correlations can be destroyed by application of a magnetic field with 
strength of order w0//x. The situation is qualitatively similar for CeRu2Si 2. The 
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Fig. 49. Magnetic correlation lengths along 
the a- and c-directions as a function of 
temperature for CeCu 6 (Rossat-Mignod et 
al. 1988). Lines through data points are 
guides to the eye. 
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reduced role of local-moment compensation as compared to CeCu6, shown by the 
lower y- and higher T*-values, also becomes apparent in the increased strength 
of the non-local magnetic-scattering component, which reaches 40%. Here the 
Fermi-liquid ground state possesses a considerably larger amount of non-local 
magnetic correlations. 

In view of these non-local magnetic correlations in the ground state of 
CeRu2Si2, doping experiments with La find a natural explanation. One observes 
(Besnus et al. 1987) disorder-induced long-range antiferromagnetism in 
Cel_xLaxRu2Si 2 for x~>0.08 with a disorder-independent modulation vector 
a 0 = (0.309, 0, 0) along the a-axis of the tetragonal structure, a 0 is the same as the 
wavevector associated with magnetic correlations in the pure material (Quezel et 
al. 1988). The itinerant nature of this magnetic instability developing in the 
heavy-Fermi liquid involves characteristic wavevectors connected with features of 
the Fermi surface. These do not change essentially with La doping, which mainly 
has the effect of introducing local magnetic moments by the Kondo-hole mecha- 
nism. The resulting increase of magnetic tendencies in the system changes the 
balance between spin compensation on the one hand and spatial growth of 
magnetic correlations on the other, and drives the correlation length to infinity. 
As has been pointed out by Coles (1987), this kind of disorder-induced magnet- 
ism reveals an inherent tendency towards formation of a SDW ground state in the 
heavy-Fermi liquids and bears some resemblance to the situation found in doping 
pure Y metal with magnetic Gd ions (Sarkissian and Coles 1976). The resulting 
SDW is of the same type as the one found in pure Cr metal. 

An external magnetic field represents another possibility of probing magnetic 
ground-state correlations. In the presence of non-local antiferromagnetic correla- 
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Fig. 51. High-field magnetiza- 
tion, M against B, of CeCu 6 for 
three crystallographic directions 
at T = I . 6 K  (Amato et al. 
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tions one expects some kind of spin-flip transition as encountered in ordinary 
local-moment antiferromagnets (Kosterlitz et al. 1976). This furnishes a possible 
explanation of the metamagnetic effects observed in CeRu2Si 2 (Besnus et al. 
1985, Flouquet et al. 1985) and UPt 3 (Frings et al. 1983). An external field in 
general polarizes each individual Kondo singlet locally. This effect, related to the 
increment in the field, is largest for small fields and decreases monotonically until 
a Zeeman-split local level is recovered for B > BK, whereupon the magnetization 
has reduced its growth to that of free moments (Schlottmann 1985b, Cox 1987a, 
b). This behaviour is observed in CeCu 6 (Onuki et al. 1985) in agreement with 
the mainly local correlations of the ground state as discussed above. As seen in 
fig. 51 the magnetic polarization is strongly anisotropic and largest for B perpen- 
dicular to the basal plane. As has been discussed in connection with the 
anisotropy of energy scales (sect. 2.3) these observations are consistent with the 
corresponding reduction of effective masses in applied magnetic fields (cf. fig. 24). 
In UPt 3 (cf. de Visser et al. 1987) and CeRuzSi 2 (cf. Mignot et al. 1988), 
however, the growth of magnetization in the field has a maximum in a non-zero 
field, B M. The anisotropic nature of this effect is demonstrated in fig. 52 (Franse 
et al. 1984). A pronounced metamagnetic type of field dependence of the low-T 
magnetization at B M ---20 T results for B applied in the basal hexagonal plane of 
UPt 3 [and along the c-axis in CeRuzSi 2 at B M = 8 T, Mignot et al. (1988)], see fig. 
52. The corresponding maximum in x(B) at B = B M finds its analogue in a 
maximum of x(T)  at T M = 17 K (fig. 53). The obvious interpretation is that B M 
corresponds to the characteristic energy for antiferromagnetic coupling of neigh- 
bouring spins. Breaking these correlations leads to a maximum increment in the 
magnetization. Particularly clear evidence for the ideas explained above, i.e., that 
different types of correlations are frozen into a Fermi-liquid-like ground state of 
the Kondo lattice with essentially the same energy scale T*, is provided by fig. 54 
for CeRueSi 2 (Mignot et al. 1988): one observes a universal pressure dependence 
of such different quantities as the inverse susceptibility for T---> 0, the inverse 
effective mass, deduced from the aT 2 term in the low-T resistivity, as well as of 
B M and T M (=10K for p = 0). 
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3.3. Local-moment magnetism ( T m > T*) 

Although heavy-fermion systems display a whole variety of magnetic phenom- 
ena in the full span between the two characteristic cases discussed above, one can 
assign many of the systems roughly to one of them. Table 2 lists some typical 
properties of local-moment systems. The intermediate 3,-values above the mag- 
netic transition temperature T m point to moderate renormalizations for band 
electrons well above T*(< T m < TRio(v). 3' (as T---~ 0) is usually somewhat lower 
due to the reduced density of excitations in the magnetically ordered phase. The 
ordered moments are correspondingly smaller than the free-ion values in the 
proper CF ground state. 

TABL~ 2 
Characteristics of some "local-moment" magnets: T*, lattice-Kondo temperature; a-T~, f-Tm, 
antiferromagnetic, ferromagnetic ordering temperatures; y(2T~) and y(T---~0), Sommerfeld coeffici- 
ents in the paramagnetic and magnetically ordered phases; k~j/xB, averaged ordered moment  per f-ion, 

in units of ixs; nd, not determined. 

System T* T~ y(2Tm) y(T--+O) lYe~IX B 

(K) (K) ( J /K 2 mol f-ion) 

CeA12 3.5 a'* a-3.9 a 0.16 b 0.135 a 0.63 ~ 
CeB6  3 d a.2.35°,r,g 0.60 h,~ 0.26 i 0.65 d 
Celn 3 100 j'** a-10.2 i 0.04 k 0.05 k 0.48 l 
C e C u  2 10 m a-3.5" 0.20 n 0.082 m nd 

x = 1.7 17 ° f-10.9 ° nd 0.075 ° 0.5 p 

CeSix 
x = 1.8 17 ° f-9.0 ° nd 0.23 ° nd 

Ag 5 q a-10 r nd nd nd 
CeT2Si z T = Au rid a-10 r nd nd 1.29 r 

Pd nd a-10 r nd nd 0.62 r 

Cu 7 s a-4.1 t 0.09 s 0. l0 t 0.74" 

Ag 3 q a-5" nd 0.033 w nd 

CeT2Ge 2 T = Au <2 q a-15 v 0.10 TM 0.02 ~ nd 
Ru <2 q f-7.5 ~ 0.04 ~ 0.02 ~ nd 

UCdll nd a-5 ~ 1.42 x'** 0.25 x nd 

U2Znl7 nd a-9.5 y 0.42 y'* 0.20 y 0.8 ~ 
0.24 z,** 

aBredl et al. (1978a); UBredl et al. (1978b); CBarbara et al. (1977); aHorn et al. (1981b); °Felsch and 
Winzer (1978); fKawakami et al. (1980); gSchefzyk et at. (1985b); hKomatsubara et al. (1980); iBredl 
(1987); JLawrenee (1982); kElenbaas (1980); IBenoit et al. (1980); mGratz et al. (1985); nGratz et al. 
(1988); °Satoh et al. (1982); PSato et al. (1985); qLoidl et al. (1989a); rGrier et al. (1984); SFelten 
(1987b); 'de Boer et al. (1987); "Knopp et al. (1989); VB6hm et al. (1988); WCaspary (1988); XFisk et 
al. (1984); YOtt et al. (1984a); ZGschneidner et al. (1989); ~Broholm et al. (1987a). 

* Derived from T* = 5 K [as obtained from the residual quasielastie neutron line width (HWHM) as 
well as by using a resonance level model" via T* = T~/0.68, T• corresponding to the Bethe-ansatz 
results, see Andrei et al. (1983)], in line with the definition used throughout this article. 
** Probably masked by CF effects. 

Influenced by quadrupolar ordering at 3.3 K. 

+ From Cu2znl7--CThzZnl7. 
*t From Cuzznl7--CTh2Zrll7--Cschottky. 
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Heavy-fermion magnets with well defined local moments usually exhibit some 
antiferromagnetic type of order.  This fact is in accord with the considerable 
band-electron contributions to the effective exchange interactions. There  is no a 
priori reason, however,  to exclude ferromagnetism, and, in fact, a few heavy- 
fermion ferromagnets exist, e.g.,  CeSix, x < 1.85 (Yashima et al. 1982), CeCu2 
(Gratz et al. 1985) and CeRu2.16Ge 2 (B6hm et al. 1988). Recently, even 
spin-glass behaviour in two heavy-fermion systems containing a periodic array of 
magnetic moments  on the 4f-shells, i.e., CePd3B0. 3 with 3' = 250 mJ K -2 mo1-1 
(Dhar  et al. 1990) and CePtGa 3 with 3' = 120 mJ K -2 tool -1 (Tang et al. 1990) has 
been reported.  It is ascribed to variations in the exchange interactions due to 
disorder on neighbouring non-magnetic lattice or institial sites, similar to what 
was found earlier for CeCu6.sA16. 5 (Rauchschwalbe et al. 1985c). 

The anisotropy of the RKKY interaction usually leads to rather complex 
magnetic structures. In particular, nesting of the Fermi surface can have dramatic 
effects. An exemplary system is CeA12 (Steglich et al. 1979b): its spin arrange- 
ment displays a type-II antiferromagnetic structure in which the magnetic mo- 
ments are parallel to [111] and point into opposite directions on the lattice sites 
( 0 , 0 , 0 )  and (1,  1, ¼). The moments are modulated by an incommensurate 
wavevector (1 + r, 1 _ ~., 1) with r = 0.11 (Barbara et al. 1977). 

High-resolution measurements of the thermal-expansion coefficient a ( T ) ,  see 
fig. 55, revealed two closely spaced phase transitions of second order (Schefzyk, 
et al. 1985a). A positive jump Aa 1 = a ( T N 1 -  6 ) -  ~(TN1 + 6 ) > 0  is recognized 
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Fig. 55. Thermal expansion as a/T plotted against T (top) and specific heat as Cp/T plotted against T 
(bottom) for polycrystalline (left) and single-crystal (right) CeAI z samples. The measurement of c~ on 
a single crystal was done along [100]. Dashed lines give interpolations between high- and low- 
temperature data points, and solid lines are used to replace broad transitions by idealized sharp ones 
at TN1 (with positive jumps A% and ACpl), respectively. A second sharper transition at TNz is 
characterized by Aa 2 < 0 and ACp2 > 0. TN1 and TN2 are indicated by arrows pointing downwards and 
upwards, respectively (Schefzyk et al. 1985a). 
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for the broader transition at TN1, whereas the sharper transition at TN2 leads to a 
negative jump Aa a < 0. A corresponding structure in the specific heat (Schefzyk 
et al. 1985a) can be decomposed into two phase transition anomalies with positive 
AC l and AC 2. Ehrenfest's relation 

1 (dTN~ 3 Vol Ax 
tP ~ ~ N \-d--p-p/p=0 = ACp (23) 

predicts an increase of TN1 under low pressure and a decrease of TN2. Thereby a 
puzzle is resolved concerning the pressure dependence of the magnetic phase 
transition of CeAI2: whereas specific-heat measurements (Berton et al. 1977) 
yielded a positive pressure derivative of the phase-transition temperature with tp 
close to tpl as derived from Aal, susceptibility data (Barbara et al. 1979, Croft et 
al. 1979) furnished a negative derivative with tp close to tpe. Neutron diffraction 
finally proved (Barbara et al. 1980) that TN2 is associated with the formation of a 
sinusoidal wave. Lattice defects destroy this modulation as seen from the dis- 
appearance of the corresponding satellites. Instead, a magnetic Bragg reflex 
appears which is associated with the underlying type-II structure. As a result of 
non-hydrostatic pressure conditions the same happens for pressures p > 10 kbar, 
proving again the high sensitivity of the modulation to lattice imperfections 
(Barbara et al. 1980). Similar observations in the thermal-expansion measure- 
ments led to the characterization of TN~ as the transition temperature for type-II 
ordering and to the schematic phase diagram shown in fig. 56. The phase diagram 
is surprisingly consistent with recent specific-heat measurements under external 
pressures up to 16kbar, which reveal a maximum in TN~(p ) about p = 8 k b a r  
(Hanke 1988, Hanke and Eichler 1989). This maximum has been attributed to a 
competition between a pressure-induced increase in the indirect- exchange- 
coupling constants and a decrease of the effective Ce moment. There exists, on 
the other hand, no such simple explanation for the observed depression of TN. 

Nesting of the Fermi surface, the probable cause for the incommensurate 
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Fig. 56. Magnetic phase diagram of CeA12 
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al. 1980). Dotted line is an interpolation 
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modulated magnetic ground state of CeA12, has been demonstrated in dHvA 
measurements for the reference compound LaA12 (Seitz 1978, Seitz et al. 1979). 
Long-range antiferromagnetic order in the quasibinary system Lal_xCexA12 al- 
ready develops at low Ce concentrations: for 10at.% Ce a T N of 80mK is 
observed (Felsch et al. 1975). It has to be attributed to interactions between 
random short-range pairs of Ce ions since T N scales with x 2. For such paired ions, 
Kondo compensation seems to be suppressed due to mutual interactions and a net 
moment remains (cf. Tournier 1974). A highly diluted random system of magnetic 
moments could presumably not establish a regular magnetic structure without a 
prescribed modulation in the system of band electrons. It thus seems probable 
that the observed nesting is important and persists even for increasing Ce 
concentration x when the magnetic state of stoichiometric CeA12 forms. 

We now come to actinide-based compounds. Although UCd11 (Fisk et al. 1984) 
and U2Zn17 (Ott et al. 1984a) have traditionally been discussed in terms of 
5f-band formation, we would rather put them into the class of metals with an 
spd-conduction band hybridizing with well localized 5f-states (Siegrist et al. 1986, 
Fischer et al. 1987, Olivier et al. 1987, Broholm et al. 1987a). We suggest that this 
hybridization is not well taken into account by transforming to new conduction 
bands in order to diagonalize the one-particle part of the Hamiltonian alone. 
Instead, the essential point for the low-temperature behaviour seems to be, in 
fact, the generation of a new energy scale kBT* via many-body effects. Despite 
some earlier experimental evidence (Schlabitz et al. 1980, Frick et al. 1982, 1985), 
this T* has traditionally not been investigated in these compounds, but there exist 
some positive indications from theoretical studies including the concept of an 
"intrinsic" f-band width from a many-body point of view (Pruschke 1989). 

It, therefore, seems appropriate to use the same classification scheme as 
outlined above for actinide systems. According to the specific-heat data above the 
N6el temperature short-range correlations, as indicative of local-moment be- 
haviour, seem to be present in UCd11, see fig. 57 (Fisk et al. 1984). Similar to 
CeAI: (cf. fig. 43), one observes a shoulder in C(T)/T on the low-T side of the 
phase-transition anomaly that supports an interpretation in terms of a more 
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complicated magnetic structure. We, thus, assume that the yet unknown value of 
T* is smaller than T(m h) and put UCd11 in the class of local-moment magnets. 

Considering the specific-heat results of NpBe13 (Stewart et al. 1984b) in fig. 58, 
it seems to be difficult to distinguish any T-dependence of 3' from the initial 
increase above the magnetic phase transition at T N = 3.4 K. This compound seems 
to be similar to UCd u.  The record value of 3' (as T - > 0 ) =  0.9J K -2 mol a 
implies a rather low T* value (~<TN) and a considerable admixture of local 
degrees of freedom to the quasi-particles. Therefore it is listed in table 3. An 
entropy of about 40% of R In 2 is released at the phase transitions (Stewart et al. 
1984b). 

At  a first inspection of the specific-heat results for U2Zn17 (fig. 59), i.e., the 
nearly T-independent value of 3/= 500 m J / K  2 mol-U above T N = 9.5 K, seem to 
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TABLE 3 
Characteristics of  "heavy-fermion ant i ferromagnets" .  Symbols as in table 2, with T N instead of Tm. 

System T* T N y(2TN) y( T'--~ 0) ~s//XB 

(K) (K) ( J /K  2 mol f-ion) 

CePb 3 15" 1.1 a 0.83 a 1.00" <0.55 b 
CeA13 4 °'* 1.6 a 0.67 ~ 1.25 ~ 0.5 ~ 

non-superconduct ing + 7 g'* 3.5 h <0 .2  h 0.3 h nd 

CeCuzSi z 
superconduct ing 10 g'* 0 .6L0.8 i 0.60 h 0.60" =0.1 j 

Ceo.gLao.lRu2Si 2 11 k 2.71 0.34 k >0.63 k 0.85 l 
Ce(Cuo.gAgo l) 6 nd 0.65 TM 0.70 TM nd nd 
UzZnl7 nd 9.5" 0.42" 0.20" 0.8 ° 
U R u z S i  2 70 v 17  q .. . .  0 . 1 2  t 0 . 0 6 5 ( 0 . 5 5 + + ) q  0.03 . 
UPt  3 80 ~ 5w 0.36 x 0.425 + + + 0.02 w 

U(Pt0.95Pdo.0s)3 nd 5.8 x 0.32 ~ =0.48 ~ 0.6 y 
(Uo 95Th0.os)Pt3 nd 6.5 ~ 0.36 z =0.48 z 0.65 w 
(Uo.97Tho.o3)Be13 nd 0.4 ~ 0.80 ~'~ =2.30"* <0.01 ~ 
NpSn 3 nd 10 'p 0.245 ~ 0.10 '~ 0.3 '~ 
NpB%3 nd 3.4 a 0.40 A 0.90 a nd 

aLin et al. (1985); bVettier et al. (1986); CdeBoer et al. (1985); aJaccard et al. (1988); eBredl et al. 
(1984a); fSchenck (1988); gBredl et al. (1985); hSteglich (1985a); ~Nakamura et al. (1988); JUemura  et 
al. (1989); kBesnus et al. (1987); mQuezel et al. (1988); mFraunberger et al. (1989); nOtt et al. (1984a); 
°Broholm et al. (1987a); PRauchschwalbe (1987);qSchlabitz et al. (1986); rpalstra et al. (1985); ~Maple 
et al. (1986); tRenker  et al. (1987b); UBroholm et al. (1987b); VRietsehel et al. (1988); WAeppli et al. 
(1988); Xde Visser et al. (1987); YFrings et al. (1987); ZBatlogg et al. (1987); ~Heffner  et al. (1989); 
~Ott et al. (1985a); ~Mayer et al. (1986b); "Rauchschwalbe et al. (1987c); ~Trainor et al. (1976); 
"Stewart et al. (1984b). 
+ Single crystal. 
++ Extrapolated from the paramagnet ic  regime. 
+++ See table 1. 
t Extraploated from finite-field data to B = 0 T. 
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contradict the relatively large ordered moments (0.8/zB/U ) and the considerable 
transition entropy found in the magnetically ordered low-temperature state: a 
saturated y(T) would suggest that Fermi-liquid formation is complete and that 
the moments are screened. This discrepancy has recently been resolved via 
specific-heat experiments to elevated temperatures (Fischer et al. 1987). These 
suggest the existence of CF levels (two doublets at 0k B K and 91k B K, and an 
excited sextet at 164k B K). Subtraction of the corresponding Schottky contribu- 
tion and the phonon term, as obtained for ThzZn17 (Fischer et al. 1987), leaves a 
y(T)  curve (Gschneidner et al. 1990) that just above T N has a negative slope as 
pronounced as for typical Ce-based heavy-fermion compounds, fig. 60. In conclu- 
sion, we also assign U2Znl7 to the class of local-moment magnets. One has to 
realize, however, that the case of U 2 Z n 1 7  also features some signs of itinerancy, 
i.e., the mean-field-like transition and the extreme sensitivity to impurities (Ott 
1987), so that as in other cases an intermediate picture might be appropriate. 

3.4. Magnetism of heavy quasiparticles ( T * >  Tin) 

In this section, heavy-fermion magnets are discussed that show a considerable 
influence of quasiparticle renormalization. The magnetic degrees of freedom, 
originally connected with the local moments have, to a large extent, been 
transferred to the itinerant heavy quasiparticles. Thus, the signature of the 
materials listed below is a strongly reduced magnetic moment and a large 
y-coefficient in the electronic specific heat. We list some of the interesting 
materials in table 3. 

Among Ce compounds, CePb 3 seems to provide an excellent example for the 
scenario outlined above: T* --- 15 K (Renker et al. 1987a) is larger than T m = 1 K 
(Lin et al. 1985), the moment is reduced by about an order of magnitude (Vettier 
et al. 1986), and 3' - 1 J K -2 mol -~ as T--~ 0 is very large and only slightly reduced 
compared to the low-T paramagnetic value, see fig. 61. The magnetic order found 
by neutron diffraction is anisotropic and modulated as is the magnitude of the 
small ordered moments (Vettier et al. 1986). 

Z ~ . O  i i ~ I 1 I I I I 

3.0 B=O 

2- 2.o 

1.0 

0 I I I [ I I I I I 

0 1 2 3 z. T ( K )  5 

Fig. 61. Specific heat  of CePb 3 as 
a funct ion of t empera tu re  at B = 
0 and 11 T (Lin et al. 1985). Lines 
th rough  data  points  are guides to 
the eye. 
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For stoichiometric non-superconducting CeCu2Si 2 single crystals the situation is 
not so clear. A rounded peak in the specific heat near 3.5 K seems indicative of an 
inhomogeneously broadened magnetic bulk ordering phenomenon (Stewart et al. 
1983, Steglich 1985a). The form of the DC susceptibility peak and its intensitivity 
against applied magnetic fields of order 1 T seem to exclude a spin-glass phenom- 
enon, see fig. 62. Spin-glass effects, on the other hand, may easily be generated 
by substituting La for Ce (Aliev et al. 1984) or by removing a few at.% of Cu 
(Rauchschwalbe et al. 1985a). Measurements of the specific-heat in fields as high 
as 10 T point to the importance of ferromagnetic short-range order (presumably 
in the basal Ce planes) up to approximately T = 1 5 K  (=T*) (Andraka et al. 
1989). We suggest that the C(T) and x(T) peaks near 3.5 K are connected with 
the three-dimensional antiferromagnetic alignment of the ferromagnetically or- 
dered sheets. In our rough classification scheme of magnetic phenomena these 
CeCu2Si 2 single crystals should be assigned to the crossover region. 

A similar statement could be made for the system CePtSi, where however a 
low-T T(T) peak near 0.35 K indicates the formation of coherent heavy-fermion 
bands (Rebelsky et al. 1988). The maximum near 2 K and a peak in X T at the 
same temperature was attributed again to an interplay between ferromagnetic and 
antiferromagnetic ordering tendencies in the system (Rebelsky et al. 1988, 
Hamzic et al. 1988). 

Recently, magnetic behaviour has also been detected in CeA13, which was 
formerly considered to provide the prototype of a heavy Fermi-liquid ground state 
(Barth et al. 1987). So far, one has the following three indications: 
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Fig. 62. DC susceptibility as a function of 
temperature of non-superconducting (ns) and 
superconducting (s) CeCu2Si 2 single crystals 
measured with the magnetic field parallel and 
perpendicular to the tetragonal c-axis (Steg- 
lich 1985a). 
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(i) A maximum at 0.7 K occurs in the susceptibility (Andres et al. 1975), see 
fig. 63. 

(ii) At this temperature, transverse muon-spin rotation (/xSR) reveals a "quasi 
static" magnetic field of 220 G originating from the Ce atoms in the neighbour- 
hood of the interstitial muon. This translates into an average magnetic moment of 
0.5 ixB/Ce (Schenck 1988). A ~SR line symmetric to the muon Larmor frequency 
v, = 0 develops already at 1.5 K and has been ascribed to "short-range order 
effects" (Barth et al. 1987, 1988). 

(iii) A T3-dependence of the electrical resistivity between 0.3 K and 1 K for 
one CeA13 single crystal is observed and may be interpreted via scattering off 
spin-wave excitations in a modulated structure (Jaccard et al. 1987), similar to 
earlier observations with CeA12 (Sparn et al. 1985). 

The absence of a phase-transition anomaly in the specific heat could be explained 
in two ways: 

(a) CeA13 may be a clear-cut example of itinerant antiferromagnetism of heavy 
quasiparticles that is supported by a "coherence"-derived peak in y(T) (Benoit et 
al. 1981, Bredl et al. 1984a) and a TZ-dependenee of the resistivity below 0.3 K 
(Andres et al. 1975) and, thus, may not set free enough entropy at the phase 
transition. The size of the saturated moment (0.5 IxB: Schenck 1988) makes this 
picture somewhat fortuitous, however. 

(b) CeA13 may display a competition between different magnetic tendencies in 
a way similar to the materials discussed before and, thus, may not develop 
long-range order at all. As a final caveat we mention the possibility of spin-glass 
effects contributing to these experimental data. 

Zero-field and longitudinal-field/~SR measurements o n  C e C u z S i  2 (Uemura et 
al. 1989) have indicated the onset of static magnetic correlations below T m = 
0.8 K. A sharp disappearence of the 63Cu-NMR line near 0.6 K for magnetic fields 
B 1> 1.2 T points to a kind of transition, possibly to a magnetic state with short- or 
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long-range order and coexisting with superconductivity (Nakamura et al. 1988, 
1990). Ultrasound (Bruls et al. 1990) and dilatation (Steglich et al. 1990, Assmus 
et al. 1990) studies on n e w  C e C u z S i  2 single crystals (Sun et al. 1990) reveal a 
surprising sample independence of the corresponding transition temperature T m 
(=0.63K) for B = 0, which coincides with T c for the best superconducting 
samples. For other samples, T c < Tm. Figure 64 shows the phase diagram of 
C e C u 2 S i  2 in a T against B representation. It suggests that an anomalous and 
hitherto unexplained feature, as discovered in the isothermal magnetoresistivity 
curves (Rauchschwalbe et al. 1987a), is connected with this new transition in 
n - s t a t e  C e C u z S i  2. In a similar way anomalies in the resistivity as a function of 
magnetic field in CeA13 give rise to a kind of B-T diagram (Jaccard et al. 1988). 
This example shows that such lines should not necessarily be considered as 
separating thermodynamic phases. They may also reflect the freezing of short- 
range order correlations. 

Some speculation may arise from the fact that in C e C u z S i  2 the two lines 
separating normal Pauli paramagnetic states from magnetic and superconducting 
states for B--+0 approach each other at 0.63 K. Furthermore, the peak in the 
coefficient y of the n-state specific-heat occurs in the same temperature regime, 
i.e., at 0.4K, see fig. 64. In CeA13 there is a similar but somewhat larger 
difference between the position of this y(T) peak (Bredl et al. 1984) and the 
temperature at which the magnetism-related features are observed (Barth et al. 
1987, Jaccard et al. 1988). This order-of-magnitude agreement between the two 
temperatures could be used as an argument for the idea (Doniach 1987b) that the 
y(T) peak is caused by freezing of magnetic fluctuations in the vicinity of a 
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Fig. 64, Temperature-magnetic-field diagram for CeCu2Si 2 indicating superconducting (sc) (O; 
Steglich et al. 1984) and cooperative magnetic ("aim") regimes as deduced from NMR (% Nakamura 
et al. 1988) and magnetoresistivity (x ,  Rauchschwalbe et al. 1987a) results. Also shown are positions 
of the y(T) maxima for a bulk superconducting sample (according to its Meissner effect) that is 
lacking any specific-heat anomaly at T c and, therefore, exhibits a quasiparticle DOS that is almost 
identical with that in the normal heavy-fermion state (~,  Bredl 1985). Results of single crystals (0 ,  x ) 
and polycrystalline samples (+,  A) are included. 
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magnetic SDW phase transition. We would, however, prefer an interpretation of 
the order-of-magnitude agreement which is not built on magnetic long-range 
order as a driving mechanism. Instead, we stress again the importance of 
coherence and the common role of the underlying energy scale T* for all of these 
phenomena. Certainly, superconductivity and the hypothetical SDW phase both 
need the Fermi-liquid regime with well defined itinerant quasiparticles as a 
prerequisite. In forming the Kondo-lattice ground state, local Kondo fluctuations 
and non-local magnetic fluctuations are typically frozen in on the same tempera- 
ture scale (cf. fig. 54). Only then is the coherent regime reached. An applied 
external magnetic field consequently perturbates the ordering phenomena roughly 
in the same way as demonstrated by the similar shape of the curves in fig. 64. 

Like CeAI 3 and CeCu2Si2, UPt 3 has been viewed until recently as a non- 
magnetic heavy-fermion system. Thorough neutron-diffraction measurements 
(Aeppli et al. 1988) have revealed, however, the development of antiferromag- 
netic long-range order starting at T N = 5 K. The magnetic order parameter, as 
taken from the (1, 0, 1) scattering intensity, levels out at the superconducting 
transition temperature with a value corresponding to an ordered moment of 
0.02 ixB/U. For the (1, 1, 0) scattering intensity at B < 1 T, even the destructive 
influence of superconductivity on the magnetic order parameter can be found 
(Aeppli et al. 1989), fig. 65. Whether the same electrons can provide both 
phenomena, implying that magnetic order can sustain an incomplete pseudo-gap 
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in the quasiparticle-excitation spectrum or whether the coexistence rests upon the 
formation of a SDW connected with the opening of a gap on one part of the 
Fermi surface and superconductivity using the rest of the Fermi surface is not 
known today. Whereas this is a speculation in the case of UPt3, one has more 
reason to believe in such a scenario for URu2Si2, as discussed below. 

Information about the influence of various kinds of dopants on the ground-state 
properties of UPt 3 is contained in fig. 66 (Batlogg et al. 1987). An increase in the 
hexagonal distortion as measured by the c/a ratio leads to weaker quasiparticle 
renormalization and to a suppression of both types of order. A reduction of c/a, 
on the other hand, favours the SDW instability at the cost of superconductivity. 
At the same time magnetism gains a more localized character as indicated by the 
growth of both the ordered moment up to 0.6 txB/U (Aeppli et al. 1988) and the 
change of entropy at the magnetic transition up to approximately 0 .1Rln2 
(Batlogg et al. 1987, de Visser et al. 1987). We believe that, consistent with the 
behaviour under pressure, an increase of c/a (meaning a smaller unit-cell volume) 
is the predominant effect for Ir doping. It raises T* as shown by the decrease of 
both the susceptibility and y (260mJK-2mol-1) ,  and partially strips the 
quasiparticles of their heavy masses. Th, Au and Pd (de Visser et al. 1986, 
Stewart et al. 1986, Batlogg et al. 1987) impurities predominantly seem to lead to 
the formation of localized moments and thus increase the tendency towards 
magnetism. In this case coherence and thus superconductivity is suppressed. The 
specific-heat curve of Th-doped U P t  3 is mean-field like at the transition (Ramirez 
et al. 1986) so that presumably the itinerant regime applies and the exponential 
decay seen at the low-T side of the phase-transition anomaly should be assigned 
to a SDW gap on part of the Fermi surface (fig. 67). This point of view is 
supported by a slight increase in the resistivity upon cooling through T N (Ramirez 
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et al. 1986) similar to the well-known itinerant antiferromagnet Cr. It is remark- 
able and consistent with the itinerant picture that this influence of impurities in 
UPt 3 essentially concerns the formation of local magnetic moments and preserves 
the characteristic wavevector recognized in the pure material (Aeppli et al. 1988). 
A similar observation was made in CeRu2Si2, in which the wavevector charac- 
teristic for short-range correlations also characterizes the long-range antifer- 
romagnetic order as induced by doping with La (Quezel et al. 1988). 

For UBe13, specific-heat results support the existence of an antiferromagneti- 
cally ordered state below about T = 150 mK and at fields B >~ 2 T (Brison et al. 
1988). The observed low-T upturn in C(T)/T strongly increases with magnetic 
field suggesting that the antiferromagnetic state develops in the normal regions, 
i.e., in the vortex cores of the Shubnikov phase. Ending in a true maximum at 
95 mK for B = 6 T, the upturn is likely to balance the enhanced entropy in the 
superconducting state as inferred from previous results (O t t e t  al. 1984b, Mayer 
et al. 1986a). Thermopower experiments (Jaccard et al. 1988) on UBe13 indicate 
that under pressure the magnetically ordered state spreads out over several 
kelvins (for 67 kbar), while both the Sommerfeld coefficient y and T c become 
depressed. This in accord with the observation by Fisk et al. (1985) that large 
%-values (per volume) are characteristic of heavy-fermion superconductors, while 
magnetic ordering is favoured for somewhat reduced values of %. It should be 
noted that for UBe13 doped at 3 at.% Th, according to /xSR results (Heffner et 
al. 1987, 1989) an extremely small ordered magnetic moment/x s (<10 -2 ~B/U) 
and a mean-field-type T-dependence of /xs(T ) appears below a temperature 
coinciding with the lower superconducting transition temperature (Ott et al. 
1985a), see sect. 4.4. Finally, the situation has become even more bizar by a 
recent report of antiferromagnetism, presumably also with very small/x S in pure 
UBela at  Tma x as high as 8.8 K (Kleiman et al. 1990). 
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T h e  resist ivity curve  of  URu2Si  2 in fig. 68 displays th ree  distinct anomal ies  
associa ted  with di f ferent  ene rgy  scales: Tma x = 50 K indicates the gradual  transi-  
t ion f r o m  incoheren t  to cohe ren t  scat ter ing,  be low T N = 17 K an an t i f e r romag-  
netically o rde r ed  s ta te  is f o r m e d ,  whereas  superconduct iv i ty  deve lops  and coexists 
(Schlabi tz  et  al. 1986, Pals t ra  et al. 1985, Map le  et al. 1986) with an t i f e r romagne t -  
ism be low T c -~ 1 K. T h e  specif ic-heat  results  of  fig. 69 ( R e n k e r  et  al. 1987b) 
imply  two addi t ional  fea tures ,  i .e. ,  a b r o a d  m a x i m u m  near  30 K and a near ly  
exponen t ia l  decay  of  AC(T), the 5f-der ived cont r ibu t ion ,  be low TN. These  results 
are uti l ized to suppor t  two conflicting in te rpre ta t ions  of  the ex t r eme ly  low 
o rde r ed  U m o m e n t s ,  /~ --~ 0.03 tXB/U, der ived  f rom neu t ron  diffract ion results on  
single crystals ( B r o h o l m  et al. 1987b). T h e  mos t  f requen t ly  used in te rp re ta t ion  
re la tes  the exponen t ia l  T - d e p e n d e n c e s  of  the  specif ic-heat  be low T N to a S D W  
state  associa ted  with a gap  on pa r t  o f  the  Fe rmi  surface (Map le  et  al. 1986). I t  is 
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assumed that superconductivity develops on the remaining section of the Fermi 
surface (Schlabitz et al. 1986). Regarding the smallness of the ordered magnetic 
moments, there seems to exist a problem concerning the rather large entropy 
change connected with the phase transition at 17 K. It is probable that most of 
this entropy belongs to an additional ordering phenomenon, such as a charge- 
density wave (CDW), which appears along with the SDW formation (Maple et al. 
1986). The alternative picture (Rauchschwalbe 1987) involves a localized 5f-shell 
in a U 4+ ( J  = 4)  Hund's rule ground state, which appears to be supported by the 
variation with momentum transfer of the magnetic Bragg intensity following the 
U 4+ form factor (Kjems and Broholm 1988). According to the specific-heat 
maximum near 30 K (fig. 69), with an entropy of about 0.5R In 2 at Tmax, two 
low-lying CF doublets separated by 75k B K have been assumed (Renker et al. 
1987b). Alternatively, one may consider two low-lying singlets separated by the 
same CF energy (Rauchschwalbe 1987). In this situation no direct connection to 
the physics of the Kondo effect or to ordered local magnetic moments seems 
obvious. It is, however, argued that virtual CF transitions, possibly also involving 
higher levels, which are induced by hybridization, can lead to effective magnetic 
moments, in particular small ones, and also to a negative temperature coefficient 
of the resistivity at elevated temperatures, cf. fig. 68. Thereby, the peak in p(T) 
at 50K could possibly be ascribed to a spin-fluctuation temperature T*. For 
URu2Si 2 this T* would have to assume a value of about 70 K (Rauchschwalbe 
1987), whereas an interpretation of data for UPt 3 along the same lines, assuming 
again a U 4+ state and two low-lying singlets and an excited doublet 80k B K above 
the ground state (Felten 1987), leads to an effective T * =  80 K. 

4. Superconductivity 

4.1. Thermodynamics 

The discovery of heavy-fermion superconductivity below T c = 0.7 K in Ce- 
Cu2Si 2 (Steglich et al. 1979a) created much excitement among theorists and 
controversy among experimentalists. The main observation was that superconduc- 
tivity is a cooperative phenomenon in the system of heavy quasiparticles: in the 
first place, LaCu2Si 2 is not a superconductor down to the millikelvin range 
(Steglich et al. 1979a). Notably the specific-heat jump at Tc scales with yT  c, the 
huge electronic specific-heat of the normal state of CeCu2Si 2 at T~, see fig. 70a. 
Further evidence comes from the steep increase of the upper critical magnetic 
field Bc2(T ) at Tc (Rauchschwalbe et al. 1982), see fig. 70b. A number of 
fundamental questions are immediately at hand: 

(i) How can superconductivity cope with a concentrated system of magnetic 
Ce 3+ ions, which in ordinary superconductors like (La, Ce)AI 2 already leads to a 
destruction of superconductivity at low doping (Riblet and Winzer 1971)? 

(ii) Which kind of interaction, specifically related to the strong mass renormali- 
zations, might lead to the necessary net attraction between quasiparticles? 
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Fig. 70. (a) Specific heat of CeCu2Si 2 C/T plotted against T and (b) upper critical magnetic field B~z 
plotted against T. Solid line in (b) is guide to the eye, and dashed line indicates slope of Bc2(T ) at 
To(-13 T K t). Data in (a) and (b) taken from the same polycrystalline sample (Steglich et al. 1984). 

Thinking of phonons or even spin fluctuations as providing the attractive force, 
there is an immediate question concerning the order of energy scales: The 
quasiparticle-energy scale T* (-~15 K) or the corresponding small Fermi energy 
E F (~500 K) is apparently not  much larger than the characteristic scale of the 
attractive interaction, i.e., the Deybe temperature 0i~ (~300 K) in the case of 
phonons or the singlet-triplet excitation energy that is again roughly T*. Is, thus, 
the standard theory of superconductivity applicable? 

(iii) Given that the usual assumptions for the standard theory of superconduc- 
tivity do not work and that anisotropies play a much more important role, which 
are the right physical terms to think about heavy-fermion superconductivity and 
what is the appropriate formal framework to describe it? 

(iv) Could it be that heavy-fermion superconductivity, in view of similarities to 
3He (cf. Leggett 1975), involves an unconventional order parameter, in particular 
with spin triplet symmetry? 

While a few such questions have been clarified by experimental investigations, 
other have remained open up to now. We shall take up this discussion below in 
connection with the particular experimental results, see table 4. Starting with the 
specific-heat results one recognizes that, in spite of the unusually large scales, 
BCS-type relations can well be preserved. For CeCu2Si 2 samples, A C / T T  c ratios 
of about 1.4 have been reported (Steglich et al. 1979a). This points to the 
possibility that the phenomenon might be describable in terms of well-known 
phenomenological theories, such as the BCS theory, applied to the heavy 
Fermi-liquid (Parks 1969, Allen and Mitrovi6 1982, Rainer 1986, 1988). On the 
other hand, the measured ~ C / y T  c ratios display considerable variations for the 
different heavy-fermion superconductors and even for different samples of the 
same material. 

The sample dependence of the specific-heat jump as illustrated in fig. 71 for 
UPt 3 points to the importance of lattice imperfections [i.e., impurities in the 
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Fig. 71. Specific heat of two UPt 3 samples as C~ T plotted against T (Franse et al. 1985, Sulpice et al. 
1986). Sample with higher T c prepared from purer U "starting" material. Dashed lines are extrapola- 
tions of data points in the superconducting state. Solid line is a schematic extrapolation of n-state data 
to meet the entropy balance. Note that the "sample dependence" in the specific heat is confined to the 
superconducting state (Rauchschwalbe et al. 1987b). 

uranium "starting" material, see Rauchschwalbe et al. (1987b)]. The purer 
sample, i.e., the one prepared from the purer "starting" material, displays a 
higher value of T c to begin with, and a higher and more pronounced specific-heat 
anomaly (Sulpice et al. 1986). In the less pure sample (Franse et al. 1985) pair 
breaking apparently reduces both Tc and AC, see below. These data show further 
interesting features, e.g., a double-peak structure of the transition anomaly and 
finite intercepts at T=  0, i.e., specific-heat terms linear in T, which will be 
addressed later. For CeCu2Si 2 there are even more pronounced differences in the 
specific-heat jump height (fig. 72) (Steglich et al. 1987a). Interestingly enough, 
part of the results seems to be counterintuitive. Some samples that appear to be 
of better quality, as checked, e.g., by the residual resistivity and X-ray diffrac- 
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tometry, display nevertheless no specific-heat jump at all when they become 
superconducting (Bredl et al. 1983). This reminds one strongly of gapless 
superconductivity (cf. Maki 1969, Steglich 1976). A possible interpretation points 
to a competition between different contributions to the ground-state energy. The 
formation of a coherent and correlated Fermi-liquid state could be in conflict 
with, and thus suppress, an excitation gap in the superconducting state. It can be 
checked by application of an overcritical magnetic field of 2 T that the 7(T) 
dependence for the superconducting sample with better coherence properties 
resemble that of the normal state much closer (fig. 72b). 

As is displayed by table 4, the specific-heat jump ratios of CeCuzSi 2 and UPt 3 
do not seem to be considerably enhanced over the conventional BCS value, i.e., 
they are even smaller for most samples. In contrast, UBe13 (Ott et al. 1983) 
shows an enhanced value of AC/yT  c = 2.4 (fig. 73). This is comparable to the 
value for Pb and has, likewise, been ascribed to strong-coupling effects (cf. 
Scalapino 1969). 

4.2. Critical fields and the penetration depth 

Critical fields give important information about the parametes characterizing 
the normal Fermi-liquid and the superconducting states [see, e.g., Fetter and 

t 
Hohenberg (1969)]. The slope of B c z ( T ) a t  To, Be2, is influenced by the 
quasiparticle-band structure of the clean material and by impurities. Bc2(T) itself 
is determined by diamagnetic pair breaking near T~, and the possible presence of 
Pauli limiting at lower temperatures, i.e., the breaking of spin alignments 
preferred by the superconducting state, allows for conclusions concerning the 

t 
symmetry type of the superconducting order parameter. The slope B~2 = -(dBc2/ 
dT)T c is directly connected with the superconducting coherence length, ~. The 
Ginzburg-Landau parameter K = A/~, which can be deduced from the ratio of B" 2 
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and the lower slope (at Tc) of the critical field B~I, thus allows for the 
determination of the penetration depth A, which will be addressed at the end of 
this section. A yields information about quasiparticle masses and about the 
temperature-dependent magnitude of the superconducting order parameter. 

In general, the large slopes of B c z ( T  ) a t  T c prove the existence of large 
! 

effective masses (Rauchschwalbe et al. 1982). Experimental values of Bc2 for the 
different systems are listed in table 4. In particular, for C e C u z S i  2 the increase of 

? 

B c2 due to crystal imperfections as indicated by the residual resistivities can 
amount to a factor of about two (Rauchschwalbe 1987). An unexplained feature 
up to now is the nearly divergent slope of B c z ( T  ) a t  T c of UBel3 (Maple et al. 
1985, Rauchschwalbe et al. 1985b) (fig. 74b). It arose, in connection with the 
pronounced flattening of Bcl(T ) near Tc (Rauchschwalbe et al. 1987d), specula- 
tions about an anomalous temperature dependence of K(T) and, thus, the 
penetration depth. The flat minimum in Bc2(T ) near 0.4K (fig. 74a) may be 
traced back to the existence of a second superconducting transition at 0.6 K as is 
discussed in more detail below. In contrast t o  C e C u z S i  2 single crystals (Assmus et 
al. 1984), a pronounced anisotropy of B~2 is observed for UPt 3 crystals (Chen et 
al. 1984, Rauchschwalbe et al. 1985b), see fig. 75. The reduced slope for the 
magnetic field applied parallel to the basal plane can be understood from the 
assumption of zeros in the superconducting gap: a line of nodes in the basal plane 
as suggested by ultrasound attenuation data (see below) enables the system to 
respond with a large screening current to a field parallel to the hexagonal c-axis in 
the absence of too much pair breaking. For a field in the basal plane, these nodes 
are not effective and the screening current leads to a rapid decrease in the 
condensation energy, indicated by a reduced critical-field slope. As proposed by 
Rauchschwalbe et al. (1985b), the order parameter may reorient correspondingly 
when the field becomes large enough and may restore nearly the same large large 
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slope for B ± c  as originally seen for B[[c. This would explain the kink in Bc2(T ) 
for B±c.  Note that the Bc2(T) curves for B L c  and B[Ic were even found to 
intersect at low temperatures (Shivaram et al. 1986b, DeLong 1987). Recent 
investigations ascribe the break in the Bc2(T)-slope for B ± C to a multicritical 
point, as discussed at the end of the following subsection. 

Consistent with the assumption of an anisotropic order parameter in UPt 3, 
Pauli limiting does not play any role, unlike CeCu2Si 2. In the latter system (fig. 
70b), the B¢2(T ) curve shows a remarkable flattening at low temperatures that, on 
the basis of a comparative model study, could be uniquely ascribed to a strong 
Pauli-limiting effect (Rauchschwalbe et al. 1985b). Even a flat maximum in 
B~2(T ) near T = 0.2 K has been resolved and was explained by structure in the 
normal DOS as resulting from coherence effects (Rauchschwalbe et al. 1985b). 
An immediate conclusion was that CeCu2Si 2 probably has no order parameter of 
odd parity. Also in the case of UB%3, B¢2(T ) curves including strong Pauli- 
limiting effects gave by far the closest fits to the data (Rauchschwalbe et al. 
1985b). The original data by Maple et al. (1985) have been completed by more 
data points (Rauchschwalbe et al. 1987d, Schmiedeshoff et al. 1988) showing a 
conspicuous flattening of Bo2(T ) in an intermediate temperature range. This gives 
rise to the idea (Rauchschwalbe et al. 1987d) of two consecutive superconducting 
phase-transitions contributing to Bo2(T ) in a fashion as indicated by the dashed 
curves in fig. 74a. The concept of different superconducting phase-transitions 
seems to be further supported by an analysis of the low-temperature specific-heat 
results on pure and Th-doped UBea3 , as discussed below. 

Measurements of the London penetration depth A(T) point to the existence of 
aniostropic superconducting phases in UBe13 (Einzel et al. 1986) and CeCu2Si 2 
(Gross et al. 1988), as well. Figure 76 demonstrates for the former system clear 
deviations from the temperature dependence expected for an ordinary, isotropic 
superconductor. As an explanation, it has been proposed (Gross et al. 1986, 
Millis 1987) to use the standard connection between the condensate velocity and 
the electromagnetic potentials, 

h e 
vs - 2m* ~ + --m*c A ,  (24) 
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thereby assuming unitary states with only one flee phase and finite excitation gaps 
for all other intrinsic collective modes of the order parameter. The latter 
assumption is justified through a possible preferred axis 1 of the anisotropic order 
parameter in the crystal structure. Connecting v s with the screening current 
density via the tensor of the condensate density, js = ency,, and employing the 
transversality of the current in a static situation, the response kernel K is explicitly 
expressed via n s (Einzel et al. 1986): 

js _ e2 _ 
m*c ( n~ (qn~)@(nSq)) A" (25) 

qn ~q 

n S= n l -  n"  (n": density of quasiparticle excitations in the presence of the 
anisotropic condensate; n: (isotropic) density of conduction electrons) is then 
calculated using the standard weak-coupling formulae for an isotropic order 
parameter. 

K = - (c / 47r)(Pll / X~ + P± / h~) is characterized in general by two different penet- 
ration depths perpendicular and parallel to the projection of 1 on the surface (Pll.l 
are the corresponding projection operators). From the results for n n, that, in the 
case of zeros of the order parameter on the Fermi surface, exhibit simple power 
laws as explained in the next subsection, it can be deduced that an axial state, 
with isolated points of zeros, is consistent with the observed T2-1aw for the 
effective penetration depth. A polar state, on the other hand, with lines of zeros, 
would give a different power law and, thus, would fail (Gross et al. 1986). 

Within this simple theory, which is based on an isotropic effective mass m* in 
eq. (24), a large absolute value 

a(O) = ( 4 ~.n~(0)e2 ) --~ 5000 a (26) 
m*c 2 1 / 2  

is consistently obtained, confirming (cf. table 4) independent estimates for UBe13 
(MacLaughlin et al. 1984) and CeCu2Si 2 (Rauchschwalbe et al. 1982). It is not 
clear whether these conclusions are still justified when the anisotropic band 
structure is properly taken into account. A particularly serious objection concern- 
ing the conclusiveness of the above argument against a polar state has been raised 
by a recent calculation (Klemm et al. 1988) that includes the effect of resonant 
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impurity scattering. Already for small scattering rates hF = 0.1~rkBT and the 
phase shift o-= ½~-, the polar state exhibits a n e a r  T 2 law for the effective 
penetration depth. Apart from small differences in the prefactor it thus becomes 
indistinguishable from the axial state. 

4.3. Power laws: specific heat and transport properties 

An intensively debated topic is the presence of simple power laws in the specific 
heat and the transport properties of heavy-fermion superconductors (Steglich 
1985b, Varma 1985b, Alekseevskii and Khomskii 1985). A simple exponential 
T-dependence, as predicted by BCS theory for an isotropic spin-singlet state and 
as observed for many conventional weak- and strong-coupling superconductors, 
seems exceptional [one example has been reported for UBel3 by Ravex et al. 
(1987)]. It is well established that pair-breaking effects in superconductors can 
enhance the low-temperature specific-heat and destroy the exponential law (cf. 
Maki 1969, Miiller-Hartmann 1973, Abrikosov and Gorkov 1960, 1961, Shiba 
1968), but the existence of a simple power law describing the temperature 
dependence is usually taken as a signature of anisotropic order parameters of a 
well defined symmetry type. The exponents in such power laws can be traced back 
uniquely to the dimensions of that part of the Fermi surface on which the gap 
vanishes (Volovik and Gorkov 1985, Varma 1985a). This dimension, on the other 
hand, can at best be inferred from a group-theoretical classification of the 
superconducting order parameters. 

Given that the gap vanishes only on points on the Fermi surface, the number of 
excited one-particle states available at temperature T is proportional to a small 
k-space volume of diameter proportional to kBT. The total energy of all excita- 
tions, E, is thus proportional to T 4 and the specific heat is Cv ~ d E / d T - T  3. 
Likewise for a gap vanishing along a line on the Fermi surface the corresponding 
k-space volume is generated by a small cross-section with diameter of order k B T 
via parallel transport along this line. Thus, one factor k B T is replaced by the 
constant length of a closed curve around the Fermi surface, leading to a 
TZ-dependence of the specific heat. 

The existence and positions of zeros of the superconducting gap on the Fermi 
surface is intimately connected with its symmetry group. [There exists a vast 
literature elucidating this fact in connection with the phases of superfluid 3He, 
see, e.g., Leggett (1975). For an early application to solid-state physics, see 
Scharnberg and Klemm (1980) and Klemm and Scharnberg (1981).] The gap or 
equivalently the pair wavefunction is in principle derived from an anomalous 
expectation value over a product of two fermion operators creating the correlated 
particles in a Cooper pair. In general such pairing for a crystal with inversion 
symmetry P in a situation with time-reversal symmetry T takes place between the 
four degenerate states a = ( k ,  1'), P ~ = ( - k ,  1'), T o l = ( - k ,  ~)  and P T a =  
(k, $ ) (Anderson 1984b). k is Bloch's momentum and or = I', ~ a pseudospin, 
i.e., an observable that replaces the z-component of the quasiparticle spin in the 
presence of spin-orbit coupling as a good quantum number and transforms like it 
under the action of P and T (Ueda and Rice 1985, Blount 1985). The definite 
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transformation properties of the four degenerate states, together with the an- 
ticommutativity of the two fermion operators, make it possible to classify the 
order parameter as pseudospin singlet or triplet: the pair wavefunction, being 
antisymmetric with respect to particle exchange then has even parity in the singlet 
and odd parity in the triplet state. 

In addition to P and T the total group G of possible symmetry transformations 
for the order parameter also contains proper point group and gauge transforma- 
tions (Volovik and Gorkov 1985). Concerning these, the effective pair potential, 
i.e., the integral kernel entering a self-energy equation like the one obtained in 
Eliashberg theory, can be decomposed into parts acting on each of the irreducible 
representations separately [Allen and Mitrovi6 (1982); for a discussion of the 
peculiarities connected with non-symmorphic lattices, see Blount (1985) and 
Appel and Hertel (1987)]. This decomposition furnishes an ordering principle for 
the different possible superconducting phases in the following natural way: if the 
highest T c is calculated for the trivial representation, then the order parameter is 
unchanged under the action of all of these transformations. It thus represents a 
superconducting phase that has the full crystal symmetry. Although of even 
parity, the order parameter is thereby not confined to a simple constant, since the 
crystal group contains only a finite number of rotations. A pure s-wave state 
would be a special case, which however seems to be realized to a good 
approximation in most known superconductors. A strongly anisotropic band 
structure, on the other hand, could mix in higher angular momenta and still 
preserve a conventional order parameter in the general sense defined above 
(Fulde et al. 1988). If, however, one of the non-trivial representations is realized, 
via the highest To, then the order parameter resulting is left invariant only by part 
of the transformations and, thus, has only a subgroup of G as the symmetry 
group. In this case a breaking of the full crystal symmetry by the superconducting 
phase-transition is encountered. Such unconventional superconducting phases 
may possibly even break time reversal symmetry and may thus be connected with 
magnetic moments originating from supercurrents (Volovik and Gorkov 1985). 
They arose particular interest which led to extensive studies (Volovik and Gorkov 
1985, Ozaki et al. 1985, 1986, Ueda and Rice 1985, Blount 1985, Appel and 
Hertel 1987) of the set of all the subgroups of G for any of the known 
heavy-fermion superconductors, i.e., cubic UBe~3, hexagonal UPt 3 and tetragonal 
CeCuzSi 2 and URuaSi 2. The authors agree that for these structures triplet 
superconductors should only have isolated zeros (as opposed to lines of zeros) of 
the order parameter on the Fermi surface. Singlet superconductors, on the other 
hand, include phases with isolated zeros and/or lines of zeros. 

It must be emphasized that anisotropic order parameters can be formed in 
conventional and unconventional scenarios according to this classification. The 
conventional case includes the possibility of an isotropic order parameter that 
may, however, be supplemented by more or less anisotropic components. An 
important feature is that conventional anisotropic components are to obey 
faithfully all crystal symmetries and thus inevitably will merely reflect the shape of 
the Fermi surface. This generally favors higher angular momenta in the systems 
under consideration, possibly l = 4 or l = 6 waves (Fulde et al. 1988). For an 
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unconventional phase, on the other hand, a less structured order parameter, e.g., 
with a large content of l = 1 or l = 2, can be realized. As an argument against a 
considerable constant (i.e., l = 0) contribution to the order parameter the strong 
local repulsion between quasiparticles has frequently been used (Anderson 1984a, 
Varma 1985a, Lee 1985, Simanek 1985, Miyake et al. 1986, Rice et al. 1986). If 
this would be the only point of view to be accommodated, unconventional phases 
with smaller l might be preferred for phase-space reasons (Zhang et al. 1987). An 
anisotropic conventional order parameter, on the other hand, can best take 
advantage of the existing k-space anisotropy of one-particle states, i.e., the 
quasiparticle band structure, and of the effective interactions. This line of 
reasoning has led to arguments in favor of conventional, though anisotropic order 
parameters in heavy-fermion superconductors (Miyake et al. 1984, Ohkawa and 
Fukuyama 1984, Ohkawa 1986, Scalapino et al. 1986, 1987, Miyake 1987, Fulde 
et al. 1988). Note, however, that a triplet state of A~u-symmetry is suggested by 
recent model calculations for UPt 3 (Norman 1988, 1989, Putikka and Joynt 1989). 
As a cautionary remark against an a priori exclusion of an order parameter 
component with l = 0 the reduced strength of quasiparticle repulsion should be 
mentioned: quasiparticles do not derive their heavy mass from band-structure 
effects but rather from many-body renormalizations which also affect the 
Coulomb matrix elements (Fenton 1986, 1987). The local quasiparticle repulsion 
is found to be of the order of the quasiparticle band width T* only (Tachiki and 
Maekawa 1984, Matsuura et al. 1984, Grewe and Pruschke 1985, Lee 1985, 
Grewe 1988b). 

The situation in real materials is complicated through the existence of multi- 
sheeted Fermi surfaces and impurity scattering. Simple-power-law behaviour, as 
characteristic for a particular anisotropic superconducting state, may suffer drastic 
changes from resonant impurity scattering (Coffey et al. 1985, Schmitt-Rink et al. 
1986, Pethick and Pines 1986, Hirschfeld et al. 1986, Monien et al. 1987a, b, 
Coffey 1987, Hirschfeld et al. 1988, Klemm et al. 1988). The influence of impurity 
scattering is twofold, in principle: it introduces lifetime effects and thus may 
smear out energy-dependent fine structure in the DOS, and it connects different 
points on the Fermi surface and may thus disturb the k-space structure of an 
anisotropic order parameter. The latter effect could be of particular importance in 
the presence of an anisotropic Fermi surface with disconnected parts. 

In a pure system one can imagine an order parameter forming only on one 
sheet of the Fermi surface due to differences in quasiparticle properties, concern- 
ing, e.g., their effective-mass tensor and their interactions. This opens the 
possibility for gradual or abrupt transitions between superconducting phases 
involving different parts of the Fermi surface. In the presence of crystal imperfec- 
tions one might argue that the resulting scattering mixes all parts of the Fermi 
surface strongly enough to exclude such pronounced k-space inhomogeneities of 
the superconducting order parameter. This argument is not conclusive. Whereas it 
certainly applies for an anisotropic order parameter on a nearly isotropic Fermi 
surface [for a review of relevant work in the framework of the conventional 
theory of superconductivity, see Allen and Mitrovi6 (1982), chapters 16 and 17], 
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order-parameter anisotropies could be stabilized by corresponding anisotropies of 
the Fermi surface and/or of the scattering matrix elements. In particular, it has 
been argued that the electronic structure of certain impurities can be compatible 
enough with that of the host metal to preserve to a good approximation even a 
subdivision of the Fermi surface in disconnected pieces concentrated along 
symmetry lines (Ahlheim et al. 1988a). 

As a result of the arguments given above, two somewhat different points of 
view concerning transitions between superconducting phases in heavy-fermion 
systems may be advocated: the first stresses the influence of thermal fluctuations 
and/or impurity scattering on the relative stability of phases belonging to different 
representations of the symmetry group G. The second aims at the strong 
anisotropy and possible multiconnectedness of the Fermi surface with varying 
quasiparticle properties. Based on these two points of view, a discussion of 
experimental results on the one hand involves Ginzburg-Landau theory with 
different group representations and their couplings (Kumar and W61fle 1987, 
Sigrist and Rice 1989), and on the other the variation of quasiparticle properties, 
including the matrix elements for their coupling to specific experimental probes, 
over the whole Fermi surface and the resulting differences in possible pair 
correlations (Rauchschwalbe et al. 1987c). 

The discussion of power laws has entailed the following experimental probes: 
specific heat C(T) (fig. 77a-c), thermal conductivity K(T) (fig. 78a-c), spin- 
lattice relaxation rate by NMR TI(T ) (fig. 79a-c), and ultrasound attenuation 
a(T)  (fig. 80a-c), in addition to the penetration depth h(T) (fig. 76). The first 
three probes reveal information about the DOS of one-particle excitations in the 
superconducting state in the most direct way. 

Most clearly, the spin-lattice relaxation shows a T~-dependence for UBe13 
(MacLaughlin et al. 1984), CeCuzSi 2 and UPt 3 (Asayama et al. 1988). This would 
be consistent with a Ta-dependence of the specific heat and a corresponding 
linear dependence N ( E ) - E  ~ with a = 1 for the DOS, since then (TI) - 1 ~  
N(]E - EF[ ~ kBT)C(T  ) ~ T 3. This implies zeros of the gap along lines on the 
Fermi surface. There are, however, some indications in the data which point to 
the possible existence of (i) a constant DOS at low energies and (ii) a second 
phase transition below To: for CeCu2Si 2 and UBe13 the curve at low temperature 
flattens, indicating increased spin-lattice relaxation, and for UBel3 and UPt 3 the 
slope of T[ I (T )  changes distinctly below T c. 

For the specific-heat, power laws do not appear to be so well defined. In 
particular, contributions linear in temperature seem to be present at low T. It is 
instructive to discuss the results in connection with the corresponding data for the 
thermal conductivity. The case of UPt 3 is particularly revealing: measurements of 
the specific-heat of UPt 3 samples with differing purity all show a good T 2- 
dependence, but some variation in the size of the ys T term of about 130- 
260 mJ K -2 mo1-1 (cf. fig. 71). The most direct interpretation at hand involves 
pair breaking which, in an anisotropic superconductor, already results from 
normal impurities. The size of the effect makes it clear that the resulting impurity 
bands involve heavy quasiparticles. At first glance the thermal-conductivity data 
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consis tent ly show tha t  this t r anspor t  coefficient  is small  and l inear  in T. Because  
of  their  r educed  velocity,  heavy  quasipar t ic les  are  far  less efficient for  the  the rma l  
t r anspor t  c o m p a r e d  to light band  states.  No te  tha t  the reduct ion  is not  com-  
pensa t ed  for  by the high D O S :  mos t  of  this D O S  is of  local charac te r  and  does  not  
cont r ibu te  to t ranspor t .  T h e  l inear  sect ion above  0.13 K in the K ( T ) / T  da ta  of  the  
pu re  U P t  3 crystal  (Ot t  et al. 1987b) (see fig. 78b) tha t  gives, when  ex t rapo la t ed  to 
T = 0, a large value of  the l inear  coefficient A s = 2 m W  K -2 cm -1, can the re fo re  
only be  expla ined  in te rms  of  such light states.  This would  lead in a s t raightfor-  
ward  way to the fol lowing pic ture  under ly ing  the the rma l  t r anspor t  in supercon-  
ducting UPt3: the  superconduc t ing  t ransi t ion at 0.5 K involves only pa r t  of  the 
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F e r m i  surface  and  leaves  a n o t h e r  pa r t  wi th  l ight  e l ec t rons  unc ha nge d .  T h e  l ight  
e l ec t rons  m a k e  a c o n s i d e r a b l e  con t r i bu t i on  to K(T)  as m e a s u r e d  by  AsT, which  
t hen  dec reases  s t rong ly  b e l o w  0.13 K.  T h e s e  da ta ,  t he r e fo r e ,  suggest  tha t  due  to  
an i nduced  ne t  a t t r ac t ion  t h e r e  is a s econd  t r ans i t ion  at  this t e m p e r a t u r e  involv ing  
the  l ight  e l ec t rons  and  thus  having  no  c o r r e s p o n d e n c e  in the  speci f ic-heat  resul ts  
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[cf. Ott et al. (1987b) and figs. 71 and 81]. Well below T=  0.13 K, almost the 
whole Fermi surface seems to be involved in an anisotropic superconducting state 
as inferred from an apparent TLdependence with no linear term in K(T). The 
large linear term %T in the specific would then be due to pair breaking-as 
argued above. New calorimetric studies at ultralow temperatures even reveal an 
increasing C(T) /T  upon cooling below 50 mK (Schuberth et al. 1990). A T 2 law 
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for C(T), i.e., no measureable  linear term, has also been observed for URu2Si 2 
(Schlabitz et al. 1986). 

In the light of this discussion it would be important  to identify the existence of 
linear terms in K(T) for the two other  systems. Looking at the specific-heat, 
pair-breaking effects are apparently not as strong as in UPt  3. Since, however,  
controlled alloying with non-magnetic dopants introduces a considerable Ys in 
CeCu2Si 2 (Steglich et al. 1987b, Ahlheim et al. 1988a), an anisotropic supercon- 
ducting order paramete r  is probable  in this material  as well. The nature of the 
corresponding order paramete r  is, however,  not revealed by any clear power  law 
in the specific-heat (Steglich et al. 1984, Steglich 1985a, Assmus et al. 1990). As 
fig. 77a suggests, an asymptotic T 2'8 law may be approached as T--~0. The 
presence of light quasiparticles contributing to the thermal  t ransport  above 80 m K  
can be inferred f rom fig. 78a in the case of CeCu2Si 2. Whether  these result f rom 
pair breaking on parts of the Fermi surface that are not involved in superconduc- 
tivity or even f rom a small amount  ( - -3%)  of a normal  impurity phase is not yet 
clear. 
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UBe13 shows a linear as well as a cubic contribution to the low-temperature 
specific-heat (Ott 1987). The thermal conductivity in the same low-T regime is 
also consistent with the existence of a linear term (Ravex et al. 1987). Significant 
deviations from any assumed power law are found for both quantities at elevated 
temperatures (Ravex et al. 1987, Rauchschwalbe et al. 1987b). It has even been 
suggested (Ravex et al. 1987) that after subtraction of the linear term, exponen- 
tial BCS-like behaviour results, see figs. 77c and 78c. In addition, an anti- 
ferromagnetic transition near 0.15 K was recently suggested on the basis of low-T 
specific-heat experiments (Brison et al. 1988). The existence of a magnetic phase 
transition would also solve the puzzle connected with the entropy balance, see 
sect. 3: the superconducting phase of UBe13  possesses far more entropy than is 
calculated for the normal state with a constant % Taking into account the 
corresponding increase in C(T)/T below 0.25 K as measured at finite field (Brison 
et al. 1988) one arrives at a considerably improved entropy balance. Model 
calculations for the thermodynamics of different (is•tropic and anisotropic) 
superconducting phases reveal a difficulty: the severe discrepancy between ex- 
perimental and theoretical data may be ascribed to a second superconducting 
phase transition in UBe13 near 0.6 K (fig. 82), which appears even more probable 
in view of the observed structure in Bc2(T) (fig. 74a). The relevance of this 
second transition will become apparent when discussing the phase diagram of 
Ul_xThxBe13 below, see fig. 88 (Rauchschwalbe et al. 1987d). 

The ultrasonic attenuation of the heavy-fermion superconductors UBe13 (Gold- 
ing et al. 1985) and UPt 3 (Mfiller et al. 1986b, Shivaram et al. 1986a) as seen in 
figs. 80a-c is generally characterized by an increase in the normal state with 
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that a similar peak is obtained if the theoretical result for a strong-coupling superconductor with axial 
gap is chosen (Steglich et al. 1987c). Dash-dotted line is a schematic extrapolation of the normal-state 
data necessary to meet entropy balance at To. 
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decreasing temperature, a characteristic decrease at the low-temperature end, a 
broad maximum for transverse sound and a spike for longitudinal sound at T c. 
The increase above Tc can be explained via an increase in the mean free path of 
the normal quasiparticles. This mean free path, limited by crystal imperfections 
and the electron-electron interaction, is too small to allow for considerable 
attenuation via collective modes of the order parameter in the superconducting 
state (W61fle 1986). Thus, the low-temperature curves do, in general, not display 
the rich dynamics connected with an anisotropic order parameter (Monien et al. 
1986a, b, Rodriguez 1987), but to a large degree only the changed excitation 
spectrum of the normal component. Coupling of ultrasound to a purely relaxa- 
tional motion of the order-parameter amplitude could, however, contribute to the 
attenuation peak near T~ where critical slowing down occurs (Miyake and Varma 
1986, Monien et al. 1989). Whereas in UPt 3 residual elastic scattering is already 
dominant at T~, the low characteristic temperature of UBel3, as, e.g., reflected in 
the large maximum of the n-state resistivity near 2 K, includes large inelastic 
electron-electron scattering at T~, so that the Fermi-liquid regime is not even 
reached. The experimentally observed T-dependences for the attenuation are not 
conclusive: whereas for UPt 3, the longitudinal attenuation varies approximately 
as  T 3 (Miiller et al. 1986b), a polar state would give a T- and an axial state a 
T2-dependence (Rodriquez 1985, Coppersmith and Klemm 1986). For UBe13 , on 
the other hand, theory for the axial state and experiment both yield a T2-1aw 
(Golding et al. 1985). Transverse sound attenuation in UPt 3 likewise shows a 
correspondence between experiment (Shivaram et al. 1986a) and theory 
(Hirschfeld et al. 1986, Scharnberg et al. 1986), favouring a polar state. These last 
results also gave rise to the suggestion that the line of gap zeros lies in the basal 
hexagonal plane UPt 3 (Shivaram et al. 1986a). Extensive model studies (Coffey 
1987, Monien et al. 1987a, b), which include the effect of impurity scattering, 
show that clear-cut power laws in o~(T) can be expected only under very fortunate 
conditions. A maximum in the ultrasonic-attenuation coefficient at T~ can be 
expected from the competition (upon cooling) between the increasing mean free 
path and the decreasing quasiparticle DOS. The additional spike at Tc seen for 
both compounds in the longitudinal a (T)  dependence is likely to result from the 
particularly strong coupling of longitudinal density fluctuations to electronic 
energies: it thus reflects the specific-heat jump at the superconducting transition 
resulting from the reordering of one-particle states. In formal expressions for ~, 
the strong interplay between longitudinal sound and electronic excitations (of 
incoherent or collective nature) near T c enters via a large ratio vs/v F of the sound 
velocity to the Fermi velocity that is increased in heavy-fermion systems reflecting 
a larger accessible phase-space volume (Coffey 1989). This view is supported by 
the downward shift of this anomaly in magnetic field, which in the case of UBea3 
is in accord with the upper critical field curve (see fig. 74). For UPt 3 a new phase 
boundary below B~2(T ) in the B - T  phase diagram as defined by this oz(T) 
anomaly points to either an additional superconducting phase with lower symme- 
try, similar to the A1 phase in superfluid 3He, or to a magnetically ordered phase, 
see below. 
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Previous indications of a double transition in the specific-heat data of U P t  3 for 
B = 0 (fig. 71) seem to be confirmed by sharp structures in new polycrystalline 
(Fisher et al. 1989) and single-crystal (Hasselbach et al. 1989) samples, although 
they are not found in other experiments on similar samples (Stewart 1989). In fig. 
81 two samples of differing quality, as proven by the differing values of the 
corresponding transition temperatures, are shown. The deviation AT c of the two 
transition temperatures remains approximately 60 mK whereas each of the T~'s is 
shifted by 70 inK. This was taken as an indication for both transitions being of the 
same, i.e. superconducting nature (Fisher et al. 1989). Upon applying a magnetic 
field (B±c), both T~'s seem to approach each other and finally not only to merge 
near B = 0.5 T (fig. 83), but also to reach the aforementioned phase boundary 
obtained from the ultrasound data (Schenstrom et al. 1989). The B-T  phase 
diagram of UPt 3 may thus contain three superconducting phases in addition to the 
normal Fermi liquid, possibly with an antiferromagnetic modulation. Most inter- 
esting is the existence of a multicritical point near 370 mK and 0.5 T, at which all 
four phases seem to coexist. In fact, this has been observed first (Rauchswalbe et 
al. 1985b, cf. fig. 75) in the resistively determined Bcs(T ) curve for BLc in fig. 
75. Concerning the shift of the data in fig. 83, note that the resistively determined 
Tc is usually somewhat higher than the bulk-T~ determined by specific-heat. 

Interestingly enough, this change of slope is also found (Taillefer 1990) in the 
lower critical field curve shown in fig. 84, which confirms the picture of different 
superconducting phases. The low-field, high-temperature phase A is extremely 
sensitive to pressure: the change of slope in B~2(T ) disappears under an external 
hydrostatic pressure as low as 1.4 kbar (fig. 85). It has recently been established, 
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Fig. 83. Proposed phase diagram of the superconducting states in UPt 3 for a magnetic field 
perpendicular to the c-axis. The existence of two phases at low fields (i.e. for 0 ~< B < 0.5 T), labelled 
A and B, is established by the specific-heat measurements of Hasselbach et al. (1989) (closed circles). 
The transition from phase A to some other high-field phase at B-----0.5 T is confirmed by the upper 
critical-field curve for B ± c  [open squares, taken from Taillefer et al. (1988)]. The fact that this 
high-field phase, labelled C, is distinct from phase B, is demonstrated by the recent measurements of 
the ultrasonic attenuation by Schenstrom et al. (1989) (open triangles). 
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too,  by m e a s u r e m e n t s  of the o r i en ta t ion  dependence  of the Bo2(T ) slope for U P t  3 
whiskers that  at least phase B exhibits the 60 ° an iso t ropy of the hexagonal  basal  
p lane  (Tai l lefer  1990). A n y  admixture  of anisotropic  componen t s  to a conven t ion-  
al superconduc ing  order  pa r ame te r  is l ikely to be reduced  by pressure.  A n  
exp lana t ion  of the suppress ion  of phase A ,  given,  e.g. ,  that  it is even  more  

7 
o 

£13 

0.8 

0.6 im 

I I I 

UPt3 whisker 

0 , / 4  - -  

0.2 - B _Lc 

0 I 
300 350 

• 0 k b a r -  
\ ~e u 1./+ kbar , 

t~.~ o 2.3 kbar 
~ e e _  

o "u, Ue e 
o , a  % 

o h ,  e e "o~, o o 

j "o,i % °e  
400 450 500 550 

T (rnK) 

Fig. 85. Temperature dependence of the upper critical field of UPt 3 for three values of the applied 
hydrostatic pressure in the regime near To(p = 0, B = 0) and for a field in the basal plane. Note the 
complete disappearance of the sharp break in slope of 0.4 T in going from ambient pressure to 
p = 1.4 kbar. This suggests a very rapid suppression of phase A (cf. fig. 83) under pressure (Taillefer 
1990). 
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anisotropic than phase B, seems possible along these lines. Since, however, a 
Bcz(T ) anisotropy in the basal plane of the hexagonal structure is not supported 
by existing group theoretical arguments for unconventional order parameters 
(Burlachkov 1985), the presence of a symmetry-breaking field is postulated 
(Taillefer 1990). As a possible source the antiferromagnetic order, discovered by 
neutron diffractometry (Aeppli et al. 1988), has been inferred. A dependence of 
the corresponding coupling terms on pressure could lead to the observed dis- 
appearance of phase A, as shown in the framework of Ginzburg-Landau theory 
by Joynt (1988), Hess et al. (1989) and Machida et al. (1989). Surprisingly, 
however, recent sound-propagation measurements for B II C yield qualitatively the 
same phase diagram (Bruls et al. 1990), with the A-B phase boundary shifted 
towards higher-fields. The corresponding shift of the multicritical point obscures 
the observation of a break in the slope of B~2(T ) for this orientation, cf. fig. 75. 

Obviously the B - T  phase diagram of UPt3, the x-t  diagram of Ul_xThxBe13, 
see below, and the p - T  diagram of 3He share striking similarities. This fact may, 
however, be fortuitous in view of the pronounced differences with respect to, 
e.g., symmetry and purity. 

4.4. Impurities in heavy-fermion superconductors 

In the presence of an anisotropic order parameter, impurities in general cause a 
strong decrease of the transition temperature T c [see, e.g., Allen and Mitrovid 
(1982) chapters 16 and 17]. Therefore the influence of impurities on heavy- 
fermion superconductors is particularly intriguing. The situation is different from 
ordinary superconductors with an isotropic gap, where elastic impurity scattering 
only renormalizes the normal DOS and does not alter T c nor lead to a qualitative 
change of the one-particle excitation spectrum (Anderson 1959). Indeed, this 
folklore could for the first time be substantiated with doped heavy-fermion 
superconductors. The depression in Tc for both Cel_xMxCu2.2Sia (fig. 86a) and 
Ul_xMxBe13 (Ahlheim et al. 1988b) turns out to be strong and, furthermore, 
shows a dependence on the particular dopants. Even for non-magnetic M = La 
and Y, plots of AC/AC o against TJ T~o (fig. 86b) remind us of the pair-breaking 
phenomenon encountered in BCS superconductors containing paramagnetic im- 
purities (cf., e.g., Steglich 1976): the results lie considerably below the straight 
line representing the BCS-law of the corresponding states. The corresponding 
increase of the DOS at low energies seems to be even somewhat more pro- 
nounced than that obtained with the Abrikosov-Gorkov theory (Abrikosov and 
Gorkov 1960, 1961) for stable impurity moments in ordinary superconductors 
(Skalski et al. 1964). Similar behaviour is well known to result from the Kondo 
effect associated with moment instabilities (Miiller-Hartmann 1973). This raises 
the suspicion that the "Kondo-hole" picture (Lawrence et al. 1985, Pethick and 
Pines 1986, Hirschfeld et al. 1986, Miyake 1987, Schmitt-Rink et al. 1987, Cox 
and Grewe 1988) may also be applicable to impurity scattering in the supercon- 
ducting state of heavy-fermion systems. Interestingly enough, Gd impurities that, 
due to their magnetic moment, do not only break the orbital symmetry, but also 
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Fig. 86. "Pair breaking" by non-magnetic dopants in Cel_xMxCu2.2Si2; M = La (T), Y( , )  (Ahlheim 
et al. 1990). (a) Concentration dependence of transition temperature, To, plotted against x. Lines are 
guides to the eye. (b) Reduced specific heat jump, 

a C * / A C  o =_ [ACx/%(ro)l/[ZXCx=o/~x=o(ro)] , 

against reduced transition temperature, Tc/Too =-T~,x/Tc,x= o. Straight line indicates BCS-Iaw of 
corresponding states ("pair weakening"), the other lines are guides to the eye, 

have an influence on the spin pairing, show the strongest  effect (Ahlhe im et al. 
1988b). Superconduct iv i ty  in Ce 1 xThxCU2.2Si2 persists up to x ~ 0.2 (Ahlhe im et 
al. 1990), and for  x > 0.1 seems even to coexist with ant i fer romagnet ic  o rder  
deve lopping  below T m = 2 - 3  K (Jee et al. 1990). 

A part icularly interesting discovery concerns  the existence of  a doub le -peak  
structure in the specific heat  o f  the Ul_xThxBe13 system in the concent ra t ion  
range 0.02 to 0.04, see fig. 87 (Ot t  et al. 1985a). The  si tuation is descr ibed by the 
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Fig. 87. Specific heat of Ul_xThxBe13 
with x = 3.31 at .% as C against T (Ott  et 
al. 1985a). 

phase diagram of fig. 88 (Rauchschwalbe et al. 1987d). In this concentration 
range, an upper and lower phase transition line is assumed. The following 
additional experimental information is available: sound absorption (Batlogg et al. 
1985) and thermal expansion (Ott et al. 1986) at the lower transition are 
anomalously large. ~SR experiments point to the onset of antiferromagnetism 
with an extremely small ordered moment, i.e., less than 10 -2 txB/U (Heffner et 
al. 1987, 1989). It has been suggested that the lower transition may be of 
essentially magnetic origin (Batlogg et al. 1985, Moshchalkov 1988). 

A discontinuous increase in the slope of the lower critical field, Bcl(T), along 
with the absence of any change in the upper critical field Bc2(T ) at the lower 
transition temperature Tcb (figs 89a, b) indicates an increase in the superconduct- 
ing condensation energy (Rauchschwalbe et al. 1987c). These data thus suggest 
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Fig. 88. Phase diagram, T against x, of the superconducting states in Ut_xThxBe13. Dots refer to 
calorimetric transitions found by O t t e t  al. (1985a). Crosses are taken from the data in fig. 82. Solid 
lines are guides to the eye. Dashed lines are interpolations (Rauchschwalbe et al. 1987d). 
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Fig. 89. (a) C/T  against T and (b) lower critical field as Be1 against T 2 for the same U0.97Th0.03Bc13 
sample (Rauchschwalbe et al., 1987c). Solid lines in (a) represent idealized transitions. Lines in (b) are 
guides to the eye. 

that the lower transition is of superconducting nature,  i.e., leads to a different 
superconducting order  parameter.  Three alternative methods of explanation have 
been proposed. The first is inspired by a two-band model and assumes the 
participation of additional parts of the Fermi surface in the superconducting order 
parameter  at the lower transition. Since scattering in general renders the system 
more isotropic, impurities mix the two types of order  parameter  efficiently to a 
new, more uniform order parameter .  Th-dopant atoms, on the other hand, might 
have an anisotropic scattering potential, matching the anisotropy of the supercon- 
ducting order parameter  to a large extent. This would fit into the general 
systematics found by Smith et al. (1985). Since both specific-heat jumps are of 
comparable size, the different portions of the Fermi surface would all contain 
heavy quasiparticles (Rauchschwalbe et al. 1987c). The two other explanations 
rest upon the participation of different irreducible symmetry-group representa- 
tions that are affected by the presence of impurities in different ways. One of 
them postulates a crossing of the T c curves of two group representations con- 
nected with different anisotropic order  parameters near x ~<0.02 (Joynt et al. 
1986) and a mixing of both representations at the lower transition Tcb for larger x 
(Sigrist and Rice 1989). The other  model is based on a sequence of two phase 
transitions of pure UBe13 (cf. figs. 74 and 82), which leads at T c = 0.9 K first to an 
unconventional phase. Then a mixing of the representations of the original 
symmetry group results via the feedback of the anisotropic order parameter  on 
the pairing interaction. This non-linear coupling can, even in the set of possible 
conventional order  parameters with respect to the new reduced symmetry, lead to 
a transition near 0.6 K involving the admixture of an s-wave (Kumar and W61fle 
1987). As a consequence of Th-induced scattering, the relative order  of these 
phase transitions can change. This model needs the existence of a lower supercon- 
ducting transition of the pure system, and is thus in accord with experimental 
indications in both the specific heat and Bc2(T ) (Rauchschwalbe et al. 1987d). All 
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three different pictures are consistent with the observation that the observed 
phase transitions are of second order (Rauchschwalbe 1987) and do not separate 
regions with incompatible order parameters. 

Regarding the very small ordered magnetic moment observed below the lower 
superconducting transition, one might think of four possibilities that are immedi- 
ately at hand: 

(i) Th doping, hindering the formation of a low-T coherent state as inferred 
from the depression of TP(x), the position of the low-T p(T) peak, may induce 
magnetic moments near the Th "Kondo holes" (Moshchalkov 1988). In a way 
discussed in sect. 3.4 this may lead to a long-range polarization of the heavy 
Fermi liquid. Interestingly enough, TP(x) comes close to Tc(x ) near the "multi- 
critical" point at x = 1.7 at. % Th (Fisk et al. 1988). Pressure experiments indicate 
that the effect of Th doping can in part be understood via a "negative lattice 
pressure" (Lambert et al. 1986, Borges et al. 1988). 

(ii) Magnetic degrees of freedom act in some unusual way as a necessary 
ingredient to superconductivity and are frozen out at the transition. 

(iii) Superconducting order prevents total screening of the magnetic U mo- 
ments and allows them to order magnetically as described in sect. 3. 

(iv) A non-unitary order parameter (Volovik and Gorkov 1984, 1985) forms as 
proposed recently (Sigrist and Rice 1989). 

4.5. Tunnel phenomena 

Tunnel experiments based on proximity effects, quasiparticle and Josephson 
currents have furnished detailed information about the nature of classical super- 
conductors [see, e.g., the articles by Josephson, McMillan and Rowell, Deutscher 
and de Gennes in Parks (1969)]. For heavy-fermion superconductors not only the 
experimental verification but also the theoretical interpretation of such data is 
more difficult and less unique. In particular, the preparation and characterization 
of the interfaces and the corresponding transmission properties for quasiparticles 
and Cooper pairs of non-trivial structure are sources of uncertainty. Only a few 
relevant theoretical results are known. The classical investigation (Pals et al. 
1977) shows that in leading order no Josephson current between a singlet and a 
triplet superconductor exists and the Josephson frequency arising form the next 
higher order is U/(h/4e) instead of U/(h/2e). It, however, rests upon the 
assumption that the tunnel process conserves the one-particle symmetries. Within 
the same reasoning a proximity contact should reduce the order parameters. One 
has to face, however, the possibility that the tunnel rate may be substantially 
suppressed by properties of the barrier alone, which could reduce possible 
anisotropic Cooper-pair correlations more strongly than isotropic ones (Ambega- 
okar et al. 1974). This spoils somewhat the prospect of attributing destructive 
effects to different symmetries on both sides of the interface. Such considerations 
may be relevant for understanding the observed lack of any Josephson current 
through weak links between two pieces of UPt 3 (Steglich et al. 1985, Poppe 
1985). 
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In general, those experimental situations seem to be most conclusive in which a 
definite coupling through an interface can be observed. In particular, two 
experiments are of relevance here: (i) The observation of a large DC Josephson 
current through a weak link between CeCu2Si 2 and AI as a counterelectrode,  
which exhibits ordinary s-wave superconductivity (Steglich et al. 1985, Poppe 
1985). (ii) The weakening of an ordinary proximity-induced superconductivity in 
UBe13 below its transition to a state of heavy-fermion superconductivity (Han et 
al. 1986). 

Figure 90 shows the I - V  chracteristics of a CeCuzSi2/A1 contact for different 
temperatures (Steglich et al. 1985, Poppe 1985). The fact that the observed 
Josephson effect is due to superconductivity through the weak link between A1 
and CeCu2Si 2 can be inferred from the following observations: (a) the effect 
disappears in a magnetic field which is overcritical for A1 but not for CeCuzSi2, 
(b) the effect sets in at the critical temperature of CeCuzSi 2. The equation 
(Ambegaokar and Baratoff  1963a, b), 

/ c (T  ) = RnlAI(T)K([1 2 2 1/2 - zl,/k2] ) ,  ( 2 7 )  

that applies for a Josephson contact with n-state resistance R n between two 
ordinary superconductors with gaps A a and A 2 (K is the complete elliptical integral 
of the first kind), reproduces well the order of magnitude of the measured DC 
Josephson current. Here  the BCS relation 2A = 3 . 5 k T  c is used for both supercon- 
ductors. Whereas we believe that this result strongly supports singlet supercon- 
ductivity in CeCu2Si2, it should not be taken as proof  for an l = 0 orbital state: 
the influence of the barrier may well cause a strong mixing of the different orbital 
representations of the order parameter.  In the case of triplet superconductivity, 
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Fig. 90. Current-voltage characteris- 
tics of a CeCuz.2Si2/AI Josephson 
contact ("weak link',) at different 
temperatures (Steglich et al. 1985). 
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on the other hand, the tunnelling process would have to strongly violate pseudo- 
spin conservation, which seems unlikely to us. 

In the same spirit, the temperature  dependence of the critical currents through 
weak links between UBea3 and Ta as displayed in fig~ 91 (Han et al. 1986) can be 
understood. Since the effect sets in at T~ --3.23 K, i.e.,  not too far below 
T~ = 4.47 K for Ta but way above T c = 0.92 K for UBe13, it must be caused by 
proximity-induced superconductivity in the heavy-fermion system at this tempera- 
ture. This is substantiated by the detection of an AC Josephson effect. The height 
of the "Shapiro steps" of AU = h u / 2 e  indicates that this effect is of leading order 
(Han et al. 1986). If it is again assumed that the barrier cannot work constructive- 
ly between two different superconducting symmetries, the proximity-induced 
order  should be of the same classical type as that of Ta. The critical current rises 
with decreasing temperature,  in rough agreement with what is expected from such 
a proximity contact (Han et al. 1985). Near the onset of heavy-fermion supercon- 
ductivity in UBel3, however,  the critical current starts to fall, which is different 
from what is seen for Mo. This is a clear hint at a different symmetry type of the 
new order parameter.  We thus conclude that the order  parameter  of UBe~3 
cannot be isotropic. Triplet superconductivity is not necessarily involved, how- 
ever, as was suggested by Han et al. (1986). The strong anisotropies connected 
with the heavy quasiparticles and their interactions alone could produce this 
destructive effect. 

For a unique interpretation of these interesting experimental results, some new 
developments in theory would be highly desirable. These concern a realistic 
description of tunnel barriers within the semiclassical approach to superconduc- 
tivity. Although it is possible within this theory to treat the standard surface 
model for the proximity effect with help of a sensible phenomenologieal boundary 
condition (Ashauer et al. 1986), tunnelling through a barrier is usually described 
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Fig. 91. Normalized critical current, Ic(t)/lo(l), as a function of reduced temperature, t = T/Tc, for 
junctions of Mo-Ta and UBe13-Ta. Dashed line is a guide to the eye. Solid curve is a fit to the data of 
a model that explains the reduction of As, the singlet order parameter of the "proximity-induced 
surface superconductivity", by the development of a triplet order parameter below the bulk-T c of 
UBe13. In this model 1 c ~ AsAT. is assumed (Han et al. 1986). 
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via a set of hypothetical matrix elements M,¢. They transform a quasiparticle 
with Bloch momentum k and pseudospin a on side A into one with q with/3 on 
side B (Ambegaokar and Baratoff 1963a, b, Sauls et al. 1986). In the framework 
of BCS theory it is straightforward to express the Josephson current through the 
barrier 

2eU 
I t ( t )  = I m { ( ( v l v ) ) ( e U  + ir/)ei'°°'} ' w° - h (28) 

via the anomalous velocity correlation 

((vlv))(eU + ix/)= E gk,q ^ ^ B "  T ~a, A B T r { M k , q A q M - k , - q A k  } ,  
k,q 4Ek Eq 

g ,q d,o' 6 ( , o  = - - E k  ) ]  
, w o -  w + ~o' + fi7 

x [6(w' + EBq) - 6 ( w ' -  EqB)], (29) 

where z] = [A 01 + Agr]i6-y is the usual (wavevector-dependent) order parameter 
matrix in pseudospin space for side A or B, 

E ,  = (e~ + [a0kl 2 + l a f ) ' / 2  , 

for unitary states with one particle energies ek, and M = m 0 ] + mr" is the matrix 
of tunnel matrix elements with pseudospin-conserving part m 0. m incorporates 
those tunnelling processes that can mix singlet and triplet representations of the 
order parameter. The superscripts T and t indicate transposed and Hermitean 
conjugate matrices, respectively. Straightforward evaluation of the trace in pseu- 
dospin space in eq. (29) gives the following results in the presence of time- 
reversal invariance (Sauls et al. 1986, Grewe 1986): 

(i) A singlet-to-singlet current (A A = A B = 0) is caused by both pseudospin 
conserving and non-conserving transfers, i.e., 

I~c s - 2 ( [ m 0 l  2 + ImI=)AoB OA (30a) 

(ii) A singlet-to-triplet current (A A = A0B = 0) does not occur for pseudospin 
conserving tunnelling processes only (m = 0), since 

ISct ~ 2[2 Re(m 0 m) - i n  x m ]ABAOA. (30b) 

It also vanishes, if tunnelling conserves parity, since then m 0 and m are purely real 
and imaginary, respectively. 

(iii) For a triplet-to-triplet current (ZlOA = A0B = 0) again all the tunnelling 
matrix elements can contribute: 

Itc t ~  2AB[(lm0[ 2 -- In] 2) + 2Re(m • m*)]A A - 4i Re(m0m* ) • (A B x AA).  
(30c) 

More detailed information about a possible mixing of different symmetry-group 
representations of pseudo-spin singlet or triplet order parameters can in principle 
be obtained by inspection of the wave-vector dependence in eq. (29). 
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This kind of semi-phenomenological theory is unsatisfactory from at least two 
points of view: (1) No theory exists for the tunnel matrix elements that would 
take the complex quasiparticle structure on both sides in account; and (2) the 
order parameter near the physical barrier behaves inhomogenously so that - if the 
corresponding regions are not formally included into the "barrier" - only the 
semiclassical theory of superconductivity appears appropriate (Ashauer et al. 
1986). Furthermore, for reliable estimates of the size of tunnel currents, the 
orientation of interfaces relative to the crystal axes (Geshkenbein and Larkin 
1986) and the influence of inhomogeneity on the spin-orbit coupling (Fenton 
1985) may have to be taken properly into account. 

4.6. Some conclusions concerning the nature of heavy-fermion superconductivity 

The detailed experimental investigations have, at least for CeCu2Si 2 and 
UBe13, spoiled the original hope of finding triplet superconductivity in metals 
similar to the known case of superfluid 3He. Apparently the lower symmetry and 
the lower purity of crystals play an essential role for the superconducting states 
found in heavy-fermion compounds. We would like to recall a few key observa- 
tions which underline this conclusion: 

(i) the rather weak "pair-breaking" effect of non-magnetic dopants (Ahlheim 
et al. 1988a,b); 

(ii) the strong Pauli limiting in Bc2(T ) that is particularly pronounced for 
CeCu2Si 2 but also occurs for UBea3 (Rauchschwalbe et al. 1985b); 

(iii) the large DC Josephson current through weak links formed between 
CeCu2Si 2 and A1 (Steglich et al. 1985, Poppe 1985); and 

(iv) a 50% reduction in the local Spin susceptibility of UBe13 upon cooling 
through T¢, as measured by the/~SR-Knight shift (Heffner et al. 1986). 

In the light of the existing experimental evidence the occurrence of anisotropic 
order parameters is possible. Whether these are conventional, i.e., crystal sym- 
metry preserving, or unconventional is unknown. In particular, it cannot be 
decided at present which of the possible order parameters is realized in any of the 
four materials CeCuzSi2, UBe14, UPt 3 and URu2Si 2. Power laws measured in a 
number of experimental quantities do not give a consistent picture. The behaviour 
is not unique for any of these substances,, and the question must be allowed 
whether such power laws are at all genuine traces of an underlying low- 
temperature symmetry of the pure superconductors. 

This last point may be elucidated by considering a spin-fluctuation mechanism 
for Cooper pairing (Millis et al. 1988). Given that short-range antiferromagnetic 
spin fluctuations actually cause pairing, considerable pair breaking would result at 
the same time for an anisotropic order parameter. This is due to inelastic 
scattering of quasiparticleS by the spin fluctuations that would also in this theory 
account for the large normal-state resistivity near Tc as observed for CeCuzSi 2 
and, in particular, UBe13. The essential point is that, due to this strong pair 
breaking, strong-coupling effects a r e  present below To. Any signature of a 
possible anisotropic order parameter in the DOS is, thus, wiped out. At the 
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lowest temperatures, inelastic scattering is frozen out, but residual elastic scatter- 
ing is still present and can be large, as is likely in, e.g., the case for UBe13 and for 
CeCu2Si 2 with residual resistivities as large as 15 IxO cm and 65 ~ cm (Rauch- 
schwalbe 1987), respectively. In general, strong-coupling effects should be consid- 
erable, no matter what microscopic mechanism is assumed, since the stability of 
the quasiparticles is not large: itinerant quasiparticles form typically at tempera- 
tures comparable to the superconducting transition temperature. One wonders 
how, under these circunstances, an anisotropic order parameter can be main- 
tained at all. The evidence for a multiphase diagram of UPt 3 and U l_xThxBe~3 as 
discussed above, however, supports such an appealing possibility. In our opinion, 
the size of the coherence length ( ~ -  100 A), which is smaller than in classical 
superconductors by up to two orders of magnitude, plays an important role. ~ is 
still much larger than the lattice constant, so that the pair wavefunction is in fact 
well defined in k-space instead of real space. Therefore the observed order 
parameter anisotropies are to be connected with extreme Fermi surface aniso- 
tropies: it is conceivable that there is either a lack of heavy quasiparticles in 
certain k-space directions, as suggested by some band-structure calculations, or an 
opening of a gap in particular sections of the Brillouin zone, as is to be expected 
in connection with SDW formation. This latter possibility is in accord with 
neutron diffraction and /~SR results on URu2Si 2 (Broholm et al. 1987b), 
Ul_xThxBe13 (Heffner et al. 1987, 1989) and, presumably, UPt 3 (Aeppli et al. 
1988). 

Not only the symmetry of the order parameter but, more fundamentally, the 
true nature of the interactions responsible for Cooper-pair formation is still 
unknown. On the one hand, there is a theoretical prejudice, based on the 
apparent importance of the magnetic degrees of freedom in the heavy Fermi- 
liquid state and some similarities to 3He, i.e., strong local repulsion of quasiparti- 
cles, that the mechanism involves magnetic fluctuations (Fay and Appel 1985, 
B4al-Monod 1985, Simanek 1985, Schuh 1985, B6al-Monod et al. 1986, Cyrot 
1986, Miyake et al. 1986, Scalapino et al. 1987, Norman 1987, Grabowski 1987, 
Zhang et al. 1987, Dolgov et al. 1987, Zhang and Lee 1988, Putikka and Joynt 
1989). Due to this repulsion and the expected weak quasiparticle dispersion, 
anisotropic superconducting phases and reduced coherence lengths seem prob- 
able, which is in accord with experiments. On the other hand, there does not 
really exist any conclusive correlation between an enhanced tendency towards 
magnetism and the occurrence of such superconductivity, see sect. 3. The 
conventional deformation-potential coupling mechanism, applied to the itinerant 
states alone, however, can apparantly not account for pairing between heavy 
fermions (Entel et al. 1985, Pickett et al. 1986, Fenton 1987, Normal 1988). 

There are a number of experimental clues hinting at a strong coupling of the 
heavy quasiparticles to elastic degrees of freedom. We have discussed them in 
connection with ultrasonic attenuation (Mfiller et al. 1986a), anomalies in elastic 
constants (Lfithi and Yoshizawa 1987) and thermal expansion (Ribault et al. 1979, 
Lang et al. 1987). The salient interpretation of the Kondo-volume collapse in Ce 
compounds in particular invokes this mechanism. The coupling strength is likely 
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to be comparable to any interaction among heavy quasiparticles. Consequently, 
this particular kind of electron-phonon interaction also has to be considered as a 
possible source of heavy-fermion superconductivity (Razafimandimby et al. 1984, 
Grewe 1984b, Miyake et al. 1984, Entel and Matschke 1986, Ohkawa 1987, Jichu 
et al. 1987, Keller et al. 1988). Although the local nature of the quasiparticle- 
phonon interaction as opposed to a conventional deformation-potential coupling 
could favour an anisotropy by its own, it is not likely that unconventional 
superconducting order parameters can arise without the effect of local quasiparti- 
cle repulsion. In conclusion, we want to advocate the following point of view: 
heavy-fermion superconductivity is produced by an interplay of elastic- and 
electronic-coupling mechanisms that are peculiar to the nature of the heavy 
Fermi-liquid (Grewe 1988b). The variety of experimental data, which cannot be 
interpreted consistently with any one of the existing theoretical models, is 
probably caused by a sensitive balance between such different sources of inter- 
action and, most probably, by their interference. The situation is further compli- 
cated by the strongly frequency-dependent renormalizations of the quasiparticles 
and the pronounced wavevector dependences of the two contributing interactions, 
which are characteristically different. The electron-phonon interaction is general- 
ly attractive and involves the local breathing modes, whereas the exchange of spin 
flutuations generates a q-dependent repulsion that may, however, favour super- 
conductivity due to pronouned structure at q = 2 k  F and, possibly, also at small 
q-values. Thus, no easy answers to the fundamental questions raised in this field 
may exist at all. 

5. Epilogue 

Viewing the field of heavy-fermion physics as a whole, several observations can 
be made, which concern the impact of this new field of research on our 
understanding of solid-state physics. 

A number of exciting phenomena have enriched solid-state physics, e.g., 
strongly enhanced and temperature-dependent thermodynamic coefficients, co- 
herent heavy Fermi liquids with well defined, highly anisotropic Fermi surfaces as 
measured by the de Haas-van Alphen effect, anisotropic superconducting order 
parameters and itinerant magnetic phases with small moments, formed in the 
low-temperature Fermi-liquid state. The wealth of experimental data is at least 
partially understood. In a qualitative sense new concepts that have been derived 
from the many-body properties of simple models have clarified some basic 
features. These concern the existence of heavy masses, the influence of coherence 
and an initial insight into cooperative mechanisms. Heavy-fermion physics has, 
however, brought some basic problems of solid-state theory into focus. In spite of 
qualitative progress in strong-correlation physics, no general concept for quantita- 
tive calculations has been developed so far which is comparable to band-structure 
theory for simpler metals. It is certainly important to implement modern many- 
body methods for strong correlations into a realistic calculation scheme for 
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general response functions, which yields one-particle spectra only as a special 
case. One example that has  to be seen in this context is the ongoing discussion 
about the validity of a band picture for U compounds. The actinide systems with 
their peculiar, not well understood, behaviour clearly demonstrate that the 
solution, in general, cannot be found by semi-phenomenological approaches that 
have to be based on a clear hierarchy of characteristic energies. Within this 
context, the heavy-fermion systems are a "simple" prototype for a new generation 
of materials with strong influence of crystal structures and local correlations. 
Other prominent examples are the intermediate-valence compounds and the 
high- T c superconductors. 

In its initial stages heavy-fermion research has mainly been concentrated on the 
phenomenon of superconductivity. In a few years, a considerable repertoire of 
experimental methods and theoretical models, some of them with new features, 
has been applied. Soon, however, it was realized that important questions 
remained open: experimental results proved inconclusive regarding the pairing 
mechanism and the nature of the superconducting phases. Truly microscopic 
theories were limited in their scope by technical problems that already apply in a 
study of the normal state in the presence of correlations. An important lesson to 
be learned concerns the extreme sensitivity of heavy-fermion properties on lattice 
disorder, which seems to be a general phenomenon for strongly correlated 
materials. It is, therefore, remarkable that after the first active period and the 
advent of high-To superconductivity the field of heavy-fermion physics has 
retained its appeal. The reason is primarily to be found in new exciting discoveries 
that bring interesting magnetic states and even the normal Fermi-liquid phase into 
focus. For theoreticians the normal state of heavy-fermion systems certainly poses 
an ongoing challenge and serves as a good model to study strong local correlations 
in a broader context. It can be hoped that the knowledge gathered here will also 
prove useful for 5f and 3d materials in general as far as the role of correlations is 
concerned. As has become clear in the last three years in connection with high-T~ 
superconductors, additional aspects are important in all of these interesting new 
materials. We mention, in particular, the role of dimensionality and crystal 
structure, and the antagonism between the localized and the delocalized pictures, 
which becomes more relevant with increasing spatial extent of the f- and 
d-wavefunctions. 
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pseudobinary compounds 76, 80, 81, 93, 98, 102 
195pt-NMR 149 

quadrupolar 
- echo modulation 76, 87 
- magnetically induced nuclear interaction 86, 

87 
- nuclear broadening 71 
- nuclear splitting 72, 76, 86, 87, 90, 91, 95, 99, 

105 
- pseudo-quadrupoleinteraction 87 
quadrupolar coupling 234, 237, 239, 240, 243- 

250, 253, 255,257, 264, 275 
quadrupolar operator 237-239, 266, 270, 275, 

280 
quasiparticle bands 308-310, 318 
quasiparticle interactions, direct (local), indirect 

(nonlocal) 349, 372, 374, 394, 400, 428, 437, 

438, 444, 451,458 
- CeA13 394 
- CexLal_xAl 2 394 
- 3He 394, 458 
- UPt3 444 
- Ul_xThxBe13 451 

R-Co compounds 95 
R-Fe  compounds 93 
R - M n  compounds 98 
RKKY - ,  see Rudermann-Kittel-Kasuya-Yosida 
Raman scattering 230, 284, 300, 316 
- CeAI2 216 
- TmSe 208 
Raman spectroscopy 4 
rare earth intermetalliccompounds 164 
relaxation time 245,285,288, 318, 324, 330 
I°3Rh-NMR 145 
rotational invariance 24, 270-273, 295 
Rudermann-Kittel-Kasuya-Yosida (RKKY) in- 

teraction 400, 404, 408, 414 
- CeA12 404, 414 
- CeCu2Ge2 406 
Rudermann-Kittel-Kasuya-Yosida (RKKY) mech- 

anism 238, 239, 305 
Rudermann-Kittel-Kasuya-Yosida (RKKY) model 

80-82, 84 
Russell-Saunders multiplet 226, 232 
Russell-Saunders terms 4 

s-d exchange model 352 
samarium 4, 5, 18, 20, 24, 25, 31, 33 
sample preparation 66, 70, 78 
satellite lines 76, 84, 90, 93-96, 99 
121Sb-NMR 148 
123Sb-NMR 148 
45Sc-NMR 110 
scattering 
- by spin fluctuations 457 
- inelastic electron-electron 377, 445,446, 457 
- - UBe13 446 
- phase shift 353,364 
- residual elastic 445,447, 457 
- - CeCu2Si 2 457 
- - UBe13 458 
- - UPt3 445 
- resonance (width) 347, 352, 391 
- resonant 359, 376, 380, 435, 438, 439 
- spin-flip 400, 404 
scattering, non-local magnetic 410 
Schottky anomaly 234, 260, 262 
Schottky curve anomaly 367-371,374, 417, 427 
- CeA13 369 
- CeCu2Ge2 370 
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Schottky curve anomaly (cont'd) 
- CeCu2.2Si 2 369 
- CeRu2.16Ge 2 367,370 
- UBe13 369, 371 
- UPt3 369 
- URuzSi 2 427 
- UzZnl7 417 
Schrieffer-Wolf transformation 30 
screw-scattering mechanism 383 
self energy 238, 280, 281 
self polarization 78, 82, 91, 94, 95 
semMassical theory of superconductivity 454, 

455 
semiconducting SmS 207 
sf-interaction 227-229, 256 
Shapiro step 455 
Shubnikov phase 426 
- UBe13 426 
29Si-NMR 132 
signals 

- from Bloch walls 70, 71 
- from domains 70 
- ringing 66 
- wall edge 71 
single crystal NMR 67, 78, 105 
single crystal sphere 70, 78 
single crystals 363,376-380, 389, 390, 405, 410- 

414, 421,423,424, 427, 433, 434, 443, 447, 448 
- CeAI2 415,416 
- CeCu6 363, 376, 377, 379, 389, 410-412 
- CeCu2Si 2 380, 405, 421,423, 433 
- CeRu2Si 2 410, 411,414 
- UPt3 389, 390, 411, 413, 414, 424, 433, 434, 

443, 446-448 
- URuzSi2 427 
singlet ground state 99 
singlet-triplet excitation 167 
site, effective 361 
site assignment 86, 92, 97 
skeleton expansion 356 
skin depth 66 
Slater integrals 4, 7, 8, 10, 32-36 
slave boson 306, 332 
141Sm.NMR 117 
149Sm-NMR 117 
SmB6 25, 189, 190, 211 
Sm0.zsDy0.75S 213 
Sm0.78Gd0.22S 213 
Sm0.85Gdo.15S 169 
Sm:LaC13 33 
Sm:LaF 3 33 
Sm0.95La0.05Se 167 
SmPd3 24, 25, 33 
SInS 25-27, 167, 202, 212, 398 

Sm0.75S0.25S 20, 25-28 
SmSe 167, 208 
SmTe 167 
Sm0.75Y0.25S 170, 202, 204, 212 
Sml_xYxS2 202 
N7Sn-NMR 147 
119Sn-NMR 147 
Sommerfeld's theory 349 
sound propagation 230, 243, 264, 266, 270, 288, 

311,316, 318 
specific heat 242, 260, 292, 301,309, 320 
specific-heat anomaly of magnetic phase transi- 

tion 370, 401,414, 417-420, 426, 427 
- CeAI2 401,414 
- CeCuzGe2 370 
- CePb3 420 
- CeRu2.16Ge 2 370 
- NpBe13 418 
- NpSn3 401 
- UCd n 417 
- URuzSi 2 426, 42T 
- (Ul_xThx)Pt3 426 
- U2Znl7 419 
specific-heat anomaly of superconducting phase 

transition 428-432, 444-446, 449, 451,452 
- CeCuxSi2 431 
- CeCu2Si2 428, 429 
- Cel~MxCu2.2Si2 449 
- UBe13 432, 445 
- U1_xMxBe13 449 
- UPt 3 429, 431,445 
- Ul_xThxBe13 450-452 
spin compensation cloud (see also moment  com- 

pensation) 369, 411 
spin-density wave fluctuation 428, 457, 458 
- CeCu2Si 2 457 
- 3He 458 
- temperature 427 
- UBe13 457 
spin-density wave (SDW) 398, 404, 411, 422- 

427, 458 
- CeCu2Si2 422 
- Cel_xLaxRu2Si 2 411 
- UPt3 404, 425, 458 
- URu2Si2 425,427, 458 
- Ul_xThxBe13 458 
- Ul_xThxPt3 425, 426 
spin fluctuation 97, 99, 100, 104, 106, 229, 327 
spin-glass effects 
- CeCu6.sAI6. 5 415 
- CeCul.9Si 2 405 
- CeCu2Si 2 406, 421,422 
- Cel_xLaxCu2Si2 405 
- CePdjB0. 3 415 
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spin-glass effects (cont'd) 
- CePtGa 3 415 
- Cel_xYxA12 352, 408 
- phenomenon 352, 405,406, 408, 415,421,422 
spin polarization 

- distance dependence of 84 
- of conduction electrons 81, 82, 90 
spin relaxation rate 212 
spin reorientation 76, 93 
spin wave excitations 74, 78 
spin-lattice relaxation 439 
- CeCuzSi 2 439,442 

- UBel3 439, 442 
- UPt3 439, 442 
spin-orbit coupling 88, 97 
spin-orbit interaction 4, 5, 8-10, 43, 44 
spin-orbit transitions 5, 9, 14, 15, 20 
Stoner theory, formula 400 
strain 236, 285, 286, 290, 324 
strong-coupling effect 432, 457 
- CeCuzSi 2 457 
- UBe13 432, 457 
strong-coupling theory, Eliashberg 436 
structure factor 15, 18, 50 
superconducting order parameter 429-459 
- anisotropic 433435, 437, 439, 444, 446, 449, 

452, 454, 457M59 
- CeCuzSi 2 434,435, 437, 439, 444, 454, 455, 

457 
- conventional 436, 437, 449, 451 
- non unitary 453 
- UBe13 434, 435, 437, 439, 444446, 454, 455, 

458 
- UPt3 433, 437, 439, 444, 446, 457, 458 
- URu2Si 2 444,457,458 
- Ul-xThxBea3 451,453,457, 458 
- unconventional 437, 449, 451,457, 458 
superconducting transition temperature 430 
superconductivity 328 
superconductors 101 

- coexistence with magnetism 102, 104 
- heavy-fermion superconductors 107 
surface acoustic waves 270, 273 
susceptibility 14, 25, 50 
- Curie 243,245,289 
- dynamical 275,282, 330 
- magnetic 284, 299 
- strain 243, 245, 246, 248, 252, 254, 255, 263, 

266, 267, 272, 316 
- van Vleck 243,264, 289, 316 
symmetry group of superconducting order param- 

eter 436, 437, 439, 451,454, 455 

tantalum metal 455 

159Tb-NMR 120 
TbBe13 199 
temperature dependence 

- of hyperfine coupling constant 74 
- of hyperfine field 74 
- of spontaneous magnetization 73 
tensors 
- operators 39 

- Racah 12, 16, 42,44 
- Wigner-Eckart theorem 41 
terbium 24 
term energies 7, 8 
ThCrzSi 2 195 
Th2Zn17 420 
thermal conductivity 439, 441,444 

- CeCu2Si 2 441,444 
- UBe13 441,444 
- UPt3 439, 441,444 
thermal expansion 230, 260, 301, 394, 395, 415, 

416 
- CeAI 2 415,416 
- CeA13 394 
- CeCuzSi 2 394 
- CexLal_xAl 2 394 
- Cel-xYxAl2 394, 395 
- UCdll  394 
- UzZnl7 394 
thermoelectric power 375,381,382 
- CeA1? 376, 381 
- CeCu 6 381 
- CeCuzSi 2 381 
- CePb 3 381 
- CeRuzSi2 381 
threshold energy exponents 354 
thulium 4, 21, 24, 31 
2°3T1-NMR 149 
2°ST1-NMR 149 
169Tm-NMR 123 
Tm:LaF 3 24, 31 
TmxSe 208, 209 
TmSe 207,208,212 
TmSe0.85Te0.15 215 
transition metal compounds 245 
Trees parameters 8, 10 
triplet pairing 429, 434, 436-438, 453,455 

(U,Th)Pt3 404 
UBe13 185, 366-369, 371, 387, 392, 395, 426, 

432-435, 437, 439-444, 446, 449, 454-457 
U C d n  394, 417 
UCu4+xAls_x 404 
U:LaCI 3 36 
U1_xMxBe13 (M = La,Y) 449 
UO2 36 
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UPd3 392 
U(Pdl_xPtx)3 alloys 31,36-38 
UPt3 185, 367-369, 387-392, 394-399, 404, 411, 

413-429, 431-434, 437-449, 453, 457, 459 
U(Ptl _xAux)3 425 
UPts_xAux 404 
U(Ptl_xIrx)3 425 
U(Ptl_xPdx)3 404, 425 
URh 3 36 
URu 3 36 
URu2Si2 349, 425-427, 437, 444, 457, 458 
Ul-xThxBel3 449,451,453 
U0.97Th0.03BeI3 426, 452 
Ul-xThxPt3 404, 425,426 
U2Znl7 393, 417-420 
ultrasound attenuation, absorption 395,417, 433, 

439, 443-446, 449, 458 
- UBe13 395,443, 444, 446 
- UPt3 395, 397, 420, 431,443 
- Ul_xThxBe13 449 
uniform polarization model 79 
universality 352, 384 
uranium 4, 35, 367 

51V-NMR 133 
valence-excitation energy 347 
valence fluctuation 170 
- intermediate valence (IV) 347, 352, 361, 362, 

374, 390, 392, 393, 395,400, 405, 459 
- - CeBe13 392 
- - CeSn3 374 
- - Ce 1 _xYxAl2 352, 393,395 
- - EuCu2Si2 392 

- - YbCu2Si2 392 
valence instability 354 
van Vleckparamagnets 99 
virtual bound state 348 
Voigt effect 262, 264, 267, 268, 270 
volume strain 287, 320, 324 
vortex 426 

x-ray absorption 354 
x-ray diffractometry 432 
- CeCu2Si2 432 

89y-NMR 111 
YAI2 192 
YS 202 
YSe 208 
171yb-NMR 144 
173yb-NMR 144 
YbCueSi2 197, 392 
YbS 202 
ytterbium 4 

zero field spectrum 73, 84, 91, 97, 103 
zero of a superconducting order parameter 

435-437, 439, 446 
- CeCuaSi2 437, 439 
- 3He 436 
- UBe13 435, 437,439,446 
- UPt3 433,437,439, 446 
- URueSi 2 437 
67Zn-NMR 144 
91Zr-NMR 145 

433, 
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